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Abstract
In this thesis, we study extremal problems involving forbidden subgraphs. We are interested in
extremal problems over a family of graphs or over a family of hypergraphs. In Chapter 2, we consider
improper coloring of graphs without short cycles. We nd how sparse an improperly critical graph
can be when it has no short cycle. In particular, we nd the exact threshold of density of triangle-
free (0; k)-colorable graphs and we nd the asymptotic threshold of density of (j; k)-colorable graphs
of large girth when k  2j + 2. In Chapter 3, we consider other variations of graph coloring. We
determine harmonious chromatic number of trees with large maximum degree and show upper
bounds of r-dynamic chromatic number of graphs in terms of other parameters. In Chapter 4,
we consider how dense a hypergraph can be when we forbid some subgraphs. In particular, we
characterize hypergraphs with the maximum number of edges that contain no r-regular subgraphs.
We also establish upper bounds for the number of edges in graphs and hypergraphs with no edge-
disjoint equicovering subgraphs.
ii
Acknowledgements
I thank my father Kwang Sub Kim, my mother Im Sun Jung, and my sister A-young Kim. Their
constant support and love made me concentrate better on studying here.
I also thank my academic advisor, Alexandr V. Kostochka, who always gave me very kind and
excellent advice in both academics and life.
I wish to extend special thanks to my disseration committee members: Alexandr Kostochka,
Bernard Lidicky, Paul M. Weichsel, and Douglas B. West. This work would not have been possible
without their guidance. I would also like to thank Gyo taek Jin, Sangil Oum, and Sujin Shin who
guided me to pursue graduate study while I was an undergraduate student.
I am also grateful for my friendship and mathematical discussions with many people that I met
before and during my time as a graduate student:
Saieed Akbari, Ilkyoo Choi, Daniel Cranston, Michael Ferrara, June Huh, Sogol Jahanbekan,
Jaiung Jun, Ringi Kim, Seogjin Kim, Younjin Kim, Bill Kinnersley, Joonkyung Lee, Hong Liu, Suil
O, Cory Palmer, Hyunchul Park, Michael Santana, Amelia Tebbe, Elyse Yeager, Xuding Zhu.
iii
Table of Contents
Chapter 1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Improper coloring of sparse graphs with given girth . . . . . . . . . . . . . . . . . . . 1
1.2 Variations of coloring problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Hypergraphs with forbidden subgraphs . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Background material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Chapter 2 Improper coloring of sparse graphs with a given girth . . . . . . . . . 9
2.1 On (0; 1)-coloring of triangle-free graphs . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Restatement and a construction . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Simple properties of counterexamples . . . . . . . . . . . . . . . . . . . . . . 14
2.1.3 Sets of potential at most 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.4 Sets of potential at most 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.5 Shovels in G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1.6 On (1; 1; 1)-trees in G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.7 Discharging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.1.8 Structure of G3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.1.9 Proof of Theorem 2.1.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2 On (j; k)-coloring of graphs with large girth . . . . . . . . . . . . . . . . . . . . . . . 49
2.2.1 On (j; k)-coloring of triangle-free graphs . . . . . . . . . . . . . . . . . . . . . 50
2.2.2 On (j; k)-coloring of graphs with large girth . . . . . . . . . . . . . . . . . . . 56
Chapter 3 Variations of coloring problems . . . . . . . . . . . . . . . . . . . . . . . 61
3.1 Harmonious coloring of trees with large maximum degree . . . . . . . . . . . . . . . 61
3.2 On r-dynamic chromatic number of graphs . . . . . . . . . . . . . . . . . . . . . . . 68
3.2.1 Bounds in Terms of Maximum Degree . . . . . . . . . . . . . . . . . . . . . . 71
3.2.2 Regular Graphs and Chromatic Number . . . . . . . . . . . . . . . . . . . . . 74
3.2.3 Diameter and Chromatic Number . . . . . . . . . . . . . . . . . . . . . . . . 75
Chapter 4 Hypergraphs with forbidden subgraphs . . . . . . . . . . . . . . . . . . 80
4.1 Maximum hypergraphs with no regular subgraphs . . . . . . . . . . . . . . . . . . . 80
4.1.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.1.2 Sizes of transversals of (N; r)-strange hypergraphs . . . . . . . . . . . . . . . 83
4.1.3 Proof of Theorem 4.1.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.1.4 Size of almost H-free subsets . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.1.5 Proof of Theorem 4.1.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
iv
4.2 Hypergraphs with no equicovering subgraphs . . . . . . . . . . . . . . . . . . . . . . 97
4.2.1 The 2-EUP and the 2-EVP for Graphs . . . . . . . . . . . . . . . . . . . . . . 99
4.2.2 The t-EVP for Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.2.3 The Weak t-EVP and t-EVP for Hypergraphs . . . . . . . . . . . . . . . . . . 109
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
v
Chapter 1
Overview
In this thesis, we are interested in extremal problems on graphs and hypergraphs. In other words,
we study the relationship between several parameters over a family of graphs or hypergraphs with
forbidden structures. Mainly, we want to determine the maximum or minimum value of a given
parameter over a family of graphs or hypergraphs.
In Chapters 2 and 3, we explore variations of graph coloring problems. Part of why we study
graph coloring problems is because they describe many real-life situations, and the solutions of
the problems help us deal with the situations. For example, assigning frequencies to satellites can
be modeled by an improper coloring problem on graphs, and distributing resources to people so
that everyone has access to at least r dierent resources from their friends can be modeled by an
r-dynamic coloring problem.
In Chapter 4, we discuss extremal problems for hypergraphs. These problems are important
partially because hypergraphs are generalizations of many mathematical objects including graphs,
matroids, and even topologies. Hence many problems in other areas can be stated in the language
of hypergraphs. For example, many-body system problems in physics, and even chemical reaction
networks can be modeled by hypergraphs.
1.1 Improper coloring of sparse graphs with given girth
Chapter 2 is based on [35] and [36] which are joint works with Alexandr V. Kostochka and Xuding
Zhu. In Chapter 2, we study improper coloring of graphs with given girth.
A (d1; : : : ; dk)-coloring of a graph G is a partition of V (G) into sets V1; : : : ; Vk such that for
every 1  i  k, the subgraph G[Vi] of G induced by Vi has maximum degree at most di. If
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d1 = : : : = dk = 0, then a (d1; : : : ; dk)-coloring is simply a proper k-coloring. If at least one di is
positive, then a (d1; : : : ; dk)-coloring is called improper or defective. Several papers on improper
colorings of planar graphs with restrictions on girth and of sparse graphs have appeared.
In Chapter 2, we consider improper colorings with just two colors, the (j; k)-colorings. Even
with two colors, testing (j; k)-colorability is a computationally dicult problem if (j; k) 6= (0; 0).
In particular, Esperet, Montassier, Ochem and Pinlou [24] proved that the problem of verifying
whether a given planar graph of girth 9 has a (0; 1)-coloring is NP-complete. Since the problem is
hard, it is natural to consider related extremal problems.
The maximum average degree, mad(G), measures sparseness of G. Kurek and Rucinski [40]
called graphs with low maximum average degree globally sparse. In particular,
if G is a planar graph of girth g, then mad(G) < 2gg 2 . (1.1)
We will use the following slight renement of the notion of mad(G). For a; b 2 R, a graph G is
(a; b)-sparse if jE(H)j < ajV (H)j+ b for all H  G. For example, every forest is (1; 0)-sparse, and
every graph G with mad(G) < a is (a=2; 0)-sparse.
We also say that G is almost (a; b)-sparse if jE(G)j = ajV (G)j + b and jE(H)j < ajV (H)j + b
for all H ( G. For example, every k-regular connected graph G is almost (k=2; 0)-sparse. Almost
(a; b)-sparse graphs could be considered critical, that is, they become (a; b)-sparse after deleting
any edge. In particular, every almost (a; b)-sparse graph is (a; b0)-sparse for all b0 > b.
For several pairs (j; k), recent research determines values a and g such that graphs with maxi-
mum average degree a are (j; k)-colorable and planar graphs with girth g are also (j; k)-colorable.
However, it was not known whether planar graphs with girth 10 or 11 are (0; 1)-colorable or not.
Theorem 2.1.1 is the rst to determine the exact density threshold of triangle-free graphs for im-
proper colorability. Theorem 2.1.1 together with (1.1) yields that every planar graph with girth at
least 11 is (0; 1)-colorable.
In Chapter 2, instead of considering planar graphs with given girth, we consider graphs G with
given girth that are (a; b)-sparse for small a. Let Fj;k(g) denote the supremum of positive a such
that there is some (possibly negative) b with the property that every (a; b)-sparse graph G with
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girth g is (j; k)-colorable. The above-mentioned result in Section 2.1 implies F0;1(3) =
12
5 = 1:2.
In Section 2.2, we consider graphs with any girth g. Theorem 2.2.3 gives values for this param-
eter by showing that Fj;k(g) = 2  k+2(j+2)(k+1) for k  2j + 2.
1.2 Variations of coloring problems
In Chapter 3, we consider two variations of proper coloring, which are harmonious coloring and
r-dynamic coloring.
Section 3.1 is based on [6] which is a joint work with Saieed Akbari and Alexandr V. Kostochka.
A harmonious coloring of G is a proper vertex coloring of G such that every pair of colors
appears on at most one pair of adjacent vertices. The harmonious chromatic number of G, h(G), is
the minimum number of colors needed for a harmonious coloring of G. It was shown by Hopcroft
and Krishnamoorthy that the problem of determining the harmonious chromatic number of a graph
is NP-hard. Moreover, Edwards and McDiarmid [20] showed that the problem remains hard even
when restricted to the class of trees. Since the problem is hard in the class of all trees, it makes
sense to identify subclasses in which the problem is easier.
It is easy to show h(G)  (G) + 1 for every graph G. In [3] it was shown that if T is a tree
of order n and (T )  n2 , then h(T ) = (T ) + 1. Moreover, the proof yields a polynomial-time
algorithm for an optimal harmonious coloring of such a tree. We strengthen this result by showing
that if an n-vertex forest T satises (T )  n+23 , then
h(T ) =
8><>: (T ) + 2; if T has non-adjacent vertices of degree (T );(T ) + 1; otherwise.
Moreover, there is a polynomial-time algorithm for an optimal harmonious coloring of such a forest.
Section 3.2 is based on [32] which is a joint work with Sogol Jahanbekam, Suil O, and Douglas
B. West.
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An r-dynamic k-coloring is a proper k-coloring c of G such that jc(N(v))j  minfr; d(v)g for
each vertex v in V (G), where N(v) is the neighborhood of v and c(U) = fc(v) : v 2 Ug for a vertex
subset U . The r-dynamic chromatic number, introduced by Montgomery [45] and written as r(G),
is the minimum k such that G has an r-dynamic k-coloring.
In Section 3.2, we prove relations between r(G) and other graph parameters like maximum
degree, minimum degree, diameter, and chromatic number.
Regarding maximum degree of graphs, we prove r(G)  r(G)+1 and characterize the graphs
achieving equality. When the minimum degree is not too small, we can greatly improve the bound
in terms of the maximum degree. For an n-vertex graph G, we show that (G)  r+ss+1(r + 1) lnn
implies r(G)  (G) + r + s. In particular, (G)  2r lnn implies r(G)  (G) + 2r, and
(G)  r(r + 1) lnn implies r(G)  (G) + r.
For regular graphs, we mention the inequality r(G)  r(G), which holds for k-regular graphs
G with k  (3 + o(1))r ln r. When k is not suciently large in terms of r, the ratio r(G)=(G)
can grow superlinearly in r; we provide an example using Kneser graphs where k = r and r(G) >
r1:37744(G).
For graphs with small diameter, we give a proof of 2(G)  (G) + 2 for every graph G with
diameter 2. Furthermore, equality holds only for complete bipartite graphs and C5. Moving on
to diameter 3, we prove 2(G)  3(G) when diam(G)  3, and this is sharp. For graphs with
diameter 4 there is no bound in terms of chromatic number. In contrast, 3 is unbounded already
on bipartite graphs with diameter 2.
1.3 Hypergraphs with forbidden subgraphs
In Chapter 4, we consider two exteremal problems for hypergraphs. We characterize hypergraphs
with no r-regular subgraphs, and we nd upper bounds for the number of edges in hypergraphs
without equicovering subgraphs.
Section 4.1 is based on [34] which is a joint work with Alexandr V. Kostochka.
In Section 4.1, we consider the question of how many edges a hypergraph H has when H
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contains no r-regular subgraph. Some answers to this quesition are known for graphs, while only
a little is known for hypergrphs. A hypergraph H is r-free if it has no r-regular sub(hyper)graphs.
Mubayi and Verstraete [46] proved that for every even integer k  4, there exists nk such that for
each n  nk, each n-vertex k-uniform 2-free hypergraph H has at most
 
n 1
k 1

edges, and equality
holds if and only if H is a full k-star, that is, H consists of all
 
n 1
k 1

edges of size k containing a
given vertex. In Theorem 4.1.1, they also proved that an n-vertex non-unifrom hypergraph H has
at most 2n 1 edges, and equality holds if and only if H is a full star, that is, H consists of all 2n 1
edges containing a given vertex.
Our rst result in Section 4.1 is Theorem 4.1.2 showing that the maximum number of edges in
an n-vertex r-free hypergraph is 2n 1+ r  2. We also conjecture that r-free hypergraphs with the
most edges must contain a full star. In Section 4.1, we prove this conjecture for graphs satisfying
either n  r + 2dlog2 re+ 1 or n  425.
Section 4.2 is based on [17] which is a joint work with Ilkyoo Choi, Amelia Tebbe, and Douglas
B. West.
In Section 4.2, we consider hypergraphs without t edge-disjoint subhypergraphs whose local
behavior at vertices is somehow \the same". Lindstrom [42] introduced a precise notion of such a
property. A hypergraph H satises the t-Equal Union Property (t-EUP) if H has t edge-disjoint
distinct subhypergraphs H1; : : : ; Ht such that for all Hi the union of the edges is the same. If
H1; : : : ; Ht are not edge-disjoint, then H satises the weak t-EUP. When the t-EUP holds, the
union of the edges is the same for each subhypergraph. Lindstrom [42] proved an upper bound for
the number of edges in a hypergraph not satisfying t-EUP.
We introduce the t-Equal Valence Property (t-EVP), a variation on the t-EUP. Trivially, the
t-EVP is stronger than the t-EUP. A hypergraph H satises the t-Equal Valence Property (t-EVP)
if H has t edge-disjoint distinct subhypergraphs H1; : : : ;Ht such that dH1(v) =    = dHt(v) for
each v 2 V (H). If the valence condition holds but H1; : : : ; Ht are not edge-disjoint, then H satises
the weak t-EVP.
In Section 4.2.1, we characterize the graphs satisfying the 2-EUP and those satisfying the 2-
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EVP, yielding the exact maximum number of edges in graphs not satisfying 2-EUP and in those not
satisfying the 2-EVP. In Section 4.2.2, we prove upper and lower bounds for the maximum number
of edges in graphs not satisfying the t-EVP. In Section 4.2.3, we consider hypergraphs, and we
prove upper bounds for the maximum number of edges in hypergraphs and k-uniform hypergraphs
not satisfying 2-EVP and t-EVP.
1.4 Background material
For completeness, here we present background denitions used in this thesis.
A hypergraph H is a pair consisting of a vertex set V (H) and an edge set E(H), where each edge
in E(H) is a subset of V (H). We abuse notation by denoting jHj = jE(H)j be the number of edges
in H. An edge e of H is a k-edge if jej = k, and we do not allow the empty set to be an edge. For
two hypergraphs H and H 0, we say a bijective function f : V (H)! V (H 0) is an graph isomorphism
if f is also a bijection between E(H) to E(H 0) when f(e) = ff(v) : v 2 e; e 2 E(H)g. If there is a
graph isomorphism between H and H 0, we say that they are isomorphic. When every edge of H
is a k-edge, we call H a k-uniform hypergraph. In particular, we call G a graph if it is a 2-uniform
hypergraph, in which case the two elements in an edge are called endpoints. We dene the rank of
H to be max
e2E(H)
jej the anti-rank of H is to be min
e2E(H)
jej. For two hypergraphs H;H 0, we say H 0 is a
sub(hyper)graph of H if E(H 0)  E(H) and V (H 0)  V (H). We then write H 0  H and say that
\H contains H 0". A hypergraph H 0 is an induced sub(hyper)graph of H if V (H 0) = A  V (H)
and E0(H) = fe : e  V (H 0); e 2 E(H)g"; we then write H 0 = H[A] and say that A induces H 0
in H. We write H   e or H  M for the subgraph of H obtained by deleting an edge e or set of
edges M from E(H). We write H   v or H   S for the subgraph of H induced by V (H)   v or
V (H)  S. The number of edges containing v in H is the degree of v in H, written dH(v) or d(v)
when the hypergraph H is clear from the context, and we dene the maximum degree of H to be
(H) = max
v2V (H)
d(v), and the minimum degree of H be (H) = min
v2V (H)
d(v). A hypergraph H is
regular if all vertices in V (H) have the same degree; it is r-regular if every vertex has degree r.
The span of H, written S(H), is the set of vertices with positive degree. The maximum average
degree, mad(H), of a hypergraph H is the maximum of
P
e2E(H0)
jV (H)j , which is average vertex degree
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of H, over all subgraphs H 0 of H. In particular, for a graph G, mad(G) is the maximum of 2jE(G
0)j
jV (G0)j
over all subgraphs G0 of G.
Two vertices u; v are adjacent if there is an edge e containing both u and v. A vertex v and an
edge e are incident if e contains v. Also two edges e and f are incident if e and f have a common
element. A hypergraph is nite if its vertex set and edge set are nite. A loop is an edge of size 1.
Multiple edges are edges having exactly the same elements. A simple hypergraph is a hypergraph
having no loops or multiple edges.
We say that a set A  V (H) is an independent set of H if A induces no edges; equivalently,
H[A] has no edges. A graph G is bipartite if V (G) is the union of two disjoint (possibly empty)
independent sets called partite sets of G. A graph G is k-partite if V (G) can be expressed as the
union of k (possibly empty) independent sets. A complete graph is a simple graph whose vertices
are pairwise adjacent; the complete graph with n vertices is denoted Kn. A complete bipartite graph
is a simple bipartite graph such that two vertices are adjacent if and only if they are in dierent
partite sets. When the sets have sizes r and s, the complete bipartite graph is denoted Kr;s. The
union of graphs G1; : : : ; Gk, written G1 [    [ Gk, is the graph with vertex set
Sk
i=1 V (Gi) and
edge set
Sk
i=1E(Gi).
Consider a graph whose vertex set can be indexed as fv1; :::; vng so that its edge set is fvivi+1 :
1  i  n   1g. We call the isomorphism class of this graph Pn. A copy of Pn is called a path of
length n. Consider a graph with an n vertices and n edges whose vertices can be placed around
a circle so that two vertices are adjacent if and only if they appear consecutively along the circle.
We call the isomorphism class of this graph Cn. A copy of Cn is called a cycle of length n.
A walk is a list v0; e1; v1; : : : ; ek; vk of vertices and edges such that, for 1  i  k, the edge ei
has endpoints vi 1 and vi. A trail is a walk with no repeated edge. A u,v-walk or u,v-trail has rst
vertex u and last vertex v; these are its endpoints. A u,v-path is a path whose vertices of degree
1 (its endpoints) are u and v; the others are internal vertices. The length of a walk, trail, path, or
cycle is its number of edges. A walk or trail is closed if its endpoints are the same. A walk, trail or
path is odd or even if its length is odd or even, respectively.
A graph G is connected if for all u; v 2 V (G), there is a path containing u and v. Otherwise, G
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is disconnected. The components of a graph G are its maximal connected subgraphs. A component
(or graph) is trivial if it has no edges; otherwise it is nontrivial. An isolated vertex is a vertex of
degree 0. A graph is Eulerian if it has a closed trail containing all edges. We call a closed trail a
circuit when we do not specify the rst vertex but keep the list in cyclic order. An Eulerian circuit
or Eulerian trail in a graph is a circuit or trail containing all the edges. An even graph is a graph
with all vertex degrees even. A vertex is odd when its degree is odd, and it is even when its degree
is even.
A graph G is k-connected if it has more than k vertices and there is no set of k   1 vertices
whose deletion leaves a disconnects subgraph. We use (G) to denote the connectivity of a graph,
which is the largest k such that G is k-connected. Similarly, a graph G is k-edge-connected if there
is no set of k  1 edges whose removal disconnects it. We use 0(G) to denote the edge-connectivity
of a graph, which is the largest k such that G is k-edge-connected. A cut-edge or cut-vertex of a
connected graph G is an edge or vertex whose deletion leaves a disconnected subgraph.
A k-coloring of a graph G is a labeling f : V (G) ! S, where jSj = k. The labels are colors;
the vertices of one color form a color class. A k-coloring is proper if adjacent vertices have dierent
labels. A graph is k-colorable if it has a proper k-coloring. The chromatic number (G) is the least
k such that G is k-colorable.
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Chapter 2
Improper coloring of sparse graphs
with a given girth
2.1 On (0; 1)-coloring of triangle-free graphs
A (d1; : : : ; dk)-coloring of a graph G is a partition of V (G) into sets V1; : : : ; Vk such that for every
1  i  k, the subgraph G[Vi] of G induced by Vi has maximum degree at most di.
A graph G is (a; b)-sparse if jE(H)j < ajV (H)j+ b for all H  G. We also say that G is almost
(a; b)-sparse if jE(G)j = ajV (G)j+ b and jE(H)j < ajV (H)j+ b for all H ( G.
Glebov and Zambalaeva [26] proved that every planar graph G with girth at least 16 is (0; 1)-
colorable. Borodin and Ivanova [14] proved that every graph G with mad(G) < 73 is (0; 1)-colorable.
By (1.1), this implies that every planar graph G with girth at least 14 is (0; 1)-colorable. Borodin
and Kostochka [15] proved that every graph G with mad(G) < 125 is (0; 1)-colorable, and this
is sharp. This implies that every planar graph G with girth at least 12 is (0; 1)-colorable. As
mentioned above, Esperet et al. [24] proved that the problem of verifying whether a given planar
graph of girth 9 has a (0; 1)-coloring is NP-complete. Dorbec, Kaiser, Montassier, and Raspaud [19]
mention that because of these results, the remaining open question is whether all planar graphs
with girth 10 or 11 are (0; 1)-colorable. Corollary of the following main theorem of this section
answers one of the questions.
Theorem 2.1.1. If a graph G is triangle-free (119 ;
4
9)-sparse, G is (0; 1)-colorable. On the other
hand, there are innitely many non-(0; 1)-colorable (119 ;
5
9)-sparse graphs G with girth 5 whose sub-
graphs are all (119 ;
4
9)-sparse.
Theorem 2.1.1 together with (1.1) yields the following.
Corollary 2.1.2. Every planar graph with girth at least 11 is (0; 1)-colorable.
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This answers half of the question above by Dorbec et al. [19].
In Section 2.1.1, we introduce potentials of vertex subsets of graphs, restate the theorem in a
more general way in the language of potentials, and construct innitely many graphs for which
the statement of Theorem 2.1.1 is sharp. In Section 2.1.2 we set up the proof, consider a smallest
counter-example G and derive simple properties of G. In Sections 2.1.3 and 2.1.4 we describe
the structure of subsets of V (G) with small potential. In Sections 2.1.5 and 2.1.6 we analyze the
structure of some special subgraphs of G, so-called shovels and (1; 1; 1)-trees. In Section 2.1.7 we
describe the discharging method and in the last two sections we use it to obtain a contradiction.
2.1.1 Restatement and a construction
In (0; 1)-coloring, we always will use colors 0 and 1, where the vertices of color 0 form an independent
set and the set of vertices of color 1 induce a subgraph of maximum degree at most 1.
For technical reasons, we will consider pairs R = (G;Z) where G is a graph and Z is a nonempty
subset of V (G) such that the vertices in Z have stronger restrictions on coloring. In (0; 1)-coloring
of such pairs, every z 2 Z must be colored with 1 and its neighbors must be colored with 0. Vertices
in Z will be called special and vertices in V (G) Z typical. Since the vertices in Z could be isolated,
this setting contains can deal with the original (0; 1)-coloring problem on graphs. We also will use
potentials: Given a pair R = (G;Z), we let R(A) = 11jA   Zj   9jE(G[A])j. When the pair R is
clear from context, we will omit the subscript.
This denition is used because for all A  V (G)  Z,
(A)  0 if and only if 2jE(G[A])jjAj 
22
9
: (2.1)
Also, by this denition,
(A) + (B) = (A [B) + (A \B) + 9jEG(A B;B  A)j for all A;B  V (G). (2.2)
So, instead of Theorem 2.1.1, we will prove the following slightly stronger theorem in the
language of potentials.
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Theorem 2.1.3. If a pair R = (G;Z) is such that G is triangle-free and (A)   4 for all
A  V (G), then G is (0; 1)-colorable. On the other hand, there are innitely many non-(0; 1)-
colorable pairs R = (G;Z) such that G has girth 5, all vertices of Z are isolated, (V (G) Z) =  5
and (A)   4 for all A ( V (G)  Z.
In Section 2.1.1, we prove the second part of the statement of Theorem 2.1.3, and the rest of
the section 2.1 is devoted to the proof of the rst part.
Let graph D be obtained from a 10-cycle (x1; : : : ; x10) by adding edge x4x8 (see Fig. 2.1). Let
x1 be the root, r(D), of D and x6 be the top, t(D), of D. A useful property of (0; 1)-colorings  of
D is the following.
(P1) If (x2) = (x10) = 0, then (x6) = 1 and x6 has a neighbor in D of color 1.
Proof: Since (x2) = (x10) = 0, we have (x3) = (x9) = 1. Since x4x8 2 E(G) and each of
x4 and x8 has a neighbor of color 1, they cannot be colored with the same color. By symmetry,
assume that (x4) = 1 and (x8) = 0. Then (x5) = 0 and (x7) = 1. This yields (P1).
.
x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
Figure 2.1 : D = D1
r(D2)
t(D2)
Figure 2.2 : D2
r(D3)
t(D3)
Figure 2.3 : D3
Dene the sequence D1; D2; : : : ; of graphs as follows. Let D1 = D. If Di is constructed, then
Di+1 is obtained from Di by taking a copy D
0 of D disjoint from Di, merging the root of D0 with
the top of Di and choosing as the top, t(Di+1), of Di+1 the top of D
0 and as the root, r(Di+1), of
Di+1 the root of Di.
Similarly to (P1), for every i and every (0; 1)-coloring  of Di the following holds.
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(P2) If the neighbors of r(Di) are colored with 0, then (t(Di)) = 1 and t(Di) has a neighbor
in Di of color 1.
Proof: For i = 1 this is exactly (P1). Suppose (P2) holds for all i  k. Let  be any (0; 1)-
coloring of Dk+1 such that the neighbors of r(Dk+1) are colored with 0. Let D
0 be a copy of D.
By denition, we obtain Dk+1 by merging t(Dk) in Dk with r(D
0) of D0 into a new vertex x. By
the induction assumption, (t(Dk)) = 1 and t(Dk) has a neighbor of color 1 in Dk. Then both
neighbors of x in D0 must be colored with 0. So by (P1), (t(D0)) = 1 and t(d0) = t(Dk+1) has a
neighbor of color 1 in D0.
(P3) For every i  1,
(a) Di(V (Di)) = 11;
(b) Di(A)  10 for every nonempty A  V (Di),
(c) if r(Di); t(Di) 2 A and A 6= V (Di), then Di(A)  12.
Proof: Since Di has 1 + 9i vertices and 11i edges, Di(V (Di)) = 11(1 + 9i)  9  11i = 11. This
proves (a).
To prove (b) and (c), consider rstD1. Every proper subset A of V (D1) induces a subgraph with
at most one cycle. If D1[A] is acyclic, then jE(D1[A])j  jAj 1 and so (A)  11jAj 9(jAj 1) =
2jAj + 9. If jAj  2, this is at least 13. If D1[A] has exactly one cycle C, then jE(D1[A])j  jAj
and so (A)  11jAj   9jAj = 2jAj. Since jCj  5, 2jAj  10. Moreover, if jAj = 5 and D1[A] has a
cycle, then A = fx4; x5; x6; x7; x8g and so x1 = r(D1) =2 A. Otherwise, jAj  6 and so (A)  12.
Suppose now that the claim holds for Di 1 and consider Di for i  2 as a copy of Di 1 to
the top of which we merged the root of a copy D0 of D. Let x = t(Di 1) = r(D0). Let A be any
nonempty proper subset of V (Di). Let A
0 = A \ V (D0) and A00 = A \ V (Di 1). By induction, the
claim holds for A0 and A00. Thus if A00  fxg or A0  fxg, then (b) holds and (c) does not apply.
So let A00   x 6= ; and A0   x 6= ;. If x =2 A, then Di(A) = D0(A0) + Di 1(A00)  10 + 10 = 20.
Suppose x 2 A. Then Di(A) = D0(A0) + Di 1(A00)   11 by 2.2. As r(D0) 2 A0 and jA0j  2, by
the argument in the previous paragraph for D1, we know that either D0(A
0)  12 or A0 = D0 and
D0(A
0) = 11. Therefore, Di(A)  Di 1(A00) and hence (b) follows. Assume r(Di) = r(Di 1) 2 A,
t(Di) = t(D
0) 2 A and A 6= Di. If A00 6= Di 1, then Di(A)  Di 1(A00)  12 (as t(D0) 2 A00). If
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A00 = Di 1, then A0 6= D0, and D0(A0)  12 and Di(A)  Di 1(A00) + 1  12.
.
r(D2)
t(D2)
y2
y1
Figure 2.4 : fD2 Figure 2.5 : G2
Let eDi be obtained from Di by adding path (t(Di); y1; y2; r(Di)), where y1 and y2 are new
vertices (see Fig. 2.4).
(P4) For every i  1, and every nonempty A  V ( eDi),  eDi(A)  6. Moreover, if 1  jAj <
jV ( eDi)j, then  eDi(A)  7.
Proof: Let A  V ( eDi). If fy1; y2; r(Di); t(Di)g 6 A, then (A)  (A   y1   y2). Since
A   y1   y2  V (Di), we get (A)  (A   y1   y2)  10. Suppose fy1; y2; r(Di); t(Di)g  A.
Then by (P3), if A = V ( eDi), then (A  y1   y2) = 11 and otherwise (A  y1   y2)  12. Hence
(A) = (A  y1   y2) + 11  2  9  3  11 + 22  27 = 6, with equality only if A = V ( eDi).
We construct graph Gi from 3 copies, F1; F2 and F3, of eDi and two vertices, u1 and u2, by
adding 5 edges: r(F1)u1; u1r(F2); r(F2)u2; u2r(F3) and r(F3)r(F1) (see G2 in Fig. 2.5).
(P5) For every i  1, Gi(V (Gi)) =  5, and for every A ( V (Gi), Gi(A)   4.
Proof: Let A ( V (Gi), jAj  2. For j 2 f1; 2; 3g, let Aj = A \ V (Fj). If Aj = ; for two
indices j1; j2, then Gi(A)  Fj3 (Aj3)  6. If Aj = ; for exactly one index j1, then Gi(A) 
Fj3 (Aj3) + Fj2 (Aj2)  9  3. If Aj 6= ; for all j, then
Gi(A) 
3X
j=1
Fj (Aj) + 11  2  9  5 =
3X
j=1
Fj (Aj)  23;
with equality only in the case when fu1; u2; r(F1); r(F2); r(F3)g  A. By (P4), for j 2 f1; 2; 3g,
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Fj (Aj)  6 with equality only in the case when Aj = V (Fj). Thus Gi(A)  6 + 6 + 6  23 =  5
with equality only if A = V (Gi).
(P6) For every i  1, Gi is not (0; 1)-colorable.
Proof: Suppose f is a (0; 1)-coloring of Gi. Then some two consecutive vertices of the cycle
C = (r(F1); u1; r(F2); u2; r(F3)) are colored with 1. Thus there exists j 2 f1; 2; 3g such that
f(r(Fj)) = 1 and r(Fj) has a neighbor in C of color 1. Then all neighbors of r(Fj) in Fj are colored
with 0. So by (P2), f(t(Fj)) = 1 and t(Fj) has a neighbor of color 1 in the copy of Di contained in
Fj . But then both internal vertices y1 and y2 of the path (r(Fj); y1; y2; t(Fj)) in the corresponding
copy of eDi must be colored 0, a contradiction.
By (P5) and (P6), the sequence fGig1i=1 proves the second part of the statement of Theo-
rem 2.1.3.
2.1.2 Simple properties of counterexamples
Assume that R = (G;Z) is a counterexample to the rst part of Theorem 2.1.3 with the fewest
vertices, and among such pairs with the largest sum of degrees of the vertices in Z. Let n = jV (G)j.
In the rest of the paper we will show that such R does not exist. In the current section we derive
some basic properties of R.
Recall that R = (G;Z) where G is a triangle-free graph with (A)   4 for all A  V (G).
Claim 2.1.4. jZj = 1, i.e. R has exactly one special vertex.
Proof. By assumption, R contains at least one special vertex. If there are more than one spe-
cial vertices z1;    ; zk in R, then we merge these vertices to get a new special vertex z0 whose
neighborhood is
Sk
i=1NG(zi). This gives us a smaller graph G
0 and the pair R0 = (G0; fz0g).
If G0 has a triangle (u; v; w), then by construction, z0 2 fu; v; wg, say z0 = u, and there are
zi; zj 2 Z such that the path (zi; v; w; zj) is in G. But then R(fzi; v; w; zjg)  3( 9)+2 0+2 11 =
 5 <  4, a contradiction. Thus G0 is a triangle-free graph smaller than G. If A  V (G0) and
z0 =2 A, then R0(A) = R(A)   4. If z0 2 A, then R0(A) = R(A [ fz1; : : : ; zkg   z0)   4. By
the minimality of G, G0 has a (0; 1)-coloring 0. Let (v) = 0(v) for each typical vertex v 2 V (G),
and (u) = 1 for each u 2 Z. By construction,  is a (0; 1)-coloring of G, a contradiction.
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From now on, we assume that Z = fzg.
Claim 2.1.5. If v 2 V (G)  z, then d(v)  2.
Proof. Suppose, N(v)  fwg. Let G0 = G  v and R0 = (G0; Z). By the minimality of G, G0 has a
(0; 1)-coloring . Then letting (v) := 1 (w) we obtain a (0; 1)-coloring of G, a contradiction.
Lemma 2.1.6. For every ; 6= A ( V (G), (A)  0. Moreover, A = fzg is the only nonempty
proper subset of V (G) with (A) = 0.
Proof. Suppose that the lemma fails and choose the smallest A ( V (G) such that jAj  2 and
(A)  0. If A is independent, then (A)  11(jAj   1) > 0. So, by minimality we may assume
that G[A] is connected. If jAj = 2, then (A)  11  9 = 2, thus jAj  3.
Since A ( V (G), there is a (0; 1)-coloring 0 of G[A]. Let A0 = fv 2 A : 0(v) = 0g, A1 = fv 2
A : 0(v) = 1g.
Let the new graph G0 = G0(0) have V (G0) = (V (G) A) [ fz0; w0g and
E(G0) = E(G[V (G) (A z)])[faw0 : 9b 2 A0; ab 2 E(G)g[faz0 : 9b 2 A1; ab 2 E(G)g[fw0z0g:
Let R0 = (G0; Z 0) where Z 0 = (Z  A) + z0. Since jAj  3, G0 is smaller than G.
If G0 contains a triangle, then either there is a vertex v =2 A with two neighbors in A or there are
two adjacent vertices v; u =2 A with neighbors in A. In the former case, (A+v)  0 9 9+11 <  4,
a contradiction. In the latter case, (A + v + u)   27 + 22 <  4, a contradiction. Thus G0 is
triangle-free.
Suppose G0 has a (0; 1)-coloring 00. Then by the denition of z0, 00(z0) = 1 and 00(w0) = 0.
Let (v) = 00(v) for v 2 V (G) A, and (v) = 0(v) if v 2 A. Then  is a (0; 1)-coloring of G since
every neighbor of v 2 A1 in G   A is a neighbor of z0 in G0, and so is colored with 0, and every
neighbor of w 2 A0 in G  A is a neighbor of w0 in G0, and so is colored with 1. This contradicts
the choice of G. So, G0 has no (0; 1)-coloring. By the minimality of G, there is B  V (G0) such
that
R0(B)   5: (2.3)
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Choose a largest B  V (G0) satisfying (2.3). Since adding z0 to a set does not increase its potential,
z0 2 B. If w0 2 B, then
R((B   w0   z0) [A) = R(B   w0   z0) + R(A)  9jEG[B   w0   z0; A]j
 R(B   w0   z0) + 0  9jEG0(B   w0   z0; fw0; z0g)j
< R(B   w0   z0) + R0(fw0; z0g)  9jEG0 [B   w0   z0; fw0; z0g]j = R0(B):
By (2.3), this is at most  5, a contradiction. If w0 =2 B, then
R((B  z0)[A) = R(B  z0)  9jE[A;B  z0]j+ (A)  R0(B  z0)  9jEG0 [z0; B  z0]j = R0(B);
again, a contradiction by (2.3).
We say that a path P is a k-path if P has k + 2 vertices, and all internal vertices are typical
and have degree 2 in G, and each of the endvertices of P either has degree at least 3 or is special.
A vertex v is a k-vertex if d(v) = k. For k  2, a k-vertex x is (a1; : : : ; ak)-vertex if x is typical and
x is an end of distinct ai-paths for i = 1; 2; : : : ; k.
Claim 2.1.7. G has no alternating cycle C = (x1; y1; x2; y2; : : : ; xk; yk) such that all xi are (1; 1; 1)-
vertices (and thus all yj are 2-vertices).
Proof. Suppose G has such a cycle C = (x1; y1; x2; y2; : : : ; xk; yk). For i = 1; : : : ; k, let ui be the
neighbor of xi outside of C and wi be the neighbor of ui distinct from xi (it could be some xj
for j 6= i). Recall that by the denition of (1; 1; 1)-vertices, all xi; yi; ui are typical. Consider
G0 = G   fx1; y1; u1; : : : ; xk; yk; ukg and R0 = (G0; fzg). Then G0 is a proper subgraph of G, so it
has a (0; 1)-coloring 0. Let (v) = 0(v) if v 2 V (G0), and for i = 1; : : : ; k, let (xi) = 1; (yi) = 0
and (ui) = 1  (wi). Then  is a (0; 1)-coloring for G, a contradiction.
Let V0 be the set of all (1; 1; 1)-vertices and their neighbors. By Claim 2.1.7, G[V0] is a forest.
Let T1; : : : ; Td be the components of G[V0]. Each component T of G[V0] will be called a (1; 1; 1)-tree,
and the size, jjT jj, of a (1; 1; 1)-tree T is the number of (1; 1; 1)-vertices in T .
16
Lemma 2.1.8. Let T be a (1; 1; 1)-tree in G and  be a (0; 1)-coloring of G T . Then exactly one
vertex of T is adjacent to a vertex v of color 1 in , and either v = z or v has a neighbor in G  T
of color 1.
Proof. We use induction on the size of T . If the size of T is 1, suppose that x is the 3-vertex in
T , N(x) = fy1; y2; y3g, and ui 2 N(yi)   x for i = 1; 2; 3. For i = 1; 2; 3, let (yi) = 1   (ui).
This coloring cannot be extended to x only if exactly one vertex in N(x), say y1 is colored with 0.
Moreover, if in this case u1 6= z and u1 has no neighbor of color 1 in V (G)   V (T ), then we can
recolor y1 with 1 and color x with 0. But if u1 = z or u1 has a neighbor of color 1 in V (G) V (T ),
then  does not extend to T .
Suppose now that the lemma holds for (1; 1; 1)-trees of size at most i 1 and let T be a (1; 1; 1)-
tree of size i and  be a (0; 1)-coloring of G   T . A quasi-leaf of T is a 3-vertex adjacent to two
leaves of T . Suppose T has a quasi-leaf x1 such that the two leaves of T , y1 and y2, adjacent to
x1 are both adjacent to vertices in G   T of color 0. Then in any extension of  to fy1; y2; xg we
must have (y1) = (y2) = 1 and so (x1) = 0. By the choice of i, the new  extends to the tree
T 0 = T   x1   y1   y2 if and only if exactly one vertex T 0 is adjacent to a vertex v of color 1 in ,
and either v = z or v has a neighbor in G T 0 of color 1. But then by construction, this also holds
for T .
Thus we may assume that for every quasi-leaf x of T , some leaf y of T adjacent to x has a
neighbor in T of color 1. Since every (1; 1; 1)-tree of size at least two has at least two quasi-leaves,
we may assume that x and x0 are quasi-leaves and y1 and y2 are the leaves of T adjacent to x and
u1 and u2 are their other neighbors. Let (x) = 1 and for i = 1; 2 let (yi) = 1   (ui). Since at
least one of u1 and u2 has color 1, at least one of y1 and y2 gets color 0, and so the new partial
coloring  is a partial (0; 1)-coloring. Then at least two leaves of the the tree T 0 = T   x  y1   y2
have neighbors of color 1, and so by the choice of i, the new  extends to T 0. Thus the original 
extends to T .
In the next two sections we describe all sets of low potential.
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2.1.3 Sets of potential at most 2
The goal of the section is to prove the following.
Lemma 2.1.9. If A  V (G), 2  jAj  n   4 and (A)  2, then A consists of one typical and
one special vertex with an edge connecting them.
We will do it using a sequence of smaller claims. It is straightforward to check the lemma in
the case jAj 2 f2; 3g. Suppose now that (A)  2 and 4  jAj  n 4. Let A0 be the set of vertices
in A that have neighbors in V (G) A.
Claim 2.1.10. No vertex v 2 V (G) A has more than one neighbor in A, and G A has no edge
uw such that both u and w have neighbors in A. Furthermore, if z =2 A, then the distance from z
to A is at least 3.
Proof. If some v 2 V (G) A has more than one neighbor in A, then (A+ v)  (A)+ 11  9  2 
2   7 =  5, a contradiction. If uw 2 E(G   A) and both u and w have neighbors in A, then
(A+u+w)  (A)+ 11  2  9  3  2  5 =  3, a contradiction to Lemma 2.1.6. Finally, if z =2 A
and there is a path Pj = (z; v1; : : : ; vj) from z to A of length j  2, then
(A [ V (Pj))  (A) + 11(j   1)  9j  2  9 + (11  9)(j   1) =  9 + 2j   5;
a contradiction.
Claim 2.1.11. For each (0; 1)-coloring  of G[A] and each u 2 A0, (u) = 1.
Proof. Suppose that there is a (0; 1)-coloring 0 of G[A] and a vertex u 2 A0 such that 0(u) = 0.
Since u 2 A0, there is y 2 V (G)   A such that uy 2 E(G). Let A0 = fv 2 A : 0(v) = 0g,
A1 = fv 2 A : 0(v) = 1g. Consider the same G0 = G0(0) and R0 as in the proof of Lemma 2.1.6.
By Claim 2.1.10, G0 is triangle-free. Since 0(u) = 0, w0 has at least one neighbor in V (G) A. If G0
has a (0; 1)-coloring 00, then as in the proof of Lemma 2.1.6, letting (v) = 00(v) for v 2 V (G) A
and (v) = 0(v) if v 2 A yields a (0; 1)-coloring  of G, a contradiction. Thus G0 has no such
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coloring. Then by the minimality of G,
there is B  V (G0) with R0(B)   5. (2.4)
Choose a set B satisfying (2.4) with the smallest potential and among those|with the largest size.
Then z0 2 B. If w0 2 B, then as in the proof of Lemma 2.1.6,
R((B   w0   z0) [A) = R(B   w0   z0) + R(A)  9jEG[B   w0   z0; A]j
 R(B   w0   z0) + 2  9jEG0(B   w0   z0; fw0; z0g)j
= R(B   w0   z0) + R0(fw0; z0g)  9jEG0 [B   w0   z0; fw0; z0g]j = R0(B)   5;
a contradiction. Suppose w0 =2 B. Since w0y 2 E(G0), if y 2 B then w0 has two neighbors y and z0
in B, hence moving w0 into B would decrease its potential. So, y =2 B. Then as above by (2.4),
R((B   z0) [A) = R(B   z0) + R(A)  9jEG[B   z0; A]j
 R(B   z0) + 2  9jEG0(B   z0; z0)j = R0(B) + 2   3:
But A 6= ; and y =2 (B   z0) [A. So by Lemma 2.1.6, R((B   z0) [A)  0, a contradiction.
Claim 2.1.12. In every (0; 1)-coloring 0 of G[A], each typical vertex in A0 has a neighbor of color
1 in A.
Proof. Assume that for some (0; 1)-coloring 0 of G[A], a typical vertex u 2 A0 has no neighbor
of color 1 in A. Let y be a neighbor of u in V (G)   A. Consider the graph G00 with V (G00) =
(V (G) A) [ fz0; w0; w1g and
E(G00) = E(G A)[fw0z0; w0w1g[fbz0 : 9x 2 A0 u such that bx 2 E(G)g[fyw1 : yu 2 E(G)g:
Let R00 = (G00; Z 00) where Z 00 = (Z  A) + z0. By Claim 2.1.10, G00 is triangle-free.
Suppose G00 has a (0; 1)-coloring 00. Since z0w0; w0w1 2 E(G00), 00(w0) = 0 and 00(w1) = 1.
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Thus by Claim 2.1.11 and the choice of u, letting (v) = 00(v) for v 2 V (G) A, and (v) = 0(v)
if v 2 A yields a (0; 1)-coloring of G, a contradiction. Thus G00 has no such coloring. Then by the
minimality of G,
there is B  V (G00) with R00(B)   5. (2.5)
Choose a set B satisfying (2.5) with the smallest potential and among those|with the largest size.
Then z0 2 B. Since NG00(w0) = fz0; w1g, if w1 2 B, then w0 2 B, otherwise w0 =2 B. Suppose w1 2
B. Then B  fz0; w0; w1g. So, since jEG00 [fz0; w0; w1g; B fz0; w0; w1g]j = jEG[A;B fz0; w0; w1g]j,
R(B [A  fz0; w0; w1g) = R00(B)  R00(fz0; w0; w1g) + R(A)  R00(B)  4 + 2   7;
a contradiction.
Suppose w1 =2 B. As in the proof of Claim 2.1.11, if y 2 B, then moving w0 and w1 into B
would decrease its potential. So, y =2 B. As at the end of the proof of Claim 2.1.11, by (2.5) we get
R((B   z0) [A)  R00(B) + 2   3;
which contradicts Lemma 2.1.6, since A 6= ; and y =2 (B   z0) [A.
Claim 2.1.13. If u 2 A0, then u = z.
Proof. Assume u 2 A0 is typical. Consider the graph G0 with V (G0) = A [ fw1; w2; w3g and
E(G0) = E(G[A]) [ fuw1; w1w2; w2w3g. Let R0 = (G0; Z \A+ w3).
Since jAj  n   4, jV (G0)j < n. By Lemma 2.1.6, since u 6= z, (A)  1. Then R0(B)   4
for every B  V (G0). By construction, G0 is triangle-free. So by the minimality of G, G0 has a
(0; 1)-coloring 0. Since w3 is special, 0(w3) = 1 and 0(w2) = 0. So 0(w1) = 1. Now if 0(u) = 0,
this contradicts to Claim 2.1.11 and if 0(u) = 1 then because of w1, u has no neighbors of color 1
in A, a contradiction to Claim 2.1.12.
Proof of Lemma 2.1.9. By Claim 2.1.13, A0  fzg. Since 4  jAj  n  4, we can (0; 1)-color G[A]
and G[(V (G) A)[A0] by induction hypothesis, and combine the colorings to get a (0; 1)-coloring
for G since either A0 = ; or A0 = fzg, and z is always colored with 1. This is a contradiction.
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2.1.4 Sets of potential at most 4
The goal of this section is to show the following lemma.
Lemma 2.1.14. If A  V (G) and 4  jAj  n   4, then (A)  5. Moreover, if jAj  3 and
(A)  4, then z 2 A and G[A] is connected.
Suppose that the lemma fails and choose a smallest A  V (G) with 4  jAj  n  4 for which
it fails. Let A0 = fv 2 A : v has a neighbor in V (G) Ag. If B  V (G), 1  jBj  3 and z =2 B,
then (B)  11 since G has no triangle. Thus if G[A] is not connected, then by this and the
minimality of A, the vertex set C of some component of G[A] has potential at least 5. Thus in this
case, (A  C)  4  5 =  1, a contradiction to Lemma 2.1.6. So,
G[A] is connected. (2.6)
Practically repeating the proof of Claim 2.1.10, we obtain the similar claim:
Claim 2.1.15. No vertex v 2 V (G) A has more than one neighbor in A, and G A has no edge
uw such that both u and w have neighbors in A.
Claim 2.1.16. Let  be a (0; 1)-coloring of G[A]. Then color class 0 of  has at most one neighbor
in G A.
Proof. Let A0 = fv 2 A : (v) = 0g, A1 = fv 2 A : (v) = 1g. Suppose there exist x; y 2 G   A
with neighbors in A0. Let G
0 be the graph with V (G0) = V (G) A [ fw0; w00; z0g and
E(G0) = E(G[V (G) A]) [ fuz0 : 9v 2 A1with uv 2 E(G)g [ fxw0; z0w0; z0w00g[
[fuw00 : u 6= x;9v 2 A0with uv 2 E(G)g:
Let R0 = (G0; (Z  A) + z0).
By Claim 2.1.15, G0 is triangle-free. Since jAj  4, G0 is smaller than G. If G0 has a (0; 1)-
coloring 0, then by denition, 0(z0) = 1 and 0(w0) = 0(w00) = 0. Thus  and 0 together yield a
(0; 1)-coloring of G, a contradiction. So, G0 has no such coloring. Then by the minimality of G, there
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is B  V (G0) with R0(B)   5. Choose such set B with the smallest potential and among those|
with the largest size. Then z0 2 B. If w0; w00 2 B, then since jEG0 [fz0; w0; w00g; B   fz0; w0; w00g]j =
jEG[A;B   fz0; w0; w00g]j,
R(B [A  fz0; w0; w00g) = R0(B)  R0(fz0; w0; w00g) + R(A)  R0(B)  4 + 4   5;
a contradiction.
Suppose now that w00 2 B and w0 =2 B. Then by the minimality of R0(B), x =2 B. Then
R(B[A fz0; w00g) = R0(B) R0(fz0; w00g)+R(A) 9jEG[B w00 z0; A]j+9jEG0 [B w00 z0; fz0; w00g]j
 R0(B)  2 + 4   3;
contradicting Lemma 2.1.6, since x =2 B. In the case w0; w00 =2 B, the argument is the same, only
the nal inequality will be R(B [A  z0)   1. If w0 2 B and w00 =2 B, then similarly y =2 B and
the the same calculations work. So in all cases we get a contradiction.
The next claim is very similar to Claim 2.1.12 and has a similar proof with a twist.
Claim 2.1.17. In any (0; 1)-coloring  of G[A], each typical vertex of color 1 in A0 has a neighbor
of color 1.
Proof. Assume that for some (0; 1)-coloring 0 of G[A], a typical vertex u 2 A0 has no neighbor
of color 1 in A. Let y be a neighbor of u in V (G)   A. By Claim 2.1.16, at most one vertex
in G   A has a neighbor of color 0 in A. If such a vertex exists, let it be y0 and its neighbor
in A be u0 (by Claim 2.1.15, such u0 should be unique). Consider the graph G00 with V (G00) =
(V (G) A) [ fz0; w0; w1g and
E(G00) = E(G A)[fw0z0; w0w1; y0w0g[fbz0 : 9x 2 A0 u with bx 2 E(G)g[fyw1 : yu 2 E(G)g;
where possibly y0 does not exist. Let R00 = (G00; Z 00) where Z 00 = (Z   A) + z0. By Claim 2.1.15,
G00 is triangle-free.
22
Suppose G00 has a (0; 1)-coloring 00. Since z0w0; w0w1 2 E(G00), 00(w0) = 0 and 00(w1) = 1.
Thus by Claim 2.1.11 and the choice of u, letting (v) = 00(v) for v 2 V (G) A, and (v) = 0(v)
if v 2 A yields a (0; 1)-coloring of G, a contradiction. Thus G00 has no such coloring. Then by the
minimality of G,
there is B  V (G00) with R00(B)   5. (2.7)
Choose a set B satisfying (2.7) with the smallest potential and among those|with the largest
size. Then z0 2 B. Since NG00(w0)  fz0; w1g, if w1 2 B, then w0 2 B. Suppose w1 2 B. Then
B  fz0; w0; w1g. So, since jEG00 [fz0; w0; w1g; B   fz0; w0; w1g]j = jEG[A;B   fz0; w0; w1g]j,
R(B [A  fz0; w0; w1g) = R00(B)  R00(fz0; w0; w1g) + R(A)  R00(B)  4 + 4   5;
a contradiction.
Suppose w1 =2 B. If y 2 B, then moving w1 (and w0, if it is not there) into B would decrease
its potential. So, y =2 B. If w0 =2 B, then as at the end of the proof of Claim 2.1.11, by (2.5)
we get R((B   z0) [ A)  R00(B) + 4   1; which contradicts Lemma 2.1.6, since A 6= ; and
y =2 (B   z0) [A. If w0 2 B, then similarly,
R((B   z0   w0) [A) = R(B   z0   w0) + R(A)  9jEG[B   z0   w0; A]j
 R(B   z0   w0) + 4  9jEG00(B   z0   w0; fz0; w0g)j = R00(B) + 4  R00(fz0; w0g)   3;
contradicting Lemma 2.1.6, since y =2 B.
The next claim is an analogue of Claim 2.1.13.
Claim 2.1.18. If u 2 A0 is typical, then (a) there exists a coloring u of G[A] such that u(u) = 0
and u(v) = 1 for all v 2 A0   u, and (b) u has exactly one neighbor in G A.
Proof. Assume u 2 A0 is typical. Consider the graph G0 with V (G0) = A [ fw1; w2; w3g and
E(G0) = E(G[A]) [ fuw1; w1w2; w2w3g. Let R0 = (G0; Z \A+ w3).
Since jAj  n   4, jV (G0)j < n. By Lemma 2.1.6, since u 6= z, (A)  1. Then R0(B)   4
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for every B  V (G0). By construction, G0 is triangle-free. So by the minimality of G, G0 has a
(0; 1)-coloring 0. Since w3 is special, 0(w3) = 1 and 0(w2) = 0. So 0(w1) = 1. If 0(u) = 1 then
because of w1, u has no neighbors of color 1 in A, a contradiction to Claim 2.1.17. Thus 
0(u) = 0.
Now Claim 2.1.16 yields (b), and together with Claim 2.1.15, also yields (a).
Claim 2.1.19. Set A0 contains a typical vertex.
Proof. If not, then A0 = ; or A0 = fzg. Since 4  jAj  n  3, both G[V (G)  (A A0)] and G[A]
are smaller than G, and so by the minimality of G have (0; 1)-colorings, say  and 0. Then  [ 0
is a (0; 1)-coloring of G, since if A0 6= ;, then A0 = fzg and (z) = 0(z) = 1.
Claim 2.1.20. If z 2 A0, then z has no neighbor in A0.
Proof. Suppose z has a neighbor v in A0. Then vz 2 E(G[A0]). If A0 = fv; zg, then we can color
G[A] and G[V (G) A[A0] and combine the colorings, since v; z have the consistent colors in both
colorings. So, there is u 2 A0  z  v. Then by Claim 2.1.18(a), there is a (0; 1)-coloring u of G[A]
such that u(v) = u(z) = 1, a contradiction to the fact that z 2 Z.
Proof of Lemma 2.1.14. Assume 4  jAj  n   4 and (A)  4. Suppose A0   fzg = fu1; : : : ; udg
and for i = 1; : : : ; d, xi is the unique neighbor of ui in G  A. Let X = fx1; : : : ; xdg. If xi = z for
some i, then (A+ xi) = (A)  9   5, a contradiction. Furthermore, if xi is adjacent to z, then
(A + xi + z)  (A)   2  9 + 11   3 and A + xi + z 6= V (G), a contradiction to Lemma 2.1.6.
Hence
z =2 X [N(X) A0: (2.8)
CASE 1: A0 = fu1g. Let G0 be the graph with V (G0) = V (G)   A [ fw0; z0g and E(G) =
E(G[V (G)   A]) [ fu1w0; w0z0g: Let R0 = (G0; (Z   A) + z0). If G0 has a (0; 1)-coloring , then
(z0) = 1, (w0) = 0, and hence (u1) = 1. So, together with the coloring u1 (see Claim 2.1.18(a))
of G[A],  will form a (0; 1)-coloring of G, a contradiction. Thus G0 has no (0; 1)-coloring and is
smaller than G, since jAj  4. Hence there is B  V (G0) with R0(B)   5. Choose such B with
the smallest potential and among those|with the largest size. Then z0 2 B. If w0 =2 B, then z0 is
isolated inG0[B] and R(B z0) = R0(B z0) = R0(B)   5, a contradiction. So w0 2 B and hence
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u1 2 B. Since B z0 w0  V (G), we have R(B z0 w0) = R0(B z0 w0) = R0(B) 11+29  2.
Since jAj  4, jB z0 w0j  n 4. So by Lemmas 2.1.6 and 2.1.9, jB z0 w0j  2 and z 2 B z0 w0
is adjacent to x1 2 B   z0   w0, a contradiction to (2.8).
CASE 2: A0 = fu1; zg. Consider G0 with V (G0) = A+ w0, and E(G0) = E(G[A]) [ fzw0; w0ug
E(G0) = E(G[A]) [ fzw0; w0u1g. Let R0 = (G0; fzg). If G0 has a (0; 1)-coloring , then (w0) = 0
and thus (u1) = 1. Recall that by Claim 2.1.18(a), there is a (0; 1)-coloring u1 of G[A] such that
u1(u1) = 0. By the minimality of G, G  (A  z) has a (0; 1)-coloring f . If f(x1) = 0, then f [ 
is a (0; 1)-coloring of G; otherwise, f [ u1 is a (0; 1)-coloring of G, a contradiction.
Thus G0 has no (0; 1)-coloring. Then there is B  V (G0) with R0(B)   5. Since V (G0) w0 
A  V (G), w0 2 B. Hence z; u1 2 B and R(B  w0)  R0(B)  11 + 2  9  2. Since u1z =2 E(G)
by Claim 2.1.20, this contradicts Lemma 2.1.9.
CASE 3: d  2. By Claim 2.1.15, all xi are distinct and not adjacent to each other. Let G0 be
the graph with V (G0) = V (G)  (A  z) [ fw0; w1; z0g and
E(G0) = E(G[V (G)  (A  z)]) [ fzxi : 3  i  dg [ fx1x2; z0w0; w0w1; w1x1g:
Observe that G0 is triangle free. Otherwise x1; x2 have a common neighbor w. Then R(A [
fw; x1; x2g)  R(A)  3  1, contrary to Lemma 2.1.9. Let R0 = (G0; fz; z0g).
Suppose G0 has a (0; 1)-coloring . Then (z) = (z0) = 1, (x3) = : : : = (xd) = (w0) = 0
and hence (w1) = 1. If (x2) = (x1), then since x1x2 2 E(G0), their common color is 1. But
x1 already has neighbor w1 with (w1) = 1. Thus (x2) 6= (x1). Then by Claim 2.1.18(a),
either  [ u1 or  [ u2 is a (0; 1)-coloring of G, a contradiction. So G0 has no (0; 1)-coloring
and is smaller than G, since jAj  4. Hence there is B  V (G0) with R0(B)   5. Choose
such B with the smallest potential and among those|with the largest size. Then z 2 B. Since
G0  x1  z w0 w1  G and G0[B] has no isolated or pendant vertices, apart from z; z0, we have
x1 2 B. Then fw0; w1g  B. Let X 0 = fx1; : : : ; xdg\B. Then jEG[A  z;B w0 w1  z]j = jX 0j.
So
R(A[(B w0 w1 z))  R(A)+R(B w0 w1 z) 9(jX 0j+jEG[fzg\A0; B w0 w1 z]j): (2.9)
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Because x1 2 X 0, if x2 =2 X 0, then jEG0 [z;B w0 w1 z]j = jEG[fzg\A0; B w0 w1 z]j+jX 0j 1,
and so the last expression in (2.9) is at most
4 + R0(B   z   w0   w1)  9(jEG0 [z;B   w0   w1   z]j+ 1) = 4 + R0(B   w0   w1)  9
 4 + (R0(B)  2  11 + 3  9)  9 = R0(B)   5;
a contradiction.
If x2 2 B, then on the one hand, G0 has an extra edge x1x2, and on the other hand,
jEG0 [z;B   w0   w1   z]j = jEG[fzg \A;B   w0   w1   z]j+ jX 0j   2;
since x2 2 X 0. These edges cancel in the calculations, and we again get R(A[(B w0 w1 z)) 
 5, a contradiction.
To prove the "Moreover" part of the lemma, observe rst that if z =2 A and 1  jAj  3, then
(A)  6. Also, if G[A] is disconnected and 1  jAj  3, then jE(G[A])j  jAj   2, and thus
(A)  11(jAj   1)  9(jAj   2) = 2jAj+ 7  9.
2.1.5 Shovels in G
Claim 2.1.21. If G has a subgraph P4 = x1x2x3x4 with d(x2) = d(x3) = 2, then z 2 fx1; x2; x3; x4g.
Proof. Assume z =2 fx1; x2; x3; x4g. By Claim 2.1.5, d(x4)  2. If d(x4) = 2 and x5 is the neighbor
of x4 distinct from x3, let G0 = G   x2   x3   x4. By the choice of G, G0 has a (0; 1)-coloring .
We can extend it to G by letting (x2) = 1   (x1), (x4) = 1   (x5), and letting (x3) = 0 if
(x2) = (x4) = 1 and (x3) = 1 otherwise. Since this contradicts the denition of G, d(x4)  3.
Let G0 = G   x3x4 + x3z and R0 = (G0; Z). Then by our denition, R0 is smaller than R,
since jV (G)j = jV (G0)j and dG0(z) > dG(z). If G0 has a triangle T , then x3z 2 E(T ). Since
NG0(x3) = fx2; zg, we need V (T ) = fx2; x3; zg, but x1 6= z by assumption. So G0 is triangle-free.
SupposeG0 has a (0; 1)-coloring 0. If 0(x4) = 1, then 0 is a (0; 1)-coloring ofG, a contradiction.
If 0(x4) = 0, then recolor x2 with 1   0(x1) and x3 with 1. Again, we get a (0; 1)-coloring of G.
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So, G0 has no (0; 1)-coloring. Then by the minimality of G there is B  V (G0) with R0(B)   5.
Choose such B with the smallest potential and among those|with the largest size. By the choice,
z 2 B. If x3 =2 B or x4 2 B, then jE(G0[B])j  jE(G[B])j and R(B)   5. Let x3 2 B
and x4 =2 B. Then by the minimality of R0(B), x2 2 B and hence x1 2 B. So by denition,
R(B) = R0(B) + 9  4. Since fx1; x2; x3; zg  B, by Lemma 2.1.14, jBj  n   3. By the
minimality of R0(B), x4 has at most one neighbor in B   x3. So since d(x4)  3, x4 has a
neighbor y in V (G)   B and jBj  n   2. If jBj = n   2 then by Claim 2.1.5, each of y and x4
has a neighbor in B, and so R0(B + y + x4)  R0(B) + 2  11   3  9 < R0(B), a contradiction.
So, we may assume that V (G0)   B = fx4; y; xg. Since G0 has no triangles, by Claim 2.1.5,
R0(V (G
0))  R0(B) + 3  11  4  9 < R0(B), a contradiction to the choice of B.
Claim 2.1.22. Suppose G contains a path P = (x1; x2; x3; z) such that d(x2) = d(x3) = 2. Then
either d(x1)  4 or d(x1) = 3 and x1 belongs to a 5-cycle not containing x2.
Proof. By Claim 2.1.5, d(x1)  2. Suppose d(x1) = 2 and x0 6= x2 is a neighbor of x1. If x0 = z,
then (fx1; x2; x3; zg) = 3  11   4  9 =  3, a contradiction to Lemma 2.1.6. So x0 6= z. This
contradicts Claim 2.1.21 for the path (x0; x1; x2; x3). So d(x1)  3. If d(x1) = 3, let x0; x00 be the
two neighbors of x1 distinct from x2.
Consider the graph G0 with V (G0) = V (G)  x1   x2   x3   x0   x00 + x and
E(G0) = E(G[V (G)  x1   x2   x3   x0   x00]) [ fxy : y is adjacent to x0 or x00 in G.g
Let R0 = (G0; Z). If x1 does not belong to a 5-cycle not containing x2, then G0 is triangle-free. If G0
has a (0; 1)-coloring , then we extend it to G by letting (x0) = (x00) = (x), (x1) = 1  (x),
(x2) = 1; and (x3) = 0. So, G
0 has no (0; 1)-coloring. Then by the minimality of G there is
B  V (G0) with R0(B)   5. Choose such B with the smallest potential and among those|with
the largest size.
If x =2 B, then R(B) = R0(B)   5. If x 2 B, then R(B   x+ x0 + x00 + x1) = R0(B) + 2 
11  2  9   5 + 4 =  1, contradicting Lemma 2.1.6, since x2 =2 B   x+ x0 + x00 + x1.
We need several new denitions. If G contains vertices x1; x2; x3; z and a 5-cycle C5 containing
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x1 with d(x1) = 3 as in Claim 2.1.21, we call the subgraph induced by V (C5) [ fx1; x2; x3; zg an
intact shovel. The path x1; x2; x3; z is the handle, the cycle C5 is the head and x1 is the joint of
this shovel. By denition, vertices x1; x2; x3 in the shovel are not adjacent to any vertex outside
the shovel.
A path x1; x2; x3; z in G such that x1 has degree t  4 will be called a broken shovel of degree
t. Below when we speak of shovels, we have in mind both, broken and intact shovels.
.
z
x3
x2
x1
y1
y2y3
y4
Figure 2.6 : An intact shovel
z
x3
x2
x1
Figure 2.7 : A broken shovel of degree 4
Claim 2.1.23. For every shovel S, G[V (S)] = S.
Proof. Suppose G has an edge e not in S that connects two vertices in V (S). If S is broken, then
(V (S))  3  11   4  9 =  3, and if S is intact, then (V (S))  7  11   9  9 =  4. In both
cases, we contradict Lemma 2.1.6, unless V (S) = V (G) and E(G) = E(S) + e. Suppose the latter
holds and the handle of S is x1; x2; x3; z. If S is broken, then d(v1) = 2 since V (S) = V (G), a
contradiction. If S is intact and its head is C5 = (x1; y1; y2; y3; y4), then since G has no triangles,
at least one end of e is outside of C5 and so should be z. Let the other end be v. By degree
restrictions on S, v =2 fx2; x1g. If v 2 fy1; y4g, then it belongs to a 5-cycle C containing z and
(V (C)) = 4  11  5  9 =  1, a contradiction to Lemma 2.1.6. Otherwise, we may assume v = y2.
In this case, we color x3; x1 and y2 with 0, and the rest with 1.
Claim 2.1.24. For any distinct shovels S and S0, V (S) \ V (S0) = fzg.
Proof. Let S0 6= S. Let the handle of S be x1; x2; x3; z and the handle of S0 be x01; x02; x03; z. Suppose
V (S) \ V (S0) = S0 6= fzg.
CASE 1: x3 2 S0. Since z 2 S0, by Claim 2.1.23, x3 = x03. This yields that x2 = x02 and
x1 = x
0
1. Then since S 6= S0, we may assume that S is intact, and hence d(x1) = 3. So S0 also is
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intact. Let the head of S be (x1; y1; : : : ; y4) and the head of S
0 be (x1; y01; : : : ; y04). Since d(x1) = 3,
we have y01 = y1 and y04 = y4. If fy2; y3g\fy02; y03g = ;, then (V (S)[V (S0))  9 11 11 9 = 0. So
by Lemma 2.1.6, V (G) = V (S) [ V (S0) and E(G) = E(S) [ E(S0). This contradicts Claim 2.1.21
for the path y1; y2; y3; y4. Finally, if y
0
2 = y2, then (V (S) [ V (S0))  8  11   10  9 =  2. Again,
by Lemma 2.1.6, V (G) = V (S) [ V (S0) and E(G) = E(S) [ E(S0). Then we color z; x2; y1; y2; y4
with 1 and the rest with 0.
CASE 2: x3 =2 S0. By symmetry, we may assume x03 =2 S0. Then also x2; x02 =2 S0.
CASE 2.1: x1 2 S0. If S0 is broken, this means that x1 = x01 and (V (S0) + x2 + x3) =
5  11  6  9 = 1. Let U = V (G) S0 x2 x3. By Lemma 2.1.9, jU j  3. If there is a vertex u 2 Y
which has at least 2 neighbors in S0 + x2 + x3, then (S0 + x2 + x3 + u)   6, a contradiction.
As d(x1)  4, x1 has at least two neighbors in U . As G has no vertex of degree 1, we conclude
that U + x induces a 4-cycle (x; u1; u2; u3). Also d(u2) = 2, otherwise we get a contradiction by
(V (G))  8  11  11  9 <  4. Thus G is bipartite, and hence has a proper (0; 1)-coloring.
So, S0 is intact. Let the head of S0 be (x01; y01; : : : ; y04). Then (V (S0)+x2+x3)  (V (S0))+211 
3 9 = 0, and by Lemma 2.1.6, V (G) = V (S0)+x2+x3 and E(G) = E(S0)[fzx3; x3x2; x2x1g. Since
d(x01) = 3, by symmetry, we may assume that x1 2 fy01; y02g. In both cases, we color x3; x03; x01; y02
with 0 and the rest with 1.
CASE 2.2: x1 =2 S0. By symmetry, we may assume x01 =2 S0. In particular, both S and S0 are
intact. Since by Claim 2.1.23, G[S x1] is acyclic, G[S0] is acyclic. Also, z is isolated in G[S0] and
thus (S0)  11jS0   zj   9(jS0   zj   1) = 9 + 2jS0   zj. So,
(V (S) [ V (S0))  (S) + (S0)  (S0)  5 + 5  9  2jS0   zj = 1  2jS0   zj: (2.10)
Hence jS0   zj  2 and by Lemma 2.1.6, V (G) = V (S) [ V (S0) and E(G) = E(S) [ E(S0). By
Claim 2.1.21, each of the sets fy01; y02g and fy03; y04g has a vertex common with S. Thus jS0  zj = 2.
Also, if G[S0   z] has no edge, then we would have an extra  9 in (2.10), a contradiction. So
S0   z = fy02; y03g = fy2; y3g. Then we can color x3; x03; y1; y4; y01; y04 with color 0 and the rest with
1.
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Claim 2.1.25. Let S be an intact shovel with the handle (z; x3; x2; x1) and the head C = (x1; y1; y2; y3; y4).
Then at least 3 edges connect C with V (G  S).
Proof. Let E0 be the set of edges connecting V (C) with V (G   S). Suppose to the contrary that
jE0j  2. Then since z =2 V (C), by Claim 2.1.21, jE0j = 2 and the ends in C of the edges in E0 are
distinct. So we can suppose E0 = fyiu; yjvg, where u; v 2 V (G  S).
By Claim 2.1.21 and symmetry, we may assume that j = 3 and either i = 1 or i = 2. Let G0
be obtained from G  (V (S)  z) by adding a vertex z0 and edge uz0. Let R0 = (G0; fz; z0g). Since
edge uz0 is a cut edge, G0 is a triangle-free graph smaller than G. If G0 has no (0; 1)-coloring, then
by the minimality of G, there is B  V (G0) with R0(B)   5. By the choice of G, u; z0 2 B.
Then the set B   z0 contains u, is disjoint from S   z and R(B   z0)   5 + 9 = 4. So denoting
B0 = (B   z0) [ V (S) and taking into account edge yiu, we have
R(B
0)  R(B   z0) + R(S)  9 = 0: (2.11)
By Lemma 2.1.6 and (2.11), B0 = V (G). But then v 2 B z0, and edge yjv was not count in (2.11).
So instead of (2.11), we have R(B
0)  R(B   z0) + R(S)  18 =  9, a contradiction.
Thus G0 has a (0; 1)-coloring . In particular, (u) = 0. We extend  from G0  z0 to the whole
G as follows. First, we let (x3) = 0, (x2) = 1 and (y3) = 1  (v).
CASE 1: u = v. Since G has no triangles, i = 1. So we extend  to G by letting (y4) =
(y1) = 1 and (x1) = (y2) = 0.
CASE 2: u 6= v and i = 1. Let (x1) = 0, (y4) = (y1) = 1 and (y2) = (v).
CASE 3: u 6= v and i = 2. If (y3) = 1, then let (x1) = (y2) = 1, and (y1) = (y4) = 0,
otherwise let (x1) = 0, and (y1) = (y4) = (y2) = 1.
2.1.6 On (1; 1; 1)-trees in G
The goal of this section is to prove that all (1; 1; 1)-trees in G are small: each of them has at most
two (1; 1; 1)-vertices.
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Claim 2.1.26. For each (1; 1; 1)-tree T , if a vertex x 2 V (G) V (T ) is adjacent to more than one
vertex in T , then zx 2 E(G).
Proof. Suppose some x 2 V (G)   V (T ) is adjacent to distinct y; y0 2 V (T ). By the denition of
(1; 1; 1)-trees, jV (T )j  4 and z =2 V (T ). If x = z, then let G0 = G V (T ) and R0 = (G0; Z). Since
G0  G, it has a (0; 1)-coloring 0, and 0(z) = 1. Then by Lemma 2.1.8, we can extend 0 to G,
a contradiction.
Assume x 6= z. Let G0 be obtained from G   V (T ) by adding vertices w and z0 and edges xw
and wz0. Let R0 = (G0; fz; z0g). Since new edges xw and wz0 are cut edges, G0 is a triangle-free
graph. Since jV (T )j  4, jV (G0)j < n. If G0 has a (0; 1)-coloring , then (w) = 0 and hence
(x) = 1. So by Lemma 2.1.8, we can extend  to G, a contradiction. Then by the minimality of
G, there is B  V (G0) with R0(B)   5. Choose such B with the smallest potential and among
those|with the largest size. Then z0 2 B. If x =2 B, then w =2 B and (B   z0) = R0(B)   5,
a contradiction. So, x 2 B and thus w 2 B. Then (B   z0   w)  R0(B)   11 + 18  2. Since
jBj  n   jV (T )j  n   4 and x 6= z, by Lemma 2.1.9, B   z0   w = fx; zg and xz 2 E(G), as
claimed.
Lemma 2.1.27. If a graph G0 is obtained from G by replacing a (1; 1; 1) tree T with another
(1; 1; 1)-tree T 0 with the same set of vertices and the same set of leaves, then the pair R0 = (G0; Z)
is still a minimum counterexample to the theorem.
Proof. Assume w is a common neighbor of two (1; 1; 1)-vertices v1 and v2 in a (1; 1; 1) tree T .
For i = 1; 2, let wi and w
0
i be the neighbors of vi distinct from w and ui be the neighbor of wi
distinct from vi. By the denition of (1; 1; 1)-vertices, d(w) = d(w1) = d(w2) = d(w
0
1) = d(w
0
2) = 2.
By Claim 2.1.7, w2 6= w1. If u1 = u2, then u1 =2 T and by Claim 2.1.26, zu1 2 E(G). Then for
W = fz; u1; w1; w2; v1; v2; wg, we have (W )  6  11   7  9 = 3. So by Lemma 2.1.14, n  10. If
w01 has a neighbor in W   v1, then (W +w01)  (W )+ 11  18   4, contradicting Lemma 2.1.6,
since w02 =2W +w01. Similarly, w02 has no neighbor in W   v2. Thus, since n  10, there is a unique
y 2 V (G)  W   w01   w02, and yw01; yw02 2 E(G). By Claim 2.1.21, y has a neighbor in W . So,
(V (G))  (W ) + 3  11   5  9   9, a contradiction. Thus u1 6= u2. Also, since v1 and v2 are
adjacent only to 2-vertices in T , and T has no cycles, u1v2; u2v1 =2 E(G).
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Let G0 be obtained from G by deleting edges w1u1; w2u2 and adding edges w1u2; w2u1. Let
R0 = (G0; Z). By construction, jV (G0)j = n and degrees of all vertices in G0 are the same as
in G. Since u1v2; u2v1 =2 E(G), G0 has no triangles. If R0(B)   4 for all B  V (G0), then the
lemma holds for the (1; 1; 1)-tree T 0 obtained from T by deleting edges w1u1; w2u2 and adding edges
w1u2; w2u1. So consider B  V (G0) with the smallest potential in R0 and assume R0(B)   5. Let
U = fu1; u2; w1; w2g. If jB \ U j  1 or jB \ U j  3, then R(B) = R0(B)   5, a contradiction.
Furthermore, if R0(B) < R(B), then either B \U = fw1; u2g or B \U = fw2; u1g. By symmetry,
let B \ U = fw1; u2g. Then R(B) = R0(B) + 9  4 and by Lemma 2.1.14, either jBj  3 or
jBj  n 3. Since NG0(w1) = fv1; u2g, by the minimality of R0(B), v1 2 B. For the same reason at
least one of w;w01 is in B. So jBj  4 and thus jBj  n 3. If v2 =2 B, then w =2 B, a contradiction to
jBj  n 3, since the case is that u1; w2 =2 B. Thus v2 2 B. Then (B+w2)  (B)+11 18   3,
a contradiction to Lemma 2.1.6, since u1 =2 B + w2. This proves the lemma for our special T 0.
By a sequence of switching pairs of edges as above, we can change T into any (1; 1; 1)-tree with
the same set of vertices and the same set of leaves.
Claim 2.1.28. For every (1; 1; 1)-tree T , each vertex x 2 V (G)  V (T ) is adjacent to at most one
vertex in T .
Proof. Suppose that T is a (1; 1; 1)-tree in G and x 2 V (G) V (T ) is adjacent to y1 and y2 in T . By
Claim 2.1.26, zx 2 E(G). By Lemma 2.1.27, if we replace T with a (1; 1; 1)-tree T 0 with the same set
of vertices and the same set of leaves such that y1 and y2 have a common neighbor v in T
0, then the
pair R0 = (G0; Z) also is a minimum counterexample to the theorem. But R0(fz; x; y1; y2; vg) =  1,
a contradiction to Lemma 2.1.6.
Recall that for a (1; 1; 1)-tree T , jjV (T )jj is its size, i.e., the number of (1; 1; 1)-vertices in T .
Let L(T ) denote the set of leaves of T . Then
jV (T )j = 3jjV (T )jj+1 and jL(T )j = jN(T )  V (T )j = jjV (T )jj+2 for each (1; 1; 1)-tree T . (2.12)
Claim 2.1.29. If x is adjacent to T and xz 2 E(G), then jjV (T )jj = 1.
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Proof. Suppose jjV (T )jj  2 and x 2 V (G)   V (T ) is adjacent to z and to y 2 V (T ). Then
d(y) = 2 and the neighbor of y in T is some (1; 1; 1)-vertex v. By Lemma 2.1.27, we can assume
that N(v) = fy; y0; y00g, the other neighbor x0 of y0 is in V (G)  V (T ) and the other neighbor x00 of
y00 is in T . Let G0 be obtained from G  fy; v; y0g by adding edge y00x0 and T 0 be the tree induced
in G0 by V (T )   fy; v; y0g. Let R0 = (G0; Z). If R0 has a (0; 1)-coloring , then (x) = 0 and the
number of vertices of color 1 in NG(T )   V (T )   x is not 1. But then by Lemma 2.1.8, we can
extend the coloring of G0   V (T 0) to a (0; 1)-coloring of G.
So, by the minimality of R, there exists B  V (G0) with R0(B)   5. Since R(B)   4,
y00; x0 2 B. Then R(B + v+ y0) = R0(B) + 9+ 2(11)  3(9)   5+ 4 =  1. Since y =2 B + v+ y0,
this contradicts Lemma 2.1.6.
Claim 2.1.30. Suppose T is a (1; 1; 1)-tree, V 0 = fx1; : : : ; xtg = N(T )  V (T ) and t  5. Then
(a) Each x 2 V 0 is at distance at least 3 from z;
(b) V 0 is an independent set;
(c) Each w 2 V (G) is adjacent to at most 2 vertices in V 0;
(d) Each x 2 V 0 is at distance 2 in G  V (T ) from at most one x0 2 V 0.
Proof. Since t  5, by (2.12), jjV (T )jj  3 and so jV (T )j  10.
(a) Since jjV (T )jj  3, by Claim 2.1.29, z =2 N(V 0). So, if (a) does not hold, then there is x 2 V 0
such that either x = z or dist(x; z) = 2. In both cases there is x0 2 V 0   x at distance at least two
from z. Let G0 be obtained from G   V (T ) by adding a new vertex w adjacent to x0 and z. Let
R0 = (G0; Z). If R0 has a (0; 1)-coloring , then (x) = (x0) = 1. Thus by Lemma 2.1.8, we can
extend  to V (T ) to obtain a (0; 1)-coloring of R. So R0 has no (0; 1)-coloring, and is smaller than
R, since jV (T )j  10. Then by the minimality of G there is a set B  V (G0) with G0(B)   5.
In order to have G0(B)   5, we need w 2 B and both its neighbors, z and x0, be in B. Then
R(B w)   5+2 9 11  2. Hence by Lemma 2.1.9, either B w = fz; x0g or jB wj  n 3.
The former is impossible, since zx0 =2 E(G) and the latter does not hold, since jV (T )j  10. This
proves (a).
(b) Assume x; x0; x00 2 V 0 and xx00 2 E(G). As in the proof of (a), let G0 be obtained from
G   V (T ) by adding a new vertex w adjacent to x0 and z. Let R0 = (G0; Z). If R0 has a (0; 1)-
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coloring , then (x0) = 1 and either (x) = 1 or (x00) = 1. So by Lemma 2.1.8, we can extend 
to V (T ). Then we repeat the rest of the argument of the proof of (a) word by word and come to a
contradiction.
(c) Assume that some x1; x2; x3 2 V 0 are adjacent to the same vertex w. By Lemma 2.1.27, we
may assume that x1; x2; x3 and some 6 vertices in T form a tree T
0 with 9 vertices and 8 edges. If
there is a path (w;w0; z) from w to z, then R(fz; w0; wg [ V (T 0)) = 11  11  9  13 = 4. However,
this set has more than 3 and fewer than jV (G)j 3 vertices. Thus we get a contradiction to Lemma
2.1.14. Together with (a) this yields that
the distance from w to z is at least 3. (2.13)
Consider G0 obtained from G   V (T ) by adding an edge wz. Let R0 = (G0; Z). By (2.13), G0 is
triangle-free. If R0 has a (0; 1)-coloring , then (w) = 0 and hence (x1) = (x2) = 1. Thus by
Lemma 2.1.8,  can be extended to a (0; 1)-coloring for G, a contradiction. Since G0 is smaller than
G, there is a set B  V (G0) with R0(B)   5. Then w; z 2 B, so G(B) =  5+9 = 4. By Lemma
2.1.14, either jBj  3 or jBj  n  3. However, B misses at least 7 vertices in T . So, jBj  3 and
w; z 2 B. By (2.13), G[B] is disconnected. This contradicts the last statement of Lemma 2.1.14.
(d) Assume that x1; x2; x3 2 V 0 are such that x3 is at distance two from x1 and from x2. Then
by (c) there are distinct u1; u2 such that for i = 1; 2, ui is the common neighbor of x3 and xi.
Consider the graph G0 obtained from G  V (T ) by adding a new vertex w and edges zw and wx3.
Let R0 = (G0; Z). Again, if R0 has a (0; 1)-coloring , then (x3) = 1 and hence one of u1; u2, say
u1 has color 0. But then (x1) = 1, and by Lemma 2.1.8,  extends to a (0; 1)-coloring for G.
So again, there is B  V (G0) with R0(B)   5. Then w 2 B and thus z; x3 2 B. Therefore,
R(B w)   5+2(9) 11  2. By Lemma 2.1.9, either B = fz; x3g or jBj  n 3. But by Claim
2.1.29, x3z =2 E(G), and at least 7 vertices of T are not in B. This contradiction proves (d).
We need a bit more notation. For a pair R0 = (G0; Z 0) and a set S  V (G0), let mR0(S)
be the minimal potential that may have subsets of V (G0) containing S. If we have two sets B1
and B2 containing S with R0(B1) = R0(B2) = mR0(S), then by the submodularity of R0 , also
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R0(B1 \B2) = R0(B1 [B2) = mR0(S). Thus the family
MR0(S) = fB  V (G0) : B  S; R0(B) = mR0(S)g
contains a unique inclusion minimal member MR0(S) contained in every other member of MR0(S).
Claim 2.1.31. Let T be a (1; 1; 1)-tree with jjV (T )jj  3. Let V 0 = N(T )   V (T ) = fx1; : : : ; xtg.
Let G0 = G   V (T ) and R0 = (G0; Z). Then for any distinct x1; x2; x3 2 V 0, (a) mR0(fx1g) = 5,
mR0(fx1; x2g) = 8, mR0(fx1; x2; x3g) = 11, and (b) MR0(fx1; x2g) MR0(fx1; x2; x3g).
Proof. Order the vertices of V 0 as needed: x1; : : : ; xt. For i = 1; : : : ; t; let yi be the neighbor of xi
in T and vi be the neighbor of yi in T . By Claim 2.1.30(b,d) and the symmetry between x2; x3, we
may assume that the distance between x1 and x2 in G
0 is at least 3. By Lemma 2.1.27, we may
assume that v2 = v1, vt 1 = vt and that for j = 2; : : : ; t   2, vertices vj and vj+1 have a common
neighbor uj in T . First, we prove a half of (a):
for any 1  j  3, mR0(fx1; : : : ; xjg)  3j + 2: (2.14)
Indeed, suppose that mR0(fx1g)  4 and B = MR0(fx1g). By Lemma 2.1.14, either jBj  n   3
or jBj  3. The former cannot hold, since jV (T )j  10, so jBj  3. Then again by Lemma
2.1.14, z 2 B and G[B] is connected. This contradicts Claim 2.1.30(a). So Case j = 1 of (2.14)
is proved. Suppose now that mR0(fx1; x2; x3g)  10 and B1 = MR0(fx1; x2; x3g). Let B0 =
B1 [ fy1; y2; y3; v2; u2; v3g. Then
R(B
0)  R(B1) + 11(6)  9(8) = 10 + 66  72 = 4: (2.15)
As above, by Lemma 2.1.14, since jB0j > 4, we have jB0j  n 3. Since t  5, u4; u3; v4; y4; y5 =2 B0,
implying jB0j < n  3, a contradiction. This proves Case j = 3 of (2.14). Case j = 2 is very similar
but simpler, so we leave it for the reader.
Let G00 be obtained from G0 by adding a vertex w and edges x1x2; x3w, and wz. Let R00 =
(G00; Z). By Claim 2.1.30 and the choice of x2 and x1, G00 has no triangles. If R00 has a (0; 1)-
35
coloring , then (x3) = 1 and at least one of x1; x2 also has color 1. So by Lemma 2.1.8,  can
be extended to a (0; 1)-coloring of R. Thus by the minimality of G, there is a set B  V (G00) with
R00(B)   5. By the choice of G, B contains fx1; x2g or fw; x3g, or both. If B does not contain
w, then it contains fx1; x2g and R(B)  R00(B) + 9  4. In this case, by Lemma 2.1.14 either
jBj  3 or jBj  n   3. The latter cannot hold, since jV (T )j  10, so jBj  3. Then by the last
part of Lemma 2.1.14, z 2 B and G[fx1; x2; zg] is connected. This contradicts Claim 2.1.30(a).
Thus w 2 B and hence fw; x3; zg  B. Let B1 = B   w.
If B does not contain fx1; x2g, then R(B1)  R00(B) + 7  2. In this case, by Lemma 2.1.9
either B1 = fx3; zg and zx3 2 E(G) or jB1j  n  3. The former contradicts Claim 2.1.30(a) and
the latter cannot hold, since jV (T )j  10. Thus
B  fx1; x2; x3; w; zg and R(B1)   5 + 9 + 7 = 11: (2.16)
Together with (2.14), this yields
R(B1) = mR0(fx1; x2; x3g) = 11: (2.17)
Let M1 =MR0(fx1; x2; x3g). By the comment above the claim, M1  B1. We now want to prove
M1 \ V 0 = fx1; x2; x3g: (2.18)
Indeed, suppose that jV 0\M1j  4, say fx1; : : : ; x4g M1. LetB0 =M1[fy1; : : : ; y4; v2; u2; v3; u3; v4g.
Then
R(B
0)  R(M1) + 11(9)  9(12) = 11 + 99  108 = 2: (2.19)
By Lemma 2.1.9, since jB0j > 4, we have jB0j  n   3. If t  6, then y5; u5; v5; y6 =2 B0, a
contradiction. So, t = 5 and y5 =2 B0. If x5 2 B0, then R(B0 + y5)  (B0) + 11   9(2)   5, a
contradiction. Now, let t = 5 and x5 =2 B0. Recall that d(x5)  3. If V (G)   B0 = fx5; y5g, then
by (2.19),
R(V (G))  R(B0) + 11(2)  9(4)  2 + 22  36 =  12;
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a contradiction to the choice of G. Similarly, if V (G)   B0 = fx5; y5; u0g for some u0, then since
G has no triangles, at least 5 edges are incident with x5; y5 or u
0. In this case, R(V (G)) 
R(B
0) + 11(3)  9(5)  2 + 33  45 =  10, a contradiction again. This proves (2.18).
Similarly to M1, let M2 =MR0(fx1; x2; x4g). Next, we prove
R(M1 [M2)  14: (2.20)
Indeed, if R(M1 [ M2)  13 then similarly to the preceding paragraph, we let B00 = M1 [
M2 [ fy1; : : : ; y4; v2; u2; v3; u3; v4g and observe that R(B00)  R(M1 [ M2) + 11(9)   9(12) =
13 + 99   108 = 4. By Lemma 2.1.14, since jB00j > 4, we have jB00j  n   3. Now we proceed as
in the end of the preceding paragraph, excluding the case x5 2 B0, since x5 =2 M1 [M2 by (2.18).
Thus (2.20) holds.
By (2.2) and (2.20), R(M1 \M2)  R(M1) + R(M2)   R(M1 [M2)  11 + 11   14 = 8.
Together with (2.14), this proves mR0(fx1; x2g) = 8 and part (b) of the claim. Moreover, since
M1 \M2 \ V 0 = fx1; x2g, we conclude
MR0(fx1; x2g) \ V 0 = fx1; x2g: (2.21)
Now, let D1 =MR0(fx1; x2g) and D2 =MR0(fx1; x3g). Again by (2.2) and (2.20),
R(D1 \D2)  R(D1) + R(D2)  R(D1 [D2)  8 + 8 mR0(fx1; x2; x3g) = 16  11 = 5:
Together with (2.14), this completes the proof of (a) and thus of all claims.
Now we are ready to prove the main result of the section.
Lemma 2.1.32. Each (1; 1; 1)-tree T in G has jjV (T )jj  2.
Proof. Assume jjV (T )jj  3. Let V 0 = N(T )  V (T ) = fx1; : : : ; xtg. Since jjV (T )jj  3, t  5. Let
G0 = G V (T ) and R0 = (G0; Z). For brevity, we will useMi forMR0(fxig), Mi;j forMR0(fxi; xjg),
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and Mi;j;k for MR0(fxi; xj ; xkg). First, we prove
for any distinct i; j; k, Mi;j [Mj;k =Mi;j;k: (2.22)
Indeed, by Claim 2.1.31(b),Mi;j[Mj;k Mi;j;k. If the containment is strict, then by the minimality
of Mi;j;k, R0(Mi;j [Mj;k)  12. Then by Claim 2.1.31(a) and the submodularity of R0 ,
8 + 8 = R0(Mi;j) + R0(Mj;k)  R0(Mi;j [M(j; k)) + R0(Mi;j \Mj;k)  12 +mR0(fxjg) = 17:
This contradiction proves (2.22).
For brevity, denote Fi(j; k) =Mi;j\Mi;k and A(i; j; k) =Mi;j\Mi;k\Mj;k. By (2.22) and (2.2),
R0(Fi(j; k))  R0(Mi;j)+R0(Mi;k) R0(Mi;j;k) = 8+8 11 = 5. Together with Claim 2.1.31(a),
this gives R0(Fi(j; k)) = 5. Similarly, R0(Fj(i; k)) = R0(Fk(j; i)) = 5. By denition and (2.22),
Fi(j; k) [ Fj(i; k) =Mi;j \ (Mi;k [Mj;k) =Mi;j \Mi;j;k =Mi;j :
Since A(i; j; k) = Fi(j; k) \ Fj(i; k), by (2.2),
R0(A(i; j; k)) = R0(Fi(j; k))+R0(Fj(i; k)) R0(Mi;j) 9jEG0(Fi(j; k) Fj(i; k); Fj(i; k) Fi(j; k)j
= (5 + 5  8)  9jEG0(Fi(j; k)  Fj(i; k); Fj(i; k)  Fi(j; k)j:
Since R0(A(i; j; k))   4, we conclude that
jEG0(Fi(j; k)  Fj(i; k); Fj(i; k)  Fi(j; k)j = 0 (2.23)
and R0(A(i; j; k)) = 2. Then by Lemma 2.1.9, there is w = wi;j;k 2 V (G) such that A(i; j; k) =
fw; zg and wz 2 E(G). We now claim that
all wi;j;k coincide. (2.24)
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Indeed, if (2.24) fails, then there are distinct i; j; k;m such that w0 = wi;j;m 6= w = wi;j;k. By (2.23),
A(i; j; k) and A(i; j;m) are separating sets in G[Mi;j ]. It follows that w and w
0 are cut vertices in
G[Mi;j ] z, and each of them separates xj from xi. By the symmetry between Fi(j; k) and Fj(i; k),
we may assume that w0 2 Fj(i; k). Then w 2 Fi(j;m) and Fj(i; k) [ Fi(j;m) =Mi;j . So, by (2.2),
R0(Fj(i; k) \ Fi(j;m))  R0(Fj(i; k)) + R0(Fi(j;m))  R0(Mi;j) = 5 + 5  8 = 2:
Since w;w0 2 Fj(i; k) \ Fi(j;m), this contradicts Lemma 2.1.9. Thus (2.24) holds. So we denote
by w0 the vertex that is wi;j;k for all i; j; k.
Let F1 = F1(2; 3), F2 = F2(1; 3), and for j = 3; : : : ; t, let Fj = Fj(1; 2). Let F0 =
St
j=1 Fj .
By (2.24), Fi \ Fj = fw0; zg for all 1  i < j  t. By (2.23), EG(Fi   Fj ; Fj   Fi) = ; for all
1  i < j  t. Then by induction on j we have R(
Sj
i=1 Fi) = 3j + 2 and thus R(F0) = 3t + 2.
Now we claim
F0 = V (G)  V (T ): (2.25)
Indeed, by (2.12)
R(F0 [V (T )) = R(F0)+ 11(3(t  2)+1)  9(3(t  2)+ t) = (3t+2)+ (33t  55)  (36t  54) = 1:
LetW = V (G) V (T ) F0. Since R(F0[V (T )) = 1, by Lemma 2.1.9, jW j  3. Recall that z 2 F0.
If W = fvg, then by Claim 2.1.5, dG(v)  2, and so R(V (G))  R(F0 [ V (T )) + 11   9(2) =
 6, a contradiction. If W = fv1; v2g and at least four edges are incident with v1 or v2, then
R(V (G))  R(F0 [ V (T )) + 11(2)   9(4) =  13. If W = fv1; v2g and at most 3 edges are
incident with v1 or v2, then dG(v1) = dG(v2) = 2 and v1v2 2 E(G). Then by Claim 2.1.21, we may
assume that zv1 2 E(G). Let y be the neighbor of v2 distinct from v1. Since v2 =2 V 0, y 2 F0,
and thus there is j  1 such that y 2 Fj . But then R0(Fj [W ) = R0(Fj) + 11(2)   9(3) = 0, a
contradiction. Suppose now that W = fv1; v2; v3g. If at least 5 edges are incident with W , then
R(V (G))  R(F0 [ V (T )) + 11(3)   9(5) =  11. Since G has no triangles, to have only 4 edges
incident with 3 vertices of degree at least two, we need jE(G[W ])j = 2 and each of them have degree
exactly 2. This contradicts Claim 2.1.22. Thus, W = ;, as claimed.
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For j = 1; : : : ; t, let Hj be obtained from G[Fj ] by adding a new vertex uj and edges ujz and
xjuj . Let Rj = (Hj ; Z). Since mR0(fxjg) = R0(Fj) = 5, the potential of every subset of V (Hj)
containing both, xj and uj , is at least 5 + 11  9(2) =  2. The potential of any set not containing
ui is at least  4 by the choice of G. If a set U  V (Hj) contains uj but does not contain xj , then
Rj (U) > Rj (U   uj)   4 again. So by the minimality of G. Each of Rj has a (0; 1)-coloring
j . By construction, j(xj) = j(z) = 1 and j(uj) = 0. Since Fj   fw; zg has no neighbors in
Fi fw; zg for distinct i and j,  =
St
j=1 j is a (0; 1)-coloring of G V (T ). Furthermore, (xj) = 1
for every j. Then by Lemma 2.1.8,  can be extended to a (0; 1)-coloring of G, a contradiction.
2.1.7 Discharging
Consider the following vertex subsets of G:
V0 =
[
T is a (1; 1; 1)-tree in G
V (T );
V1 =
[
S is a shovel
V (S)  z;
V2 = fv 2 V (G)  V0   V1 : dG(v) = 2g;
V3 = V (G)  V0   V1   V2:
By denition, V (G) = V0 [ V1 [ V2 [ V3. For i = 0; 1; 2; 3, let Gi = G[Vi].
We use discharging as follows. An item is a vertex in V2 [ V3 or a shovel S or a component T
of G0. Initially, every vertex or edge x has the charge ch(x) equal to its -value. At the end of
discharging, every item U will have a charge ch(U) so that
the sum of ch(U) over all items is equal to
P
x2V (G)[E(G) (x). (2.26)
We use the following rules.
Rule 1: If an edge e not in a shovel is incident to exactly one 2-vertex distinct from z, then
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e receives 5:75 from this 2-vertex and 3:25 from the other vertex. (Recall that by Claims 2.1.21
and 2.1.22, two adjacent 2-vertices can be only in a shovel.)
Rule 2: If an edge e not in a shovel is incident neither to z nor to any 2-vertex, then e receives
4:5 from each of the ends.
Rule 3: If an edge e not in a shovel is incident to z, then it gets 3:25 from z and 5:75 from the
other end.
Rule 4: Every edge in a shovel gets 9 from the shovel.
Rule 5: For every (1; 1; 1)-tree T , let ch(T ) be the sum of the resulting charges of its vertices.
Rule 6: For every shovel S, let ch(S) be the sum of the resulting charges of its vertices.
Claim 2.1.33. After the discharging by Rules 1{6 above, we have
(a) ch(e) = 0 for every e 2 E(G);
(b) ch(v)  0 for every v 2 V2 [ V3; moreover, if v 2 V3 and dG(v)  4 or dG3(v)  2 , then
ch(v)   1:25;
(c) ch(v)   0:5 for dG(v) = 2, v not in a shovel.
(d) ch(T )  0 for every (1; 1; 1)-tree T ; moreover, if T contains only one (1; 1; 1)-vertex, then
ch(T )   1=4;
(e) ch(S)   3:75 for every broken shovel S;
(f) ch(S)   4:75 for every intact shovel S
Proof. Part (a) immediately follows from Rules 1{4.
Let v 2 V3. If v = z and is adjacent to exactly x vertices not in shovels, then by Rule 3 it
gives out charge 3:25x. Thus (b) holds for v = z. Suppose v 2 V3   z. Then d(v)  3. Moreover,
if d(v) = 3 the v has a neighbor w that either is z or has degree at least 3. If d(v)  4, then it
gives away by Rule 1 at least 3:25d(v), so ch(v)  11   3:25d(v)   1:25. If d(v) = 3, then by
Rules 1{3, ch(v)  maxf11   4:5   2(3:25); 11   2(4:5)   (3:25)g = 0. Moreover, if dG3(v)  2,
then ch(v)  11  2(4:5)  3:25 =  1:25. This proves (b).
If dG(v) = 2, and v is not in a shovel, then by Rule 1, it gives 5:75 to two incident edges. Thus
ch(v) = 11  2(5:75) =  0:5. This proves (c).
Suppose a (1; 1; 1)-tree T contains k (1; 1; 1)-vertices for k = 1 or 2. Then T has exactly
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2k + 1 vertices of degree two. Each 2-vertex in T has charge -0.5 and each (1; 1; 1)-vertex has
charge 11   3(3:25) = 1:25. So, ch(T ) = 1:25k   0:5(2k + 1)  0. Moreover, if k = 1, then
ch(T )  0:5  3(0:25)   0:25. This proves (d).
A broken shovel S contains three typical vertices and three edges. By Rules 1 and 2, the joint
w sends out at least (d(w)   1)(3:25). So, by Rule 6, ch(S)  3(11)   3(9)   (d(w)   1)3:25 
6  3:25(3) =  3:75. This proves (e).
An intact shovel S contains 7 typical vertices and 8 edges. Also by Claim 2.1.25, S has at least
three neighbors outside of it. So its total charge is at most 7(11)  8(9)  3(3:25) =  4:75.
Since the discharging preserves the total charge, it must be at least  4. Thus by Claim 2.1.33,
if some set of items will have the total new charge less than  4, then we get a contradiction.
We will use the following immediate corollary of Lemma 2.1.8.
Claim 2.1.34. If G   V0 has a (0; 1)-coloring  such that at most one vertex in V3 \ NG(V0) is
colored with 0, then  can be extended to V0. Moreover, if every component of G0 has at least two
(1; 1; 1)-vertex, and at most two vertices in V3 \NG(V0) have color 0, then  also can be extended
to V0.
Claim 2.1.35. G has no shovels.
Proof. Suppose S is a shovel in G.
Case 1: S is a broken shovel with the handle (v0; v1; v2; z) and d(v0)  4. If d(v0)  5, then
ch(S)  3(11)  3(9)  4(3:25) <  4, a contradiction. If d(v0) = 4 and v0 has a neighbor of degree
at last 3, then by Rules 6, 1 and 2, ch(S)  3(11) 3(9) 4:5 2(3:25) =  5 <  4, a contradiction.
Assume d(v0) = 4 and all neighbors of v0 are 2-vertices. Then ch
(S)  6  3(3:25) =  3:75.
If G3 contains a P3, then by Claim 2.1.33(b), the middle vertex w of this P3 satises ch
(w) 
 1:25. So, ch(S) + ch(w) <  4, a contradiction. Thus G3 does not contain P3. Also by
Claim 2.1.33(d), G has no shovels apart from S. We color all vertices in V3 with color 1, and all
vertices in V2 with color 0, and color S so that v0 is colored by 1. Then by Claim 2.1.34 we can
extend the coloring to V0, a contradiction.
Case 2: S is intact. Immediately follows from Claim 2.1.33(f).
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Claim 2.1.36. The special vertex z is isolated in G.
Proof. By Claim 2.1.35, V1 = ;. Thus by Rules 3 and 5, if d(z)  2, then ch(z)   3:25 2 =  6:5,
a contradiction.
Let d(z) = 1 and u be the unique neighbor of z. If d(u)  3, then by Rules 3, ch(z) =  3:25
and ch(u)  11   5:75   2  3:25 =  1:25, a contradiction. So, let d(u) = 2. Then by Rule 3,
ch(z)   3:25. Hence (G3)  1, since each w 2 V3 of degree at least 2 in G3 has ch(w)   1:25.
Also, z forms a component in G3. Then we color V3 with 1 and V2 with 0. By Claim 2.1.34 the
obtained coloring extends to V0.
Since z is isolated, from now on we consider coloring of G  z.
2.1.8 Structure of G3
For W  V2 [ V3, a coloring 0 is standard on W if 0(v) = 1 for v 2 V3 \W , and 0(v) = 0 for
v 2 V2 \W .
Claim 2.1.37. G3 has no cycles, and no Pk with k  5.
Proof. Suppose G3 contains Ck. Since G is triangle-free, k  4. By (b) of Claim 2.1.33, ch(Ck) 
 1:25k <  4, a contradiction. So G3 is acyclic.
Suppose now that G3 contains Pk with k  5. Then by Claim 2.1.33 (b), k  5.
In order to have ch(P5)   4, every vertex in the P5 has degree three and is adjacent to a
vertex of degree two.
Also, (G3   P5)  1. Otherwise, ch(P5) + ch(P3)   1:25  3  1:25 <  4, a contradiction.
Let P5 = (v1; : : : ; v5) and x
0
3 be the neighbor of v3 outside of P3.
If x03 2 V1, then ch(x03) =  0:5 and ch(P5) + ch(x03)   1:25  3  0:5 <  4, a contradiction.
So x03 =2 V1, then we color all vertices in G3   P5 with color 1, all vertices in V1 with 0 and the
vertices in P5 as follows: 1; 1; 0; 1; 1. By Claim 2.1.34 this coloring extends to V0.
Claim 2.1.38. G3 does not contain K1;3.
Proof. Assume V3 contains a subset X with G[X] = K1;3 with center x.
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If d(x)  4, then ch(x)  11   3  4:5   3:25 =  5:75, a contradiction. So, d(x) = 3 and
ch(x) =  2:5. If (G3  X)  1, then we use the standard coloring on V2 [ V3   x and color x
with 0. By Claim 2.1.34 this coloring extends to V0. So we may assume that for some y 2 V3  X,
dG3(y)  2. Then ch(y)   1:25. Thus in order the total charge to be at least  4, we need that
every vertex in V3   X   y has degree at most 1 in G3, and V2 = ;. Then we use the standard
coloring on V2[V3 x y and color x and y with 0. Since x has no neighbors in V0, by Lemma 2.1.8,
the coloring extends to V0.
So each component of G3 is a K1;K2; P3, or P4. Note that if a vertex x is a component in G3,
then it is not a (1; 1; 1)-vertex. So in this case d(x)  4, and ch(x)   2.
Claim 2.1.39. G3 does not contain P4.
Proof. Suppose G3 contains P4 = (v1; v2; v3; v4). LetW = fv1; v2; v3; v4g. Then ch(v2)+ch(v3) 
 1:25 + ( 1:25) =  2:5. Moreover, if d(v2)  4 or d(v3)  4, then ch(v2) + ch(v3)   1:25 +
( 4:5) <  4, a contradiction. So, d(v2) = d(v3) = 3.
If G3 contains another 4-path P
0
4 = (y1; y2; y3; y4) disjoint from W , we get the potential less
than 2  ( 2:5) <  4, a contradiction. Thus this P4 is the only P4 in G3.
If G3  W contains two disjoint 3-paths P3 = (y1; y2; y3) and P 03 = (u1; u2; u3), then ch(P4) +
ch(y2)+ch(u2)   2:5 1:25 1:25 <  4, a contradiction. Thus G3 W contains at most one P3.
CASE 1: G3  W contains exactly one 3-path P3 = (y1; y2; y3).
If V2 is not empty, it contains v
0. Then ch(fv2; v3; y2; v0g)   1:25 1:25 1:25 0:5 =  4:25 <  4,
a contradiction. So V2 is empty.
Then we use the standard coloring on V2 [ V3   v2   y2 and color v2 and y2 with 0. By the
choice of v2 and the case for y2, this coloring is a (0; 1)-coloring for G[V2 [ V3].
If it extends to V0, then we are done. Suppose not. Then some (1; 1; 1)-tree T of size 1 is
adjacent to v2 and y2. Then ch
(fv2; v3; y2g) + ch(T )   3:75   0:25 =  4. If there is another
(1; 1; 1)-tree T 0 of size 1, then ch(fv2; v3; y2g) + ch(T ) + ch(T 0)   3:75   0:25   0:25 <  4, a
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contradiction. Thus T is the only (1; 1; 1)-tree of size 1. Since T is adjacent to exactly 3 vertices,
we may assume that y3 is not adjacent to T . We recolor y2 with 1 and y3 with 0, and can extend
the new coloring to V0.
CASE 2: (G3  W )  1.
If some v 2 fv2; v3g has no neighbors in V2, then we use the standard coloring on V2 [ V3   v and
color v with 0. By Claim 2.1.34 this coloring extends to V0. So we may assume that for j 2 f2; 3g,
vj has a neighbor v
0
j 2 V2. Since G is triangle-free, v03 6= v02. Therefore, ch(fv2; v3; v02; v03g) 
 1:25  1:25  0:5  0:5 =  3:5. So, all vertices in V3   v2   v3 are (1; 1; 0)-vertices and jV2j  3.
CASE 2.1: jV2j = 3, i.e. there is w 2 V1   v02   v03.
Then ch(w) =  0:5 and there are no (1; 1; 1)-trees of size 1. For j = 2; 3, let N(v0j) = fvj ; v00j g.
Suppose rst that v003 = v002 . Then we color V3 + v02 + v03   v002   v2   v4 with 1 and v2; v002 ; v4 and
w with 0. Since v2 has no neighbors in V0, if this coloring is a (0; 1)-coloring of G[V2 [ V3], then
it extends to V0. So, this is not the case. The only possibility for it is that wv4 2 E(G). By the
symmetric argument, wv1 2 E(G). Then we use the standard coloring on V2[V3  v1  v4 w and
color v1 and v4 with 0 and w with 1. The obtained coloring is a (0; 1)-coloring of G[V2 [ V3] and
extends to V0.
Suppose now that v003 6= v002 . We use the standard coloring on V2 [ V3   v2   v02   v002 and color
v2 and v
00
2 with 0 and v
0
2 with 1. The only possibility that this is not a (0; 1)-coloring of G[V2 [ V3]
is that wv002 2 E(G). By the symmetric argument, wv003 2 E(G). If v002 6= v4 and v003 6= v1, then
we use the standard coloring on V2 [ V3   v1   v4 and color v1 and v4 with 0. Let v002 = v4. If
v003 6= v1, then we use the standard coloring on V2 [ V3   v3   v03   v003  w and color v3 and v003 with
0 and v03 and w with 1. In both cases, the coloring extends to V0. Finally, if also v003 = v1, then
V (G) =W [ fv02; v03; wg. In this case, we color v1; v3 and v02 with 0 and the rest with 1.
CASE 2.2: V2 = fv02; v03g.
If v002 = v4, then we use the standard coloring on V2 [ V3   v2   v02   v002 and color v2 and v002 with 0
and v02 with 1. Since G is triangle-free, v4 6= v003 and so this is a (0; 1)-coloring of G[V2 [ V3]. Since
v2 has no neighbors in V0, the coloring extends to V0. Thus v
00
2 6= v4.
If v003 = v002 , then we use the standard coloring on V2[V3  v2  v02  v002 and color v2 and w002 with
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0 and v02 with 1. If v003 6= v002 , then let w be the neighbor of v002 in G3, use the standard coloring on
V2[V3 v2 v02 w and color v2 and w with 0 and v02 with 1. In both cases, this is a (0; 1)-coloring
of G[V2 [ V3]. Since v2 has no neighbors in V0, the coloring extends to V0.
2.1.9 Proof of Theorem 2.1.3
By the claims in section 2.1.8, each component of G3 is isomorphic to K1;K2 or P3. If (G3)  1,
then the standard coloring of V2 [ V3 is a (0; 1)-coloring and extends to V0. So, let (x1; x2; x3) be
a path in G3 and X = fx1; x2; x3g.
CASE 1: (G3  X)  1.
We use the standard coloring on V2 [ V3   x2 and color x2 with 0. If this is a (0; 1)-coloring of
G[V2 [ V3], then by Claim 2.1.34 it extends to V0. So, it is not. Then x2 has a neighbor w1 2 V2.
Let y1 be the other neighbor of w1. Since ch
(x2) + ch(w1) =  1:75, every vertex u 2 V3   x2
is either a (1; 1; 0)-vertex as dG3(u)  1 or a (1; 1; 1; 1)-vertex (otherwise ch(u)   3:25 and so
ch(fx2; w1; ug)   1:25  0:5  3:25 <  4).
We recolor w1 with 1. If y1 is a (1; 1; 1; 1)-vertex, this yields a (0; 1)-coloring of G[V2[V3] which
extends to V0. So, let y1 be a (1; 1; 0)-vertex with neighbors w1; w2 2 V2 [ V0 and y01 2 V3. We now
recolor y1 with 0. If w2 2 V0, then this yields a (0; 1)-coloring of G[V2 [ V3]. So suppose w2 2 V2
and the other neighbor of w2 is y2. Recolor w2 with 1. If y2 2 fx1; x3g or is a (1; 1; 1; 1)-vertex,
then this again yields a (0; 1)-coloring of G[V2 [ V3]. So let y2 be a (1; 1; 0)-vertex with neighbors
w2; w3 2 V2 [ V0 and y02 2 V3. We now recolor y2 with 0. Again, if w3 =2 V2, then we are done;
otherwise we again consider the other neighbor y3 of w3 and so on. Since ch
(wi) =  0:5 for i  2,
in order to have ch(V2 [ V3)  4, the recoloring will stop after at most 4 steps.
CASE 2: There are exactly two 3-paths in G3, (x1; x2; x3) and (y1; y2; y3).
Let X = fx1; x2; x3g and Y = fy1; y2; y3g. Similarly to Case 1, every vertex in V3 x2 y2 is either
a (1; 1; 0)-vertex or a (1; 1; 1; 1)-vertex. Also d(x2) = d(y2) = 3, since otherwise ch
(x2)+ ch(y2) 
 1:25  4:5 <  4. We use the standard coloring on V2 [ V3   x2   y2 and color x2 and y2 with 0.
If this is a (0; 1)-coloring of G[V2 [ V3] and extends to V0, then we are done. Thus one of the
two subcases below holds.
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CASE 2.1: Our coloring is not a (0; 1)-coloring of G[V2 [ V3].
Case 2.1.1: Both x2 and y2 have neighbors in V2.
Let x2w1; y2u1 2 E(G), N(w1) = fx2; q1g and N(u1) = fy2; v1g. Recolor w1 and u1 with 1. If
q1 2 Y and v1 2 X (in particular, if w1 = u1), then this gives a (0; 1)-coloring of G[V2 [ V3]. Since
x2 has no neighbors in V0, it extends to V0, a contradiction. So by symmetry we may assume that
q1 =2 Y . Then ch(fx2; y2; w1; u1g)   1:25   1:25   0:5   0:5 =  3:5. It follows that G has no
(1; 1; 1; 1)-vertices and jV2j  3. So, q1 is a (1; 1; 0)-vertex. Let N(q1) = fw1; q01; w2g where q01 2 V3.
Suppose rst that u1 2 fx1; x3; q1; q01g. Choose q 2 fq1; q01g so that q = u1 if w1 2 fq1; q01g, and
otherwise q is not adjacent to V2  w1, if possible. Recolor q with 0. If the new coloring is a (0; 1)-
coloring of G[V2[V3], then it extends to V0, since x2 and y2 have no neighbors in V0. So it is not. If
q 6= w1, then by the choice of q, each of q1; q01 has a neighbor (say, r1 and r01) in V2 w1 u1. Since G
has no triangles, r1 6= r01, and so ch(fx2; y2; w1; u1; r1; r01g)   1:25 1:25 0:5 0:5 0:5 0:5 <  4.
Thus q = w1. Since the coloring is not a (0; 1)-coloring of G[V2 [ V3], q = q01 and q01 has another
neighbor w2 2 V2. Again, w2; q1 =2 E(G), because G is triangle-free. Since jV2j  3, we know that
V2 = fw1; u1; w2g and each (1; 1; 1)-tree has size at least 2. So, after recoloring q01 back with 1 and
coloring q1 with 0 we obtain a (0; 1)-coloring of G[V2 [ V3], which extends to V0.
We may assume now that u1 =2 fx1; x3; q1; q01g. Let u01 be the neighbor of u1 in V3. Since
jV2j  3, we may assume that either V2 = fw1; u1g or V2 = fw1; u1; rg. Then we can choose some
u 2 fu1; u01g and q 2 fq1; q01g so that (a) either both or neither of u and q are adjacent to r (if
exists), and (b) there is no (1; 1; 1)-tree of size 1 adjacent to both, q and u. Recoloring q and u with
0 and r, if it is adjacent to both q and u, with 1 yields a (0; 1)-coloring of G[V2 [ V3] that extends
to V0, a contradiction.
By the symmetry between x2 and y2, the remaining subcases are the following.
Case 2.1.2: Only x2 has a neighbor w1 2 V2, and y2 is adjacent to a (1; 1; 1)-tree T of size 1.
Let N(w1) = fx2; q1g. Since ch(fx2; y2; w1g) + ch(T )   1:25  1:25  0:5  0:25 =  3:25, as in
Case 1, every vertex u 2 V3   x2   y2 is a (1; 1; 0)-vertex. Moreover, jV2j  2, and we may assume
that V2 = fw1g or V2 = fw1; w2g. Recolor w1 with 1. If q1 belongs to Y this gives a (0; 1)-coloring
of G[V2[V3]. Since x2 has no neighbors in V0, it extends to V0. So we may assume that q1 =2 Y . Let
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q01 be the neighbor of q1 in V3. If there is q 2 fq1; q01g such that q has neighbors neither in V2   w1
nor in T , then recoloring q with 0 yields a (0; 1)-coloring of G[V2 [V3] that extends to V0. So, each
of q1 and q
0
1 has a neighbor in V2  w1 or in T . Similarly, if there is y 2 fy1; y3g not adjacent to V2
and not adjacent to T , then we recolor y2 with 1 and q1 and y with 0. Since we know the neighbors
of x2 and q1, if the obtained coloring is a (0; 1)-coloring of G[V2 [ V3], then it extends to V0. So,
each of y1 and y3 has a neighbor V2 or in T . If some x 2 fx1; x3g is adjacent neither to T nor to
V2, then we can use the standard coloring on V2 [ V3   x  y2 and color x and y2 with 0. This will
be a (0; 1)-coloring of G[V2[V3] that extends to V0. Thus every vertex in Q = fx1; x3; y1; y3; q1; q01g
has a neighbor in T or in V2 w1. It is impossible, since jV2j  2 and T has at most two neighbors
in Q.
Case 2.1.3: Only x2 has a neighbor w1 2 V2, and y2 is not adjacent to any (1; 1; 1)-tree of size 1.
Let N(w1) = fx2; q1g. Since ch(fx2; y2; w1g)   1:25   1:25   0:5 =  3, jV2j  3. Recolor w1
with 1. If q1 belongs to Y or is a (1; 1; 1; 1)-vertex, this gives a (0; 1)-coloring of G[V2 [ V3]. Since
x2 has no neighbors in V0, it extends to V0. So we may assume that q1 =2 Y and is a (1; 1; 0)-vertex.
Let q01 be the neighbor of q1 in V3. If there is q 2 fq1; q01g such that q does not have neighbors in
V2  w1, then recoloring q with 0 yields a (0; 1)-coloring of G[V2 [ V3] that extends to V0. So, each
of q1 and q
0
1 has a neighbor in V2  w1. If some x 2 fx1; x3g is not adjacent to V2, then we can use
the standard coloring on V2[V3 x y2 and color x and y2 with 0. This will be a (0; 1)-coloring of
G[V2 [ V3] that extends to V0. Thus every vertex in Q = fx1; x3; q1; q01g has a neighbor in V2  w1.
It follows that jV2j = 3 and each w 2 V2   w1 is adjacent only to vertices in Q. Since no vertex
is adjacent to both q1 and q
0
1 (because G is triangle-free), there are x 2 fx1; x3g and w 2 V2   w1
such that N(w) = fx; q1g. Then we use the standard coloring on V2 [ V3   x2   y2   q   w1 and
color x2 and y2 with 0 and w1. Since we know the neighbors of all vertices in V2, this will be a
(0; 1)-coloring of G[V2 [ V3] that extends to V0.
CASE 2.2: Our coloring is a (0; 1)-coloring of G[V2 [ V3] but does not extend to V0.
Then by Lemma 2.1.8, there exists a (1; 1; 1)-tree T of size 1 adjacent to both, x2 and y2, and such
that the third neighbor of T in V3, say q, has a neighbor of color 1. So, q is a (1; 1; 0)-vertex not
in X [ Y . By Rules 5, ch(T )   0:25. So, jV2j  2. If some x 2 fx1; x3g is not adjacent to V2,
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then we use the standard coloring on V2 [ V3   x   y2 and color x and y2 with 0. Since q =2 X,
this will be a (0; 1)-coloring of G[V2 [ V3] that extends to V0. So, both x1 and x3 are adjacent to
V2. Symmetrically, both y1 and y3 are adjacent to V2. Then q is not adjacent to V2. So we use
the standard coloring on V2 [ V3   x2   y2   q and color x2; q and y2 with 0. By the case, this is a
(0; 1)-coloring of G[V2 [ V3] that extends to V0.
CASE 3: There are exactly three 3-paths in G3, (x1; x2; x3), (y1; y2; y3), and (u1; u2; u3).
Let X = fx1; x2; x3g, Y = fy1; y2; y3g and U = fu1; u2; u3g . Similarly to Case 1, every vertex in
V3   x2   y2   u2 is either a (1; 1; 0)-vertex. Also d(x2) = d(y2) = d(u2) = 3 and jV2j  2.
If V2 is not empty, w 2 V2, so ch(fx2; y2; u2; wg   1:25  1:25  1:25  0:5 <  4, so V2 = ;.
Thus every vertex in V3   x2   y2   u2 is a (1; 1; 0)-vertex.
We use the standard coloring on V2 [ V3   x2   y2   u2 and color x2; y2 and u2 with 0. Since
this coloring is a (0; 1)-coloring of G[V2 [ V3], so it does not extend to V0.
Thus there is a (1; 1; 1)-tree T adjacent to j vertices of fx2; y2; u2g with j = 1 or 2. And no
(1; 1; 1)-tree of size 1 distinct from T is adjacent to fx2; y2; u2g. Let w be the neighbor of T outside
of fx2; y2; u2g. Then recoloring w with 0 yields a (0; 1)-coloring of G[V2 [ V3] that extends to V0.
Since there are at most three P3s in G3, this nishes the proof.
2.2 On (j; k)-coloring of graphs with large girth
In Seciton 2.2, we consider graphs with girth g with arbitrary g and determine values of Fj;k(g).
For j; k with k  2j + 2, the following theorem gives us the value of Fj;k(3).
Theorem 2.2.1 ([16]). Let k  2j + 2 and G be a graph. If G is

2  k+2(j+2)(k+1) ; 1k+1

-sparse,
then it is (j; k)-colorable. Moreover, the result is sharp in the sense that there are innitely many
almost

2  k+2(j+2)(k+1) ; 1k+1

-sparse graphs that are not (j; k)-colorable.
Our rst result in this section gives triangle-free sharpness examples for Theorem 2.2.1.
Theorem 2.2.2. Let j  0 and k  j + 1. Then there are innitely many triangle-free almost
2  k+2(j+2)(k+1) ; 1k+1

-sparse graphs that are not (j; k)-colorable. Furthermore, for every k  1, there
are innitely many almost

2  k+22(k+1) ; 1k+1

-sparse graphs of girth 5 that are not (0; k)-colorable.
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When k  2j + 2, the graphs we construct in Theorem 2.2.2 are (j; k)-critical in the sense
that each proper subgraph of every such graph is (j; k)-colorable by Theorem 2.2.1 but the graphs
themselves are not.
Let Fj;k(g) denote the supremum of positive a such that there is some (possibly negative) b
with the property that every (a; b)-sparse graph G with girth g is (j; k)-colorable. The above
mentioned result in [15] implies F0;1(3) =
12
5 = 1:2. In Section 2.1 we prove the exact result:
F0;1(4) = F0;1(5) =
11
9 and also nd the best possible value of b. In this section we extend this
result in two directions: to large girth and to (j; k)-colorings instead of (0; 1)-colorings.
Since F0;0(4) and F0;1(4) are already known, with Theorem 2.2.2 we have the values of F0;k(4)
for all k  0.
Our second result in this section concerns graphs with large girth.
Theorem 2.2.3. For all k  j  0 and g  3, Fj;k(g)  2  (k+2)(j+2)(k+1) .
So, we have F0;1(3) = 1:2, F0;1(4) = F0;1(5) =
22
9 = 1:222 : : :, F0;1(g)  1:25 for all g, and if
k  2j + 2 then Fj;k(g) = 2  (k+2)(j+2)(k+1) for all g.
2.2.1 On (j; k)-coloring of triangle-free graphs
We consider a (j; k)-coloring of a graph G as a 2-coloring of V (G) with color j and color k such
that the vertices of color j (respectively, k) induce a subgraph with maximum degree at most j
(respectively, k). For a graph G and W  V (G), let the (j; k)-potential of W in G be dened as
(W;G) = j;k(W;G) = (2  k + 2
(j + 2)(k + 1)
)jW j   jE(G[W ])j:
(We will drop the subscripts j; k if they are clear from the context.)
Note that for a graph G, condition
j;k(W;G) >   1k+1 for all W  V (G), (2.27)
is equivalent to the statement that G is

2  k+2(j+2)(k+1) ; 1k+1

-sparse.
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In this section we prove Theorem 2.2.2, i.e. we show that for all k  j + 1 there are innitely
many triangle-free graphs G with j;k(W;G)    1k+1 for all W  V (G), but not (j; k)-colorable
and for all k  2 there are innitely many graphs G of girth 5 with 0;k(W;G)    1k+1 for
all W  V (G), and not (0; k)-colorable. Together with Theorem 2.2.1, this means that for all
k  2j+2, Fj;k(4) = Fj;k(3). Recall that this is not the case for (j; k) = (0; 1) by our result in [35].
Let graph L(j; k) be dened as follows. Let
V (L(j; k)) = fx;wg [ fu1; : : : ; uj+1g [
k+1[
i=1
fyi;1; : : : ; yi;j+1; yig:
Vertex x is adjacent to all vertices in fu1; : : : ; uj+1g [ fy1; : : : ; yk+1g, vertex w is adjacent to all
vertices in fu1; : : : ; uj+1g [
Sk+1
i=1 fyi;1; : : : ; yi;j+1g, for every i 2 [1; k + 1], vertex yi is adjacent to
all vertices in fyi;1; : : : ; yi;j+1g, and there are no other edges (See Fig 2.8). We will call x the base
and w the top of L(j; k).
.
Base x
y1 y2 y3 y4
u1 u2
yi;q
Top w
Figure 2.8 : Graph L(1; 3).
By construction, L(j; k) is triangle-free and L(0; k) has girth 5. We need the following simple
property of L(j; k).
Claim 2.2.4. In every (j; k)-coloring f of L(j; k), x has a neighbor of color k.
Proof. Suppose f(y1) = : : : = f(yk+1) = f(u1) = : : : = f(uj+1) = j. Then for every
1  i  k + 1 at least one of yi;1; : : : ; yi;j+1 must be colored with k. So, w has at least k + 1
neighbors of color k and j +1 neighbors u1; : : : ; uj+1 of color j, a contradiction to the denition of
(j; k)-coloring.
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A (j; k)-ag in a graph G is a pendant block isomorphic to L(j; k) whose unique cut vertex is
the base vertex x in L(j; k). Claim 2.2.4 immediately implies the following.
Claim 2.2.5. In every (j; k)-coloring f of a graph G for any x 2 V (G),
(a) if x is the base of k + 1 distinct (j; k)-ags, then f(x) = j;
(b) if x is the base of k distinct (j; k)-ags and f(x) = k, then x has no neighbors of color k outside
of these k blocks.
Another helpful property of (j; k)-ags is that they are sparse:
Claim 2.2.6. Let graph G consist of q distinct (j; k)-ags, W1; : : : ;Wq with the common base x,
and for i = 1; : : : ; q, let wi be the top of Wi.
(a) If ; 6=W Wi, then (W )  (fxg)  1k+1 , and equality holds only for W =Wi.
(b) If ; 6=W  V (G), then (W )  (fxg)  qk+1 and equality holds only for W = V (G).
Proof. To prove (a), choose among the nonempty subsets of Wi a set W of the smallest potential
(W ). Since deleting of an isolated or pendant vertex from a set increases the potential and the
claim holds for a 1-element W , we may assume
(G[W ])  2: (2.28)
If ; 6=W Wi and wi =2W , then W induces a forest, a contradiction to (2.28). So wi 2W .
Since adding to a set U of vertices a vertex with at least two neighbors in U decreases the
potential, by (2.28),
for all 1  h; h0  j + 1, uh 2W if and only if x 2W and yh;h0 2W if and only if yh 2W .
(2.29)
Suppose x =2 W . Then by (2.29), W \ fu1; : : : ; uj+1g = ;. Also, if in this case yh 2 W then
by (2.29), all yh;1; : : : ; yh;j+1 are in W and
(W )  (W   fyh;1; : : : ; yh;j+1; yhg) 

2  k + 2
(j + 2)(k + 1)

(j + 2)  (2j + 2) = k
k + 1
;
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a contradiction to the choice ofW . Thus x 2W . Then by (2.29), fu1; : : : ; uj+1g W . Also adding
each yh together with yh;1; : : : ; yh;j+1 decreases potential by exactly
1
k+1 . So, the unique subset of
Wi with the minimum possible potential is Wi itself and
(Wi)  (fxg) =

2  k + 2
(j + 2)(k + 1)

(jWij   1)  jE(G[Wi])j
=

2  k + 2
(j + 2)(k + 1)

(j + 2)(k + 2)  ((2j + 3)(k + 2)  1) =   1
k + 1
;
as claimed. This proves (a).
To prove (b), suppose that W intersects exactly r > 0 of W1; : : : ;Wq. If x =2W , then
(W ) =
qX
i=1
(W \Wi) > r((fxg)  1
k + 1
)  (fxg)  r
k + 1
:
If x 2W , then r = q and
(W ) =
qX
i=1
(W \Wi)  (q   1)(fxg)  (fxg)  q
k + 1
: (2.30)
By (a), equality in (2.30) holds only when W \Wi =Wi for all i, which means W = V (G).
Basic construction. We construct a graph H0 = H0(j; k) from a star K1;j+1 with the center
x0 and leaves x1; : : : ; xj+1 by adding k + 1 (j; k)-ags to each of x0; x1; : : : ; xj+1. (When we say
"add (j; k)-ags to a vertex x", we mean that x will be the base of the added ags.)
By construction, H0(j; k) is triangle-free and H0(0; k) has girth 5. If H0 has a (j; k)-coloring f ,
then by Claim 2.2.5(a), f(x0) = : : : = f(xj+1) = j, and vertex x0 of color j has j + 1 neighbors
x1; : : : ; xj+1 of color j, a contradiction. Thus
H0 is not (j; k)-colorable. (2.31)
Now we want to prove that H0 satises (2.27).
Claim 2.2.7. If W  V (H0), then (W )    1k+1 , and equality holds only for W = V (H0).
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Proof. Choose a largest W  V (H0) among the sets with minimum (W ). As in the proof of
Claim 2.2.6, (H0[W ])  2. By Claim 2.2.6(a), if L is any (j; k)-ag in H0 and W \ L 6= ;, then
L  W . It follows that if we know which vertices in X = fx0; : : : ; xj+1g are in W , then we know
W . Similarly, if x0 2 W and xi =2 W for some i, then by Claim 2.2.6(a), adding to W vertex xi
and all the k + 1 (j; k)-ags containing xi we get a set W
0 with
(W 0)  (W ) + (fxig)  k + 1
k + 1
  1 < (W );
a contradiction to the minimality of (W ). So, W = V (H0) is the unique set of minimum potential
among the sets containing x0.
If x0 =2W , then every component of H0[W ] is a subgraph of a graph G described in Claim 2.2.6
and so has a nonnegative potential. So in this case (W )  0.
Thus H0 is the rst in the series of examples proving Theorem 2.2.2.
In order to generalize H0, we need one more notion. A vertex v in a graph G is a remote
(j; k)-base if it is the base of k + 1 (j; k)-ags W1; : : : ;Wk+1 in G and has exactly one neighbor
outside of W1 [ : : : [Wk+1. This unique neighbor of v will be called the main neighbor of v.
Claim 2.2.8. Suppose a graph H has no (j; k)-colorings, and v 2 V (H) is a remote (j; k)-base
contained in (j; k)-ags W1; : : : ;Wk+1 with the main neighbor x.
(a) for any (j; k)-coloring f 0 of H 0 = H   (W1   v) (if exists), f 0(v) = k and v has k neighbors of
color k in H 0;
(b) for any (j; k)-coloring f 00 of H 00 = H  Sk+1i=1 Wi (if exists), f 00(x) = j and x has j neighbors of
color j in H 00.
Proof. If H 0 has a (j; k)-coloring f 0 with f 0(v) = j, then f 0 can be extended to W1 by coloring all
neighbors of v in W1 and the top vertex of W1 with k and the remaining vertices with j. But H
has no (j; k)-colorings. Thus if a (j; k)-coloring f 0 of H 0 exists, then f 0(v) = k, and by Claim 2.2.4
each of W2; : : : ;Wk+1 contains a neighbor of v of color k. This proves (a).
Similarly, if H 00 has a (j; k)-coloring f 00 with either f 00(x) = k or with f 00(x) = j and at most
j   1 neighbors of color j, then we can extend f 00 to the whole H by letting f 00(v) = j, coloring all
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its neighbors in W1 [ : : : [Wk+1 and the tops of W1; : : : ;Wk+1 with k, and the remaining vertices
in W1 [ : : : [Wk+1 with j.
General construction. Recall that H = H0 has the following properties:
(P1) H is not (j; k)-colorable;
(P2) H has no triangles and if j = 0, then H has girth 5;
(P3) (W )    1k+1 for each W  V (H), and equality holds only for W = V (H)
(P4) H has at least two remote bases (if j = 0, then x0 also is a remote base in H0(0; k)).
We now show how to use a graph H satisfying (P1){(P4) to construct a larger graph satisfying
(P1){(P4). Take two copies, H1 and H2 of H. For h = 1; 2, choose in Hh a remote base vh
contained in (j; k)-ags Wh;1; : : : ;Wh;k+1 with the main neighbor xh. Let H
0 = H1   (W1;1   v1)
and H 00 = H2 
Sk+1
i=1 W2;i. We get the new graph
eH by adding to H 0[H 00 a new vertex z adjacent
to v1 in V (H
0) and to x2 in V (H 00).
Property (P2) for eH directly follows from (P2) for H1 and H2. Since H1 [H2 had at least four
remote bases and we destroyed only two of them when creating H 0 and H 00, (P4) holds for eH.
Suppose eH has a (j; k)-coloring f . Then by Claim 2.2.8(a), f(v1) = k and v1 has k neighbors of
color k in V (H 0). Thus we need f(z) = j. But by Claim 2.2.8(b), f(x2) = j and x2 has j neighbors
of color j in V (H 00). This contradiction proves (P1) for eH.
To prove (P3), consider a set W of minimum potential in eH. If z =2 W , then by (P3) for
H, (W ) = (W \ V (H 0)) + (W \ V (H 00))  0 + 0 = 0. Suppose z 2 W . Then, similarly
to (2.28), v1; x2 2W . Let W 0 =W \ V (H 0) and W 00 =W \ V (H 00). Since adding to W 00 vertex v2
together with all k+ 1 (j; k)-ags containing v2 would decrease the potential of W
00 by k+2(j+2)(k+1) ,
we conclude that (W 00)  k+2(j+2)(k+1)   1k+1 with equality only when W 00 = V (H 00). Similarly,
(W 0)  0 with equality only when W 0 = V (H 0). Thus
(W )  (W 0)+(W 00)+(fzg) 2  0+ k + 2
(j + 2)(k + 1)
  1
k + 1
+(2  k + 2
(j + 2)(k + 1)
) 2   1
k + 1
;
with equality only when W = V ( eH).
This construction yields Theorem 2.2.2:
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2.2.2 On (j; k)-coloring of graphs with large girth
In this section, we prove Theorem 2.2.3.
First, we inductively dene the tree T 0d(j; k) which will be a gadget to construct graphs we want.
For i = 1; : : : ; k + 1, let Si be a copy of the star K1;j+1 with the center ci. We subdivide each of
the j + 1 edges of each star Si once and add edges c1ci for i = 2; : : : ; k + 1. The resulting tree is
T1(j; k) and c1 is called the center of T1(j; k). Note that T1(j; k) has (k+ 1)(j + 1) leaves. Assume
we already have dened the tree Td 1(j; k) and it has (k+1)d 1(j+1)d 1 leaves. Let T 0 be a copy
T1(j; k) with the center c0 and T
1; : : : ; T (k+1)(j+1) be disjoint copies of Td 1(j; k) with the centers
c1; : : : ; c(k+1)(j+1). Let x1; : : : ; x(k+1)(j+1) be the leaves of T
0. The tree Td(j; k) with the center c0 is
obtained by merging ci with xi for all i = 1; : : : ; (k+1)(j+1). Finally, the tree T
0
d(j; k) is obtained
from two disjoint copies of Td(j; k) by adding an edge connecting their centers. The example of
T 01(2; 3) is in Fig. 2.9.
.
c1
c2 c3 c4
Figure 2.9 : T 01(2; 3).
Claim 2.2.9. Let f be a (j; k)-coloring of Td(j; k) with the center c0 such that every neighbor of a
leaf has color j. Then f(c0) = k and c0 has k neighbors of color k.
Proof. We use induction on d.
Let L be the set of all leaves of T1(j; k). If all the neighbors of L are all colored with the color
j, then each of the remaining non-leaf vertices is adjacent to j + 1 vertices of color j, and thus has
color k. These vertices form a star K1;k with the center c0, which yields the claim for d = 1.
Assume the statement holds for d 1. Let T 0; T 1; : : : ; T (k+1)(j+1) be the trees from the denition
of Td(j; k) and c0; c1; : : : ; c(k+1)(j+1) be their centers. Let f be a (j; k)-coloring of Td(j; k) such that
every neighbor of a leaf has color j. By the induction assumption, for each i = 1; : : : ; (k+1)(j+1),
f(ci) = k and ci has k neighbors of color k in T
i. It follows that the neighbor of ci in T
0 has color
j. Again by the induction assumption, the conclusion holds for c0.
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Lemma 2.2.10. For k  j, in every (j; k)-coloring of T 0d(j; k), some neighbor of a leaf has color
k.
Proof. Tree T 0d(j; k) contains two disjoint copies T1 and T2 of Td(j; k) with centers c1; c2 connected
by edge c1c2. If f is a (j; k)-coloring of T
0
d(j; k) such that every neighbor of a leaf has color j, then
by the Claim 2.2.9, for i = 1; 2 the center ci of T
i has color k and has k neighbors of color k in T i.
Since c1 and c2 are adjacent, each of them has k + 1 neighbors of the color k, a contradiction.
Claim 2.2.11. Let k  j. Let L be the set of leaves in Td(j; k) and B = V (Td(j; k)) L. Then for
every subgraph T of Td(j; k),
jE(T )j  (2  (k + 2)
(j + 2)(k + 1)
)jB \ V (T )j: (2.32)
Moreover, if T 6= Td(j; k), then jE(T )j  (2  (k+2)(j+2)(k+1))jB \ V (T )j   1.
Proof. First, suppose that d = 1. Recall that in this case, B = C[D, where D is the set of vertices
of degree 2 adjacent to L, jDj = jLj = (j + 1)(k + 1), C = fc1; : : : ; ck+1g is the set of centers
of the original stars, each ci is adjacent to j + 1 vertices in D, and in addition c1 is adjacent to
each vertex in C   c1. Thus there are three types of edges: Type 1 | the edges connecting D
with L, Type 2 | the edges connecting D with C, and Type 3 | the edges connecting c1 with
C   c1. We will prove (2.32) using discharging. Let every e 2 E(T ) have charge ch(e) = 1 so thatP
e2E(T ) ch(e) = jE(T )j. Now each e 2 E(T ) distributes its charge between its neighbors according
to the following rules.
Rule 1: Each edge d` of Type 1 gives all its charge to the end d 2 D.
Rule 2: Each edge cid of Type 2 gives charge 1   (k+2)(j+2)(k+1) to the end d 2 D and charge
(k+2)
(j+2)(k+1) to the end ci 2 C.
Rule 3: Each edge c1ci of Type 3 gives charge
k
k+1 to ci 2 C   c1 and charge 1k+1 to c1.
By the rules, only vertices of V (T )\B may receive a positive charge and total charge on them
will be exactly jE(T )j. Thus it is enough to prove that for every v 2 V (T ) \B,
ch(v)  2  (k + 2)
(j + 2)(k + 1)
: (2.33)
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If v 2 D, then it gets at most 1 by Rule 1 and at most 1  (k+2)(j+2)(k+1) by Rule 2, so (2.33) holds for
v. If v = ci for some 2  i  k + 1, then it gets at most (j + 1) (k+2)(j+2)(k+1) by Rule 2 and at most
k
k+1 by Rule 3, so
ch(v)  (j + 1) (k + 2)
(j + 2)(k + 1)
+
k
k + 1
= 2  (k + 2)
(j + 2)(k + 1)
:
Finally, if v = c1, then it again gets at most (j + 1)
(k+2)
(j+2)(k+1) by Rule 2 and at most k
1
k+1 by Rule
3, so again (2.33) holds for v. This proves Case d = 1.
Suppose now that d  2. Then Td(j; k) is obtained from several copies of T1(j; k) by merging
leaves of some copies with the centers of some others. So if we do the discharging from E(T ) to
V (T )\B in each copy of T1(j; k) forming Td(j; k) by the Rules 1{3 above, then again only vertices
of V (T ) \ B may receive a positive charge and the total charge on them will be exactly jE(T )j.
Moreover, since by Rule 1 the leaves of each copy of T1(j; k) will get zero charge from this copy, as
we have checked above, (2.33) will hold for every v 2 V (T ) \B. This proves the claim.
Proof of Theorem 2.2.3. Our goal is to show that for any  > 0, g  3 and k  j  0,
there is an (2  (k+2)(j+2)(k+1) + ; 0)-sparse non-(j; k)-colorable graph G of girth g. (2.34)
We use induction on j + k. If j = k = 0, then any odd cycle of length at least g is almost
(1; 0)-sparse and not (0; 0)-colorable. Assume that k  1 and (2.34) is proved for all pairs (j0; k0)
with j0 + k0 < j + k and j0  k0.
CASE 1: j < k. Then there is a graph G0 with girth g which is not (j; k   1)-colorable and
with
Mad(G0) < 4  2(k + 1)
(j + 2)k
+ 2  4  2(k + 2)
(j + 2)(k + 1)
+ 2: (2.35)
Let V (G0) = fv1; : : : ; vng. Fix an integer d > 1 . Let M be the number of leaves in T 0d(j; k). By
an old result of Erd}os and Hajnal, there exists a non-n-colorable nM -uniform hypergraph H with
girth g. We construct our graph G using H and many copies of G0 and T
0
d(j; k) as follows:
(i) Partition each e 2 E(H) into n subsets e1; : : : ; en of size M ;
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(ii) Replace each vertex x in H with a copy G0(x) of G0;
(iii) For each e 2 H and 1  i  n, if ei = fx1; : : : ; xMg, we take a copy T (e; i) of T 0d(j; k)
with the set of leaves, say, L(e; i) = f`1; : : : ; `Mg and for h = 1; : : : ;M , merge `h with the vertex
vi in the copy G0(xh) of G0. We will say that T (e; 1); : : : ; T (e; n) belong to e and denote B(e; i) =
V (T (e; i))  L(e; i).
Let us check that the obtained graph G has the properties we need: (a) the girth of G is at
least g, (b) G is not (j; k)-colorable, and (c) Mad(G) < 4  2(k+2)(j+2)(k+1) + 2.
For an edge e 2 E(H), let G(e) denote the subgraph of G formed by the copies G0(x) of G0 for
all nM vertices x 2 e plus all the copies T (e; i) of T 0d(j; k) for i = 1; : : : ; n. If G has a cycle C of
length less than g, then C is not contained in a copy of G0 since G0 has girth g. Moreover, then
C is not contained in any G(e), since all edges of G(e) in
Sn
i+1 T (e; i) are cut-edges in G(e). Since
H is a linear hypergraph, C yields a (hypergraph) cycle in H, and any such cycle has at least g
edges, a contradiction to the choice of C. This proves (a).
Suppose we have a (j; k)-coloring f of G. Since G0 is not (j; k  1)-colorable, each graph G0(x)
has a vertex vi of color k with k neighbors in G0(x) of color k in f . Let i(x) be the minimum i
such that G0(x) has a vertex vi of color k with k neighbors in G0(x) of color k in f . We dene a
coloring  of H as follows: for each x 2 V (H), let (x) = i(x). Then  is an n-coloring of H, and
H has no proper n-colorings. Thus there is a monochromatic e 2 E(H). Suppose f(x) = i for each
x 2 e. By construction, all the leaves of the copy T (e; i) of T 0d(j; k) are in ei; each of these leaves is
of color k and has k neighbors of color k in
S
x2ei G0(x). Thus none of these leaves has a neighbor
of color k in T (e; i). This contradicts Lemma (2.2.10). Thus (b) holds.
In order to prove (c), consider someW  V (G) with the largest jE(G[W ])jjW j . If this ratio is at most
1:5, then (c) holds; otherwise by the maximality of the average degree, G[W ] has no isolated vertices
and no leaves. Let W 0 =
S
x2V (H)(W \ V (G0(x))). Then W  W 0 =
S
e2E(H)
Sn
i=1(W \ B(e; i)).
Since each component of G[W 0] is contained in some G0(x), by (2.35), the average degree of G[W 0]
is less than 4   2(k+2)(j+2)(k+1) + 2. We can obtain W from W 0 by a sequence of adding the sets
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W \B(e; i), one by one. We will show that after every such step,
the average degree of the obtained subgraph remains less than 4  2(k+2)(j+2)(k+1) + 2. (2.36)
Indeed, suppose it is the turn to add to a current set W 00 the set W \B(e; i). Let c1c01 be the edge
in T (e; i) connecting the centers c1 and c
0
1 of the two disjoint copies of Td(j; k). If fc1; c01g 6 W ,
then by Claim 2.2.11, adding W \B(e; i) to W 00 adds at most (2  (k+2)(j+2)(k+1))jW \B(e; i)j edges, as
claimed. So let fc1; c01g  W . Since G[W ] has no leaves, W contains the vertices of disjoint paths
from c1 and c
0
1 to L(e; i) and thus jW \ B(e; i)j  4d. Again by Claim 2.2.11, adding W \ B(e; i)
to W 00 adds at most 1 + (2  (k+2)(j+2)(k+1))jW \B(e; i)j edges. Since d > 1= and jW \B(e; i)j  4d,
the last expression less than (2  (k+2)(j+2)(k+1) + )jW \B(e; i)j, as claimed. This proves (c).
CASE 2: 0 < j = k. Then there is a graph G0 with girth g which is not (k  1; k)-colorable and
with
Mad(G0) < 4  2(k + 2)
(k + 1)2
+ 2  4  2(k + 2)
(j + 2)(k + 1)
+ 2: (2.37)
Now we simply repeat the proof of Case 1 with the only twist that using j = k, we consider G0 as
not (k; k   1)-colorable instead of not (k   1; k)-colorable.
Concluding remark. Studying improper colorings with more colors, one can consider the
function Fa1;:::;at(g) generalizing Fj;k(g). Using similar techniques, we can prove the following
extension of Theorem 2.2.3.
Theorem 2.2.12. Let a1  a2      at, t  2 and g  3. Then Fa1;:::;at(g)  t  (a2+2)(a1+2)(a2+1) .
Since we do not know how sharp is this bound, we do not supply a proof of Theorem 2.2.12.
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Chapter 3
Variations of coloring problems
3.1 Harmonious coloring of trees with large maximum degree
We dene harmonious coloring and harmonious chromatic number, h(G) in 1.2. The rst paper [25]
on harmonious coloring appeared in 1982. However, the proper denition of this notion is due to
Hopcroft and Krishnamoorthy [28]. Harmonious coloring of a graph is essentially an edge-injective
homomorphism from a graph G to a complete graph and the harmonious chromatic number of G
is the minimum order of a complete graph that admits such homomorphism from G. Paths and
cycles are among the rst graphs whose harmonious chromatic numbers have been established [25].
It was shown by Hopcroft and Krishnamoorthy that the problem of determining the harmonious
chromatic number of a graph is NP-hard. Moreover, Edwards and McDiarmid [20] showed that the
problem remains hard even restricted to the class of trees. Since the problem is hard in the class
of all trees, it makes sense to identify subclasses in which the problem is easier.
Since vertices of distance at most two in a graph G must have distinct colors in any harmonious
coloring of G, h(G)  (G)+1 for every graph G. In [3] it was shown that if T is a tree of order n
and (T )  n2 , then h(T ) = (T )+ 1. Moreover, the proof yields a polynomial-time algorithm for
an optimal harmonious coloring of such a tree. We strengthen this result by nding a wider class
of trees T for which h(T ) = (T ) + 1.
Theorem 3.1.1. Let
(T )  n+ 2
3
: (3.1)
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If T is a forest of order n, then
h(T ) =
8><>: (T ) + 2; if T has non-adjacent vertices of degree (T );(T ) + 1; otherwise.
Moreover, there is a polynomial-time algorithm for an optimal harmonious coloring of such a forest.
We prove the lower bounds in the theorem and show that the bound (T )  n+23 is sharp
before we prove the upper bounds in the theorem.
Since in each harmonious coloring f of a graph G, the colors of all neighbors of a vertex v are
dierent and distinct from f(v),
h(G)  1 + (G) for every graph G. (3.2)
Claim 3.1.2. Let k  1. If a graph G contains two non-adjacent vertices, say u1 and u2, of degree
k, then h(G)  k + 2.
Proof. Suppose that G has a harmonious (k+1)-coloring f with colors in A+ f1; : : : ; k+1g.
Then by (3.2), for each j = 1; : : : ; k + 1, the set f 1(j) has a vertex in NG[u1] and a vertex in
NG[u2]. If f(u1) 6= f(u2), then the pair ff(u1); f(u2)g appears on two pairs of adjacent vertices:
one pair in NG[u1] and one pair in NG[u2]. And if f(u1) = f(u2), then for each  2 A   f(u1),
the pair ff(u1); g appears on two pairs of adjacent vertices. So, f is not harmonious. Thus
h(G)  k + 2.
Now for every D  3 we present a tree TD such that (i) jV (T )j = 3D   1, (ii) (T ) = D, (iii)
T has no non-adjacent vertices of degree D, and (iv) h(T )  D + 2 = (T ) + 2. These examples
show that the restriction (3.1) in Theorem 3.1 cannot be weakened.
Let TD be obtained from a 4-vertex path (v1; v2; v3; v4) by adding D   1 leaves adjacent to v1,
D   2 leaves adjacent to v2, and D   2 leaves adjacent to v4. Tree T4 is depicted in Fig. 3.1.
By construction, TD is a tree with maximum degree D and jV (TD)j = 4+ (D  1) + (D  2) +
(D   2) = 3D   1. So, (i) and (ii) hold; and (iii) is also evident. We establish (iv) by proving the
following.
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v 42 3v 1 v v
Figure 3.1: Tree T4.
Claim 3.1.3. h(TD) = D + 2.
Proof. Suppose f is a harmonious coloring of TD with D + 1 colors. We may assume that
f(v1) = 1; f(v2) = 2, and f(v3) = 3. Also we may assume that f(N(v1)  v2) = f3; 4; : : : ; D + 1g.
Then f(N(v2)   v1   v3) = f4; : : : ; D + 1g. Since dTD(v1) = dTD(v2) = D, no other vertices
can be colored 1 or 2 in a harmonious (D + 1)-coloring. Thus, we may assume f(v4) = 4. Then
f(N(v4) v3)  f5; 6; : : : ; D+1g should hold. ButN(v4) v3 hasD 2 vertices and onlyD 3 colors
are available. Therefore we cannot complete the coloring with D + 1 colors. Thus h(TD) > D + 1.
Now, we present polynomial-time coloring procedures yielding that
(*) if (3.1) holds and T is an n-vertex forest with maximum degree (T ) such that T has no
non-adjacent vertices of degree (T ), then h(T ) = (T ) + 1.
First, observe that the statement holds for (T )  2: By (3.1), n  3(T ) 2. So, if (T )  1,
then n  1, and so h(T )  1  1 + (T ). If (T ) = 2, then n  4 and hence T is a subgraph of
the 4-vertex path P4 whose harmonious chromatic number is 3 = (T ) + 1. So, everywhere below
(T )  3: (3.3)
Second, let us check that it is enough to prove (*) for trees. Indeed, if T is a disconnected
n-vertex forest satisfying (3.1) and (3.3) with no non-adjacent vertices of degree (T ), then by
adding an edge connecting two leaves or isolated vertices from dierent components of T , we again
get a forest with these properties and fewer components. Thus in Section 3.1 we will assume that
T is a tree.
Let v 2 V (T ) be a vertex of degree (T ). We will construct a harmonious coloring f : V (T )!
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V (K(T )+1) step by step. The vertices of H := K(T )+1 will by denoted by Greek letters so that
we do not mix them with the vertices of T . We start from mapping v and the (T ) neighbors of
v in T into the all dierent (T ) + 1 vertices of H. Let f(w) denote the color of w. If f(w) is not
dened yet, then w is an uncolored vertex, otherwise it is a colored vertex.
We consider several cases.
Case 0: T consists of two stars with a path joining them. This case is straightforward.
Case 1: v is the only vertex of degree (T ) in T , and T has no vertices of degree (T )   1.
Suppose that we have already dened f(w) for some vertices w 2 V (T ) (in particular, f(w) is
dened for w 2 NT [v]). For  2 V (H), let
d() :=
X
x2f 1()
dT (x):
Also, we will say that vertices  and  of H are T -adjacent, if there are x 2 f 1() and y 2 f 1()
such that xy 2 E(T ). Our procedure will color one vertex at each step. It works as follows:
(a) Choose a vertex w 2 V (T ) such that f(w) is dened and w has a neighbor u for which f is
not dened and u is not a leaf. If there are no such vertex, then choose u which is a leaf.
(b) If there is  2 V (H) f(w) such that (i)  is not T -adjacent to f(w) and (ii) d()+dT (u) 
(T ), then we let f(u) be any  satisfying (i){(ii) and go to (a) of the next step.
(c) If no  2 V (H)  f(w) satises (i){(ii), then we stop.
We need to prove that we do not stop until we embed all T . Note that after the initial coloring
of NT [v], for every  2 V (H) we have jf 1()j = 1, and hence d()  (T ).
Suppose that we stopped in some step, before f(x) was dened for every x 2 V (T ). This means
that at the moment of stopping, either every  2 V (H)  f(w) is T -adjacent to f(w) or
d() + dT (u)  (T ) + 1 for every  2 V (H)  f(w) not T -adjacent to f(w). (3.4)
If the former holds, then since f(u) is not dened yet, at the moment of dening f(w) we had already
had d(f(w))+dT (w)  (T )+1 and should have stopped then. Thus some  2 V (H) f(w) is not
T -adjacent to f(w), and (3.4) holds. We may assume that f(w) = 0. Let 1; : : : ; r be the vertices
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of H   0 not T -adjacent to 0, and r+1; : : : ; (T ) be the vertices of H that are T -adjacent to 0.
And let (T ) = f(v). By the above, r  1.
By the choice of u, u 6= v. So in our case d(u)  (T )  2. Thus by (3.4),
d(i)  (T ) + 1  dT (u)  3 for every 1  i  r. (3.5)
Since f(v) is T -adjacent to every other vertex in H, according to our rules, f(x) 6= f(v) for
every x 6= v.
For every W  V (T ),
n  1 = jE(T )j 
X
w2W
dT (w)  jE(T [W ])j: (3.6)
We may assume that d(1)  d(2)  : : :  d(r). Let
W := fv; ug [ f 1(f0; 1; : : : ; rg):
Case 1.1: r = 1. Then, since 0 is T -adjacent to (T )   1 vertices in H and uw 2 E(T ),
d(0)  (T ). By (3.4), dT (u) + d(1)  (T ) + 1. So since 1 is not T -adjacent to 0, the graph
T [W ] has exactly 3 edges, uw; vx0 and vx1, where xi is a neighbor of v with f(xi) = i, for i = 0; 1.
Thus using this W in (3.6), we have
jE(T )j  dT (v) + d(0) + dT (u) + d(1)  3  (T ) + (T ) + ((T ) + 1)  3 = 3(T )  2:
So, 3(T )  2  n  1, i.e., (T )  n+13 , a contradiction.
Case 1.2: r = 2. Similarly to Case 1.1, d(0)  (T )  1 and dT (u) + d(1)  (T ) + 1. Now
1 and 2 are not T -adjacent to 0. So, graph T [W ] has at most 5 edges. Thus, using this W in
(3.6), we have (using also (3.5) to estimate d(2))
jE(T )j  dT (v)+d(0)+dT (u)+d(1)+d(2) 5  (T )+((T ) 1)+((T )+1)+3 5 = 3(T ) 2;
65
a contradiction as in Case 1.1.
Case 1.3: r  3. Now d(0)  (T )  r + 1 and 1; : : : ; r are not T -adjacent to 0. So,
jE(T [W ])j  (1 + r) + 1 +
rX
i=1
d(i)  1
2
(3.7)
(here r + 1 counts the edges incident with v, 1 stands for the edge uw and
Pr
i=1
d(i) 1
2 estimates
from above the number of edges both ends of which are in f1; : : : ; rg). So by (3.6),
n  1 = jE(T )j  dT (v) + dT (u) +
rX
i=0
d(i)  r   2 
rX
i=1
d(i)  1
2
 (T ) + ((T )  r + 1) + (dT (u) + d(1))  d(1)  r   2 +
rX
i=1
d(i) + 1
2
 (2(T )  r + 1) + ((T ) + 1)  d(1)  r   2 + rd(1) + 1
2
= 3(T )  2r + (r   2)d(1)
2
+
r
2
= 3(T )  3 + (d(1)  3)r   2
2
 3(T )  3 + d(1)  3
2
:
Thus if d(1)  4 or if (3.7) is a strict inequality, or if d(0) > (T )   r + 1, then we have
n   1 > 3(T )   3, which yields (T )  n+13 , a contradiction. So, by (3.5) we may suppose
that d(1) = 3, d(0) = (T )   r + 1, and (3.7) holds with equality. In particular, by (3.5),
dT (u) = (T )  2. Since r  3, we have (T )  1 + r  4, and so u is not a leaf. Since we do not
have Case 0, there is a leaf l not adjacent to u and not adjacent to v. Thus, according to our rule
(a), l is not colored yet. Since d(0) = (T )   r + 1, and (3.7) holds with equality, l is adjacent
neither to any vertex in f 1(0) nor to any vertex in f 1(f1; : : : ; rg). Hence the right-hand side
of (3.6) does not count the edge incident with l. So, we have n   2  3(T )   3, a contradiction
to (T ) > n+13 .
Therefore we do not stop until we color all the vertices in T .
Let (u1; : : : ; un) be an ordering of the vertices of T such that u1 = v and dT (u1)  dT (u2) 
: : :  dT (un). In these terms, Case 1 was the case dT (u2)  (T )   2. Let t be chosen so that
dT (ut)  2 and dT (ut+1) = 1.
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Case 2: dT (u3)  (T )   1. Let W 0 := fu1; : : : ; utg. Since T is connected, T [W 0] is also
connected. Then
X
w2W 0
dT (w)  (T ) + ((T )  1) + ((T )  1) + 2(t  3) and jE(T [W 0])j = t  1:
So by (3.6),
n  1 = jE(T )j  3(T )  2 + 2(t  3)  (t  1)  (n+ 2) + t  7 = n+ t  5:
It follows that t  4, and that if t = 4, then dT (u2) = (T )  1 and dT (u4) = 2.
Case 2.1: t = 3. The only 3-vertex tree is the 3-vertex path. So, T [W 0] is the path (w1; w2; w3).
By (*), we may assume that w3 = u3. For i = 1; 2; 3; we let f(wi) = i 1. We place the leaves
adjacent to w1 into any dT (w1)  1 vertices in V (H)  0   1, the leaves adjacent to w2 into any
dT (w2) 2 vertices in V (H) 0 1 2, and the (T ) 2 leaves adjacent to w3 into the vertices
in V (H)  0   1   2.
Case 2.2: t = 4. As it was mentioned, in this case dT (u2) = dT (u3) = (T ) 1 and dT (u4) = 2.
Since T [W 0] is connected and dT (u4) = 2, we may assume that u3 is adjacent either to u1 or to
u2. For i = 1; 2; 3; 4; we let f(ui) = i 1. Then for j = 1; 2; 3; 4; we place the leaves adjacent to
uj into the vertices of H   0   : : :  j 1 not occupied by the neighbors of uj in W 0. We can do
it for j = 1; 2, since dT (uj) = 1 + (T )   j for these j. And u3 was chosen so that 2 = f(u3) is
T -adjacent to f0; 1g. Finally, since T [W 0] is connected, u4 has at most one adjacent leaf. So if
(T )  4 or u4 has no adjacent leaves, then we are done. Thus we need only to handle the situation
when (T ) = 3 and each vertex of degree 2 in T has an adjacent leaf. Then T [W 0] = K1;3. For
i = 2; 3; 4, let wi be the leaf adjacent to ui. In this case, we again let f(ui) = i 1 for i = 1; 2; 3; 4
and then let f(w2) = 2, f(w3) = 3, and f(w4) = 1.
Case 3: dT (u2) = (T ). Under Condition (*), vu2 2 E(G), and by Case 2, dT (u3)  (T ) 2.
Since vu2 2 E(G), f(u2) was dened at the rst step. Then we can apply the procedure of Case 1,
and the argument goes through since dT (u3)  (T )  2.
The only case, we have not yet considered is:
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Case 4: dT (u2) = (T )   1 and dT (u3)  (T )   2. Let P = (v1; : : : ; vq) be the path in T
connecting v1 = v with vq = u2. Suppose v has exactly p adjacent non-leaves in T . We claim that
q + p  (T ) + 2; (3.8)
since otherwise
n  q+(p 1)+(dT (v) 1)+(dT (u2) 1)  ((T )+3 1)+((T ) 1)+((T ) 1 1) = 3(T ) 1;
a contradiction to (3.1).
By (3.8), we can place all the vertices of P and all remaining non-leaf neighbors of v into distinct
vertices of H. After that, we place the leaves adjacent to v into distinct vertices of H not containing
v or its neighbors. Then we again apply the procedure of Case 1 and the argument goes through
since dT (u3)  (T )  2.
Thus this completes the algorithm for the case where T has no non-adjacent vertices of degree
(T ). If T has non-adjacent vertices v and z of degree (T ). We add a vertex w to T and make
w adjacent to v to get a tree T 0 with maximum degree (T )+ 1. Then we may apply Case 1 to T 0
and color T 0 with (T ) + 2 colors. This harmonious coloring of T 0 gives a harmonious coloring of
T with (T ) + 2 colors. This completes the proof of Theorem 1.
Remark. Since we colored vertices one by one with no recolorings, and the choice of every
next vertex took polynomial time, the total time taken by our algorithm is polynomial.
3.2 On r-dynamic chromatic number of graphs
Imagine that students in a class are to be placed in groups. To encourage communication, friends
must be in dierent groups, and each student should encounter many groups among his or her
friends. Requiring all friends of each student to be in dierent groups splinters the students into
too many groups. Instead, we specify a threshold r; the friends of a student with d friends must
represent at least minfr; dg groups. We ask how many groups are needed.
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We dened r-dynamic k-coloring and r-dynamic chromatic number, r(G) in 1.2.
The 1-dynamic chromatic number of a graph G is its chromatic number (G). The 2-dynamic
chromatic number was introduced as dynamic chromatic number by Montgomery [45]; he conjec-
tured 2(G)  (G) + 2 when G is regular, which remains open. Alishahi [8] showed that for
all k there is a k-chromatic regular graph G with 2(G)  (G) + 1. Akbari et al. [4] proved
Montgomery's conjecture for bipartite regular graphs. Lai, Montgomery, and Poon [41] proved
2(G)  (G) + 1 when (G)  3 and no component is the 5-cycle C5.
Akbari et al. [5] strengthened this to the list context: chd(G)  (G) + 1 under the same
conditions, where chd(G) is the least k such that a 2-dynamic coloring can be chosen from any lists
of size k assigned to the vertices. Kim and Park [37] proved chd(G)  4 for planar G with girth at
least 7, and chd(G)  k when k  4 and G has maximum average degree at most 4kk+2 (both results
are sharp). Kim, Lee, and Park [38] proved 2(G)  4 when G is planar and no component is C5;
also, chd(G)  5 whenever G is planar.
Given a graph G, let G2 denote the graph obtained from G by adding edges joining nonadjacent
vertices that have a common neighbor. Properly coloring G2 is a restricted version of properly
coloring G, require vertices with the same color to be distance at least 3 apart. One motivation
for the study of r-dynamic chromatic number is that it provides a spectrum of parameters between
(G) and (G2).
Observation 3.2.1. Always (G) = 1(G)      (G)(G) = (G2). If r  (G), then
r(G) = (G)(G).
Observation 3.2.2. r(G)  minf(G); rg+ 1, with equality when G is a tree.
Proof. The closed neighborhood of a vertex of maximum degree needs minf(G); rg + 1 colors.
When G is a tree, take one vertex as a root and iteratively color children of each vertex greedily
with colors dierent from the parent; minf(G); rg+ 1 colors suce.
We begin in Section 3.2.1 with an analogue of Brooks' Theorem [13] for r-dynamic coloring.
We prove r(G)  r(G) + 1 and characterize the graphs achieving equality. Our result is not a
generalization of Brooks' Theorem, because although r(G) = (G) when r = 1, the characteriza-
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tion of equality for r  2 does not reduce to Brooks' Theorem when r = 1. In particular, for r  2
equality holds if and only if G is an r-regular graph with diameter 2 and girth 5. Such graphs are
known as Moore graphs and are quite rare; the only examples are C5, the 3-regular Petersen graph,
the 7-regular Homan{Singleton graph, and possibly a 57-regular graph not known to exist.
When the minimum degree is not too small, we can greatly improve the bound in terms of the
maximum degree. For an n-vertex graph G, we show that (G)  r+ss+1(r + 1) lnn implies r(G) 
(G) + r + s. In particular, (G)  2r lnn implies r(G)  (G) + 2r, and (G)  r(r + 1) lnn
implies r(G)  (G) + r.
In Section 3.2.2, we study bounds for regular graphs in terms of the chromatic number, mo-
tivated by Montgomery's conjecture. Akbari et al. [4] proved 2(G)  2(G) for every k-regular
graphG. Alishahi [7] proved 2(G)  (G)+14:06 ln k+1 (and later 2(G)  (G)+2 d4 ln k + 1e [8]),
which Taherkhani [52] improved to 2(G)  (G)+ d5:437 ln k + 2:721e. For general r, we mention
our result in [32] showing r(G)  r(G) for k-regular graphs G with k  (3+ o(1))r ln r. This re-
sult appeared in [48] and the same conclusion when k  7r ln r, and later Taherkhani [52] obtained
a similar result by essentially the same method as ours. When k is not suciently large in terms of
r, the ratio r(G)=(G) can grow superlinearly in r; we provide an example using Kneser graphs
where k = r and r(G) > r
1:37744(G).
In Section 3.2.3 we consider k-chromatic graphs with small diameter. We rst give a short
proof of 2(G)  (G) + 2 for every graph G with diameter 2. Furthermore, equality holds only
for complete bipartite graphs and C5. For regular graphs with (G)  4, Alishahi [8] proved
2(G)  (G) + (G2) (here (G) is the maximum size of an independent set of vertices and G2
is obtained from G by adding edges joining vertices with common neighbors; note that (G2) = 1
when diam(G) = 2).
Moving on to diameter 3, we prove 2(G)  3(G) when diam(G)  3, and this is sharp. For
graphs with diameter 4 there is no bound in terms of chromatic number: subdividing every edge of
the complete graph Kn yields a bipartite graph G with diam(G) = 4 and 2(G) = n. In contrast,
3 is unbounded already on bipartite graphs with diameter 2.
To study 2 on graphs with diameter 3 we use a related notion from hypergraph coloring. A
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vertex coloring of a hypergraph H is c-strong if every edge e has at least minfc; jejg distinct colors;
this concept was introduced in [12]. An r-dynamic of a graph G is a proper coloring of G that
also is an r-strong coloring of the hypergraph H with vertex set V (G) whose edge set is the set of
neighborhoods of vertices in G. Thus r(G)  (H; r), where (H; c) is the minimum number of
colors in a c-strong coloring of H. More importantly, r(G)  (G)(H; r), by combining a proper
coloring of G with an r-strong coloring of H.
3.2.1 Bounds in Terms of Maximum Degree
We prove an upper bound on r(G) in terms of (G) and characterize (for r  2) when equality
holds. Not only is the result analogous to Brooks' Theorem, also the proof idea is like that of a
well-known proof of Brooks' Theorem by Lovasz [43].
Theorem 3.2.3. r(G)  r(G) + 1, with equality for r  2 if and only if G is r-regular with
diameter 2 and girth 5.
Proof. If G is r-regular, then vertices having a common neighbor must receive distinct colors in
an r-dynamic coloring. If diam(G) = 2, then all pairs of vertices are adjacent or have a common
neighbor. Hence r(G) = jV (G)j. The maximum value of jV (G)j is r2 + 1, which occurs if and
only if G has girth 5. Hence equality holds for Moore graphs.
For the upper bound, we may assume that G is connected, by considering each component.
Choose a vertex vn, and use a spanning tree to order the vertices as v1; : : : ; vn so that each vertex
before vn has a higher-indexed neighbor; this is an ascending ordering to vn. Color the vertices in
the order v1; : : : ; vn. A vertex is dangerous when its neighborhood does not yet have r colors. When
coloring vi, avoid each color used on a neighbor of vi or on a neighbor of a dangerous neighbor of
vi. This is the greedy coloring procedure with respect to the ordering; the rst minfd(v); rg colors
assigned to the neighborhood of any vertex v are distinct. At most r colors must be avoided for
each neighbor of vi.
For i < n, the uncolored higher-indexed neighbor of vi means that at most r(G)   1 colors
need to be avoided when coloring vi. Hence r(G) colors suce, except possibly for the last vertex.
When G is not regular, choosing vn to be a vertex of minimum degree completes the proof, since
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vn needs to avoid at most r((G)  1) colors.
Hence we may assume that G is regular. If (G) > r, then when vn is colored in an ascending
ordering it is the last uncolored vertex. Under the greedy procedure, its neighbors already have at
least r distinct colors in their neighborhoods, so none are dangerous. Therefore only (G) colors
need to be avoided in coloring vn. If (G) < r, then Observation 3.2.1 yields r(G) = (G
2) 
(G2) + 1  (G)2 + 1  r(G).
Hence we may assume that G is r-regular. If G has a cycle of length at most 4, then let vn be
a vertex on a shortest cycle C and color greedily in an ascending ordering to vn. At most r
2 colors
are used in coloring v1; : : : ; vn 1. When coloring vn, the two neighbors of vn on C generate at least
one common color to be avoided (on a vertex of C), leaving at most r2   1 colors to be avoided.
Thus r2 colors suce.
Hence we may assume that G has girth at least 5, which yields r2 other vertices within distance
2 of each vertex. If diam(G) = 2, then we are nished, so assume diam(G)  3. Let u and w
be vertices at distance 3, with hu; x; y; wi an induced path. Let T1; : : : ; Tk be the components of
G  fu;wg, with x; y 2 Tk.
Color u and w rst (each get color 1), and then use an increasing ordering in each Ti to a
neighbor of u or w, leaving Tk last with an increasing ordering to x. As usual, at most r
2   1
colors must be avoided on any vertex of Ti before the last. For i < k, the last vertex v in Ti has
an uncolored vertex at distance 2 (it is x or y), so it needs to avoid at most r2   1 colors. Finally,
when coloring x, the two vertices u and w have the same color, so again at most r2  1 colors need
to be avoided on x.
We believe that also there is no graph G with r(G) = r(G) other than cycles whose length is
not divisible by 3 (when r = 2); that is, when (G) > 2 and Moore graphs are excluded, the upper
bound should improve further. It is known for example that 2(G)  (G) + 1 when (G)  3
and no component of G is C5 [41]. We present a restricted construction where the bound cannot
be improved by much.
Example 3.2.4. Graphs with r(G) = r(G)   1 when r = (G). When r = (G), deleting an
edge uv from a Moore graph with (G) > 2 yields a graph G with r(G) = r(G)   1 = r2   1.
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For the lower bound, any two vertices in V (G)   fu; vg are adjacent or have a common neighbor,
so they must have distinct colors. For the upper bound, give distinct colors to V (G)  fu; vg, give
u a color in N(v), and give v a color in N(u); now no color is on two vertices with a common
neighbor in G.
Let Gi for i 2 Zk be a copy of this graph G. Add the edges joining the copy of v in Gi to the copy
of u in Gi+1, for all i 2 Zk. Since (G) > 2, the duplicated colors in successive copies of G can
be chosen to be distinct. Thus innitely many 2-connected graphs are constructed with r-dynamic
chromatic number r(G)  1, but only for (G) = r and r 2 f2; 3; 7g (and possibly 57).
Qestion 3.2.5. For xed r and k, what is the best bound on r(G) that holds for all but nitely
many graphs G with maximum degree k?
We show next that if the minimum degree is not too small relative to the number of vertices (for
xed r), then the bound in Theorem 3.2.3 can be improved by replacing the product with a sum
involving (G) and r. The idea is to modify the greedy coloring algorithm used in Theorem 3.2.3.
There we ensured that the rst r neighbors of a vertex would have distinct colors. Now we will
allow r distinct colors to be obtained at any time.
Theorem 3.2.6. If G is an n-vertex graph, and (G)  r+ss+1(r+1) lnn, then r(G)  (G)+r+s.
In particular, (G)  2r lnn implies r(G)  (G)+ 2r, and (G)  r(r+1) lnn implies r(G) 
(G) + r.
Proof. The special cases arise by setting s = r and s = 0 in the general statement.
If n  (G) + r + s, then we may use distinct colors on the vertices, so we may assume
n > (G) + r + s. Let v1; : : : ; vn be any vertex ordering of G. Generate integers a1; : : : ; an by
choosing each ai randomly and uniformly from f1; : : : ; r + sg. Color the vertices in the order
v1; : : : ; vn. When coloring vi, choose the aith smallest color among the colors not yet used on
neighbors of vi. This produces a proper coloring with at most (G) + r + s colors.
We claim that with positive probability the coloring is also r-dynamic. This fails at a vertex v
only if the colors in N(v) are conned to a particular set of r  1 colors. The probability that this
happens with a particular set of r   1 colors is bounded by ( r 1r+s )(G), which in turn is bounded
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by e (G)
s+1
r+s . There are
 
(G)+s
r 1

choices of a set of r   1 colors, which is bounded by nr 1 since
(G) + r + s < n.
Since G has n vertices, the probability of having a bad vertex is bounded by nre (G)
s+1
r+s . The
constraint on (G) bounds this by nrn (r+1), which is less than 1.
3.2.2 Regular Graphs and Chromatic Number
To strengthen r(G)  r(G) for non-Moore graphs, we want to replace (G) with a value no
larger; for example, (G)  (G) by Brooks' Theorem when (G)  3 and G is not complete. We
prove r(G)  r(G) for regular graphs with suciently large degree in terms of r. The Petersen
graph shows that the inequality does not hold for all G when r = 3.
For k-regular graphs with k suciently large in terms of r, we use a random r-coloring of the
vertices to show that some coloring puts r distinct colors into each vertex neighborhood. We then
assign each vertex a pair consisting of its color under this r-coloring and its color under a proper
(G)-coloring. This ensures that adjacent vertices have distinct colors; in total, r(G) color pairs
are used.
Theorem 3.2.7. [32, 48] If G is a k-regular graph and ep(k(k 1)+1)  1, where p = re k=r, then
r(G)  r(G). In particular, if k  (3 + x)r ln r, where x   2 ln ln rln r is a small positive constant,
then r(G)  r(G).
We do not know the least k to guarantee r(G)  r(G) when G is k-regular, but we can show
that when k = r the ratio r(G)=(G) can grow superlinearly in r. Let [n] denote f1; : : : ; ng.
Theorem 3.2.8. For innitely many r, there is an r-regular graph G such that r(G) > r
1:37744(G).
Proof. The Kneser graph K(n; t) is the graph whose vertices are the t-element subsets of [n], with
two sets adjacent when they are disjoint. Each vertex is adjacent to
 
n t
t

other vertices. Given
t 2 N, let G = K(3t   1; t) and r =  n tt . Any two nonadjacent vertices in G have a common
neighbor, since two intersecting t-sets in [3t 1] omit at least t elements, so diam(G) = 2. Since G is
r-regular, we thus have r(G) = jV (G)j =
 
3t 1
t

. On the other hand, Lovasz [44] and Barany [11]
proved (K(n  t)) = n  2t+ 2, so (G) = t+ 1.
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It remains to express r(G) in terms of r and (G). In terms of t, we have r =
 
2t 1
t

= 12
 
2t
t

and r(G) =
 
3t 1
t

= 23
 
3t
t

. Note that r(G) and r are both very much larger than (G), so
what is important is the ratio between r(G) and r as a function of r. For c 2 f12 ; 13g, we use the
approximation 
m
cm

 (c
c(1  c)1 c) mp
c(1  c)2m
that arises from Stirling's Formula m! = mme m
p
2m. We compute
r(G)
r(G)

2
3
 
3t
t

(t+ 1)12
 
2t
t
  4
3t
(274 )
t
p
t
4t
p
(4=3)t
 1
t
r
4
3

27
16
t
:
Setting this ratio to be rx, where r  124t=
p
t, we take logarithms to obtain t log2(27=16) =
(1+ o(1))tx log2 4, which simplies to x =
1
2(log2 27  4) > :37744. Thus r(G) > r1:37744(G).
Theorems 3.2.7 and 3.2.8 suggest the following question.
Qestion 3.2.9. As a function of r, what is the least k such that r(G)(G) is at most linear in r when
G is k-regular? What is the least k such that r(G)(G) is bounded by r(ln r)
c for some c?
3.2.3 Diameter and Chromatic Number
In this section we study the relationship between r(G) and (G) when G has small diameter.
We rst prove 2(G)  (G) + 2 when diam(G) = 2, regardless of whether G is regular, and
we characterize when equality holds. The proof of the bound is easy, but the characterization of
equality takes more work. Given a coloring f of a graph G, say that a vertex is f-monochromatic
if its neighbors have the same color under f .
Theorem 3.2.10. If diam(G) = 2, then 2(G)  (G)+2, with equality only when G is a complete
bipartite graph or C5.
Proof. The claim holds trivially for stars. For non-stars with minimum degree 1, the graph obtained
by deleting all vertices of degree 1 has the same chromatic number, and a 2-dynamic coloring of it
extends to a 2-dynamic coloring of the original graph. Hence we may assume (G)  2. We claim
75
() If f is a proper coloring of a graph with diameter 2, and v is f -monochromatic with
neighborhood of color a, then N(v) = fu : f(u) = ag. In particular, nonadjacent f -
monochromatic vertices have the same neighborhood.
To prove (), note that the set of vertices with color a is independent, so a vertex outside N(v) with
color a cannot have a common neighbor with v. For the second statement, nonadjacent vertex must
have a common neighbor, and then being f -monochromatic makes both adjacent to all vertices of
that color.
We next prove the upper bound. Let f be a proper (G)-coloring of a graph G with diameter
2; note that G is connected. If f is not 2-dynamic, some vertex v is f -monochromatic, with color
a on all of N(v). Modify f by giving a new color  to v and another new color  to one vertex x
in N(v).
The resulting coloring f 0 is a proper ((G) + 2)-coloring. If f 0 is not 2-dynamic, then some
vertex z is f 0-monochromatic. By construction, z cannot be v or a neighbor of v (each neighbor of v
has color  on exactly one neighbor). If z is not a neighbor of v, then by () we have N(z) = N(v),
and colors a and  both appear in N(z).
For the characterization of equality, note rst that if no vertex of N(v) is f -monochromatic,
then we do not need to introduce a new color on v, and we obtain 2(G)  (G) + 1. Hence we
may assume that two adjacent vertices v and u are f -monochromatic. If no vertex lies outside
N(v) [ N(u), then G is the complete bipartite graph with parts N(v) and N(u), since those sets
are independent and diam(G) = 2.
Hence if G is not a complete bipartite graph, then there is a vertex w outside N(v)[N(u). Let
a and b be the colors on N(v) and N(u), respectively. Since diam(G) = 2, vertex w has neighbors
in both N(v) and N(u) and hence has a third color, c. Let W be the set of all vertices with color
c under f . Let U and V be the set of all f -monochromatic vertices having the same color as u and
v, respectively; note that U  N(v) and V  N(u). By (), there are no other f -monochromatic
vertices.
All vertices in U have the same neighborhood, as do all vertices in V . If jU j > 1, then we
change the color of u to c and use a new color d on v. This produces a 2-dynamic coloring with
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(G) + 1 colors, since the neighbors of u now have colors a and c in their neighborhood. Similarly,
if jV j > 1 we can change the color of v to c and use d on u.
Hence we may assume jU j = jV j = 1. The change still works unless N(u) contains a vertex
x whose neighbors other than u all have color c, and similarly N(v) contains a vertex y whose
neighbors other than v all have color c. In particular, x and y are not adjacent. Now changing x
and y to a new color d produces the desired 2-dynamic coloring of G with (G) + 1 colors, unless
there is a vertex w 2W whose only neighbors are x and y.
In this case, reaching N(u)   fv; xg in two steps from w requires N(u)   fv; xg  N(y), and
similarly N(v)  fu; yg  N(x). Since vertices of N(x)  fug and N(y)  fvg all have color c, we
conclude that N(u) = fv; xg and N(v) = fu; yg. We are now left with G = C5 unless G has a
vertex outside the 5-cycle induced by w; x; u; v; y in order. Since u and v have no other neighbors,
and all other neighbors of x and y have color c, reaching u and v in two steps requires that all
the remaining vertices have neighborhood fx; yg. Now we use colors 1; 2; 3; 4 in order on the path
hx; u; v; yi and use colors 2 and 3 on the remaining independent set, each at least once.
The graph obtained by subdividing every edge of an n-vertex complete graph has diameter 4.
Its chromatic number is 2, but its 2-dynamic chromatic number is n. Hence for diameter 4 there
is no bound in terms of the chromatic number, while for diameter 2 the bound is very tight. For
diameter 3 we determine the best bound.
Theorem 3.2.11. If G is a k-chromatic graph with diameter at most 3, then 2(G)  3k, and this
bound is sharp when k  2.
Proof. We begin with the sharpness construction. Let H = K3k, and let F be a subgraph of H
consisting of disjoint triangles T1; : : : ; Tk. Form G from H by subdividing each edge of F . In G the
vertices belonging to Ti can receive color i, and their neighbors of degree 2 can receive another color.
In a 2-dynamic coloring, all the original vertices of H must have distinct colors, so 3k colors are
needed. The diameter is 3, because any two vertices of degree 2 have neighbors that are adjacent.
Now let G be any k-chromatic graph with diameter at most 3. As observed in the introduction,
r(G)  kj, where j is the minimum number of colors in an r-strong coloring of the hypergraph
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H of vertex neighborhoods in G. More precisely, we give each vertex v a color pair (f(v); h(v)),
where f is a proper k-coloring of G and h is an r-strong coloring of the subhypergraph H 0 of H
whose edges are the edges of H that do not already have r colors under f . The rst coordinate
ensures that the resulting coloring g of G is proper, and the second coordinate ensures that it is
r-dynamic.
Therefore, it suces to show that when diam(G)  3, the resulting hypergraph H 0 always has
a 2-strong coloring with three colors. Call a hypergraph with such a coloring good. Note rst that
every intersecting hypergraph is good, where a hypergraph is intersecting if any two of its edges
intersect. Given an intersecting hypergraph, just use colors 1 and 2 on a minimal edge and use
color 3 on all vertices not in that edge (in fact, we only need one minimal edge that intersects all
other edges).
Given the proper k-coloring f of G, we dene k subhypergraphs of H 0. Let Vi = fv 2
V (G) : f(v) = ig. The subhypergraph Hi has vertex set Vi, and its edges are the vertex neighbor-
hoods in G in which every vertex has color i. That is, N(u) 2 E(Hi) if f(v) = i for all v 2 N(u).
Since each vertex in Hi has color i under f , the vertex sets of these subhypergraphs are disjoint.
Hence if each is good, then their union is good. We can dene h(v) arbitrarily for v =2 V (H 0),
because we do not need multiple colors in the second coordinate of g on a neighborhood where the
rst coordinate already provides multiple colors.
It remains only to show that Hi is an intersecting hypergraph when diam(G)  3. Consider
x; y 2 V (G) such that N(x); N(y) 2 E(Hi). If xy 2 E(G), then y 2 N(x) and x 2 N(y), and
hence f(x) = f(y) = i, which contradicts that f is a proper coloring of G. Hence x and y are not
adjacent in G. Also, no edge of G can join N(x) and N(y), since all vertices in N(x) [N(y) have
color i under f . If N(x) \ N(y) = ?, then a shortest path in G from x to y must pass through
N(x) and N(y) and some other vertex between them. Hence the path has length at least 4, which
contradicts diam(G)  3. We conclude that Hi is an intersecting hypergraph and hence is good,
as desired.
These results are sharp in various ways. For larger r, there is no bound, not even on bipartite
graphs with diameter 3 or on 3-chromatic graphs with diameter 2. Note that the only bipartite
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graphs with diameter 2 are complete bipartite graphs, where r-dynamic chromatic number does
not exceed 2r.
Theorem 3.2.12. For 3  k < r, the r-dynamic chromatic number is unbounded on the graphs
with minimum degree k + 1 that are bipartite and have diameter 3, and also on those that are
3-colorable and have diameter 2.
Proof. Let H be the incidence graph of the k-subsets of [n], where n > k+1. That is, H is bipartite,
with one part being [n] and the other being the family of k-subsets, and element j is adjacent to
set A if j 2 A. Form G by adding a single vertex v adjacent to all the k-sets, giving them degree
k + 1. The graph G is bipartite, with the added vertex in the same part as [n]. Any two elements
of [n] lie in a common k-set, so the distance between them is 2, and the distance between any k-set
and an element not in it is 3. The added vertex has distance 2 from all of [n] and ensures distance
2 between any two k-sets. Hence diam(G) = 3.
In an r-dynamic coloring, the neighbors of any vertex with degree at most r receive distinct
colors. In G, any two vertices of [n] [ fvg have a common neighbor with degree at most r, so
r(G)  n+ 1 (equality holds).
For a construction with diameter 2, let the added vertex v be adjacent also to all of [n]. Now
v is a dominating vertex, so the diameter is 2, but the chromatic number increases to 3. However,
each k-set vertex still has k+1 neighbors, so the argument for r(G)  n+1 remains the same.
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Chapter 4
Hypergraphs with forbidden
subgraphs
4.1 Maximum hypergraphs with no regular subgraphs
A natural question in graph theory is which graphs do not contain r-regular subgraphs. For
r 2 f1; 2g, the answer is easy, but for r  3 it is not. It was a breakthrough when Tashkinov [53]
proved the conjecture by Berge that every 4-regular graph contains a 3-regular subgraph. The
questions on existence of r-regular subgraphs in regular or near-regular graphs were also considered
in [9, 54]. Let F (r; n) denote the maximum number of edges an n-vertex graph with no r-regular
subgraphs have. For r  3, it is not fully resolved how big F (r; n) is. Pyber [49] showed that for
every xed r, F (r; n) = O(n lnn). On the other hand, Pyber, Rodl and Szemeredi [50] proved that
F (3; n)  cn ln lnn.
Similar questions are also natural for hypergraphs. In 1.3, we dene r-free hypergraphs, full
star and full k-star. Mubayi and Verstraete [46] proved that for every even integer k  4, there
exists nk such that for each n  nk, each n-vertex k-uniform 2-free hypergraph H has at most 
n 1
k 1

edges, and equality holds if and only if H is a full k-star. They also proved the following
simpler result for non-uniform hypergraphs.
Theorem 4.1.1 ([46]). For n  3, every n-vertex 2-free hypergraph H satises jHj  2n 1, and
equality holds if and only if H is a full star, that is, H consists of 2n 1 distinct edges containing a
given vertex.
Our rst result in Section 4.1 is the following (simple) generalization of Theorem 4.1.1.
Theorem 4.1.2. If 2  r  2n 1, then the maximum number of edges in an n-vertex r-free
hypergraph is 2n 1 + r   2.
80
Many examples of n-vertex r-free hypergraphs with 2n 1+ r  2 edges are formed by a full star
with r  2 other edges. If r  n, then some extremal examples do not contain full stars. For r = 2,
Theorem 4.1.1 says that if n  3, then the only n-vertex 2-free hypergraph with 2n 1 edges is a
full star. We conjecture the following.
Conjecture 4.1.3. Let H be an n-vertex r-free hypergraph with jHj = 2n 1 + r   2. If n > r and
r  2, then H contains a full star.
The main results of Section 4.1 are the following.
Theorem 4.1.4. Suppose H is an n-vertex r-free hypergraph with jHj = 2n 1 + r   2. If n 
r + 2dlog2 re+ 1, then H contains a full star.
Theorem 4.1.5. Suppose H is an n-vertex r-free hypergraph with jHj = 2n 1 + r   2. If n > r
and n  425, then H contains a full star.
In the next section we prove Theorem 4.1.2 and derive simple properties of dense r-free hy-
pergraphs. In Section 4.1.2 we show that dense r-free hypergraphs have no small transversals. In
Section 4.1.3 we prove Theorem 4.1.4. In Section 4.1.4 and Section 4.1.5 we prove Theorem 4.1.5.
4.1.1 Preliminaries
Proof of Theorem 4.1.2: Let H be an n-vertex r-free hypergraph with ground set N . Consider
all 2n 1 pairs fA;N   Ag of subsets of N . In at most r   1 pairs of sets both sets are edges in
H, otherwise we get an r-regular subgraph of H with vertex set N . If there are exactly r   1 such
pairs, N cannot be an edge in H, since N together with those r   1 pairs would form an r-regular
subgraph of H. Thus jHj  2n 1 + r   2.
If 2  r  2n 1, then equality can be achieved. Let N = [n] and
H = fe : 1 2 eg [ fr   2 smallest nonempty distinct subsets of [n]  f1g g:
Suppose that H has an r-regular subgraph G. Let C1; : : : ; Cr be the edges of G that contain 1,
and D1; : : : ; Ds be the remaining edges of G. Let C =
Sr
i=1Ci and for i 2 [r] let C 0i = C   Ci.
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Since all edges are distinct,
Pr
i=1 jC 0ij 
Ps
j=1 jDj j should hold. The left-hand side is the sum of
cardinailities of at least r   1 nonempty distinct sets (possibly one C 0i is empty) not containing
1, and the right-hand side is the sum of cardinailities of at most r   2 smallest distinct sets not
containing 1, and so, the right-hand side is less than the left-hand side. This contradiction shows
that H has no r-regular subgraphs.
Let N be a nite set, and n = jN j. Let 3  r < n. A hypergraph H is (N; r)-strange if H is
an r-free hypergraph with V (H) = N and jHj = 2n 1 + r   2 such that H does not contain a full
star, i.e., 2n 1 sets containing a given element.
For a set A  N , A is the complement of A to N , i.e., A = N   A. A full pair in H is a pair
fA;Ag such that both A and A are in H. We let the set N by itself form a full pair.
In order to prove Theorems 4.1.4 and 4.1.5, we derive some properties of (N; r)-strange hyper-
graphs. IfH is (N; r)-strange, then it contains at most r 1 full pairs, and so, since jHj = 2n 1+r 2,
it contains exactly r   1 full pairs. Moreover,
for each A  N with N 6= A 6= ;, either A 2 H or A 2 H: (4.1)
Furthermore, the following statements hold for each (N; r)-strange hypergraph H.
Lemma 4.1.6. If A;B 2 H, A \B = ; and both A and B are not in full pairs, then A [B 2 H.
Proof. If A [ B =2 H, then A [B 2 H by (4.1). Thus A;B;A [B with r   1 full pairs form
an r-regular subfamily of H, a contradiction.
Lemma 4.1.7. If A 2 H and B and C are disjoint nonempty subsets of A such that A = B [ C,
then at least one of B and C is in H.
Proof. Suppose that A = B [ C is a partition of A into nonempty sets and B;C =2 H. Then
by (4.1), B and C are in H but not in full pairs. Thus the sets A, B and C together with r   2
full pairs not containing A form an r-regular subgraph of H, a contradiction.
Corollary 4.1.8. Every edge A of H contains an element xA such that fxAg 2 H. In particular,
the union S of 1-edges of H intersects each edge of H.
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Lemma 4.1.9. Let A and B be edges of H such that A\B 6= ;. If at least one of A and B is not
in a full pair, then either A \B or A [B is in H.
Proof. Suppose that A \B;A [B =2 H. Then A \B is in H, and A [B is either empty or in
H. In both cases, the sets A;B;A \B; and A [B cover every element of N exactly twice. Adding
r   2 full pairs containing neither A nor B will give an r-regular subgraph of H.
4.1.2 Sizes of transversals of (N; r)-strange hypergraphs
A set A  V (H) is a transversal of a hypergraph H if every edge of H intersects A.
Let S be a smallest transversal of a hypergraph F . Then S contains all 1-edges of F . If H is
(N; r)-strange, then by Corollary 4.1.8, S contains no other vertices. Thus S is exactly the union
of 1-edges of H. It has several useful properties.
The goal of this section is to prove the following fact. Throughout the section, k denote dlog2 re.
Theorem 4.1.10. Let 3  r < n and N be a nite set with jN j = n. If S is the smallest transversal
of an (N; r)-strange hypergraph F , then jSj  n  3k   2.
Let S be the smallest transversal of an (N; r)-strange hypergraph F .
Lemma 4.1.11. If a nonempty S0  S is not in H, then every S0  B  N   (S   S0) is not in
H, and hence every S   S0  A  N   S0 is in H.
Proof. Suppose that such B is in H. By Lemma 4.1.7, either S0 or B   S0 is in H. But
(B   S0) \ S = ;, and we know that S0 is not in H, a contradiction.
From now on, in this section, we will assume that
jSj  n  2k   2: (4.2)
Note that to prove Theorem 4.1.10, we could make the stronger assumption that jSj  n  3k  3,
but we plan to use these lemmas also in the next section.
For S0  S and M  N   S, we say that M belongs to S0 if S0 [M 2 H. A nonempty proper
subset S0 of S is rm if some M  N   S with jM j  1 + k belongs to S0. In particular, S is rm
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by the following reason. For a set A  N   S with jAj = k + 1, one of A [ S and N   S  A is in
H by (4.1). Since S is a transversal, N   S   A is not in H. Thus S [ A 2 H, so A belongs to S
and S is rm.
Lemma 4.1.12. Let S0  S and M  N   S. If M belongs to S0, then every M 0  M belongs to
S0
Proof. Since M [S0 2 H, by Lemma 4.1.7, either S0[M 0 2 H or M  M 0 2 H. But the latter
does not hold, since M \ S = ;. This proves the lemma.
Lemma 4.1.13. For every partition S = S0 [ S00 of S into nonempty subsets, exactly one of S0
and S00 is rm.
Proof. Assume rst that neither of S0 and S00 is rm. Let M be a subset of N   S with
jM j = 1 + k. Since S0 is not rm, S0 [M =2 H. Then N   (S0 [M) 2 H, and N   (S0 [M) =
S00 [ (N   S  M). So by (4.2), jN   S  M j  2k+2  (1 + k), and thus S00 is rm. Assume now
that both S0 and S00 are rm. If a set M  N   S with jM j  k + 1 belongs to both S0 and S00,
then we will nd an r-regular subgraph H of H.
Since 2jM j  r, there are at least r subsets of M . Call them A1; : : : ; Ar. Let H = fAi [S0 : 1 
i  rg [ f(M  Ai) [ S00 : 1  i  rg. By construction, H is r-regular, a contradiction.
If a set M  N  S with k  jM j  k+2 belongs to neither S0 nor S00, then N  S M belongs
to both, and again H has an r-regular subgraph. Thus each M  N   S with jM j = k+1 belongs
to exactly one of S0 and S00. Let RS0 (respectively, RS00) denote the family of M  N   S with
jM j = k + 1 that belongs to S0 (respectively, to S00). By our assumption, both RS0 and RS00 are
nonempty. Then there exist M 0 2 RS0 and M 00 2 RS00 with jM 0 \M 00j = k. Thus M 0 \M 00 belongs
to both S0 and S00, and so H has an r-regular subgraph, a contradiction.
Corollary 4.1.14. If S0 is a rm subset of S, then every M  N S with 1  jM j  n s (k+1)
belongs to S0.
Corollary 4.1.15. Every two rm subsets of S intersect each other.
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Proof. Suppose that S1 and S2 are two disjoint rm subsets of S. Let M  N   S with
jM j = k + 1. By Corollary 4.1.14, M belongs to both S1 and S2. Then as in the proof of
Lemma 4.1.13, H has an r-regular subgraph with vertex set S1 [ S2 [M , a contradiction.
Lemma 4.1.16. s  r   1
Proof. Suppose s  r.
Case 1: s  r + k. Since the number of 1-edges in full pairs is at most r   1, we can choose
k + 1( s   (r   1)) 1-edges of H that are not in full pairs. Let S0 be the union of these edges.
If some A  S0 is not in H, then A and the 1-edges contained in A cover N once, and together
with the r   1 full pairs we obtain an r-regular subgraph of H covering N , a contradiction. Thus
all nonempty subsets of S0 are in H, and the number of nonempty proper subsets of S0 is at least
2k+1   2  2r   2. We can pair them up so that they are partitions of S0. At least r   1 of such
pairs exist, so together with S0 they form an r-regular subgraph of H, a contradiction.
Case 2: r  s  r+k 1. By (4.2), n s  k+1. If there are v1; v2 2 S such that S v1; S v2 =2
H, then by Lemma 4.1.11, every B  N   S satises B + v1 2 H and B + v2 2 H. Since there
are at least 2n s  r possible sets for B, we can nd r pairs of sets v1 +B; v2 + (N   S  B), and
they will form an r-regular subgraph of H on (N   S) + v1 + v2.
Thus for some r   1 vertices v1; :::; vr 1 2 S, the sets S   vi are in H. Then the family
fv1; :::; vr 1; S   v1; :::; S   vr 1; Sg covers every v 2 S exactly r times, a contradiction.
Lemma 4.1.17. No 1-edge of H is rm.
Proof. Let S = fv1; : : : ; vsg. Suppose that S1 := fv1g is rm. Then by Corollary 4.1.15,
no subset of S   v1 is rm. Hence by Lemma 4.1.13, the rm subsets of S are exactly the sets
containing v1.
Since not every subset of N containing v1 is in H and s  r 1, there are at least r 1 (s 1) =
r   s edges W1; : : : ;Wr s that are in H, not 1-edges and do not contain v1. For j = 1; : : : ; r   s,
let Mj =Wj   S. Let M =
Sr s
j=1Mj . Choose W1; : : : :Wr s so that to minimize jM j.
Case 1: jM j  n  s  k   1. Denote by H 0 the family
fS [M; fv2g; : : : ; fvsg; S [M   v2; : : : ; S [M   vs;W1; : : : ;Wr s; S [M  W1; : : : ; S [M  Wr sg:
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Since H 0 forms an r-regular hypergraph, H 0 is not a subgraph of H. But since fv1g is rm, by the
choice of Wj and Corollary 4.1.14, every member of H
0 is in H, a contradiction. This proves Case
1.
Let t = maxfjA   Sj : A 2 H and v1 =2 Ag and let A0 2 H be such that v1 =2 A0 and
jA0   Sj = t.
Case 2: t  k. Let M0 be any k-element subset of A0   S and W0 = M0 [ (A0 \ S). Since
A0 2 H and S \ (A0  W0) = ;, W0 2 H. Since 2k  r, M0 contains some r distinct subsets
M 01; : : : ;M 0r. Let W 0i = M
0
i [ (A0 \ S) for i = 1; : : : ; r. Since (M0  M 0i) \ S = ;, each of W 0i is
in H. Moreover, since jSj  n   2k   2, jM0j = k, and fv1g is rm, for every 1  i  r, the set
(S [M0)  W 0i contains v1 and has at most n   s   (k + 1) vertices in N   S. This means that
(S [M0) W 0i is also in H. So, the family
fW 01; : : : ;W 0r; (S [M0) W 01; : : : ; (S [M0) W 0rg
forms an r-regular hypergraph, a contradiction.
Case 3: log2(r   s)  t  k   1. Let M0 = A0   S. In our case, 2jM0j = 2t  r   s. Let
M 01; : : : ;M 0r s be any distinct subsets of M0, and for i = 1; : : : ; r   s, let W 0i = M 0i [ (A0 \ S).
Similarly to Case 2, since (M0 M 0i)\S = ;, each of W 0i is in H. Moreover, since jSj  n  2k  2,
jM0j  k   1, and fv1g is rm, for every 1  i  r, the set (S [M0)  W 0i is also in H. By the
same reason, for every 2  j  s, the set (S [M0)  vj is in H. So, the family
fW 01; : : : ;W 0r s; (S[M0) W 01; : : : ; (S[M0) W 0r s; fv2g; : : : ; fvsg; S[M0 v2; : : : ; S[M0 vs; S [M0g
forms an r-regular hypergraph, a contradiction.
Case 4: jM j  n   k   s and t < minfk   1; log2(r   s)g. Let M0 = A0   S. We claim that
jM j  r   s  2t + t+ 1: To prove the claim, we show a way to choose W1; : : : ;Wr s so that
j
i[
j=1
Wj   Sj  i  2t + t+ 1: (4.3)
86
for every 2t   1  i  r   s. The sets W1; : : : ;W2t 1 are all the sets of the form A0   X where
X  M0; X 6= M0. So, for i = 2t   1, (4.3) holds. Suppose that for some 2t   1  i0  r   s   1,
we have found W1; : : : ;Wi0 satisfying (4.3) for i = i0. Let C be the family of members of H not
containing v1 that are distinct from W1; : : : ;Wi0 . Since ij  r   s   1, there is C 2 C 6= ;. Let
C 0 = C   S  Si0j=1Wj . If C 0 = ;, then we let C := Wi0+1 and (4.3) holds for i = i0 + 1. Suppose
x 2 C 0. Since (C 0 x)\S = ;, the set C C 0+x is in H, does not contain v1, and is distinct from
W1; : : : ;Wi0 . So, letting Wi0+1 = C   C 0 + x we again have that (4.3) holds for i = i0 + 1. This
proves the claim.
Let H 0 be the family dened in Case 1. Since it is r-regular, some W 0 2 H 0 is not in H. Then
S [M  W 0 2 H by (4.1). By the denition of t, jN   (S [M)j  jS [M  W 0 Sj  t. Thus by
(4.3), n = jN j = jM j+ jSj+ jN   (M [ S)j  (r   s  2t + t+ 1) + s+ t = r   2t + 2t+ 1.
If t  3, we get n  r   1, a contradiction.
If t = 2, we get n  r + 1, jM j = r   s   1 and jA0   Sj = 2. Then (A0   S)  M with
jM j = r   s   1 and jM [ S  W 0   Sj  2. Thus there are distinct A0; A1 with jAi   Sj = 2,
(A0 S)\ (A1 S) = ; and v1 =2 Ai. Let fv1; : : : ; vr s 6g M  A0 A1. For x = 1; : : : ; r  s 6,
let vx 2Mjx . By Lemma 4:1:12, Wjx  Mjx + vx 2 H for every x1; : : : ; r  s  6. These edges with
A [ (Ai \ S) for nonempty A  Ai   S yield that jM j  r   s  2, a contradiction.
Thus t = 1. Then n = r+1, jM j = r  s and every edge not containing v1 is either a 2-edge or
a 1-edge. And S [M  W 0 is also a 2-edge, so W 0 is a 1-edge. Let W 0 = fv2g.
Since jM j = r   s and S [M   v2 = fv2g [ (N  M   S), for each w 2 N   S there is exactly
one 2-edge not containing v1 containing w. Since jN   Sj = r   s + 1 and the number of 1-edges
in S   v1 is s  1, H has exactly r   s+ 1 + s  1 = r edges not containing v1.
So we have exactly two sets containing v1 that are not in H. Call them D1; D2. We have
D1 = S [M   v2. Since jN   Sj = n   s  2k + 2  4 and every vertex in N   S is contained
in exactly one 2-edge not containing v1, there are at least 4 dierent ways to choose Wis to get
minimum jM j. Each way gives dierent M , let two of them be M and M 0. Then, by the above
logic, D2 = S [M 0   v3 for some v3, and jM \M 0j  2. Thus D1 \ D2   S is not empty. Let
w 2 D1 \D2   S. Then there are 2n 1   2 edges in H containing both w and v1, and exactly one
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edge containing w but not v1. Thus H w = fE 2 H : w =2 Eg is an (n 1)-vertex hypergraph with
2n 1 + r  1 edges. By Theorem 4.1.2, H  w contains an r-regular subgraph, a contradiction.
Lemma 4.1.18. s  r   2.
Proof. Suppose that s  r   1. Then by Lemma 4.1.16, s = r   1. By Lemma 4.1.17, S   vi
is rm (and so is in H) for every i = 1; : : : ; s. Then the 2r   1 sets
fv1g; : : : ; fvr 1g; S   v1; : : : ; S   vr 1; S
form an r-regular subgraph of H, a contradiction.
Lemma 4.1.19. Let k  2 and let B be a set with jBj  2k + 2. Then there are at least 2k 2 + 1
partitions (Bi;1; Bi;2; Bi;3) of B such that jBi;1j = d(k + 1)=2e; jBi;2j = d(k + 1)=2e; jBi;3j  k + 1
and all 3d2k 2e+ 3 parts of these partitions are distinct.
Proof. We will choose B1 of size d(k + 1)=2e and B2 of size d(k + 1)=2e, so that jB3j =
jBj   2dk=2e  k + 1.
For k  4, we have

2k + 2  dk+12 e
dk+12 e

=
(2k + 2  dk+12 e)(2k + 1  dk+12 e)(2k   dk+12 e)
dk+12 e(2k + 2  2dk+12 e)(2k + 1  2dk+12 e)

2k   2  dk 2+12 e
dk 2+12 e

 4

2(k   2) + 2  dk 12 e
dk 12 e

:
(4.4)
So, for even k,

2k + 2  d(k + 1)=2e
d(k + 1)=2e

 4

2(k   2) + 2  d(k   1)=2e
d(k   1)=2e

     4 k 22

4
2

= 6  2k 2:
For odd k,

2k + 2  d(k + 1)=2e
d(k + 1)=2e

 4

2(k   2) + 2  d(k   1)=2e
d(k   1)=2e

     4 k 32

6
2

= 15  2k 3  6  2k 2:
First for each i = 1; : : : ; 2k 2 + 1, choose a set Bi;1 of size dk=2e so that all chosen sets are
distinct. Then one by one for each i = 1; : : : ; 2k 2 + 1, choose a set Bi;2 of size dk=2e so that
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(a) Bi;2 is distinct from all 2
k 2 + 1 sets Bi0;1 and previously chosen Bi0;2, and
(b) Bi;1 [Bi;2 is distinct from all already chosen Bi0;1 [Bi0;2.
Even at the last step (Step 2k 2+1), the number of forbidden sets is at most 32k 2+1 < 62k 2.
So, by (4.4), we nish the construction.
Corollary 4.1.20. Let B be a set with jBj  3k + 3. Then there are at least 2k 2 + 1 partitions
(Bi;1; Bi;2; Bi;3) of B such that all 3d2k 2e+ 3 parts of these partitions are distinct, and each Bi;j
has size at least k + 1.
Proof. Let A  B and jAj = k + 1. Let B0 = B   A. Partition A into A1 [ A2 [ A3 with
jA1j = jA2j = k+1 dk+12 e. By Lemma 4.1.19, there are at least 2k 2+1 partitions (B0i;1; B0i;2; B0i;3)
of B0 such that all parts of these paritions are distinct, and jB0i;1j = jB0i;2j = dk+12 e; jB0i;3j  k + 1.
Take Bi;j = B
0
i;j [Ai. Then partitions (Bi;1; Bi;2; Bi;3) satisfy all the conditions.
Proof of Theorem 4.1.10. Suppose s  n   3k   3. Then all lemmas in this section hold,
since s  n  3k   3  n  2k   2.
Let S0 be a smallest rm subset of S. Note that S0 is not a 1-edge. Partition S0 into nonempty
subsets S1 and S2. By the minimality of S
0, sets S1 and S2 are not rm, and so S  S1 and S   S2
are rm.
Let B := N  S. Then jBj = n  s  3k+3. So, by Corollary 4.1.20, there are K := d2k=6e+1
partitions
(B1;1; B1;2; B1;3); (B2;1; B2;2; B2;3); : : : ; (BK;1; BK;2; BK;3)
of B such that all Bi;j are distinct and jBi;j j  k+1. For every i 2 f1; : : : ;Kg and every j 2 f1; 2; 3g,
the three sets S0 [ (B   Bi;j), S1 [ (B   Bi;j+1), and S2 [ (B   Bi;j+2) (where j counts modulo
3) are in H (by Corollary 4.1.14 and the fact that jB   Bi;j j  n   s   (k + 1)) and cover every
vertex in N exactly twice. Using such triples for i = 1; : : : ;K and j = 1; 2; 3, we cover every vertex
exactly 6K  2k  r times and every set appears at most once. If r < 6K and is even, then we use
not all triples.
If r is odd, then we pick a full pair (A;N A). There are at most two triples (S0[(B Bi;j); S1[
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(B Bi;j+1); S2[(B Bi;j+2)) containing A orN A. Then we cover the setN once by the set A and
N A and r 1 times with r 12  3K 2 triples (S0[(B Bi;j); S1[(B Bi;j+1); S2[(B Bi;j+2))
containing neither A nor N  A. This contradicts the choice of H. Therefore jSj  n  3k   2.
4.1.3 Proof of Theorem 4.1.4
If the theorem does not hold, then for some 3  r < n, k = dlog2 re with n  r + 2k + 1, and for
some n-vertex set N , there exists an (N; r)-strange hypergraph F . Let S be the union of 1-edges
in F . By Lemma 4.1.18, jSj  r   2  n  2k   3.
Let Snf denote the family of non-rm subsets of S. For every S0 2 Snf , let
HS0 := fW 2 H : W \ S = S0g:
Furthermore, let
Hnf :=
[
S02Snf
HS0 :
Lemma 4.1.21. Let M :=
S
W2Hnf W   S. Then
(a) jM j  r   s  2;
(b) jHnf j  r   2.
Proof. Assume that (a) does not hold and that w1; : : : ; wr s 1 are in M . Let M 0 :=
fw1; : : : ; wr s 1g. For j = 1; : : : ; r   s   1, let Wj be a member of Hnf such that wj 2 Wj ,
and let Sj =Wj \S. By Lemma 4.1.12, W 0j := Sj +wj is in H for every j = 1; : : : ; r  s  1. Since
each Sj is non-rm and jN  S M 0j = n s  (r s 1) = n  r+1  2k+2, by Corollary 4.1.14,
every set of the form S [M 0 Sj  wj or of the form S [M 0  vi is in H. So, every member of the
family
fS[M 0; fv1g; : : : ; fvsg; S[M 0 fv1g; : : : ; S[M fvsg;W 01; : : : ;W 0r s 1; S[M 0 W 01; : : : ; S[M 0 W 0r s 1g
is in H. Moreover, together they cover every vertex in S [M 0 exactly r times. This proves (a).
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Suppose now that W1; : : : ;Wr 1 are in Hnf . Since jM j  r  s  2, every member of the family
fS [M;W1; : : : ;Wr 1; S [M  W1; : : : ; S [M  Wr 1g
is in H. Moreover, together they cover every vertex in S [M exactly r times. This proves (b).
Remark 1. Since no member of Hnf contains any element in N   S   M , for every w 2
N  M   S, every subset of N   S   w belongs to every rm S0  S.
Let S0 be a smallest rm subset of S. By Lemma 4.1.17 S0 is not an 1-edge. Choose a partition
S0 = S1 [ S2 of S0 into nonempty subsets. By the minimality of S0, sets S1 and S2 are not rm,
and so S   S1 and S   S2 are rm.
Fix any element z 2 N S M and letB := N S z. Since s  r 2, jBj  n (r 2) 1 r+1 
2k + 2. So, by Lemma 4.1.19, there are K := d2k=6e+ 1 partitions
(B1;1; B1;2; B1;3); (B2;1; B2;2; B2;3); : : : ; (BK;1; BK;2; BK;3)
of B such that all Bi;j are distinct. For every i 2 f1; : : : ;Kg and every j 2 f1; 2; 3g, the three
sets S0 [ (B  Bi;j), S1 [ (B  Bi;j+1), and S2 [ (B  Bi;j+2) (where j counts modulo 3) are in H
(by Remark 1) and cover every vertex in N   z exactly twice. Using such triples for i = 1; : : : ;K
and j = 1; 2; 3, we cover every vertex exactly 6K  2k  r times and every set appears at most
once. If r < 6K and is even, then we use not all triples. If r is odd, then we pick a full pair
(A;N  A). Then we cover the set N once by the set A and N  A and r  1 times with the triples
(S0 [ (B  Bi;j); S1 [ (B  Bi;j+1); S2 [ (B  Bi;j+2)) for r 12 ( 3K   2) triples containing neither
A nor N  A.
4.1.4 Size of almost H-free subsets
A set A is almost H-free if every B 2 H such that B  A has size 1.
The aim of this section is to prove the following theorem.
Theorem 4.1.22. If n  425, then jT j  n  15k   6 for each almost H-free T  N .
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Observe that for n  425,
n  15k   6  n
2
> 0 and n > (4k + 4)(dlog2(k)e+ 6) + 2k + 6: (4.5)
We need some notation and lemmas. Let Q = N   T . Assume that Q < 15k + 6, i.e.,
T > n  15k  6. For Q0  Q and T 0  T , we say that T 0 belongs to Q0 if Q0 [T 0 2 H. A nonempty
subset Q0 of Q is solid if some T 0  T 0 with jT 0j  3 + k belongs to Q0.
To show that Q is solid, let B  T with jBj = 2. Since T is almosts H-free, B =2 H. Then
N  B = (T  B) [Q 2 H. By (4.5), jT  Bj  n=2  jBj = n=2  2  k + 3, and so Q is solid.
Lemma 4.1.23. Let Q0  Q and T 0  T . If T 0 belongs to Q0, then every T 00  T 0 with jT 00j  jT 0j 2
belongs to Q0.
Proof. Since T 0 [Q0 2 H, by Lemma 4.1.7, either Q0 [ T 00 2 H or T   T 00 2 H. But the latter
does not hold, since T is almost H-free. This proves the lemma.
Lemma 4.1.24. For every partition Q = Q0 [ Q00 of Q into nonempty subsets, exactly one of Q0
and Q00 is solid.
Proof. Assume rst that Q0 is not solid. By (4.5), there exists a set M  T with jM j = 3+ k.
Since Q0 is not solid, Q0 [M =2 H. Then N   (Q0 [M) 2 H, and N   (Q0 [M) = Q00 [ (T  M).
So, since jT  M j  n  15k   6  (3 + k)  k + 3, Q00 is solid.
Assume now that both Q0 and Q00 are solid. We will show that if a set M  T with jM j  k+3
belongs to both Q0 and Q00, then H has an r-regular subgraph with vertex set Q [M .
If a 2 M , then the number of distinct subsets A1; : : : ; Ar of M containing a with 2  jAij 
jM j   2 is at least
2jM j 1   (jM j+ 1) = 2k+2   k   4 = 4r   k   4  r:
Note that r  2, and M   Ai 6= Aj , since a 2 Aj and a =2 M   Aj . Let H = fAi [ Q0 : 1  i 
rg [ f(M  Ai) [Q00 : 1  i  rg. By construction, H is r-regular, a contradiction.
If a set M  T with jM j = k+4 belongs to neither of Q0 and Q00, then T  M belongs to both,
and again H has an r-regular subgraph. Thus each M  T with jM j = k + 4 belongs to exactly
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one of Q0 and Q00. Let RQ0 (respectively, RQ00) denote the family of M  T with jM j = k+ 4 that
belong to Q0 (respectively, to Q00). By our assumption, both RQ0 and RQ00 are nonempty. Then
there exist M 0 2 RQ0 and M 00 2 RQ00 with jM 0 \M 00j = k+3. By Lemma 4.1.23, M 0 \M 00 belongs
to both Q0 and Q00, and so H has an r-regular subgraph, a contradiction.
Corollary 4.1.25. If Q0 is a solid subset of Q, then every M  T with k+3  jM j  jT j  (k+3)
belongs to S0.
Lemma 4.1.26. The number of 1-edges not in full pairs of H is at most k.
Proof. Assume that there are k+1 distinct 1-edges fa1g; : : : ; fak+1g not in full pairs. If some
nonempty B  A = fa1; : : : ; ak+1g is not in H, then B 2 H by (4.1). Then B together with 1-edges
contained in B cover N once and none of these is in a full pair. These sets together with r  1 full
pairs cover N exactly r times, a contradiction. Thus every nonempty subset of A is in H.
There are 2k distinct nonempty subsets of A containing a1, call them B1; : : : ; B2k . Then
B1; : : : ; Br; A B1; : : : ; A Br
are all in H, and they form an r-regular subgraph of H, a contradiction. Therefore the number of
1-edges not in full pairs of H is at most k.
Lemma 4.1.27. The number of 1-edges in full pairs in H is at least n   4k   2. Thus at most
8k   2 elements in full pairs are neither 1-edges nor (n  1)-edges.
Proof. By Theorem 4.1.10, jSj  n  3k  2, so the number of 1-edges is at least n  3k  2. If
fewer than n  4k   2 of them are in full pairs, then we get k + 1 distinct 1-edges a1; : : : ; ak+1 not
in full pairs, a contradiction to Lemma 4.1.26. Thus every B  fa1; : : : ; ak+1g = S0 is in H. Then
we can take r  2k+1 1 dierent pairs fB;S0   Bg. They cover S0 exactly r times. So, we get an
r-regular subgraph, a contradiction.
Lemma 4.1.28. For each a 2 Q, there is A 2 H with 2  jAj  3 such that fag = A \Q.
Proof. Since T [fag is not almost H-free, there is B  T [fag such that B 2 H and jBj  2.
Take a smallest such B.
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If jBj = b  4, then there is B0  B with jB0j = b  2 > 1 and B0  T . Then B0 =2 H, and by
Lemma 4.1.7, B  B0 2 H, so A = B  B0 is what we need.
Lemma 4.1.29. The set Q contains at least one solid 1-edge.
Proof. Let B be a smallest solid set in Q. Suppose jBj  2. Then there are disjoint nonempty
B01; B02  B with B01 [B02 = B. By Lemma 4.1.24, B1 = Q B01 and B2 = Q B02 are solid.
By (4.5), T  n   15k   6  3k + 9. Let K := d2k=6e + 1. Similarly to the proofs of Lemma
4.1.19 and Corollary 4.1.20, for each i = 1; 2; : : : ;K there are partitions (Ti;1; Ti;2; Ti;3) of T such
that all Ti;j are distinct and jTi;j j  k + 3 for all i = 1; : : : ;K and j = 1; 2; 3.
For every i 2 f1; : : : ;Kg and every j 2 f1; 2; 3g, the three sets B [ (T  Ti;j), B1 [ (T  Ti;j+1),
and B2 [ (T   Ti;j+2) (where j counts modulo 3) are in H (by Corollary 4.1.25, and the fact
that jT   Ti;j j  jT j   (k + 3)) and cover every vertex in N exactly twice. Using such triples for
i = 1; : : : ;K and j = 1; 2; 3, we cover every vertex exactly 6K  2k  r times and every set appears
at most once. If r < 6K and is even, then we use not all triples.
If r is odd, then we pick a full pair (A;N A). There are at most two triples (B[(T Ti;j); B1[
(T  Ti;j+1); B2 [ (T  Ti;j+2)) containing A or N  A. Then we cover the set N once by the sets A
and N A and r 1 times by r 12  3K 2 triples (B[(T Ti;j); B1[(T Ti;j+1); B2[(T Ti;j+2))
containing neither A nor N  A. This contradicts the choice of H.
Lemma 4.1.30. jQj < 4k + 4.
Proof. Suppose jQj  4k + 4. By Lemma 4.1.29, Q contains a solid 1-edge fag. Let Q  a =
fb1; : : : ; b4k+3; : : : ; bjQj 1g. By Lemma 4.1.28, for each i = 1; 2; : : : ; 4k + 3, we can nd Bi with
2  jBij  3 such that Bi\Q = fbig. Let L := N a 
S4k+3
i=1 Bi. By denition, j
S4k+3
i=1 Bij  12k+9.
Since n  13k + 13, jLj  13k + 3   1   (12k + 9) = k + 3. Let L0  L with jLj = k + 3. Let
M = N L0. Then H contains at least n 4k 5 edges fa1g; : : : ; fan 4k 5g such that allM ai are
also in H, since a 2M ai and k+3  jM aij  jT j k 3. Recall that for each i = 1; : : : ; 4k+3,
Bi 2 H and M  Bi 2 H. Since r  n  1, the edges
fa1g; : : : ; far+1 4k 5g;M   a1; : : : ;M   ar+1 4k 5; B1; : : : ; B4k+3;M  B1; : : : ;M  B4k+3;M
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form an r-regular subgraph of H, a contradiction.
Lemma 4.1.31. If fag is a solid 1-edge and B 2 H with a =2 B, then jB \ T j < dlog2 ke+ 5.
Proof. If there is a set B with a =2 B and jB\T j  dlog2 ke+5, then by Lemma 4.1.23, we can
nd B1; B2; : : : ; B8k 2 H such that Bi  B, B\Q = Bi\Q, since 2dlog2 ke+4 (dlog2 ke+5)  8k. Let
X  N (B[Q) with jXj = k+3 and letM = N X. Since at least n 3k 2 (k+3) = n 4k 5
of 1-edges faig are in M , the sets
B1; : : : ; B4k+4;M  B1; : : : ; B  B4k+4; fa1g; : : : ; far 4k 5g;M   a1; : : : ;M   ar 4k 5;M
form an r-regular subgraph of H, a contradiction.
Lemma 4.1.32. There are at most 4k + 3 sets Ai 2 H such that no Ai is a 1-edge and no solid
1-edge a is contained in Ai.
Proof. Suppose that there are 4k + 4 such sets A1; : : : ; A4k+4. Then by Lemma 4.1.31,
jT \
4k+4[
i=1
Aij  (4k + 4)(dlog2 ke+ 5)  jT j   k   3:
Thus, as in the proof of Lemma 4.1.31, we can nd an r-regular subgraph of H by using Ai instead
of Bi.
Lemma 4.1.33. If fag is a solid 1-edge, then there is at most one D =2 H with a 2 D.
Proof. Suppose D1; D2 =2 H with a 2 D1 \D2. By Lemma 4.1.31, jDi \ T j  jT j   k + 3 for
i = 1; 2. So, jD1 \D2 \ T j  jT j   2k   6.
By Lemmas 4.1.31 and 4.1.32, at least jT j   (4k+4)(log2 k+6) elements in T are covered only
by 1-edges and sets containing a.
By (4.5), jT j   (4k + 4)(log2 k + 6)   2k   6 > 0. So there is c 2 D1 \ D2 such that c is not
covered by any edge of size at least 2 not containing a. Since H is (n; r)-strange, Then at most
2n 1 + 1  2 = 2n 1   1 edges of H contain c. Thus the family Hc = fA 2 H : c 2 Ag has at least
2n 2 + r   1 edges on n   1 vertices, and by Theorem 4.1.2 we get an r-regular subgraph of H 0
which is also a subgraph of H, a contradiction.
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Proof of Theorem 4.1.22. By Lemma 4.1.29, H has a solid 1-edge fag. By Lemma 4.1.33,
there is at most one set D =2 H with a 2 D. Since H is (n; r)-strange, such D exists and exactly
r   1 edges of H do not contain a, call them B1; : : : ; Br 1.
Case 1:
Sr 1
i=1 Bi = N a. Let l be the minimum integer such that we can renumber B1; : : : ; Br 1
so that
Sl
i=1Bi = N   a. Let B = fBl+1; : : : ; Br 1g. Let C1 = B1; C2 = B2  B1; C3 = B3  B2  
B1; : : : ; Cl = Bl   B1   B2        Bl 1. By the minimality of l, Ci 6= ; for every i = 1; : : : ; l. By
construction, fC1; : : : ; Clg is a partition of N   a.
For every i = 1; : : : ; l, there are 2jCij   2 ways to choose a nonempty proper subset A of Ci.
By Lemma 4.1.7, for each proper subset A of Ci, one of A and Bi   A is in H, and hence it is
in B. It follows that B contains at least 12(2jCij   2) = 2jCij 1   1  jCij   1 sets B such that (i)
0 < jB \Cij < jCij and (ii) B \Cj = ; for all i+ 1  j  l. Since all Cis are disjoint, we conclude
that jBj Pli=1(jCij   1) = n  1  l. Together with B1; : : : ; Bl, we have at least n  1 members of
H not containing a. This contradicts the fact that H has only r  1  n  2 sets not containing a.
Case 2: There is y 2 N   a   Sr 1i=1 Bi. Since N   D 2 H and a =2 N   D, y =2 N   D. So,
y 2 D. Thus y belongs to at most 2n 2  1 members of H containing a and to none not containing
a. So, the family H 0 = H   y has at least 2n 1 + r   2  (2n 2   1) = 2n 2 + r   1 members. By
Theorem 4.1.2, H 0 has an r-regular subgraph, which is also a subgraph of H, a contradiction.
4.1.5 Proof of Theorem 4.1.5
Suppose H is (n; r)-strange hypergraph on N . By Theorem 4.1.22,
every S  N with jSj  n  15k   5 contains some A 2 H with jAj  2. (4.6)
Let B1; : : : ; Bl be the 1-edges not in full pairs. Let N1 = N   B1   B2        Bl. By Lemma
4.1.26, jN1j  n   k. So, by (4.6), N1 contains some Bl+1 2 H with jBl+1j  2. Then by Lemma
4.1.7, we can choose such Bl+1 with 2  jBl+1j  3. Let N2 = N1 Bl+1. Since jN2j  (n  k)  3,
again by (4.6) and Lemma 4.1.7, N2 contains some Bl+2 2 H with 2  jBl+2j  3. Similarly, we
nd Bl+3; : : : ; B5k+2. Since at least n   4k   2 of 1-edges are in full pairs, by Lemma 4.1.27, at
most 4k + 1 full pairs have no 1-edges. Among the at most 8k + 2 sets in these full pairs, at most
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4k+ 1 of the sets are in fB1; : : : ; B5k+2g, since jBij  3 and n  425. Thus some k+ 1 sets among
B1; : : : ; B5k+2 are not in full pairs. Call them A1; : : : ; Ak+1. Then for any I  [k+1], AI =
S
i2I Ai
is in H, otherwise AI and fAj : j 2 Ig together with r  1 full pairs yield an r-regular subgraph of
H. Therefore H contains 2k+1 1  r dierent pairs of edges of the kind AI ; A[k+1] I . They form
an r-regular subgraph of H covering A[k+1], a contradiction.
4.2 Hypergraphs with no equicovering subgraphs
In Section 4.2, we consider hypergraphs without t edge-disjoint subhypergraphs whose local be-
havior at vertices is somehow \the same". Such structures may be useful for fault-tolerance of
communication protocols.
In 1.3, we introduce the notion of t-EUP and t-EVP. Lindstrom [42] proved the following
theorem nding a sucient condition for t-EUP.
Theorem 4.2.1. [42] Every n-vertex hypergraph with more than n(t 1) edges satises the t-EUP.
We generalize the extremal problem studied by Lindstrom. Let U(n; t) denote the maximum
number of edges in an n-vertex hypergraph not satisfying the t-EUP. Let Uk(n; t) denote the
maximum number of edges in a k-uniform n-vertex hypergraph not satisfying the t-EUP. For
the weak t-EUP, let U0(n; t) and U0k(n; t) denote the corresponding extremal values for general
hypergraphs and k-uniform hypergraphs, respectively. For the t-EVP, use V instead of U to dene
the corresponding extremal problems. By denition, A(n; t)  Ak(n; t) for A 2 fU;U0;V;V0g.
n-vertex t-EUP weak t-EUP t-EVP weak t-EVP
graphs U2(n; t) U
0
2(n; t) V2(n; t) V
0
2(n; t)
k-uniform hypergraphs Uk(n; t) U
0
k(n; t) Vk(n; t) V
0
k(n; t)
general hypergraphs U(n; t) U0(n; t) V(n; t) V0(n; t)
In Section 4.2.1, we characterize the graphs satisfying the 2-EUP and those satisfying the 2-EVP,
yielding U2(n; 2) = U
0
2(n; 2) = n and V2(n; 2) = V
0
2(n; 2) = b43nc   1. In Section 4.2.2, we prove
V02(n; 3) = b43nc and

t  1 + 12(t 1)

(n  1)  (t  2)2  V2(n; t)  (2 + o(1))(t  1)n. In Section
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4.2.3, we consider k-uniform hypergraphs. We prove Vk(n; 2) 2 O(n) and V(n; 2) 2 O(n log n). We
also prove V(n; t);Vk(n; t) 2 O

n2

logn
log log logn
2
and obtain a lower bound for Vk(n; 2).
We close this introduction with several simple observations used in later proofs.
Observation 4.2.2. The weak 2-EVP and the 2-EVP are equivalent. Thus V(n; 2) = V0(n; 2),
and Vk(n; 2) = V
0
k(n; 2) for k  2.
Proof. If subhypergraphs H1 and H2 witness the weak 2-EVP, then H1   E(H1) \ E(H2) and
H2 E(H1)\E(H2) witness the 2-EVP, since each vertex loses the same number of incident edges
from H1 and H2.
Observation 4.2.3. U0(n; t) < n+ log2 t and U0k(n; t) < log2
 Pn
i=k
 
n
i

+ log2 t:
Proof. A hypergraph with m edges has 2m distinct subhypergraphs. An n-vertex hypergraph H
with dn+ log2 te edges has at least t2n distinct subhypergraphs. Since there are only 2n choices for
the span of a subhypergraph of H, by the pigeonhole principle there are t distinct subhypergraphs
with the same span. Thus H satises the weak t-EUP.
The second statement uses the fact that the span of nonempty k-uniform subhypergraphs has
size at least k.
Observation 4.2.4. Vk(n+ 1; t)  Vk 1(n; t) for k  3.
Proof. Let H be a (k 1)-uniform hypergraph not satisfying the t-EVP. Form H 0 from H by adding
one vertex x belonging to every edge. If H 01; : : : ; H 0t witness the t-EVP in H 0, then deleting x from
each edge in each H 0i yields H1; : : : ; Ht witnessing the t-EVP in H.
Observation 4.2.5. If H1 and H2 have equal degree at every vertex of G, then their symmetric
dierence contains no cut-edge of G.
Proof. Let e be a cut-edge of G contained in H1 but not H2. Let G
0 be a component of G  e. The
sum of the degrees of the subgraphs of H1 and H2 in G
0 dier by 1. Hence one of them is a graph
with odd degree sum, which does not exist.
Observation 4.2.6. If H1; : : : ; Ht witness the weak t-EVP in G, with degree 0 at v or degree dG(v)
at v, then deleting v yields graphs H 01; : : : ; H 0t witnessing the weak t-EVP in G  v.
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Proof. Since the usage of edges incident to v is the same in each Hi, ignoring those edges also
contributes the same degree from all t subgraphs at each of the remaining vertices.
4.2.1 The 2-EUP and the 2-EVP for Graphs
Our graphs have no repeated edges or loops. A walk in a graph is a list of vertices in which every
two consecutive vertices are adjacent (edges may repeat). A trail is a walk that traverses each edge
at most once (vertices may repeat). A walk or trail is closed if its rst and last vertices are the
same. A circuit is a closed trail. A cycle in a graph is a connected subgraph in which every vertex
has degree 2. The length of a walk, trail, circuit, or cycle is the number of edges it traverses, and
the object is even or odd as its length is even or odd.
We characterize the graphs satisfying the 2-EUP (Theorem 4.2.7) and the graphs satisfying
the 2-EVP (Theorems 4.2.9{4.2.10). From the characterizations, we determine U2(n; 2), U
0
2(n; 2),
V2(n; 2), and V
0
2(n; 2).
Theorem 4.2.7. A graph G satises the 2-EUP if and only if G has an even cycle or has a
component containing two odd cycles.
Proof. (Suciency) Alternating edges along an even cycle gives two subgraphs witnessing the 2-
EUP. Now, let G have a component containing odd cycles C1 and C2. If C1 and C2 share an edge,
then G has an even cycle. Otherwise, let P be a shortest path joining V (C1) and V (C2), with
endpoints u 2 V (C1) and v 2 V (C2). Let T be a trail that starts at u, follows C1, moves from u
to v through P , and follows C2. Alternating edges along W gives two subgraphs with vertex set
V (C1) [ V (C2) [ V (P ).
(Necessity) Let G1 and G2 be two subgraphs of G witnessing the 2-EUP, and take u0u1 2
E(G1)  E(G2). Since u1 must be covered by both E(G1) and E(G2), there exists u1u2 2 E(G2).
Iteratively, we nd uiui+1 2 E(G1) and ui+1ui+2 2 E(G2) for even i. Since G is nite, uk = uk+r
for some r and k. Taking the rst such repetition, uk; : : : ; uk+r 1 form a cycle. If r is even, then
G has an even cycle.
If r is odd, then by symmetry we may assume that ukuk+1 and ukuk+r 1 are both in E(G1).
Since G1 and G2 have the same span, we nd v1 such that ukv1 2 E(G2). We now generate
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v1; v2; : : : as above, with vjvj+1 2 E(G1) and vj+1vj+2 2 E(G2) for odd j, until we obtain vl = vl+s
or vl = us for some l and s with s > k; consider the rst such occurrence. (In particular, we ignore
u0; : : : ; uk 1, as if they had never been dened.)
If vl = vl+s, then vl; : : : ; vl+s 1 form an even cycle when s is even. If s is odd, then [vl; : : : ; vl+s 1]
and [uk; : : : ; uk+r 1] form two odd cycles in the same component of G.
If vl = us, then the edges we have discovered form three internally disjoint paths joining uk and
us. The union of some two of them is an even cycle.
Corollary 4.2.8. If a graph G does not satisfy the 2-EUP, then jE(G)j  n. Equality holds if
and only if every component of G has at most one cycle and all cycles in G have odd length. Thus
U2(n; 2) = n.
A nontrivial graph is a graph having an edge.
Theorem 4.2.9. A graph G satises the 2-EVP if and only if it has an even circuit.
Proof. (Suciency) If G has an even circuit, then alternating edges along it provides two subgraphs
witnessing the 2-EVP.
(Necessity) Let H1 and H2 be two subgraphs witnessing the 2-EVP in G. Since H1 and H2 have
the same number of edges and have equal degree at each vertex, their union H is a nontrivial graph
whose components have an even number of edges and have even degree at each vertex. Hence H
decomposes into cycles. If any such cycle has even length, then G contains an even circuit.
Otherwise, all cycles in the decomposition of a nontrivial component of H have odd length, and
there are an even number of them. Since a connected union of cycles has no cut-edge, two such
odd cycles C and C 0 are joined by two edge-disjoint paths P and P 0 in H. The endpoints of P
and P 0 on C are connected by two paths of opposite parity along C, and the same is true along
C 0. Hence the union of P , P 0, and appropriate paths connecting them in C and C 0 is a subgraph
traversed by an even circuit.
A cactus is a connected graph in which every edge is in at most one cycle. A strict odd cactus
is a cactus in which every cycle has odd length and no two cycles share a vertex.
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Theorem 4.2.10. A graph G fails to satisfy the 2-EVP if and only if every component is a strict
odd cactus.
Proof. (Suciency) Theorem 4.2.9 applies, since a strict odd cactus contains no even circuit.
(Necessity)We use induction on n, where n = jV (G)j. Let G be an n-vertex graph not satisfying
the 2-EVP. For n  3, the statement is true. For larger n, since every tree is a strict odd cactus, we
may assume that G has a cycle C; avoiding the 2-EVP requires C to be odd. If G = C, then G is a
strict odd cactus. Otherwise, both G  V (C) and C have fewer than n vertices and do not satisfy
the 2-EVP. By the induction hypothesis, each component of G  V (C) is a strict odd cactus. If at
most one edge joins V (C) to any such component H, then again every component of G is a strict
odd cactus.
Finally, consider edges xy and x0y0 with x; x0 2 V (C) and y; y0 2 V (H). Combining these two
edges with a y; y0-path in H yields an x; x0-path that is disjoint from C except for its endpoints.
Now adding one of the paths from x to x0 along C completes an even circuit, witnessing the 2-EVP
for G. Hence this possibility does not occur, and every component of G is a strict odd cactus.
Theorem 4.2.11. If an n-vertex graph G does not satisfy the 2-EVP, then jE(G)j  b43nc   1.
Also, the bound is sharp, so V2(n; 2) = b43nc   1.
Proof. By Theorem 4.2.10, every component of G is a strict odd cactus. A largest such graph on
n vertices is connected. If G has k cycles, then k  bn=3c, since each cycle has length at least
3 and the cycles share no vertices. Also, deleting one edge from each cycle yields a tree. Hence
jE(G)j = n   1 + k  43n   1. Equality holds for any strict odd cactus having bn=3c triangles
and j vertices not in triangles, where n  j mod 3 with j 2 f0; 1; 2g.
4.2.2 The t-EVP for Graphs
In this section we study V2(n; t). We give an upper bound in Theorem 4.2.16 using a theorem of
Alon, Friedland, and Kalai [9]. In Theorem 4.2.17, we construct a sequence of graphs to provide a
lower bound. We close the section by determining V02(n; 3) exactly in Theorem 4.2.23. We begin
with two well-known facts.
Fact 4.2.12. Every graph G has a bipartite subgraph H with jE(H)j  12 jE(G)j.
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Fact 4.2.13. [21] For k  2, there exists a prime number p such that k  p < 2k.
For q 2 N, a q-divisible graph is a graph where every vertex degree is a multiple of q.
Theorem 4.2.14. [9] If q is a prime power, then every n-vertex graph G with jE(G)j  (q 1)n+1
contains a q-divisible subgraph.
Lemma 4.2.15. Every t-divisible bipartite graph G satises the t-EVP.
Proof. For v 2 V (G), let c(v) = dG(v)=t. Form a graph G0 by expanding each vertex v 2 V (G)
into an independent set of size c(v) in which each vertex inherits t of the edges incident to v. The
graph G0 is t-regular and bipartite, so G0 decomposes into t edge-disjoint perfect matchings. These
perfect matchings correspond to t edge-disjoint subgraphs H1; : : : ; Ht of G, each having degree c(v)
at v. Thus H1; : : : ; Ht witness the t-EVP for G.
Theorem 4.2.16. If t is a prime power, then V2(n; t)  2(t 1)n. In general, V2(n; t)  2:4(t 1)n
and V2(n; t)  (2 + o(1))(t  1)n.
Proof. Let G be an n-vertex graph. If jE(G)j > m implies that G satises the t-EVP, then
V2(n; t)  m.
Suppose rst that t is a prime power and jE(G)j > 2(t  1)n. By Fact 4.2.12, G has a spanning
bipartite subgraph H such that jE(H)j > (t   1)n. By Theorem 4.2.14, H contains a t-divisible
subgraph Q. By Lemma 4.2.15, Q satises the t-EVP, and hence G does also.
Consider general t and jE(G)j > 2:4(t   1)n. By the preceding paragraph, it suces to nd a
prime power q between t and 1:2t. By Fact 4.2.13 (Bertrand's Postulate), there is a prime number
between t and 2t  1. For t  25, Nagura [47] proved that there is a prime between t and 1:2t. For
2  t  24, there fails to be a prime in the desired range for t 2 f4; 8; 14; 24g. However, for these
values there is a prime power in the desired range.
Meanwhile, Iwaniec and Pintz [29] proved that there exists t0 2 N such that for x > t0, there
is a prime between x  x23=42 and x. This yields V2(n; t)  (2 + o(1))(t  1)n in the same way as
above. The value 23=42 was further reduced to :525 in [10].
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Alon, Friedland, and Kalai [9] conjectured that the conclusion of Theorem 4.2.14 holds even
when q is not a power of a prime. This would improve the upper bound on V2(n; t) from 2:4(t 1)n
to 2(t  1)n.
A graph is k-degenerate if every subgraph has a vertex of degree at most k. In a (t   1)-
degenerate graph, every nontrivial subgraph has a vertex that cannot occur in the span of t edge-
disjoint subgraphs, so (t   1)-degenerate graphs cannot satisfy the t-EVP. There is an n-vertex
(t  1)-degenerate graph with as many as  t2+ (t  1)(n  t) edges, so V2(n; t)  (t  1)(n  t=2).
We improve the leading coecient.
Theorem 4.2.17. V2(n; t) 

t  1 + 12t 2

(n  1)  (t  2)2.
Proof. The k-fold wheel Wk;r is obtained from the complete bipartite graph Kk;r by adding the
edges of a cycle through the r vertices of degree k, giving them degree k + 2. Call the vertices of
degree r centers, the vertices of degree k + 2 rim vertices, and the edges joining central and rim
vertices spokes. In any copy of Wk;r, specify two distinct rim vertices as the head and tail. Note
that Wk;r has k + r vertices and r(k + 1) edges.
For t  2, let B1; : : : ; B` be copies of Wt 2;t+1. Let zi denote the tail of Bi (and z0 denote the
head of B1). For 1  i < `, merge zi with the head of Bi+1. Add edges joining all centers of Bi to
all centers of Bi+1, for 1  i < `. Let G`t be the resulting graph.
Note that G`t has `(2t   2) + 1 vertices and `(t + 1)(t   1) + (`   1)(t   2)2 edges. Writing
n = `(2t  2) + 1, the number of edges becomes (t  1 + 12t 2)(n  1)  (t  2)2. Hence it suces
to show that G`t does not satisfy the t-EVP.
Suppose that H1; : : : ; Ht are subgraphs of G
`
t witnessing the t-EVP. Let H = H1 [    [ Ht;
each vertex degree in H is a multiple of t. Say that the edges of H are \used". The edges of G`t
that are not spokes form a (t  2)-degenerate graph, so some spoke must be used.
Each rim vertex other than z0; : : : ; z` has degree t. Let i be the least index such that some spoke
in Bi is used. If only spokes incident to zi are used, then some center of Bi has degree between 1
and t  1. Hence some spoke not incident to zi is used. Since rim vertices have degree t in Bi and
form a connected subgraph, it follows that all edges of Bi are used except possibly some spokes
incident to zi.
103
If any spoke incident to zi is used, then its other endpoint has degree between t+ 1 and 2t  1
in H (t+ 1 rim vertices and up to t  2 centers in Bi+1). Hence no spoke of Bi at zi is used, but
all other edges of Bi are used.
Now zi has two neighbors in H that are rim vertices of Bi, plus up to t neighbors in Bi+1.
Hence dH(zi) = t. This requires the rim edges of Bi at zi to belong to Ha and Hb with a 6= b. The
remaining vertices of Bi have neighbors only in V (Bi) in H, and hence Ha must form a matching
there. However, jV (Bi)j = 2t  1, so no such matching is possible.
When n 6 1 mod 2(t  1), we may add one small complete graph and possibly one copy of Kt
to G`t (where ` = bn=(2t  2)c) to reach n vertices.
The remainder of this section determines V02(n; 3). We start with the lower bound.
Lemma 4.2.18. A graph containing at most one even circuit does not satisfy the weak 3-EVP.
Proof. Suppose that G satises the weak 3-EVP, witnessed by three distinct nontrivial subgraphs
H1;H2;H3 having equal degrees at each vertex. Since H1 and H2 are distinct and have the same
vertex degrees, the symmetric dierence of H1 and H2 is nontrivial, has even degree at each vertex,
and has an even number of edges in each component (the same number from both H1 and H2).
Hence each nontrivial component can be expressed as an even circuit. The same is true for H1 and
H3, which cannot have the same components since H2 and H3 are distinct. Hence G contains at
least two even circuits.
Lemma 4.2.19. V02(n; 3)  b43nc for n > 3.
Proof. Let j be the congruence class of n modulo 3, with j 2 f0; 1; 2g. Let G be a maximal strict
odd cactus with n vertices. As computed in Theorem 4.2.10, G has

4
3n
   1 edges and no even
circuit; also G has bn=3c triangles and j vertices not in triangles. Further restrict G when n  2
so that the vertices not in triangles are leaves with a common neighbor.
In each case, we add one edge to G. When j = 1, add one edge joining the vertex v that lies
in no triangle to a vertex of a nearest triangle; this creates one even circuit (of length 4). When
j = 2, add one edge joining the two leaves not in triangles, creating one even circuit (of length 6).
By Lemma 4.2.18, the resulting graph does not satisfy the weak 3-EVP.
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We construct an explicit example G0 for n = 6, consisting of disjoint triangles on abc and xyz
plus edges ax and by. Every proper induced subgraph of G0 has at most one even circuit and does
not satisfy the weak 3-EVP, by Lemma 4.2.18. Hence by Lemma 4.2.6 subgraphs witnessing it have
degree 1 at c and z and have degree 1 or 2 at the other vertices. If all have degree 1, then the
subgraphs are perfect matchings, but G0 has only two perfect matchings. If all have degree 2, then
they omit a perfect matching, and again there are only two.
Hence we may assume that exactly two vertices have degree 2. By symmetry, consider cases for
the degrees of x and y, with d(x)  d(y). If d(x) > d(y), then xz must appear in each subgraph.
By reasoning as in Lemma 4.2.6, G0   z then satises the weak 3-EVP, which it does not. If
d(x) = d(y), then in each case a subgraph with the specied degrees is determined by choosing xz
or yz, so again there are only two.
For larger multiples of 3, we use this 6-vertex subgraph G0 plus a maximal strict odd cactus G^
on n  6 vertices joined to G0 by a single cut-edge e. If there exist H1;H2;H3 witnessing the weak
3-EVP in G, then any two of them have equal degrees at all vertices. By Observation 4.2.5, the
symmetric dierence of any two cannot contain the cut-edge e. Hence all three agree on e. Hence
G   e satises the weak 3-EVP. This requires the weak 3-EVP to hold in G^ or G0, which it does
not.
The upper bound needs several lemmas.
Lemma 4.2.20. Let G be a graph.
(a) If G has dlog2 te edge-disjoint even circuits, then G satises the weak t-EVP.
(b) If G has three edge-disjoint trails with the same endpoints whose lengths have the same
parity, then G satises the weak 3-EVP.
Proof. (a) Let s = dlog2 te, so 2s  t, and let C1; : : : ; Cs be the given edge-disjoint even circuits.
There are two ways to take alternating edges on each circuit. Hence at least t distinct subgraphs
of C1 [    [ Cs have the same degrees at all vertices.
(b) Consider three edge-disjoint u; v-trails. If all have even length, then take alternating edges
in each trail, starting at u in two of the trails. Each way of doing this yields the same degree at all
vertices. The three ways to do it yield the weak 3-EVP.
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If all have odd length, then the union of two form an even circuit. Take alternating edges from
the other so that u and v are not covered, plus alternating edges along the circuit. The three ways
to choose a pair of trails and two ways to choose edges along the circuit yield six subgraphs having
the same degree at all vertices. Thus G satises the weak 6-EVP.
Lemma 4.2.21. If G has a path through w; x; y; z such that dG(x) = dG(y) = 2, then G satises
the weak t-EVP if and only if G0 satises the weak t-EVP, where G0 = G  fx; yg [ wz.
Proof. If H 01; : : : ; H 0t witness the t-EVP in G0, then modify each H 0i as follows. If wz 2 E(H 0i), then
put wx; yz 2 E(Hi) and xy =2 E(Hi), leaving the usage of all other edges the same. If wz =2 E(H 0i),
then put xy 2 E(Hi) and wx; yz =2 E(Hi), again leaving other edges as in H 0i. In each Hi, the
degree is 1 at x and at y, and at all other vertices it is the same as in H 0i, so H1; : : : ; Ht witness
the t-EVP in G0.
For the converse, let H1; : : : ; Ht witness the t-EVP in G. If each subgraph has degree 1 at both
x and y, then the transformation above can be reversed. If the subgraphs all have degree 0 or
degree 2 at x or y, then they all have the same usage of each edge in fwx; xy; yzg. Now letting
H 0i = Hi   fx; yg for all i yields subgraphs witnessing the t-EVP in G0 (they all omit the edge
wz).
We apply Lemma 4.2.21 to subdivisions of K4 that arise in the proof of the upper bound.
Lemma 4.2.22. Let G be a subdivision of K4, and call the paths joining branch vertices \threads".
If G has an odd cycle C through three branch vertices, and the cycles through exactly two threads
of C all have even length, then G satises the weak 3-EVP.
Proof. By Lemma 4.2.21, we may assume that every thread has length 1 or 2.
When all threads in C have length 1, the three threads incident to the remaining vertex z
all have the same parity. If they are single edges, then use the decomposition of K4 into three
matchings M1;M2;M3. Otherwise, the threads at z each have length 2. Each subgraph Hi uses
one edge incident to z and a path of length 4 joining the other two neighbors of z.
If only one thread in C has odd length, then the lengths of the two threads from its endpoints
to z have the same parity. If they have length 1, then we can treat that cycle as C above. If they
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have length 2, then the other thread at z has length 1; now exactly two threads (with no shared
endpoints) have odd length, and our graph G is obtained from K4 by subdividing the edges of a
4-cycle.
The 8-cycle has two crossing chords; call them uv and u0v0. Pairing uv with each of the two
perfect matchings in the 8-cycle generates two subgraphs with the same vertex degrees. A third
such subgraph uses u0v0 and the edges at u and v other than uv. Hence G satises the weak
3-EVP.
Theorem 4.2.23. V02(n; 3) = b43nc. That is, every n-vertex graph with more than

4
3n

edges
satises the weak 3-EVP, and this is sharp.
Proof. We need only prove the upper bound. Let G be an n-vertex graph with

4
3n

+1 edges. By
using the component with largest average degree, we may take G to be connected.
Let G0 be a subgraph of G with the most edges that contains no even circuit. Adding a cut-edge
joining components does not create a circuit. Hence G0 is a strict odd cactus spanning all of V (G),
by Theorem 4.2.9. By Theorem 4.2.10 and Theorem 4.2.11, jE(G0)j  43n   1. Thus G0 omits
at least two edges of G; choose e1; e2 2 E(G)   E(G0). By the denition of G0, adding ei to G0
creates an even circuit Ci. If C1 and C2 share no edge, then G satises the weak 4-EVP, by Lemma
4.2.20(a). Thus, we may assume that they share an edge.
Shrinking the odd cycles of G0 into vertices yields a tree T . Call the vertices of T nodes to
distinguish them from vertices of G0; they correspond to vertices or odd cycles in G0. Note that
C1  e1 and C2  e2 shrink to paths P1 and P2 in T . Since C1 and C2 are not edge-disjoint, P1 and
P2 intersect in T . If the intersection is one node of T , then C1 and C2 intersect in a single nontrivial
path in G. Since both circuits have even length, the endpoints of this path are joined by three
edge-disjoint trails of the same parity. Hence G satises the weak 3-EVP, by Lemma 4.2.20(b).
Hence we may assume that P1 and P2 intersect in a nontrivial path P
0 in T ; let u and w be
its endnodes. Let U and W be the subgraphs of G0 corresponding to u and w, they may be single
vertices or odd cycles in G0. Let Q0 be the subgraph of G0 corresponding to P 0. Let x0 and y0 be
the vertices of U and W with largest degree in Q0, and let Q
0
0 be an x0; y0-path through Q0.
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For i 2 f1; 2g, let Qi be the trail obtained from Ci by deleting E(Q0); note that ei 2 E(Qi).
Let xi and yi be the endpoints of Qi in U and W , respectively.
If Q2 visits an odd cycle C^ in G
0, then let x and y be the vertices in U andW that are endpoints
of C2  E(C1). By traversing C^ appropriately, we obtain a trail whose length has the same parity
as the two x; y-trails along C1, and Lemma 4.2.20(b) applies. Hence we may assume that Q2 (and
similarly Q1) visits no such cycle.
Now combining Q1 and Q2 with appropriate traversals through U and W may yield an even
circuit containing Q1 and Q2. If this happens, and Q
0
0 visits an odd cycle in G
0, then again
Lemma 4.2.20(b) applies.
Hence two cases remain. In one case, x0 = x1 = x2 and y0 = y1 = y2, these are the only vertices
of U and W , and Q1 and Q2 are paths with opposite parity. Now Q1 [ Q2 is an odd cycle that
shares vertices with no odd cycles in G0. Letting e0 be the edge of Q00 incident to U , we now have
G0   e0 [ fe1; e2g as a subgraph of G having no even circuit, contradicting the maximality of G0.
In the remaining case, the interior nodes of P 0 are single vertices in G0, not odd cycles. The
x1; x0-path through U in C1 and the x2; x0-path through U in C2 may or may not overlap. If they
overlap, then taking the complement within U for each of these paths makes them disjoint but
changes the parity of the circuits. However, if the same thing happens within W , then performing
the complementations at both ends of P 0 leaves us with two even cycles C 01 and C 02 in G whose
intersection is the single path P 0, and Lemma 4.2.20(b) applies. The same holds if complementation
was not needed on either end.
We are left with the case where C1 and C2 both contain the x1; x2-path through U that avoids
x0, while in W they contain the edge-disjoint y0; y1-path and y0; y2-path. Deleting the edges and
interior vertices of the y1; y2-path (if any exist), we obtain a subdivision of K4. Three of the thread
form the odd cycle U . Each of C1 and C2 is a union of four threads in this subdivision with total
length even, omitting one of the threads in U . It follows that the circuit in the subgraph obtained
by omitting the remaining thread in U also has even length. Hence Lemma 4.2.22 applies, and G
satises the weak 3-EVP.
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4.2.3 The Weak t-EVP and t-EVP for Hypergraphs
In this section, we obtain further upper bounds. For the case t = 2, recall that the 2-EVP and
weak 2-EVP are equivalent.
Theorem 4.2.24. If k  3, then V0k(n; t) < (log2 k + 3 log2 log2 k)n + log2(t   1). In fact, more
than this many edges forces the weak t-EVP for any hypergraph whose average edge-size is at most
k.
Proof. It suces to prove that an n-vertex hypergraphH withm edges of average size at most k sat-
ises the weak t-EVP, wherem = d(log2 k + 3 log2 log2 k)n+ log2(t  1)e. Let V (H) = fv1; : : : ; vng,
and let di = dH(vi). For every subhypergraph H
0, we have dH0(vi)  di. Hence there are at mostQn
i=1(di + 1) degree lists of subhypergraphs. Since
Pn
i=1 di = km, it follows that
Qn
i=1(di + 1)  
km
n + 1
n
.
With m edges in H, there are 2m subhypergraphs of H. If 2m > (t  1)  kmn + 1n, then some
t subhypergraphs have the same degree list. With u = m=n, we need 2u > (t   1)1=nku + 1. It
suces to have u  log2 k + 3 log2 log2 k + log2(t  1).
The constant 3 can be decreased to a constant 1 + ck with ck > 0 by carefully considering
lower-order terms. As k ! 1, actually ck ! 0, but quite slowly. For t = 2, still ck > 0:01 when
k = 1042. Below we show ck and m for small values of k when t = 2.
k 3 4 5 6 7 8
ck 1:9389 1:1314 0:8569 0:7162 0:6296 0:57041
m < 3:5377n < 4:1314n < 4:5787n < 4:9364n < 5:23417n < 5:48904n
When we say nothing about the average size of edges, Theorem 4.2.24 still gives an upper bound
by setting k = n.
Corollary 4.2.25. V0(n; t) < n(log2 n+ 3 log2 log2 n) + log2(t  1).
The upper bound in Theorem 4.2.24 is not valid for Vk(n; t) when t  3 because the t subhyper-
graphs found with the same degree lists need not have the same pairwise intersections. This means
there is no set of edges to discard from them all that preserves equality of degrees. To avoid this
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problem, we use the fact that large families of sets contain large subfamilies with common pairwise
intersections.
Denition 4.2.26. A family of r sets is an r--system if the intersections of any two sets in the
family are the same. Let f(k; r) be the least integer q such that every k-uniform family of q sets
contains an r--system. Let g(m; r) be the least integer q such that every family of q subsets of an
m-element set contains an r--system.
Theorem 4.2.27 (Kostochka [39]). For r  3 and  > 1, there exists D(r; ) such that f(k; r) 
D(r; )k!( (log log log k)
2
 log log k )
k.
Theorem 4.2.28 (Erd}os and Szemeredi [23]). g(m; 3)  2(m :1
p
m).
In proving this upper bound, Erd}os and Szemeredi used f(k; 3)  (1 + o(1))k!, which was the
best known upper bound at the time. Kostochka's later improvement in Theorem 4.2.27 yields a
better upper bound for g(m; r) when r is xed and m is large. The proof is the same as that in [23],
just invoking the improved bound on f(k; r) at the appropriate point.
Lemma 4.2.29. For r  3 and  > 0, there exists N(r; ) such that g(m; r) < 2m (1 )
p
m log log logm
for m  N(r; ).
Theorem 4.2.30. If t  3 and  > 0, then V(n; t) < (4 + )n2( lognlog log logn)2 for n  N(t; ), where
N(t; ) is dened as in Lemma 4.2.29.
Proof. Let H be an n-vertex hypergraph with n  N(t; ) and jE(H)j  (4+ )n2( lognlog log logn)2. We
show that H satises the t-EVP.
As in Theorem 4.2.24, let V (H) = fv1; : : : ; vng and di = dH(vi). For every subhypergraph H 0,
we have dH0(vi)  di. Again there are at most
Qn
i=1(di + 1) degree lists of subhypergraphs. Since
0  di  m for all i, it follows that
Qn
i=1(di + 1)  (m+ 1)n.
With m edges in H, there are 2m subhypergraphs of H. Let q =
l
2m
(m+1)n
m
; there are distinct
subhypergraphs H1; : : : ; Hq having the same degree list.
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Since m = (4 + )n2

logn
log log logn
2
, Theorem 4.2.29 yields
log q > m  n log(m+ 1) > m  n log
 
n2

log n
log log log n
2!
= m  2n log n  n log
 
log n
log log log n
2!
> m  (1  )pm log log logm  o(pm)
> m  (1  )pm log log logm > log g(m; t):
Thus, q  g(m; t), which implies that among H1; : : : ; Hq, each viewed as a subset of the set
of m edges in H, there exists a -system of size t. That is, we obtain t subhypergraphs that are
pairwise disjoint except for the same set of edges shared by all of them. Deleting that common
subset yields t subhypergraphs witnessing the t-EVP.
The same argument yields a bound when the average size of edges is at most k. As in Theo-
rem 4.2.24, use
Qn
i=1(di + 1) 
 
km
n + 1
n
.
Theorem 4.2.31. If t  3, k  2, and  > 0, then Vk(n; t) < (1 + )n2

logn
log log logn
2
for n 
maxfk;N(t; )g.
If the upper bound in Lemma 4.2.29 can be improved to (2   r)n, then we obtain an upper
bound of Ctn log k for Theorem 4.2.31 and an upper bound of Ctn log n for Theorem 4.2.30, where
Ct is a constant depending on t.
Erdos and Rado conjectured that f(n; t)  (c1(t))n. If this conjecture is true, then in Lemma 4.2.29
it yields g(n; t)  2n c
p
n logn, and in Theorem 4.2.30 it yields V(n; t)  c2(t)n2, where c1(t) and
c2(t) are functions of t.
We close with a simple lower bound.
Lemma 4.2.32. Let H 0 and H 00 be disjoint k-uniform hypergraphs. Fix s with s  log2 k, and form
a hypergraph H by adding s edges to H 0 [H 00 so that the ith added edge has exactly 2i 1 vertices
in V (H 0). If both H 0 and H 00 fail the 2-EVP, then also H fails the 2-EVP.
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Proof. Let F be the set of s added edges. Since H 0 and H 00 fail the 2-EVP, a pair fH1;H2g
witnessing the 2-EVP in H must use some edge in F . Since H1 and H2 share no edges, and the
contributions by edges of F to the total degree in V (H 0) are distinct powers of 2, the contributions
by E(H1) \ F and E(H2) \ F to the total degree in V (H 0) are distinct. Since
Pblog2 kc
i=1 2
i 1 < k,
the dierence between the two amounts is less than k. However, the total degree contributed by
edges in H 0 is a multiple of k (for both H1 and H2). Hence the total degrees in V (H 0) for H1 and
H2 are distinct, so they cannot witness the 2-EVP.
Corollary 4.2.33. If k  3, then Vk(n+ k   3; 2)  11n 317 .
Proof. By Observation 4.2.4, it suces to prove V3(n; 2)  11n 317 .
By exhaustive computer search, we know that the 7-vertex 3-uniform hypergraph with 10 edges
whose incidence matrix appears below does not satisfy the 2-EVP. Starting with r copies of this
hypergraph, r  1 applications of Lemma 4.2.32 adds r  1 edges (since blog2 3c = 1) and produces
a 3-uniform hypergraph with 7r vertices and 11r   1 edges. Similarly, we can add one edge for
each vertex beyond a multiple of 7. Letting n = 7r + j with 0  j  6, we obtain V3(n; 2) 
11n j7   1 + j  11n 317 .
26666666666666666666666666664
1 2 3 4 5 6 7
f1; 2; 3g 1 1 1 0 0 0 0
f1; 2; 4g 1 1 0 1 0 0 0
f1; 2; 5g 1 1 0 0 1 0 0
f1; 3; 4g 1 0 1 1 0 0 0
f1; 5; 6g 1 0 0 0 1 1 0
f1; 6; 7g 1 0 0 0 0 1 1
f2; 3; 6g 0 1 1 0 0 1 0
f2; 4; 7g 0 1 0 1 0 0 1
f3; 5; 7g 0 0 1 0 1 0 1
f4; 5; 6g 0 0 0 1 1 1 0
37777777777777777777777777775
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