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$A^{a}x$ $=$ $b^{a}$ .
[1] .
1. $A$ $\mathrm{Z}$ Aa $=(I+U)A$ $\mathrm{Z}$ .
2. $A$ $\mathrm{Z}$ $1\leq i<n-1$ ,
$\frac{f_{i}^{m}}{d_{i}^{m}-e_{i}^{m}}>\frac{f_{i}^{a}}{d_{i}^{a}-e_{i}^{a}}$ $(\geq 0)$











$A^{a(k)}$ Gauss-Seidel $T^{a(k)}$ . $k$ k .
$k=0$ $\tau^{a(0}$ ) Gauss-Seidel . Ta(R Gauss-
Seidel . $T^{a(2)}$ 2 Gauss-Seidel .
3 $A=I-L-U=(a_{ij}),$ $1\leq i,j\leq n$ $\mathrm{Z}$ .
k $A^{a(k)}$ $\mathrm{Z}$ .
1 Gauss-Seidel Gauss-Seidel ,
1 .
2
$A^{a(2)}$ $=$ $(D^{a(2)})^{-}1(I+U^{a(1)})(D^{a}(1))^{-}1(I+U^{a(0)})A$ ,
. , $D^{a(1)},$ $D^{a}(2)$ , $(I+U^{a(0)})A,$ $(I+U^{a(1)})A^{a}(1)$
. $(I+U^{a(0)})A$ $\mathrm{Z}$ , $(I+U^{a(1)})$ ,






$a_{ij}^{a(k)}$ $=$ $(d_{i}^{a(k)})-1(a_{ij}^{a(k-}-) \sum^{n}1a^{a}\iota=i+1i\iota lj(k-1)a(ka-1))$ (1)
$f_{\mathit{0}\Gamma}1\leq i,j\leq n$ .
148
, $d_{i}^{a(k)}$ $(I+U^{a(k)})A^{a}(k-1)$ $i$ . ,
$\theta_{i}^{(k)}=(1-\sum_{i\iota=+1}a^{a}la^{a_{i}(}i\mathrm{t}(k-1)k-1\rangle)>0$ . (2)




$=$ $(1-$ $\sum na_{il}^{a}(k-1)a_{i}(k-1)1a_{l})^{-}$
$j=1$ $l=i+1$
$\sum$ ($a^{a()}nijk-1-$ $\sum na_{i\iota lj}^{a(k-1)a}a$ )(k-1)>0$ $(1\leq i\leq n)$ ,
$j=1$ $l=i+1$
$\sum a_{ij}na(k)$
$=$ $(1-$ $\sum nO_{il}a_{[i}a(k-1)a(k-1))^{-}1$
$i=1$ $l=i+1$
$\sum(\mathit{0}_{ij}^{a(})nk-1-$ $\sum na_{il}^{a}(k-1)a_{l})a(k-1)j>0$ $(1\leq j\leq n)$ .
$i=1$ $l=i+1$
, $A^{a(k)}$ .
, $A$ $\mathrm{Z}$ , k
. $\blacksquare$
4. $A=I-L-U=(a_{ij})$ $\mathrm{Z}$ . ,
$\rho(T^{a(k}))\leq\rho(T^{a(k1}-))$ $k\geq 2$ ,
.
. $k-1$ , k ,
$A^{a(k-1})$ $=$ $I-L^{a(k-1)}-U^{a(k}-1)$ ,
$A^{a(k)}$ $=$ $(D^{a(k)})^{-1}(I+U^{a}(k-1))Aa(k-1\rangle$ .






, $\iota_{i}a(k-1),$ $u^{a}i(k-1)$ $L^{a()}k-1,$ $U^{\mathfrak{a}}(k-1)$ $i$ $\blacksquare$
$2$




. U , . , $-UL$ $U^{2}$
. -U $n-1\mathrm{x}n-1$ ,
$-UL=E+F$








, $(u^{2})_{i},$ $fi,$ $li,$ $e_{i}$ , $U^{2},$ $F,$ $L$ , E $i$ .
5. $B$ $A=I+B$ $Ax=b$
Gauss-Seidel T $=$ (I–L)-lU , Gauss-Seidel
.
$\max_{i}\frac{|(u^{2})_{i}-fi|}{1-l_{i}+e_{i}}<\max_{i}\frac{u_{i}}{1-l_{i}}<1$
, $(u^{2})_{i},$ $f_{i},$ $\iota_{i},$ $e_{i},$ $u_{i}$ $U^{2},$ $F,$ $L,E$ , U $i$ .
Gauss-Seidel
$\rho(T)\leq\max_{i}\frac{u_{i}}{1-l_{i}}<1$ $1\leq i\leq n$
. , $E$ .
$1-l_{i}+e_{i}$ $>$ $1-l_{i}$ (4)








$|(u^{2})_{i}-fi|$ $<u_{i}$ . (5)
$(u^{2})_{i}$ , $U^{2}$ , F $i$ . 2. (4) (5) ,
$\rho(T^{a})\leq\max_{i}\frac{(u^{2})_{i}-f_{i}}{1-l_{i}+e_{i}}<\max_{i}\frac{u_{i}}{1-l_{i}}<1$ $1\leq i\leq n-1$
, Gauss-Seidel . $\blacksquare$
$\mathrm{Z}$ .
3





,$a= \frac{1}{n}$ $b= \frac{1}{n+1}$ , $c= \frac{1}{n+2}$
. $n=100,2\mathrm{o}\mathrm{o},$ $300$ ( 2, 3, 4).
$\mathrm{Z}$























$\mathrm{p}=1.05,.2$ $\mathrm{Z}$ 8,9 .
.
8 ( $\mathrm{p}=1$ . $05$ )
$n=50$ $n=100$ $n=200$ $n=300$
GS 198 211 222 209
$k=1$ 108 115 121 114
$k=2$ 67 72 76 72
$k=3L\cdot-\Lambda$ $44\mathrm{a}\mathrm{n}$ $47\mathrm{a}\mathrm{o}$ $502\Lambda$ $47\mathrm{Q}\mathrm{Q}$
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– . 10,11 .
10 ( $\mathrm{p}=1$ . $05$ )
$n=15$ $n=100$ $n=200$ $n=300$
GS 270 258 263 265
$k=1$ 9 10 10 10
$k=2$ 9 9 9 9
$k=3$ 6 6 7 7
$k=4$ 5 5 5 5
$k=5$ 4 4 4 4
p 1058 1053 1052
$k$ k $\mathrm{G}\mathrm{S}$ .
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11 ( $\mathrm{p}=2$ )
$n=50$ $n=100$ $n=200$ $n=300$
GS 19 20 21 21
$k=1$ 7 7 7 7
$k=2$ 6 6 6 6
$k=3$ 5 5 5 5
$k=4$ 4 4 4 4
$k=5$ 3 3 3 3
p 201 201 200 200
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