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Abstract
A scheme for the solution of fluid-structure interaction (FSI) problems with
weakly compressible flows is proposed in this work. A novel hybridizable discontinu-
ous Galerkin (HDG) method is derived for the discretization of the fluid equations,
while the standard continuous Galerkin (CG) approach is adopted for the structural
problem. The chosen HDG solver combines robustness of discontinuous Galerkin
(DG) approaches in advection-dominated flows with higher order accuracy and effi-
cient implementations. Two coupling strategies are examined in this contribution,
namely a partitioned Dirichlet–Neumann scheme in the context of hybrid HDG-CG
discretizations and a monolithic approach based on Nitsche’s method, exploiting the
definition of the numerical flux and the trace of the solution to impose the coupling
conditions. Numerical experiments show optimal convergence of the HDG and CG
primal and mixed variables and superconvergence of the postprocessed fluid velocity.
The robustness and the efficiency of the proposed weakly compressible formulation,
in comparison to a fully incompressible one, are also highlighted on a selection of two
and three dimensional FSI benchmark problems.
Keywords: fluid-structure interaction; finite elements; hybridizable discontin-
uous Galerkin; weakly compressible flows; Navier–Stokes equations; Nitsche’s
method.
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1 Introduction
The simulation of the interaction of fluid flows with flexible structures is of great interest in
many engineering fields and it has been extensively investigated over the last decades. The
numerical techniques developed for the solution of this challenging multiphysics problem
can be catalogued based on many different aspects, for instance, with respect to the spatial
discretization, the kinematical description, and the coupling of the fluid and the structure
subproblems.
Among many other techniques developed so far, the finite element method is one of
the most successful spatial discretization approaches for the solution of the partial differ-
ential equations (PDEs) underlying many physical phenomena, including fluid-structure
interaction. The standard continuous Galerkin method provides computationally efficient
discretizations with a very limited number of degrees of freedom (DOFs) for the solution
of elasticity problems. For an overview on CG methods for solid mechanics, the inter-
ested reader is referred to [54]. On the other hand, the interest in discontinuous Galerkin
methods has increased over the last decades in the computational fluid dynamics commu-
nity [12,29,43] because of their distinctive properties, such as the inherited stabilization of
the convection terms in conservation laws, the ability to construct high order discretiza-
tions on unstructured meshes and the flexibility in performing p-adaptivity in addition
to the classical h-adaptivity. More recently, hybridizable discontinuous Galerkin methods
have gained a lot of attention owing to their reduced computational costs with respect to
classical matrix-based DG approaches, thanks to the reduced number of global DOFs in the
associated linear systems, especially for high-degree polynomial approximations. Moreover,
the possibility to obtain a superconvergent solution through an efficient element-by-element
postprocessing allows to obtain an improved approximation of the solution and to drive
efficient degree adaptivity procedures [19,20,46]. In the context of flow problems, the HDG
method has been successfully applied for the discretization of fully compressible flows [42]
as well as incompressible flows [17,19,40]. The strong enforcement of the symmetry of the
stress tensor via Voigt notation to retrieve the optimal convergence of the mixed variable
and to ensure the superconvergence of the postprocessed solution without additional en-
richment of the discrete spaces has been proposed in [17,45] and it is exploited also in the
proposed formulation for weakly compressible flows. The solution of FSI problems with
incompressible flows by means of the HDG method for both the fluid and the structure has
been formulated in [47, 48]. However, these formulations are computationally much more
expensive than the one proposed here and they moreover fail to provide an optimal con-
vergent structural strain field (and therefore a superconvergent displacement field), losing
therefore one of the key advantages of the HDG method.
A successful coupling of DG and CG methods for the solution of fluid-structure inter-
action problems has been proposed in [15], where the high-order accuracy in time given
by the implicit-explicit Runge–Kutta method has been demonstrated on a non-trivial test
problem. As opposed to [15], the formulation proposed here aims to couple the HDG
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method for the discretization of the fluid equations and the CG method for the solution of
the structural problem and a high-order accuracy is demonstrated for the hybrid spatial
discretization on a problem with manufactured solution. A first attempt to couple HDG
and CG discretizations has been proposed in [41], while an improved minimally-intrusive
HDG-CG coupling has been formulated in [33] for the solution of multi-material structural
problems, involving compressible and nearly incompressible solids.
An important aspect in the simulation of multiphysics problems is the choice of an
appropriate kinematical description. Pure fluid problems are commonly solved with an
Eulerian description, i.e., the computational mesh is fixed and the fluid moves with re-
spect to the grid. This approach facilitates the treatment of large distortion in the fluid
motion and it is in particular indispensable in case of turbulent flows. On the contrary,
the Lagrangian description is usually used in structural mechanics and with this approach
the nodes of the mesh follow the associated material particles during the motion, facili-
tating the tracking of free surfaces and interfaces between different materials. Arbitrary
Lagrangian–Eulerian (ALE) algorithms [27] aim to combine the advantages of the classical
kinematical descriptions by introducing a computational mesh which can move with a ve-
locity independent of the velocity of the material particles. This technique is particularly
useful for flow problems in the presence of mobile and deforming boundaries, as it happens
in fluid-structure interaction [34,44,53].
In the formulation derived here, the Arbitrary Lagrangian–Eulerian method is used for
the description of the fluid flow, while the total Lagrangian method is adopted for the
description of the structural motion.
Regarding the coupling of the single fields, partitioned schemes solve one subproblem
per time and exchange the interface information between the fluid and the structure. The
exchange of the interface state is performed just once per time step in the so-called loosely-
coupled staggered approaches [11], while the solution of the flow and structural problems
are repeated within one time step until a convergence criterion is satisfied in the strongly-
coupled staggered approaches [31]. The partitioned schemes may suffer several stability
and convergence issues, but on the other hand they allow the use of well established and
optimized single-field solvers. In particular, these schemes are affected by a detrimental
phenomenon, defined in literature “artificial added mass effect” and analyzed in [3, 14]
in the context of incompressible flows. In a recent work [32], it is analytically demon-
strated how the introduction of a weak compressibility in the fluid formulation alleviates
the constraints of the instability condition of the artificial added mass effect, thanks to
the reduction of the maximal eigenvalue of the so-called added mass operator. Moreover,
in comparison to a fully incompressible solver, a significant reduction of the coupling it-
erations and the computational time is observed. It is worth highlighting that alternative
approaches to relax the incompressibility constraint based on the artificial compressibility,
as the ones proposed in [1, 2] in the context of DG methods, provide a strongly consis-
tent approximation of the incompressible Navier–Stokes equations. Embedding such fluid
solvers in a partitioned FSI code would not offer any beneficial contribution against the
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artificial added mass effect. A general framework for constructing high-order partitioned
solvers based on implicit-explicit Runge–Kutta methods for the solution of multiphysics
problems (including fluid-structure interaction) has been introduced in [25], where four
consistent predictors are proposed, leading to different partitioned solvers that preserve
the theoretical order of accuracy of the temporal integration scheme. As opposed to the
partitioned strategies, in a monolithic framework [23,34], a unique solver is in charge of the
solution of the complete system of nonlinear equations. This approach exhibits a higher ro-
bustness and it is usually faster compared to partitioned strategies in challenging cases, but
it requires an ad hoc implementation. In addition, the adoption of efficient preconditioners
is often needed for the solution of computationally demanding problems.
In the present contribution, a strongly-coupled staggered scheme based on the Dirichlet–
Neumann partitioning is revisited for the hybrid HDG-CG coupling and a novel FSI mono-
lithic approach based on Nitsche’s method is also introduced. It is worth noting that the
partitioned algorithm adopted here considers a strong Gauss–Seidel-type predictor, which
is acknowledged in [25] to be most stable among the techniques therein analyzed. A weak
compressibility is then considered in the fluid formulation in order to provide an improved
robustness and efficiency for the coupled solver.
The present article is organized as follows. First, the novel HDG formulation for
weakly compressible flows is derived in section 2 for pure fluid problems with an Ar-
bitrary Lagrangian–Eulerian description. In section 3 the standard CG formulation for
nonlinear elastodynamics is briefly recalled and the two HDG-CG coupling strategies for
fluid-structure interaction are presented. Section 4 is devoted to the numerical validation
of the pure fluid formulation first and the coupling strategies for fluid-structure interaction
afterwards. Finally, in section 5, the results of this work are summarized.
2 HDG formulation for weakly compressible flows
In this section, the governing equations of unsteady weakly compressible flows are first
presented with regards to fixed domains and then formulated according to the Arbitrary
Lagrangian–Eulerian description to deal with moving domains. A brief overview on Voigt
notation is provided to handle symmetric tensors and the HDG formulation of the local
and global problems is derived together with a postprocessing procedure to construct an
improved approximation of the solution.
2.1 Governing equations
Let Ωx ∈ Rnsd be a fixed open bounded domain with boundary ∂Ωx = ΓDx ∪ ΓNx with
ΓDx ∩ ΓNx = ∅ and nsd being the number of spatial dimensions and let Tend > 0 be the final
time of interest. The governing equations of time-dependent weakly compressible flows
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read: 
∂ρ
∂t
+∇ · (ρυ) = 0 in Ωx × (0,Tend) ,
∂ρυ
∂t
+∇ · (ρυ ⊗ υ)−∇ · σ = ρb in Ωx × (0,Tend) ,
p (ρ) = 0 in Ωx × (0,Tend) ,
(1)
where ρ represents the fluid density, p the pressure, υ the velocity field, σ the Cauchy
stress tensor and b an applied body force. For a Newtonian fluid, it is assumed that the
stress tensor and the augmented strain rate tensor are linearly related, therefore
σ = −pInsd + 2µ∇Sυ + λ (∇ · υ) Insd . (2)
The operator ∇S := 1
2
(∇+∇T ) returns the symmetric part of the gradient while Insd
denotes the nsd×nsd identity matrix. In equation (2), µ is the dynamic viscosity and λ the
so-called second coefficient of viscosity. Stokes’ hypothesis states the following relationship
between the two material variables:
λ = −2
3
µ. (3)
The conservation of energy is taken into account by an equation of state p (ρ) = 0 defining a
relationship between the fluid pressure and the density. For weakly compressible Newtonian
fluids, a linear relationship is used [51]:
ρ = ρ0 + ε (p− p0) , (4)
where ε is a (small) constant isothermal compressibility coefficient, while ρ0 denotes the
mass density evaluated at the reference pressure p0. Equation (4) has been considered for
numerical simulations of weakly compressible flows in long tubes, such as waxy crude oil [52]
and polymer extrusion [50]. Though equation (4) is very attractive for its simplicity, other
pressure-density relations have been used in literature, like the Murnaghan–Tait model [32].
In order to derive the Arbitrary Lagrangian–Eulerian description of the flow, the ALE
convective velocity, defined as the velocity of the fluid relative to the moving background
mesh (whose velocity is indicated here with a), is introduced:
c = υ − a. (5)
Using the ALE time derivative (i.e., the time derivative with respect to the reference
configuration), the governing equations of the fluid problem under analysis on a deforming
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domain Ω can be written as:
∂ρ
∂t
+ ρ∇ · a +∇ · (ρc) = 0 in Ω× (0,Tend) ,
∂ρυ
∂t
+ ρυ∇ · a +∇ · (ρυ ⊗ c)
−∇ · σ = ρb in Ω× (0,Tend) ,
p (ρ) = 0 in Ω× (0,Tend) ,
ρ = ρ0 in Ω× (0) ,
ρυ = ρυ0 in Ω× (0) ,
ρ = ρD on ΓD × (0,Tend) ,
ρυ = ρυD on ΓD × (0,Tend) ,
σn = tN on ΓN × (0,Tend) .
(6)
The pair (ρ0, ρυ0) defines the initial conditions for the density and the momentum fields,
while the quantities
(
ρD, ρυD
)
and tN denote the Dirichlet and the Neumann boundary
data applied on ΓD and ΓN , respectively. Finally, n denotes the outward-pointing unit
normal vector to the corresponding boundary.
Four types of boundary conditions are considered, namely inflow, outflow, no-slip and
free-slip conditions. At the inflow, the momentum profile is imposed via a Dirichlet bound-
ary condition. At the outflow, the pressure (and therefore the density according to (4))
is set to the given data, while the other quantities are extrapolated. For the no-slip con-
dition, each velocity component (and therefore each momentum component) is forced to
be zero via a Dirichlet boundary condition, while the density is extrapolated. For the
free-slip condition instead, only the normal component of the velocity is set to zero, while
the tangential component remains unconstrained.
2.2 HDG local and global problems
In this section, a hybridizable discontinuous Galerkin method is proposed for the solution
of weakly compressible flow problems satisfying equations (6). The so-called broken com-
putational domain is defined by partitioning the fluid domain Ω in nel disjoint subdomains
Ωe:
Ω =
nel⋃
e=1
Ωe, Ωe ∩ Ωf = ∅ for e 6= f. (7)
The internal element boundaries define the internal interface
Γ :=
[
nel⋃
e=1
∂Ωe
]
\ ∂Ω (8)
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and the union of the internal interface with the boundary faces belonging to ΓN constitutes
the mesh skeleton, on which the hybrid variables are defined.
The L2 scalar products for vector-valued functions in the elements and in their bound-
aries are denoted in the following as:
(w,υ)Ωe :=
∫
Ωe
w · υdΩ, 〈w,υ〉∂Ωe :=
∑
Γi⊂∂Ωe
∫
Γi
w · υdΓ. (9)
Given the discontinuous character of the HDG variables, the jump operator J·K sums values
from two adjacent elements Ωe and Ωf [36]:JK = e +f . (10)
A key ingredient to preserve the convergence properties of the HDG method and to allow
the use of the same polynomial degree for the approximation of the primal and the mixed
variables without loss of accuracy is the adoption of the well-known Voigt notation [17,45].
The Voigt notation allows to strongly enforce the symmetry of the stress tensor in (2)
by rearranging its diagonal and off-diagonal terms (according to the ordering in [13]) and
storing only the msd independent components, with msd = nsd(nsd + 1)/2. The dynamic
viscosity and the second coefficient of viscosity can be embedded in the matrix
D :=
[
2µInsd + λJnsd 0nsd×qsd
0qsd×nsd µIqsd
]
, (11)
with qsd = msd− nsd and Jnsd denoting the nsd× nsd matrix of all ones. Hence, introducing
the operator
∇S :=

[
∂/∂x 0 ∂/∂y
0 ∂/∂y ∂/∂x
]T
in 2D,∂/∂x 0 0 ∂/∂y ∂/∂z 00 ∂/∂y 0 ∂/∂x 0 ∂/∂z
0 0 ∂/∂z 0 ∂/∂x ∂/∂y
T in 3D, (12)
and the vector
E :=
[
1nsd×1
0qsd×1
]
, (13)
the stress tensor can be expressed in Voigt notation as:
σV = −Ep (ρ) + D∇Sυ. (14)
The normal component of the stress can be computed pre-multiplying σV by n
T , with
n :=

[
nx 0 ny
0 ny nx
]T
in 2D,nx 0 0 ny nz 00 ny 0 nx 0 nz
0 0 nz 0 nx ny
T in 3D. (15)
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In HDG methods, the solution of the overall problem is split into two phases [5,6,37–40].
In the first stage, a local element-by-element Dirichlet problem is introduced to compute
(L, ρ, ρυ) as a function of the unknown hybrid variables (ρˆ, ρ̂υ). With the notation just
introduced, the local problems can be written as:
L + D
1
2∇Sυ = 0 in Ωe × (0,Tend) ,
∂ρ
∂t
+ ρ∇ · a +∇ · (ρc) = 0 in Ωe × (0,Tend) ,
∂ρυ
∂t
+ ρυ∇ · a +∇ · (ρυ ⊗ c)
+∇TS
(
D
1
2L + Ep (ρ)
)
= ρb in Ωe × (0,Tend) ,
ρ = ρ0 in Ωe × (0) ,
ρυ = ρυ0 in Ωe × (0) ,
ρ = ρD on ∂Ωe ∩ ΓD × (0,Tend) ,
ρυ = ρυD on ∂Ωe ∩ ΓD × (0,Tend) ,
ρ = ρˆ on ∂Ωe \ ΓD × (0,Tend) ,
ρυ = ρ̂υ on ∂Ωe \ ΓD × (0,Tend) ,
(16)
for e = 1, . . . , nel. The variable L denotes the aforementioned mixed variable, that allows
to reduce the second-order problem (6) to a system of first-order equations. In the second
stage, the traces of the density ρˆ and the momentum ρ̂υ are computed through the solution
of the global problem:
JρnK = 0 on Γ× (0,Tend) ,Jρυ ⊗ nK = 0 on Γ× (0,Tend) ,Jρc⊗ nK = 0 on Γ× (0,Tend) ,J(ρυ ⊗ c) nK = 0 on Γ× (0,Tend) ,q
nT
(
D
1
2L + Ep (ρ)
)y
= 0 on Γ× (0,Tend) ,
−nT (D12L + Ep (ρ)) = tN on ΓN × (0,Tend) .
(17)
These transmission conditions enforce the continuity of the primal variables ρ and ρυ and
the normal fluxes across the interface Γ. The first two equations in (17) are automatically
satisfied due to the unique definition of the hybrid variables on each face of the mesh
skeleton. Moreover, it is worth noting that, given the continuous nature of the velocity
a of the moving background mesh, as opposed to the other HDG variables, no additional
conditions have to be enforced in the global problem.
The following discrete functional spaces are introduced to derive the weak form of the
problem:
Wh (Ω) : = {w ∈ L2 (Ω) : w|Ωe ∈ Pk (Ωe)∀Ωe ⊂ Ω}, (18a)
Ŵh (S) : = {wˆ ∈ L2 (S) : wˆ|Γi ∈ Pk
(
Γi
) ∀Γi ⊂ S ⊆ Γ ∪ ∂Ω}, (18b)
8
where Pk (Ωe) and Pk (Γi) denote the spaces of polynomials of complete degree at most
k in Ωe and on Γi, respectively. The trace of the numerical normal fluxes, arising from
the integration by parts of the terms under the divergence operator in (16), are defined as
follows:
ρc · n∧ :=
{(
ρυD − ρDa) · n + τρ (ρ− ρD) on ∂Ωe ∩ ΓD,
(ρ̂υ − ρˆa) · n + τρ (ρ− ρˆ) on ∂Ωe \ ΓD,
(19a)
(ρυ ⊗ c) n
∧
:=

[
ρυD⊗((ρυD/ρD)−a)]n + τ cρυ (ρυ − ρυD) on ∂Ωe ∩ ΓD,[
ρ̂υ⊗((ρ̂υ/ρˆ)−a)]n + τ cρυ (ρυ − ρ̂υ) on ∂Ωe \ ΓD, (19b)
nT
(
D
1
2L+Ep (ρ)
)∧
:=
{
nT
(
D
1
2L + Ep
(
ρD
))
+ τ dρυ
(
ρυ − ρυD) on ∂Ωe ∩ ΓD,
nT
(
D
1
2L + Ep (ρˆ)
)
+ τ dρυ (ρυ − ρ̂υ) on ∂Ωe \ ΓD.
(19c)
These definitions are rather standard in the context of HDG methods and are closely related
to other formulations published in literature. More precisely, the definition of the trace
in the continuity equation is analogous to the one adopted for the solution of convection-
diffusion problems in [37], whereas the definition of the traces in the momentum equation
follows the one proposed for the solution of flow problems in [17,18]. However, the specific
form of the definitions adopted in the context of the density-momentum formulation of
the governing equations on deforming domains is original. The stabilization parameters
τρ, τ
c
ρυ and τ
d
ρυ account for the compressibility, the convection and the diffusion effects,
respectively, and they play a crucial role on the stability and the convergence of the HDG
method [5, 6, 49]. Dimensional analysis provides a practical choice for the stabilization
parameters:
τρ = Cρ
1
ε |υ| , τ
c
ρυ = C
c
ρυ |υ| , τ dρυ = Cdρυ
µ
ρ0l
, (20)
with |υ| and l being a representative flow velocity and length scale, respectively, and
Cρ, C
c
ρυ and C
d
ρυ denoting suitable positive scaling factors. It is empirically observed
that choosing the scaling factors in the range (1, 10) provides a good balance for the
quality of the approximation of the primal, the mixed and the postprocessed variables,
regardless of the polynomial degree, the type of element and the dimensionality of the
problem. These considerations are in agreement with the established results in the HDG
literature [5, 17, 28, 45]. Without loss of generality, a unique parameter τρυ = τ
c
ρυ + τ
d
ρυ,
taking into account both the convection and the diffusion effects, will be considered in the
following.
With this definition of the numerical fluxes and expliciting all the unknowns, the dis-
crete weak form of the local problems (16) reads: given (ρ0, ρυ0) in Ωe× (0), (ρD, ρυD) on
ΓD and
(
ρˆh, ρ̂υ
h
)
on Γ ∪ ΓN , find (Lh, ρh, ρυh) ∈ [Wh (Ωe)]msd ×Wh (Ωe)× [Wh (Ωe)]nsd
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for e = 1, . . . , nel such that
− (L,Lh)
Ωe
+
(
∇TS D
1
2L,
ρυh
ρh
)
Ωe
=
〈
nTD
1
2L,
ρυD
ρD
〉
∂Ωe∩ΓD
+
〈
nTD
1
2L,
ρ̂υh
ρˆh
〉
∂Ωe\ΓD
, (21a)
(
w,
∂ρh
∂t
)
Ωe
+
(
w, ρh∇ · a)
Ωe
− (∇w, ρυh − ρha)
Ωe
+
〈
w, τρρ
h
〉
∂Ωe
= − 〈w, (ρυD − ρDa) · n− τρρD〉∂Ωe∩ΓD
−
〈
w,
(
ρ̂υ
h − ρˆha
)
· n− τρρˆh
〉
∂Ωe\ΓD
, (21b)
(
w,
∂ρυh
∂t
)
Ωe
+
(
w, ρυh∇ · a)
Ωe
−
(
∇w, ρυh ⊗
(
ρυh
ρh
− a
))
Ωe
+
(
w,∇TS
[
D
1
2Lh + Ep(ρh)
])
Ωe
+
〈
w, τρυρυ
h
〉
∂Ωe
− (w, ρhb)
Ωe
=
〈
w,
[
ρυD ⊗ (ρυD
ρD
− a)]n− τρυρυD〉
∂Ωe∩ΓD〈
w,
[
ρ̂υh ⊗ ( ρ̂υh
ρˆh
− a)]n− τρυρ̂υh〉
∂Ωe\ΓD
, (21c)
for all (L, w,w) ∈ [Wh(Ωe)]msd ×Wh(Ωe)× [Wh(Ωe)]nsd .
The discrete weak form of the global problem (17) instead reads: find (ρˆh, ρ̂υh) ∈
Ŵh(Γ ∪ ΓN)× [Ŵh(Γ ∪ ΓN)]nsd such that
nel∑
e=1
〈
wˆ, τρ(ρ
h − ρˆh)〉
∂Ωe\ΓD = 0, (22a)
−
nel∑
e=1
〈
wˆ,nT
(
D
1
2Lh + Ep(ρˆh)
)
+ τρυ(ρυ
h − ρ̂υh)〉
∂Ωe\ΓD =
nel∑
e=1
〈
wˆ, tN
〉
∂Ωe∩ΓN , (22b)
for all (wˆ, wˆ) ∈ Ŵh(Γ ∪ ΓN)× [Ŵh(Γ ∪ ΓN)]nsd .
2.3 Local postprocessing
A key feature of the HDG method is the possibility to exploit the optimal convergence
of the mixed variable in order to construct a better approximation of the solution, con-
verging in a superoptimal fashion. In HDG methods, the postprocessed variable is usually
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the same physical quantity as the primal variable given by the solution of the local prob-
lems, for instance the temperature in thermal problems, the displacement in elasticity
problems [7, 33, 45, 49] and the velocity in incompressible flow problems [17, 39, 40]. The
local postprocessing proposed in this contribution allows to construct a superconvergent
velocity field υ?, although the primal variables are represented by the density ρ and the
momentum ρυ. To the best of the authors’ knowledge, such feature is not present in any
HDG formulation presented so far. The additional functional spaces are introduced:
W?h(Ω) : = {w? ∈ L2(Ω) : w?|Ωe ∈ Pk+1(Ωe)∀Ωe ⊂ Ω}, (23a)
Uh(Ω) : = {u ∈ L2(Ω) : u|Ωe ∈ P0(Ωe)∀Ωe ⊂ Ω}. (23b)
The discrete weak form of the local postprocessing then reads: given (Lh, ρh, ρυh) in
Ωe, (ρD, ρυD) on ΓD and (ρˆh, ρ̂υh) on Γ ∪ ΓN , find υ?h ∈ [W?h(Ωe)]nsd for e = 1, . . . , nel
such that
−
(
∇Sw?,D12∇Sυ?h
)
Ωe
=
(∇Sw?,Lh)Ωe , (24a)(
uT,υ
?h
)
Ωe
=
(
uT,
ρυh
ρh
)
Ωe
, (24b)
(
uR,∇Wυ?h
)
Ωe
=
〈
uR,T
ρυD
ρD
〉
∂Ωe∩ΓD
+
〈
uR,T
ρ̂υh
ρˆh
〉
∂Ωe\ΓD
, (24c)
for all (w?,uT,uR) ∈ [W?h(Ωe)]nsd× [Uh(Ωe)]nsd× [Uh(Ωe)]qsd . The vorticity operator in (24)
is defined in Voigt notations as
∇W :=

[
−∂/∂y ∂/∂x
]
in 2D, 0 −∂/∂z ∂/∂y∂/∂z 0 −∂/∂x
−∂/∂y ∂/∂x 0
 in 3D, (25)
while the matrix T accounts for the tangential direction to the boundary and it is defined
as
T :=

[
−ny nx
]
in 2D, 0 −nz nynz 0 −nx
−ny nx 0
 in 3D. (26)
The postprocessing presented here is formally similar to the one proposed in [17], but with
a different definition of the matrix D (including here the second coefficient of viscosity λ)
and with the presence of the ratio between the momentum and the density instead of the
velocity itself. The first equation in (24) directly follows from the definition of the mixed
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variable in (16) and is a least-squares fit to the accurate variable Lh, while the last two
equations remove the underdetermination of the problem by constraining the rigid motions.
It is worth recalling that the space Uh, containing the functions of all ones in the elements,
in the vector case selectively goes through the various components, hence providing nsd
constraints for the translations and qsd constraints for the rotations in (24).
3 HDG-CG formulation for the coupled FSI problem
In this section, the governing equations of nonlinear elastodynamics are first presented
together with the associated standard CG formulation. Then, the conditions to couple the
fluid and the structural fields are briefly presented and two different coupling strategies,
namely the Dirichlet–Neumann coupling and the Nitsche-based coupling, are proposed
and their distinctive properties discussed. No specific indices have been used in section
2 to refer to the fluid quantities in order ease the comprehension of the proposed HDG
formulation for weakly compressible flows. In the following, however, the fluid and the
structural quantities are distinguished by means of the subscripts (·)F and (·)S .
3.1 CG formulation for nonlinear elastodynamics
The strong form of the time-dependent nonlinear elastic problem can be written with
respect to the undeformed structural domain ΩS as:
ρS
d2uS
dt2
−∇ ·PS = ρSbS in ΩS × (0,Tend) ,
uS = u
0
S in ΩS × (0) ,
duS
dt
= u˙0S in ΩS × (0) ,
uS = u
D
S on Γ
D
S × (0,Tend) ,
PSnS = t
N
S on Γ
N
S × (0,Tend) ,
(27)
where uS represents the unknown displacement field, ρS the structural density, PS the first
Piola–Kirchhoff stress tensor and bS an external body force per unit undeformed volume.
The pair (u0S , u˙
0
S ) defines the initial conditions for the displacement and the velocity, while
the quantities uDS and t
N
S denote the Dirichlet and the Neumann boundary data applied on
ΓDS and Γ
N
S , respectively. For hyperelastic materials, the first Piola–Kirchhoff stress tensor
is defined as
PS =
∂ψS
∂FS
, (28)
with FS being the deformation gradient and ψS the strain energy density function. The
former is derived from the displacement field as
FS =∇uS + Insd , (29)
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while the latter is defined as
ψS =
{
µS
2
[
tr(FTS FS )−nsd−2 ln(|FS |)
]
+
λS
2
[ln (|FS |)]2 for Neo-Hooke,
µSES :ES+
λS
2
[tr (ES )]
2 with ES=
1
2
(FTS FS−Insd) for St. Venant–Kirchhoff,
(30)
for the two popular material models used here. The Lame´ parameters µS and λS can be
evaluated as functions of the Young modulus ES and the Poisson ratio νS of the material
through the following relations:
µS =
ES
2 (1 + νS )
and λS =
νSES
(1 + νS ) (1− 2νS )
. (31)
The following discrete functional spaces are introduced:
Vh (Ω) : = {v ∈ H1 (Ω) : v|Ωe ∈ Pk (Ωe)∀Ωe ⊂ Ω, v|ΓD = uDS }, (32a)
Vh0 (Ω) : = {v ∈ H1 (Ω) : v|Ωe ∈ Pk (Ωe)∀Ωe ⊂ Ω, v|ΓD = 0}. (32b)
As usual in CG methods, the weak form of the problem is obtained by multiplying the
governing equation with the test functions and integrating by parts the term with second
order derivatives. The discrete weak form of the structural problem then reads: given
(u0S , u˙
0
S ) in ΩS × (0), find uhS ∈ [Vh(ΩS )]nsd such that(
v, ρS
d2uhS
dt2
)
ΩS
+
(∇v,PhS )ΩS = (v, ρSbS )ΩS + 〈v, tNS 〉ΓNS , (33)
for all v ∈ [Vh0 (ΩS )]nsd . Of course, PhS features a nonlinear dependence on the displacement
through (30) and a Newton–Raphson procedure is utilized for the solution of (33).
3.2 The fluid-structure coupling
In order to couple the fluid problem, whose weak form has been derived section in 2, and
the structural problem, whose weak form has been presented in section 3.1, kinematic
and dynamic continuity conditions have to be enforced at the fluid-structure interface
ΓI = ΩF ∩ ΩS . First, the no-slip condition
υF − υS = 0 (34)
prohibits a fluid flow across the interface and a relative tangential movement of fluid and
structure at the interface. Here, the fluid velocity is evaluated as the ratio of the momentum
and the density, while the structural velocity is computed as the time derivative of the
structural unknown displacement. Second, the traction equilibrium
tF + tS = 0 (35)
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Figure 1: Degrees of freedom of the coupled HDG-CG discretization using polynomial
approximation of degree k = 2 in the HDG fluid subdomain ΩF (in blue) and in the CG
structural subdomain ΩS (in red).
states the equilibrium of the fluid and the structural forces at the interface. The way in
which the coupling conditions (34) and (35) are imposed differs depending on the coupling
strategy adopted.
It is worth mentioning that the deformation of the fluid computational mesh is evaluated
as a function of the structural displacement at the interface, by means of a unique ALE
mapping
d = ϕ(uS ). (36)
The grid motion strategy is an artificial problem and does not affect the physics of the
coupled problem. Its sole purpose is to generate a proper mesh for the solution of the fluid
problem. The velocity of the computational mesh, which is independent of the velocity of
the material particles, is computed as the time derivative of the mesh displacement.
In this contribution, special attention is devoted to the spatial discretization of the
weakly compressible flow problem by means of the HDG method and to the coupling
of the fluid field with the structural one, discretized by means of the CG method. A
sketch of the heterogeneous HDG-CG discretization is exemplarily shown in Figure 1. The
temporal discretization does not represent the focus of this work and the implicit backward
differentiation formulas (BDF) are adopted here for the sake of simplicity. Better time
integration schemes have been developed in literature, such as the generalized-α method
for the fluid [26] and the structure [4], and the possibility of independently choosing them
in order to meet the needs of the individual fields has been exploited in [34].
For the sake of readability, the superscript (·)h associated with the numerical approx-
imation of the unknowns will be henceforth omitted. Moreover, it is assumed that the
fluid quantities refer to the deformed domain ΩF and the structural quantities refer to the
undeformed domain ΩS .
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3.3 A partitioned Dirichlet–Neumann algorithm for the HDG-
CG coupling
The first coupling strategy is a partitioned Dirichlet–Neumann coupling, since it builds a
Dirichlet-to-Neumann map by taking the structural solution at the interface as a Dirichlet
boundary condition for the fluid problem and imposing the fluid normal flux as a Neumann
boundary condition for the structural problem. This represents a popular partitioned
scheme for the solution of FSI problems and it has been used and analyzed for instance
in [8,31]. In [32] it has moreover been shown that the introduction of a weak compressibility
in the fluid field alleviates the constraints of the instability condition of the artificial added
mass effect and, in comparison to a fully incompressible solver, it reduces the number of
coupling iterations required and it leads to an increase of the dynamic relaxation parameter.
In this contribution, the partitioned Dirichlet–Neumann scheme is revisited for the
coupling of weakly compressible flows and elastic structures in which the fluid and the
structural problems are discretized by means of the HDG and the CG method, respectively.
The solver coupling at each time steps can be schematized in the following steps:
1. Predict the structural displacement uS on Γ
I , assuming for instance a constant dis-
placement, velocity or acceleration field.
2. Update the fluid mesh configuration by means of the ALE mapping (36).
3. Solve the fluid problem on the newly deformed domain by imposing the velocity
compatibility (34) as a Dirichlet-type boundary condition on the local problems as
ρυF
ρF
− duS
dt
= 0 on ΓI . (37)
The weak form of the fluid local problems then reads: given (ρ0F , ρυ
0
F ) in Ω
e
F × (0),
(ρDF , ρυ
D
F ) on Γ
D
F , (ρˆF , ρ̂υF ) on ΓF ∪ ΓNF and (ρˆF ,υS ) on ΓI , find (LF , ρF , ρυF ) ∈
[W(ΩeF )]msd ×W(ΩeF )× [W(ΩeF )]nsd for e = 1, . . . , nelF such that
− (L,LF )ΩeF +
(
∇TS D
1
2
FL,
ρυF
ρF
)
ΩeF
=
〈
nTF D
1
2
FL,
ρυDF
ρDF
〉
∂ΩeF∩ΓDF
+
〈
nTF D
1
2
FL,
ρ̂υF
ρˆF
〉
∂ΩeF \ΓDF \ΓI
+
〈
nTF D
1
2
FL,
duS
dt
〉
∂ΩeF∩ΓI
, (38a)
(
w,
∂ρF
∂t
)
ΩeF
+(w, ρF∇ · aF )ΩeF−(∇w, ρυF−ρFaF )ΩeF+
〈
w, τρρF
〉
∂ΩeF
= −〈w, (ρυDF −ρDF aF ) · nF−τρρDF 〉∂ΩeF∩ΓDF −〈w, (ρ̂υF−ρˆFaF ) · nF−τρρˆF〉∂ΩeF \ΓDF \ΓI
− 〈w, ρˆF(duSdt − aF)·nF − τρρˆF〉∂ΩeF∩ΓI , (38b)
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(
w,
∂ρυF
∂t
)
ΩeF
+(w, ρυF∇ · aF )ΩeF−
(∇w, ρυF⊗(ρυFρF −aF))ΩeF
+
(
w,∇TS
(
D
1
2
FLF + EpF (ρF )
))
ΩeF
+
〈
w, τρυρυF
〉
∂ΩeF
−(w, ρFbF )ΩeF
= −
〈
w,
[
ρυDF ⊗
(ρυDF
ρDF
−aF
)]
nF−τρυρυDF
〉
∂ΩeF∩ΓDF
−
〈
w,
[
ρ̂υF⊗
( ρ̂υF
ρˆF
−aF
)]
nF−τρυρ̂υF
〉
∂ΩeF \ΓDF \ΓI
−
〈
w,
[
ρˆF
duS
dt
⊗(duS
dt
−aF
)]
nF−τρυρˆF
duS
dt
〉
∂ΩeF∩ΓI
, (38c)
for all (L, w,w) ∈ [W(ΩeF )]msd × W(ΩeF ) × [W(ΩeF )]nsd . From a practical point of
view, equations (38) are obtained from (21) by replacing ρ̂υF with ρˆF
duS
dt
at the
fluid-structure interface ΓI .
The weak form of the fluid global problem instead reads: find (ρˆF , ρ̂υF ) ∈ Ŵ(ΓF ∪
ΓNF ∪ ΓI)× [Ŵ(ΓF ∪ ΓNF )]nsd such that
nelF∑
e=1
〈
wˆ, τρ(ρF − ρˆF )
〉
∂ΩeF \ΓDF
= 0, (39a)
−
nelF∑
e=1
〈
wˆ,nTF
(
D
1
2
FLF+EpF (ρˆF )
)
+τρυ(ρυF−ρ̂υF )
〉
∂ΩeF \ΓDF \ΓI
=
nelF∑
e=1
〈wˆ, tNF 〉∂ΩeF∩ΓNF , (39b)
for all (wˆ, wˆ) ∈ Ŵ(ΓF ∪ ΓNF ∪ ΓI)× [Ŵ(ΓF ∪ ΓNF )]nsd .
4. Solve the structural problem by imposing the coupling condition (35) as a Neumann-
type boundary condition, consistently expressed in terms of the first Piola–Kirchhoff
stress tensor as
(PF −PS )nS = 0 on ΓI , (40)
where the fluid Cauchy stress is transformed by means of the pull-back operation
PF = −|FF |V−1(D
1
2
FLF + EpF )F
−T
F . (41)
The deformation gradient FF is evaluated as in (29) but with respect to the fluid mesh
displacement. Given a msd× 1 vector in Voigt notation, the operator V−1 returns the
associated nsd × nsd symmetric tensor:
V−1 :=

[
σxx σyy σxy
]T
−→
[
σxx σxy
σxy σyy
]
in 2D,
[
σxx σyy σzz σxy σxz σyz
]T
−→
σxx σxy σxzσxy σyy σyz
σxz σyz σzz
 in 3D. (42)
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Analogously to the viscous stress in (19), the following trace of the numerical normal
flux is introduced:
PFnF
∧
:= −|FF |V−1(D
1
2
FLF+EpF (ρˆF ))F
−T
F nF−τρυ
(
ρυF − ρˆF
duS
dt
)
on ΓI . (43)
The weak form of the structural problem then reads: given (u0S , u˙
0
S ) in ΩS × (0) and
tF on Γ
I , find uS ∈ [V(ΩS )]nsd such that(
v, ρS
d2uS
dt2
)
ΩS
+
(∇v,PS)ΩS
+
〈
v, |FF |V−1
(
D
1
2
FLF+EpF (ρˆF )
)
F−TF nS−τρυ
(
ρυF−ρˆF
duS
dt
)〉
ΓI
=
(
v, ρSbS
)
ΩS
+
〈
v, tNS
〉
ΓNS
, (44)
for all v ∈ [V0(ΩS )]nsd .
5. Check for convergence: continue with next time step if the algorithm is converged,
otherwise return to step 2. The convergence is considered satisfied if
ri+1S = ‖u˜i+1S − uiS‖ < η on ΓI , (45)
with uiS denoting the structural interface displacement at the i-th coupling iteration
and u˜i+1S the newly computed one by solving (44). The parameter η represents instead
a user-defined convergence tolerance.
To accelerate the convergence of the fixed-point scheme, a relaxation of the structural
interface displacement is performed
ui+1S = ω
iu˜i+1S + (1− ωi)uiS , (46)
where the relaxation parameter ω is evaluated at each coupling iteration by means
of the Aitken ∆2 method [31]:
ωi+1 = −ωi (r
i+1
S )
T (ri+2S − ri+1S )
‖ri+2S − ri+1S ‖
. (47)
Remark 1. The strategy presented in this section to couple the fluid and the structure
could also be implemented in a monolithic fashion, by simultaneously solving the problems
(38)-(39)-(44) in a large linear system. An analogous method to couple HDG and CG
discretization has been presented in [41] in the context of conjugate heat transfer problems.
However, such a method results in a coupling of local and global degrees of freedom of the
HDG problem with the ones of the CG discretization, making the implementation of this
strategy in existing HDG and CG libraries rather intrusive.
17
3.4 A monolithic algorithm for the HDG-CG coupling based on
Nitsche’s method
The second coupling strategy imposes the structural numerical normal flux as a Neumann
boundary condition for the fluid problem and takes the fluid hybrid variables at the in-
terface as a Dirichlet-type boundary condition for the structural problem. The resulting
hybrid HDG-CG coupling does not affect the structure of the core CG and HDG matrices,
thus leading to a minimally-intrusive implementation of this technique in existing finite
element codes. This approach to couple HDG and CG discretization has been recently
presented in [33] for the solution of elasticity problems involving compressible and nearly
incompressible solids.
The key feature of the Nitsche-based coupling is that it allows to impose the coupling
conditions solely in the global problem and, as a consequence, the local problems remain
the same as in the pure HDG case (equations (21)).
With the notation introduced in section 3.3 for the coupled problem, the HDG local
problems read: given (ρ0F , ρυ
0
F ) in Ω
e
F × (0), (ρDF , ρυDF ) on ΓDF and (ρˆF , ρ̂υF ) on ΓF ∪ΓNF ∪ΓI ,
find (LF , ρF , ρυF ) ∈ [W(ΩeF )]msd ×W(ΩeF )× [W(ΩeF )]nsd for e = 1, . . . , nelF such that
−(L,LF)ΩeF+(∇TS D12FL, ρυFρF )ΩeF=〈nTF D12FL, ρυ
D
F
ρDF
〉
∂ΩeF∩ΓDF
+
〈
nTF D
1
2
FL,
ρ̂υF
ρˆF
〉
∂ΩeF \ΓDF
, (48a)
(
w,
∂ρF
∂t
)
ΩeF
+
(
w, ρF∇·aF
)
ΩeF
−(∇w, ρυF − ρFaF)ΩeF+〈w, τρρF〉∂ΩeF
= −〈w, (ρυDF −ρDF aF )·nF−τρρDF 〉∂ΩeF∩ΓDF
−〈w, (ρ̂υF−ρˆFaF )·nF−τρρˆF〉∂ΩeF \ΓDF , (48b)
(
w,
∂ρυF
∂t
)
ΩeF
+
(
w, ρυF∇ · aF
)
ΩeF
−(∇w, ρυF⊗(ρυFρF − aF))ΩeF
+
(
w,∇TS
(
D
1
2
FLF+EpF (ρF )
))
ΩeF
+
〈
w, τρυρυF
〉
∂ΩeF
−(w, ρFbF)ΩeF
= −〈w, [ρυDF ⊗(ρυDFρDF −aF)]nF−τρυρυDF 〉∂ΩeF∩ΓDF
−〈w, [ρ̂υF⊗( ρ̂υFρˆF −aF)]nF−τρυρ̂υF〉∂ΩeF \ΓDF , (48c)
for all (L, w,w) ∈ [W(ΩeF )]msd ×W(ΩeF ) × [W(ΩeF )]nsd . It is worth recalling that equations
(48) are identical to (21) and they are rewritten here for completeness with the specific
notation adopted for fluid-structure interaction problems.
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The coupling condition (35) is imposed as a Neumann-type boundary condition on the
global fluid problem and it is consistently expressed in terms of the Cauchy stress tensor.
The dynamic equilibrium can therefore be written as
(σF − σS )nF = 0 on ΓI , (49)
where the first Piola–Kirchhoff stress is transformed by means of the push-forward opera-
tion
σS = |FS |−1PSFST . (50)
In order to impose the coupling conditions on the interface, the following definition of
the trace of the CG numerical normal flux is adopted:
PSnS
∧
:= PSnS −
γ
h
(duS
dt
− ρ̂υF
ρˆF
)
on ΓI , (51)
where h denotes a characteristic element size on ΓI and γ is a sufficiently large positive
value, called in the following “Nitsche’s parameter”, that is commonly used to enforce
coercivity of the discrete bilinear form in CG discretizations with Nitsche’s imposition of
essential boundary conditions. The influence of the Nitsche parameter on the accuracy of
the hybrid HDG-CG coupling has been investigated in a previous work [33] on a computa-
tionally cheap scalar problem. The analysis revealed that for low values of γ an insufficient
stabilization produces unreliable results, whereas values of γ above a certain lower bound
ensure the stability of the scheme, in agreement with established results in literature [22].
However, although an estimation of such a lower bound can be obtained by solving an
auxiliary generalized eigenvalue problem as suggested in [21], γ is problem-dependent and
affected both by the equation under analysis and the material parameters. In terms of the
scaling of the penalty parameter with the polynomial degree, a k2 scaling can be expected
from the results established by the symmetric interior penalty community [9], a topic not
further investigated in the present work.
It is worth recalling that in the standard CG approach the numerical normal fluxes are
naturally equilibrated on the internal faces of the triangulation. The velocity compatibility
(34) is weakly imposed as a Dirichlet-type boundary condition on the structural problem,
exploiting the definition (51).
The weak form of the global problem then reads: given (u0S , u˙
0
S ) in ΩS × (0), find
(ρˆF , ρ̂υF ,uS ) ∈ Ŵ(ΓF ∪ ΓNF ∪ ΓI)× [Ŵ(ΓF ∪ ΓNF ∪ ΓI)]nsd × [V(ΩS )]nsd such that
nelF∑
e=1
〈
wˆ, τρ(ρF − ρˆF )
〉
∂ΩeF \ΓDF
= 0, (52a)
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−
nelF∑
e=1
{〈
wˆ,nTF
(
D
1
2
FLF+EpF (ρˆF )
)
+τρυ(ρυF−ρ̂υF )
〉
∂ΩeF \ΓDF
+
〈
wˆ, |FS |−1PSFSTnF+
γ
h
(duS
dt
− ρ̂υF
ρˆF
)〉
∂ΩeF∩ΓI
}
=
nelF∑
e=1
〈
wˆ, tNF
〉
∂ΩeF∩ΓNF
, (52b)
(
v, ρS
d2uS
dt2
)
ΩS
+
(∇v,PS)ΩS − 〈v,PSnS − γh(duSdt − ρ̂υFρˆF
)〉
ΓI
−
〈 ∂PS
∂∇uS
∇v nS ,
duS
dt
− ρ̂υF
ρˆF
〉
ΓI
=
(
v, ρSbS
)
ΩS
+
〈
v, tNS
〉
ΓNS
, (52c)
for all (wˆ, wˆ,v) ∈ Ŵ(ΓF ∪ ΓNF ∪ ΓI)× [Ŵ(ΓF ∪ ΓNF ∪ ΓI)]nsd × [V0(ΩS )]nsd .
After standard finite element discretization and assembly, the following linear system
is obtained in terms of the increments of the global unknowns ÛF =
[
ρˆF ρ̂υF
]T
and uS :[
KFF KFS
KSF KSS
] [
δÛF
δuS
]
=
[
fF
fS
]
, (53)
with the left hand side matrices computed as
[
KFF
]
=
nelF∑
e=1
{[
KÛÛ
]
e
− [KÛL KÛU]e [KLL KLUKUL KUU
]−1
e
[
KLÛ
KUÛ
]
e
}
, (54a)
[
KFS
]
=
nelI∑
e=1
{[
KÛu
]
e
}
, (54b)
[
KSF
]
=
nelI∑
e=1
{[
KuÛ
]
e
}
, (54c)
[
KSS
]
=
nelS∑
e=1
{[
Kuu
]
e
}
, (54d)
and the right hand side vectors computed as
[
fF
]
=
nelF∑
e=1
{[
fÛ
]
e
− [KÛL KÛU]e [KLL KLUKUL KUU
]−1
e
[
fL
fU
]
e
}
, (55a)
[
fS
]
=
nelS∑
e=1
{[
fu
]
e
}
. (55b)
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The terms nelF and n
el
S denote the number of elements in the fluid and structural discretiza-
tion, respectively, whereas nelI refers to the number of elements adjacent to the interface
(belonging either to the fluid or the structural subdomain). In the formulas (54)–(55), the
summation over elements is understood as the usual assembly process, adding the local
matrices and vectors into the associated positions of the global matrices and vectors. It
can be observed from (54) how KFF and KSS feature the usual structure of the matrices
of the HDG and CG global problem, respectively, and they differ from the single-field ma-
trices only for the inclusion of a small number of terms in KÛÛ and Kuu arising from the
definition (51). The blocks KFS and KSF are responsible for the coupling and they simply
stem from the linearization and discretization of −〈wˆ, |FS |−1PSFSTnF +γh−1(duS/dt)〉 and〈
(∂PS/∂∇uS )∇vnS , ρ̂υF ρˆ−1F
〉−〈v, γh−1ρ̂υF ρˆ−1F 〉 along the interface, respectively. The vec-
tors fF and fS represent the residuals of the fluid and the structural global problems. In the
spirit of the Nitsche-based coupling of HDG and CG discretizations proposed in [33], the
fluid HDG local problems remain unchanged and they require, at each Newton iteration,
the solution of the linear systems
[
KLL KLU
KUL KUU
]
e
[
δLF
δUF
]
e
=
[
fL
fU
]
e
−
[
KLÛ
KUÛ
]
e
[
δÛF
]
e
, (56)
for e = 1, . . . , nelF .
Since here the coupling takes place only at a global level, unlike the monolithic version
of the Dirichlet–Neumann coupling mentioned in section 3.3, the communication of the
HDG local matrices is not required outside the fluid block of the matrix and the right
hand side in (53). This segregation between the HDG local DOFs and and the CG DOFs
leads to the minimally-intrusive computer implementation already mentioned. Moreover,
the HDG local problems and the HDG local postprocessing remain the same as in the pure
HDG case and no special treatment of the interface elements is required. Last but not
least, since the Nitsche-based coupling solely relies on the hybrid variables to impose the
coupling conditions, the treatment of non-matching grids and/or non-uniform polynomial
degrees is easily handled without the need of introducing special projection operators.
Remark 2. The strategy presented in this section to couple the fluid and the structure
could in theory be implemented in a partitioned fashion, by alternating the solution of pure
fluid and structural problems and exchanging the interface information among the fields.
This method can be referred to as “partitioned Neumann–Dirichlet coupling” and it has
been proposed for instance in [30] as a possible remedy for the so-called incompressibility
dilemma. However, as stated by the same authors of [30], such a method fails to solve real
world problems, since the response of stiff structures to varying interface displacements will
be too sensitive for any numerical approach to find the equilibrium.
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4 Numerical studies
In this section several numerical studies are presented to assess the performance of the
proposed HDG-CG formulation for weakly compressible fluid-structure interaction. The
convergence properties of the HDG formulation for weakly compressible flows introduced
in section 2 are analyzed first with respect to a simple steady state Poiseuille flow equipped
with analytical solution and then with respect to an unsteady flow on a moving mesh which
exercises all the terms present in the fluid PDEs. The third example verifies the optimal
convergence of the HDG-CG coupling schemes on a problem with manufactured solution
and the following examples solve weakly compressible fluid-structure interaction problems
on two and three dimensions.
4.1 Weakly compressible Poiseuille flow
The first numerical example considers a steady state isothermal Poiseuille flow of a weakly
compressible Newtonian fluid in a straight channel. The goal of this study is to show on
a simple and physically meaningful example the convergence properties of the proposed
HDG formulation, as well as its robustness with respect to the compressibility level. In
the work [24], the authors derive an analytical solution by representing the primary flow
variables as asymptotic expansions of the compressibility coefficient, which is assumed to be
a small parameter, and perturbing them with respect to the same coefficient. The solution
is then found up to the first order in ε. The study [24] considers also a pressure-dependent
viscosity, but this feature has been neglected because unimportant in the context of the
present contribution. Since this example concerns a pure flow problem, the subscript (·)F
is omitted for brevity.
The analytical solution in terms of velocity and pressure can be written as
υx(x, y) =
3
2
U
[
1−
( y
R
)2]
− 9
2
µLU2
ρ0R2
(
1− x
L
)[
1−
( y
R
)2]
ε,
υy(x, y) = 0,
p(x, y) = p0 + 3
µLU
R2
(
1− x
L
)
− 3
2
µ2U2
ρ0R2
{
3
(L
R
)2(
1− x
L
)2
−
[
1−
( y
R
)2]}
ε,
(57)
where L and R represent the length and the half-height of the channel, respectively, while
U denotes the mean velocity at the channel exit. The solution of the density is derived
from the equation of state (4) using the expression of the pressure in (57) and the solution
of the momentum is then obtained by multiplying the density just derived with the velocity
field in (57). No body forces in the momentum equation appear in this expansion. Due
to the asymptotic expansion of the solution in terms of ε up to the first order, a residual
O (ε2) is added to the right hand side of the continuity equation in (1) in the spirit of
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(a) υx(x, 0) (b) p(x, 0)
Figure 2: Axial velocity (left) and pressure (right) along the horizontal axis of the weakly
compressible Poiseuille flow with different values of the dimensionless compressibility co-
efficient.
manufactured solutions:
R(x, y) = 27µ
2U3
4ρ0R8
(
R2−y2) {6R2 (L−x) ε2−µUρ−10 [9 (L−x)2− (R2−y2)] ε3} . (58)
From the expressions (57) it can be easily observed that the solution of a classic incompress-
ible Poiseuille flow in a straight channel is fully recovered when ε→ 0. In this situation the
axial velocity assumes a simple parabolic profile, while the pressure varies linearly along
the channel.
The fluid domain is the rectangle Ω = [0, L] × [−R,R], with L = 10 and R = 1. The
viscosity µ is considered equal to 1 as well as the mean velocity at the channel exit U
and the reference density ρ0, evaluated at the reference pressure p0 = 0. A dimensionless
compressibility number can be defined as
ε∗ =
3µLU
ρ0R2
ε (59)
and three different orders of magnitude are considered in the following studies, i.e., ε∗ =
[0.01, 0.1, 1]. In Figure 2 the analytical axial velocity and pressure along the horizontal axis
are plotted for the three different dimensionless compressibility numbers considered. With
regards to the velocity, it varies linearly along the horizontal axis and it always reaches
the value 1.5 (corresponding to a mean velocity U = 1 at the channel exit). Clearly, the
solution has a physical meaning only when the volumetric flow rate at the entrance of the
channel is positive, therefore ε∗ = 1 constitutes an upper limit of validity of the analytical
solution in terms of the compressibility coefficient. Although this last case lacks physical
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(a) Mesh with m = 1 (b) Mesh with m = 2 (c) Mesh with m = 3
Figure 3: First three levels of refinement of the mesh used for the convergence studies of
the weakly compressible Poiseuille flow.
meaningfulness, it is interesting to investigate the performance of the numerical method
proposed also in this extreme case. With regards to the pressure, it varies quadratically
along the horizontal axis and it always reaches the reference value (p0 = 0) at the channel
exit corners. Moreover, the average pressure drop required to drive the flow decreases with
the compressibility.
In the following experiments, Dirichlet boundary conditions, corresponding to the re-
striction of the analytical solution to the domain boundary, are imposed on ΓD = ∂Ω.
Uniform meshes of triangular elements are considered for the whole domain by splitting a
regular 2m×2m Cartesian grid (with m ranging from 1 to 5) into a total of 22m+1 triangles,
giving element sizes of h = L/2m. The first three levels of refinement of the mesh used
for the convergence studies are shown in Figure 3. The degree of approximation k used
ranges from 1 to 2 for ε∗ = 0.01, from 1 to 3 for ε∗ = 0.1 and from 1 to 4 for ε∗ = 1.
The stabilization parameters are computed according to (20), considering |υ| = U and
l = R as representative velocity and length, respectively. The scaling factors are chosen
as Cρ = 3.33 and C
d
ρυ = 1 (no convective effects are included in this flow configuration),
returning the stabilization parameters τρ = 3.33/ε and τρυ = 1 for the density and the
momentum, respectively. In Figure 4 the solution of the density and the momentum field
obtained with the proposed HDG formulation using m = 5 and k = 2 is shown. With
regards to the density, its maximum variation from the reference value is about 1% for
ε∗ = 0.01, 10% for ε∗ = 0.1 and 50% for ε∗ = 1, for which the maximum value of the
density reaches 1.50. In Figure 5 the improvement of the approximation of the velocity
field given by the local postprocessing described in section 2.3 is exemplarily shown for the
intermediate compressibility coefficient (ε∗ = 0.1) using m = 2 and k = 1.
The convergence of the error measured in the L2 norm as a function of the characteristic
element size h is represented in Figure 6, for the different compressibility coefficients con-
sidered. It is worth noting that the error decreases by orders of magnitude when decreasing
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(a) ρ with ε∗ = 0.01 (b) ρ with ε∗ = 0.1 (c) ρ with ε∗ = 1
(d) ρυx with ε
∗ = 0.01 (e) ρυx with ε∗ = 0.1 (f) ρυx with ε∗ = 1
Figure 4: Approximation of the density and the momentum field of the weakly compressible
Poiseuille flow with different values of the dimensionless compressibility coefficient.
(a) υx with ε
∗ = 0.1 (b) υ?x with ε
∗ = 0.1
Figure 5: Approximation of the velocity and the postprocessed velocity field of the weakly
compressible Poiseuille flow with ε∗ = 0.1.
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the compressibility coefficient because in the limit case of ε = 0 the solution belongs to the
space of quadratic polynomials P2 (Ω). On the other hand, the analytical solution is fully
recovered up to machine precision with k ≥ 5 regardless of the compressibility coefficient
ε, since the pressure (and therefore the density according to (4)) belongs to P2 (Ω) and
the velocity belongs to P3 (Ω), thus the momentum belongs to P5 (Ω). The convergence
studies are therefore performed with variable ranges of polynomial degrees for the different
compressibility coefficients, in order to clearly visualize the convergence rates in the asymp-
totic regime by avoiding the errors to reach the machine precision for excessively coarse
meshes. Optimal convergence rates (with order k + 1) are obtained for the mixed variable
L thanks to the adoption of Voigt notation, strongly enforcing the symmetry of the stress
tensor, and for the primary variables ρ and ρυ, regardless of the compressibility coefficient
ε. The optimal convergence of the mixed variable and the procedure presented in section
2.3 to resolve the underdetermination of the rigid body motions allow the construction of
a superconvergent velocity field υ? (converging therefore with order k + 2). A reduction
of 0.5 is observed only for k = 1 and ε∗ = 1, which represents however a limit case, not
meaningful from a physical point of view.
4.2 Fluid problem with manufactured solution on a moving mesh
The second numerical experiment considers a two dimensional fluid problem with manu-
factured solution. The solution aims to exercise all the terms present in the fluid partial
differential equations, including the time-dependent terms, and to tackle all the nonlinear-
ities, i.e., the weak compressibility and the convection. Again, the subscript (·)F is omitted
here for brevity. The analytical solution of the problem reads
υx(x, y, t) = sin(pix) sin(piy) sin(pit)
− pi
8ρ0
[
4 sin(pix) sin(piy) cos(pit)+
(
sin(2pix) + +2pix cos(2piy)
)
sin2(pit)
]
ε, (60a)
υy(x, y, t) = cos(pix) cos(piy) sin(pit)
+
pi
8ρ0
[
4 cos(pix) cos(piy) cos(pit)−(sin(2piy)+2piy cos(2pix)) sin2(pit)]ε, (60b)
p(x, y, t) = pi cos(pix) sin(piy) sin(pit), (60c)
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Figure 6: Spatial convergence of the L2-error of the mixed, primal and postprocessed vari-
ables for the weakly compressible Poiseuille flow with different values of the dimensionless
compressibility coefficient.
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and it has been obtained by adding to a divergence-free velocity field specific O(ε) terms,
such that the residual of the continuity equation in (6)
R(x, y, t) =
{
pi3
8ρ0
sin(pix) sin(piy) sin(pit)[
4 sin(pix) sin(piy) cos(pit)+
(
sin(2pix)+2pix cos(2piy)
)
sin2(pit)
]
+
pi3
8ρ0
cos(pix) cos(piy) sin(pit)[
4 cos(pix) cos(piy) cos(pit)−(sin(2piy)+2piy cos(2pix)) sin2(pit)]
+
pi2
ρ0
(
p0−pi cos(pix) sin(piy) sin(pit)
)
[
cos(pix) sin(piy) cos(pit)+
(
cos2(pix)+ cos2(piy)−1) sin2(pit)]}ε2 (61)
is of second order in ε. A body force to cancel out any imbalance is then added to the
right hand side of the momentum equation in (6). If ε = 0, the solution satisfies the fully
incompressible Navier–Stokes equations with no need of adding the term (61).
In order to validate the proposed HDG method formulated in the ALE form in section
2, two cases are considered:
1. the problem is solved on a fixed mesh,
2. the problem is solved on a moving mesh, whose displacement is described by a pre-
defined function d (x, y, t), with
dx(x, y, t) =
1
4
sin(2pix)
[
1− cos(2piy)][1− cos(2pit)]d¯,
dy(x, y, t) =
1
4
[
1− cos(2pix)] sin(2piy)[1− cos(2pit)]d¯, (62)
with d¯ = 0.125, while the corresponding velocity a (x, y, t) is evaluated at the elemental
level through standard finite differentiation techniques. The fluid domain is the unit square
Ω = [0, 1] × [0, 1] and the same triangular pattern of the previous example is considered
for the meshes used to perform the convergence studies. Figure 7 shows the third level
of refinement of the fixed (left) and moving (right) mesh at t = 0.5. The degrees of
approximation considered for the convergence studies are k = [1, 3, 5]. The viscosity µ is
considered equal to 0.1, while the reference density ρ0 is taken equal to 1 and evaluated
at the reference pressure p0 = 0, with a compressibility coefficient ε equal to 0.1. The
stabilization parameters are set as τρ = 10/ε and τρυ = 1. The final time of the simulation
is t = 0.5 and the fourth-order backward difference formula (BDF4) is deployed for the
temporal discretization. In order keep the temporal error sufficiently small to perform
the spatial convergence studies, the time steps considered are ∆t = [2−5, 2−7, 2−9] for
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(a) Fixed mesh (b) Moving mesh at t = 0.5
Figure 7: Third level of refinement of the fixed (left) and moving (right) mesh at t = 0.5
used for the convergence studies of the fluid problem with manufactured solution.
k = [1, 3, 5], respectively. The initial conditions and the boundary conditions imposed on
ΓD = ∂Ω are computed from the analytical solution (60).
In Figure 8 the solution of the density and the momentum field obtained with the
proposed HDG formulation using m = 3 and k = 1 (top) and k = 3 (bottom) on the
fixed (left) and moving (right) mesh at the final time is shown. With this choice of the
compressibility coefficient, the maximum variation of the density from the reference value
is about ±30%. On the one hand, the improvement of the approximation of the solution
when increasing the polynomial degree is clearly observed by comparing the plots on the
top with the plots on the bottom. On the other hand, no differences can be captured
by comparing the plots on the left with the plots on the right for a sufficiently accurate
solution, confirming the correct implementation of the ALE framework.
The convergence of the error of the mixed and primal variables measured in the L2
norm as a function of the characteristic element size h is presented in Figure 9, for the
case 1 (left) and the case 2 (right). Although the errors in case 2 (evaluated on a distorted
mesh) are systematically larger than the corresponding ones in case 1 by about 0.5, 1
and 2 orders of magnitude for the finest meshes considered for k equal to 1, 3 and 5,
respectively, the optimal convergence rates are nicely preserved. The capability of the
method to preserve the optimal convergence on arbitrarily moving meshes is a crucial
feature in order to accurately solve multiphysics problems like fluid-structure interaction.
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(a) ρ with k = 1 on fixed mesh (b) ρ with k = 1 on moving mesh
(c) |ρυ| with k = 1 on fixed mesh (d) |ρυ| with k = 1 on moving mesh
(e) ρ with k = 3 on fixed mesh (f) ρ with k = 3 on moving mesh
(g) |ρυ| with k = 3 on fixed mesh (h) |ρυ| with k = 3 on moving mesh
Figure 8: Approximation of the density and the momentum field of the fluid problem with
manufactured solution at t = 0.5 on the fixed (left) and moving (right) mesh.
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Figure 9: Spatial convergence of the L2-error of the mixed and primal variables evaluated
at t = 0.5 for the fluid problem with manufactured solution on the fixed (left) and moving
(right) mesh.
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4.3 FSI problem with manufactured solution
The third numerical example aims to verify the convergence properties of the two coupling
strategies presented in section 3 for the solution of fluid-structure interaction problems. The
generation of manufactured solutions for the verification of FSI formulations can be a quite
complex task and a rigorous procedure to generate non-trivial solutions has been developed
in [10]. The problem under analysis considers a two dimensional unsteady incompressible
flow interacting with a flexible structure and this flow configuration is simulated by choosing
a sufficiently small compressibility coefficient. The compressibility level however does not
play an important role for the coupling techniques we aim to test.
The fluid domain is the square ΩF = [0, 1]× [0, 1] while the structural domain is defined
as ΩS = [0, 1] × [1, 1.25], such that the interface (in the undeformed configuration) can
be identified as ΓI = {(x, y) ∈ R2 | y = 1}. The parameters considered to generate the
solution according to the procedure in [10] are:
δ (t) = δ0 sin [2pi (t+ t0)] ,
f(x, t) = 1 + δ (t) [1− cos (2pix)] sin (2pix) ,
K(x, t) = x
[
8− 7 (h (t) /δ0)2
]
,
j = 1,
a (x, y, t) = [1 + 10δ (t) cos (2pix) /3] (1− y) ,
b (x, y, t) = 1,
(63)
with δ0 = 0.05 and t0 = 0.25. The function f(x, t) describes the deformed fluid-structure
interface, K(x, t) is a user supplied data characterizing the fluid flow, while the chosen
parameter j = 1 provides a non zero fluid velocity profile along the bottom boundary.
Moreover, a (x, y, t) and b (x, y, t) define the structural solution. Two auxiliary functions
are then derived to ease the notation:
M(x, t) =
∫ x
0
K (z, t) dz, L(x, t) =
∫ x
0
K (z, t) zdz. (64)
The structural displacement is defined as follows:
uSx (x, y, t) = a (x, y, t) ,
uS y (x, y, t) = b (x, y, t) (f(x, t)− 1) .
(65)
An appropriate body force canceling out the imbalance in the structural PDEs is added in
the right hand side of the equation in (27). The fluid velocity is then constructed as:
υF x(x, y, t) = (j + 1)y
j
(
M [f(x, t), t]−M(y, t))− jyj−1(L[f(x, t), t]− L(y, t)),
υF y(x, y, t) = y
j
(
f(x, t)− y)K[f(x, t), t]∂f
∂x
(x, t) +
∂f
∂t
(x, t).
(66)
The parameters chosen induce a sufficiently complex flow which is shown in Figure 10
on the initial (left) and final (right) deformed configuration. The velocity field presents
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(a) Initial configuration (b) Final configurationh
Figure 10: Velocity field of the FSI problem with manufactured solution on the initial (left)
and final (right) deformed configuration.
two pronounced vortices circulating in opposite directions and it equals the structural
velocity on the fluid-structure interface. The structural forces on the deformed interface
are evaluated through the push-forward operation
S(x, t) =
[|FS |−1PSFTS n]∣∣∣y=f(x,t), (67)
where n is the unit normal vector to the interface whose Cartesian components can be
evaluated from the definition of the deformed interface f(x, t) as
nx(x, t) = −∂f
∂x
(x, t)
[
1 +
(∂f
∂x
(x, t)
)2]−1/2
,
ny(x, t) =
[
1 +
(∂f
∂x
(x, t)
)2]−1/2
.
(68)
The fluid pressure is defined as
pF (x, t) =
−ASynx −BSyny +BSxnx + CSxny
−Bn2x − Cnxny + Anxny +Bn2y
, (69)
where
A(x, t) = 2
∂υF x
∂x
∣∣∣
y=f(x,t)
, B(x, t) =
(∂υF x
∂y
+
∂υF y
∂x
)∣∣∣
y=f(x,t)
, C(x, t) = 2
∂υF y
∂y
∣∣∣
y=f(x,t)
. (70)
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(a) Undeformed mesh (b) Initial deformed mesh (c) Final deformed mesh
Figure 11: Fourth level of refinement of the undeformed (left), initial deformed (center)
and final deformed (right) mesh used for the convergence studies of the FSI problem with
manufactured solution. In blue is represented the fluid domain, in red the structural
domain and in black the fluid-structure interface.
In order to ensure the continuity of the fluid and solid forces without introducing additional
terms at the interface (that would require substantial modification for most codes), an
appropriate spatially varying viscosity is taken into account:
µF (x, t) =
Sxny − Synx
−Bn2x − Cnxny + Anxny +Bn2y
. (71)
The last ingredient is the introduction of a fluid body force satisfying the momentum
equation in (6). The complexity of algebraic manipulation needed to compute this term
is quite challenging and the symbolic math toolbox of MATLAB has been used for this
purpose.
In order to test the coupling strategies formulated in section 3, two cases are considered:
1. the problem is solved with the partitioned Dirichlet–Neumann coupling presented in
section 3.3,
2. the problem is solved with the monolithic Nitsche-based coupling presented in section
3.4.
The convergence studies are performed through uniform mesh refinement of the fluid and
solid domains with triangular elements and considering as degree of approximation k =
[1, 2, 3]. In Figure 11 the fourth level of refinement of the undeformed (left), initial deformed
(center) and final deformed (right) mesh is shown. To mimic incompressible flow, the fluid
parameters are chosen as ρ0F = 1, p0F = 0 and εF = 10
−6. The Young modulus and
the Poisson ratio of the elastic structure are ES = 1 and νS = 0.49. The stabilization
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(a) Initial configuration (b) Final configurationh
Figure 12: Approximation of the velocity field of the FSI problem with manufactured
solution on the initial (left) and final (right) deformed configuration.
parameters are τρ = 1/εF and τρυ = 10 and the Nitsche parameter is set as γ = 10
5 for
the case 2. The time span considered is (0, 0.125) and in order to keep the temporal error
sufficiently small to perform the spatial convergence studies, the BDF2 method is adopted
with a time step ∆t = 2−12. The initial conditions and the boundary conditions imposed
on ΓD = ∂ (ΩF ∪ ΩS ) are computed from the analytical solution developed here.
In Figure 12 the solution of the fluid velocity field obtained with the monolithic Nitsche-
based coupling using m = 4 and k = 3 on the initial (left) and final (right) deformed
configuration is shown.
The convergence of the error of the HDG fluid solution and the CG structural solution
measured in the L2 norm as a function of the characteristic element size h is represented
in Figure 13, for the case 1 (left) and the case 2 (right). Optimal convergence rates are
observed for all the variables in both subdomains. By comparing the plots on the left and
the ones on the right, it can be observed that the two coupling strategies provide almost
identical results.
4.4 Channel with flexible wall
The fourth numerical experiment considers a convergent fluid channel containing a flexible
wall structure attached to its bottom. This example is inspired by [35] and its main
feature is the strong coupling between the fluid and structural fields, given by their similar
densities. The geometry and the boundary conditions of the problem are depicted in Figure
14.
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Figure 13: Spatial convergence of the L2-error of the mixed and primal variables evaluated
at t = 0.125 for the FSI problem with manufactured solution solved with the partitioned
Dirichlet–Neumann coupling (left) and the monolithic Nitsche-based coupling (right).
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Figure 14: Geometry (dimensions in meters) and boundary conditions of the channel with
flexible wall.
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The dynamic viscosity of the fluid is µF = 0.145 kg/(m · s) and the reference density
ρ0F = 956 kg/m
3 evaluated at the reference pressure p0F = 0 N/m
2. Three different orders
of magnitude are considered for the compressibility coefficient, i.e., εF = [0.001, 0.01, 0.1]
kg/(N · m). The structure is modelled as a St. Venant–Kirchhoff material with density
ρS = 1500 kg/m
3, Young’s modulus ES = 2.3 × 106 N/m2 and Poisson’s ratio νS = 0.45.
The following parabolic momentum profile is imposed at the inlet:
ρυF x (0, y, t) =
 4y (1− y)
1− cos (pit/10)
2
ρ0F υ¯F if t ≤ 10 s,
4y (1− y) ρ0F υ¯F if t > 10 s,
ρυF y (0, y, t) = 0,
(72)
with υ¯F = 0.06067 m/s, resulting in a Reynolds number of about 100 after the flow has
been completely formed. No-slip and free-slip boundary conditions are considered on the
bottom and on the top sides of the channel, respectively. At the channel exit, the fluid
density is imposed equal to its reference value.
The fluid domain is discretized with the HDG method and contains 772 triangular
elements, while the structural domain is discretized with the CG method and contains 200
triangular elements. A boundary layer mesh is constructed near the physical walls. The
time interval studied is 25 s and the temporal integration is performed by means of the
BDF2 method. Three different orders of magnitude of the time step size are considered,
i.e., ∆t = [0.1, 0.01, 0.001] s. The stabilization parameters are τρ = 10/εF and τρυ = 1.
Two cases are considered:
1. the problem is solved with the partitioned Dirichlet–Neumann coupling presented in
section 3.3,
2. the problem is solved with the monolithic Nitsche-based coupling presented in section
3.4.
For the first case, the convergence tolerance for the coupling iterations is set to a very
small value, i.e., η = 10−9. For the second case, the Nitsche parameter is set to γ = 100.
A preliminary study, conducted with the monolithic scheme for the intermediate com-
pressibility coefficient (εF = 0.01 kg/(N · m)) and the largest time step size (∆t = 0.1
s), has highlighted the need for adopting a higher-order polynomial degree of approxima-
tion. Figure 15 shows how the resulting horizontal displacement of the center top point of
the flexible wall is severely underestimated when computed with linear elements (k = 1),
whereas k = 2 and k = 3 produce a reliable response with a final structural displacement
differing by less than 1%. Hence, a degree of approximation k = 2 is considered in the
following for both subdomains.
The structural displacement obtained with both the partitioned and the monolithic
scheme is shown in Figure 16 for the different compressibility coefficients. For the sake of
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Figure 15: x-displacement component of the center top point of the flexible wall with
different polynomial degrees of approximation computed with the monolithic Nitsche-based
coupling with εF = 0.01 kg/(N ·m) and ∆t = 0.1 s.
(a) uSx with partitioned Dirichlet–Neumann cou-
pling
(b) uSx with monolithic Nitsche-based coupling
Figure 16: x-displacement component of the center top point of the flexible wall with
different values of the compressibility coefficient computed with the partitioned Dirichlet–
Neumann coupling (left) and the monolithic Nitsche-based coupling (right) with ∆t = 0.1
s.
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(a) ρF at t = 5 s with εF = 0.1 kg/(N ·m) (b) |ρυF | at t = 5 s with εF = 0.1 kg/(N ·m)
(c) ρF at t = 10 s with εF = 0.1 kg/(N ·m) (d) |ρυF | at t = 10 s with εF = 0.1 kg/(N ·m)
(e) ρF at t = 25 s with εF = 0.1 kg/(N ·m) (f) |ρυF | at t = 25 s with εF = 0.1 kg/(N ·m)
Figure 17: Approximation of the density and the momentum field of the channel with
flexible wall at different time instants with εF = 0.1 kg/(N ·m).
validation and comparison, the displacement is also computed on the same mesh with a
fully incompressible solver, based on an equal order stabilized finite element formulation,
with the same settings used for the partitioned Dirichlet–Neumann coupling. The results
are added in the left panel of Figure 16. By comparing the left and the right panels, it can
be observed that the two coupling strategies provide almost identical results. Moreover,
for the compressibility levels considered, the physical results are sufficiently close to those
obtained by considering the flow fully incompressible.
The approximation of the density and the momentum field obtained with the monolithic
Nitsche-based coupling with εF = 0.1 kg/(N ·m) is shown in Figure 17 at different time
instants.
The average value of the dynamic relaxation parameter ωavg (evaluated over all the
39
∆t = 0.1 s ∆t = 0.01 s ∆t = 0.001 s
ωavg iavg ωavg iavg ωavg iavg
Incompressible 0.17 27.5 – – – –
εF = 0.001 kg/(N ·m) 0.19 22.5 0.20 34.0 0.45 16.1
εF = 0.01 kg/(N ·m) 0.20 22.5 0.29 22.6 0.64 8.2
εF = 0.1 kg/(N ·m) 0.23 18.4 0.47 11.4 0.86 4.6
Table 1: Average value of the dynamic relaxation parameter (evaluated over all the coupling
iterations) and average number of coupling iterations (evaluated over all the time steps)
needed by the Dirichlet–Neumann algorithm for the channel with flexible wall.
coupling iterations) and the average number of coupling iterations iavg (evaluated over all
the time steps) needed by the Dirichlet–Neumann algorithm are summarized in Table 1.
When using the fully incompressible solver, a large number of coupling iterations is
required to satisfy the convergence criterion (45) for the largest time step size considered.
Moreover, for smaller time step sizes, the coupling fails to converge. As expected from
the analysis in [32], the weakly compressible formulation for the fluid field instead leads
to a smaller number of coupling iterations and to a larger value of the dynamic relaxation
parameter, thanks to the reduction of the maximal eigenvalue of the so-called added mass
operator. As also shown in [32], these beneficial effects are proportional to the compress-
ibility coefficient and more pronounced for small time step sizes. On the one hand, the
monolithic scheme, not requiring sub-iterations of the single-field problems, is observed to
outperform the partitioned one for small εF and large ∆t. On the other hand, the parti-
tioned scheme becomes very competitive for larger εF and smaller ∆t. However, since the
two algorithms have been implemented on distinct platforms, a quantitative comparison
of the computational cost cannot be fairly assessed in the context of the present work and
it constitutes a topic of future research.
4.5 3D channel with flexible wall
The fifth numerical example considers an elastic wall embedded in a channel flow. This
example was set up by [16] and the goal of this study is to show the advantages of the weakly
compressible fluid formulation for the solution of FSI problems in a three dimensional
setting. The geometry and the boundary conditions of the problem are depicted in Figure
18.
The dynamic viscosity of the fluid is µF = 0.01 and the reference density ρ0F = 1
evaluated at the reference pressure p0F = 0. Three different orders of magnitude are
considered for the compressibility coefficient, i.e., εF = [0.001, 0.01, 0.1]. The structure is
modelled as a Neo–Hookean material with density ρS = 1, Young’s modulus ES = 500 and
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Figure 18: Geometry and boundary conditions of the 3D channel with flexible wall.
Poisson’s ratio νS = 0. The following parabolic momentum profile is imposed at the inlet:
ρυF x(0, y, z, t) =

(
1− 16y2) (1− 4z2) 1− cos (pit/5)
2
ρ0F υ¯F if t ≤ 5,(
1− 16y2) (1− 4z2) ρ0F υ¯F if t > 5,
ρυF y(0, y, z, t) = 0,
ρυF z(0, y, z, t) = 0,
(73)
with υ¯F = 0.1, resulting in a Reynolds number of about 5. No-slip boundary conditions are
applied on the top and bottom walls as well as on the lateral walls. At the channel exit, the
fluid density is imposed equal to its reference value. The HDG fluid discretization contains
25664 hexahedral elements, while the CG structural discretization contains 1536 hexahedral
elements. The degree of approximation considered is k = 1 for both subdomains. The time
interval studied is 10 s and the temporal integration is performed by means of the BDF2
method. Three different orders of magnitude of the time step size are considered, i.e.,
∆t = [0.1, 0.01, 0.001]. The stabilization parameters are τρ = 1/εF and τρυ = 1.
The problem is solved with the partitioned Dirichlet–Neumann coupling presented in
section 3.3, with convergence tolerance η = 10−7.
The x component of the displacement of the center top point of the wall is shown in
Figure 19 for the different compressibility coefficients considered. The final displacement
differs from the one obtained with a fully incompressible solver with the same settings for
the coupling algorithm by about 6%.
The approximation of the fluid velocity and pressure field and the structural displace-
ment obtained with εF = 0.01 and ∆t = 0.1 is shown in Figure 20 for the final simulation
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Figure 19: x-displacement component of the center top point of the flexible wall with
different values of the compressibility coefficient computed with the partitioned Dirichlet–
Neumann coupling with ∆t = 0.1.
∆t = 0.1 ∆t = 0.01 ∆t = 0.001
ωavg iavg ωavg iavg ωavg iavg
Incompressible 0.33 10.9 – – – –
εF = 0.001 0.37 10.1 0.43 7.7 0.54 2.2
εF = 0.01 0.39 8.7 0.57 4.2 0.74 0.8
εF = 0.1 0.44 6.2 0.78 2.4 1.00 0.4
Table 2: Average value of the dynamic relaxation parameter (evaluated over all the coupling
iterations) and average number of coupling iterations (evaluated over all the time steps)
needed by the Dirichlet–Neumann algorithm for the 3D channel with flexible wall.
time.
The average value of the dynamic relaxation parameter ωavg (evaluated over all the
coupling iterations) and the average number of coupling iterations iavg (evaluated over all
the time steps) needed by the partitioned coupling algorithm are summarized in Table
2. The response obtained with a higher polynomial degree (k = 2) in the fluid field
with ∆t = 0.1 is very close to the one obtained with linear elements and the resulting
average value of the relaxation parameter and the average number of coupling iterations
are ωavg = [0.36, 0.39, 0.44] and iavg = [11.6, 8.1, 6.5] for εF = [0.001, 0.01, 0.1]. Considering
the required computational effort, the influence of the time step size on the robustness of
the partitioned scheme is analyzed here only for the linear case.
Similarly to the two dimensional problem in section 4.4, the incompressible solver needs
a relatively high number of coupling iterations for large ∆t and it fails to reach convergence
of the partitioned algorithm for smaller time step sizes. On the other hand, the weakly
compressible solver is always able to converge, exhibiting a decreasing number of coupling
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(a) |υF | at t = 10 with εF = 0.01
(b) pF at t = 10 with εF = 0.01
(c) |uS | at t = 10 with εF = 0.01
Figure 20: Approximation of the fluid velocity and pressure field and the structural dis-
placement of the 3D channel with flexible wall at t = 10 with εF = 0.01.
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iterations when decreasing ∆t. For εF = 0.1 and ∆t = 0.001, no relaxation is performed at
all (always ω = 1) and almost no coupling iterations are needed to meet the convergence
criterion.
5 Conclusion
A hybrid HDG-CG formulation for the solution of fluid-structure interaction problems has
been proposed. Special emphasis has been devoted to the derivation and validation of a
novel hybridizable discontinuous Galerkin approach for weakly compressible flows with the
Arbitrary Lagrangian–Eulerian description. A partitioned Dirichlet–Neumann scheme has
been revisited for the hybrid discretization and a minimally-intrusive monolithic Nitsche-
based coupling has been proposed for the coupling of the HDG and the CG subproblems,
by exploiting the definition of the numerical flux and the trace of the solution to impose the
coupling conditions. The numerical examples demonstrate the convergence of the HDG
and CG primal and mixed variables with order k + 1 and the superconvergence of the
fluid velocity with order k+ 2, through an inexpensive element-by-element postprocessing.
Moreover, the advantages of introducing a weak compressibility in the fluid have been
confirmed on two and three dimensional FSI problems. In particular, the constraints that
the incompressibility poses on the fluid-structure coupling are alleviated by the proposed
formulation, resulting in a more robust and efficient FSI solver. The investigation of
the computational efficiency of the proposed schemes in a high-performance framework is
subject of future work.
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