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Abstract
Each bounded holomorphic function on the infinite dimensional poly-
disk D∞, f ∈ H∞(D∞), defines a formal monomial series expansion that
in general does not converge to f . The set monH∞(D∞) contains all z’s in
which themonomial series expansion of each function f ∈H∞(D∞) sums
up to f (z). Bohr, Bohnenblust and Hille, showed that it contains ℓ2∩D∞,
but does not contain any of the slices ℓ2+ε ∩D∞. This was done in the
context of Dirichlet series and our article is very much inspired by recent
deep developments in this direction. Our main contribution shows that
z ∈monH∞(D∞) whenever lim
( 1
logn
∑n
j=1 z
∗2
j
)1/2 < 1/p2, and conversely
lim
( 1
logn
∑n
j=1 z
∗2
j
)1/2 ≤ 1 for each z ∈ monH∞(D∞). The Banach space
H∞(D∞) can be identified with theHardy space H∞(T∞); this motivates a
study of sets of monomial convergence of Hp-functions on T
∞ (consist-
ing of all z’s inD∞ for which the series
∑
fˆ (α)zα converges). We show that
monH∞(T∞) =monH∞(D∞) and monHp(T∞) = ℓ2∩D∞ for 1 ≤ p <∞
and give a representation of Hp (T
∞) in terms of holomorphic functions
on D∞. This links our circle of ideas with well-known results due to Cole
and Gamelin.
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1 Introduction
Hilbert in [21] was among the very first who started a systematic study of the
concept of analyticity for functions in infinitely many variables. According to
Hilbert, an analytic function in infinitelymany variables is a C-valued function
defined on the infinite dimensional polydiscD∞ which has a pointwise conver-
gent monomial series expansion:
f (z)=
∑
α∈N(N)0
cαz
α , z ∈D∞ , (1)
where N0 stands for the non-negative integers, N
(N)
0 denotes the set of multi-
indices on N0 (i.e. finite sequences of elements of N0) and D is the open unit
disc of C. In [21] (see also [20, page 65]) he gave the following criterion for a
formal power series
∑
α cαz
α to generate such a function, i.e. to converge (ab-
solutely) at each point of D∞: Every k-dimensional section
∑
α∈Nk0 cαz
α of the
series is pointwise convergent on Dk , andmoreover
sup
k∈N
sup
z∈Dk
∣∣∣ ∑
α∈Nk0
cαz
α
∣∣∣<∞ . (2)
But this criterion is not correct as was later discovered by Toeplitz (see below).
This fact in infinite dimensions produces a sort of dilemma: There is no way to
develop a complex analysis of functions in infinitely many variables which si-
multaneously handles phenomena on differentiability and analyticity (as hap-
pens in finite dimensions) . Let us explain why.
Today a holomorphic function f : D∞ → C is nothing else than a Fréchet
complex-differentiable function f : D∞ → C, i.e. a complex-differentiable C-
valued function defined onD∞ (we use this symbol to denote the open unit ball
of the Banach space ℓ∞ of all bounded scalar sequences). As usual the Banach
space of all bounded holomorphic f : D∞ → C endowed with the supremum
norm will be denoted by H∞(D∞). Important examples of such functions are
bounded m-homogeneous polynomials P : ℓ∞ → C, restrictions of bounded
m-linear forms on ℓ∞×·· · ×ℓ∞ to the diagonal. The Banach space of all such
P is denoted byP (mℓ∞).
It is well known that every holomorphic C-valued mapping f on the k-
dimensional polydisc Dk has a monomial (or power) series expansion which
converges to f at every point of Dk . More precisely, for every such f there is a
unique family (cα( f ))α∈Nk0 in C such that f (z)=
∑
α∈Nk0 cα( f )z
α for every z ∈Dk .
The coefficients can be calculated by the Cauchy integral formula
cα( f )=
∂α f (0)
α!
= 1
(2πi )k
∫
|z1|=r
. . .
∫
|zk |=r
f (z)
zα+1
dz1 . . .dzk ; (3)
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where 0 < r < 1 is arbitrary. Clearly, every holomorphic function f : D∞ → C
in infinitelymany variables, if restricted to a finite dimensional sectionDk × {0}
that we identify with Dk , has an everywhere convergent power series expan-
sion
∑
α∈Nk0 c
(k)
α ( f )z
α, z ∈ Dk . And from the Cauchy formula (3) we can see
that c(k)α ( f ) = c(k+1)α ( f ) for α ∈ Nk0 ⊆ Nk+10 . Thus again there is a unique fam-
ily (cα( f ))α∈N(N)0
in C such that at least for all k ∈N and all z ∈Dk
f (z)=
∑
α∈N(N)0
cα( f )z
α .
This power series is called the monomial series expansion of f , and cα = cα( f )
are its monomial coefficients; they satisfy (3) whenever α ∈Nk0 .
At first one could expect that each bounded holomorphic function on D∞
has amonomial series expansionwhich again converges at every point and rep-
resents the function (this is the statement of the Hilbert’s criterion mentioned
above) but this is not the case: just take a non-zero functional on ℓ∞ that is
0 on c0 (the space of null sequences); its monomial series expansion is 0 on
ℓ∞ and clearly does not represent the function. One could then try with D∞0
(the open unit ball of c0). Note first that a simple extension argument (see e.g.
[11, Lemma 2.2]) allows to identify all formal power series satisfying (2) with all
bounded holomorphic functions on D∞0 ; more precisely, each f ∈ H∞(D∞0 ) has
a monomial series expansion as in (2), and conversely each power series satis-
fying (2) gives rise to a unique f ∈H∞(D∞0 ) for which cα = cα( f ) for allα. This is
the reason why Hilbert’s criterion is not correct (even if D∞ is replaced by D∞0 ):
(2) does not imply (1) since by an example of Toeplitz from [27] we have
∃P ∈P (2c0) s.t. ∀ε> 0∃x ∈ ℓ4+ε :
∑
α
|cα(P )xα| =∞ . (4)
This means that there are functions f ∈ H∞(D∞0 ) that cannot be pointwise de-
scribed by its monomial series expansion as in (1) which at first glance seems
scandalous. The main purpose of this article is to give concrete descriptions of
the set of monomial convergence of all bounded holomorphic functions onD∞:
monH∞(D∞)=
{
z ∈DN
∣∣∀ f ∈H∞(D∞) : f (z)= ∑
α∈N(N)0
cα( f )z
α
}
(where the equality means that the series converges absolutely as a net and
coincides with the function) and the set of monomial convergence of all m-
homogeneous polynomials on ℓ∞
monP (mℓ∞)=
{
z ∈ ℓ∞
∣∣∀P ∈P (mℓ∞) : P (z)= ∑
α∈N(N)0
cα(P )z
α
}
.
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Davie and Gamelin showed [7, Theorem 5] that every function in H∞(D∞0 ) can
be extended to a function in H∞(D∞) with the same norm. Using this it can be
seen (see e.g. [13, Remark 6.4]) that
monH∞(D∞)=monH∞(D∞0 ) and monP (mℓ∞)=monP (mc0) . (5)
Let us collect and comment the results on such sets of convergence known so
far. Bohr [4] proved
ℓ2∩D∞ ⊆monH∞(D∞) , (6)
and Bohnenblust-Hille in [3]
ℓ 2m
m−1
⊆monP (mℓ∞). (7)
Moreover, these two results in a certain sense are optimal; to see this define
M := sup
{
1≤ p ≤∞|ℓp ∩D∞ ⊆monH∞(D∞)
}
,
as well as form ∈N
Mm := sup
{
1≤ p ≤∞|ℓp ⊆monP (mℓ∞)
}
.
These are two quantities which measure the size of both sets of convergence in
terms of the largest possible slices ℓp ∩D∞ included in them. The definition of
M (at least implicitly) appears in [4], and (6) of course gives that M ≥ 2. The
idea of graduatingM through Mm appears first in Toeplitz’ article [27]; clearly
the estimate 4≤M2 is a reformulationof (4). After Bohr’s paper [4] the intensive
search for the exact value of M and Mm was not succesful for more then 15
years. The final answer was given by Bohnenblust and Hille in [3], who were
able to prove that
Mm =
2m
m−1 and M =
1
2
. (8)
Their original proofs of the upper bounds are clever and ingenious. However,
using modern techniques of probabilistic nature, different from the original
ones, they were improved in [13, Example 4.9 and Example 4.6]:
ℓ2 ∩ D∞ ⊆monH∞(D∞) ⊆
⋂
ε>0
ℓ2+ε, (9)
and
monP (mℓ∞)⊆ ℓ 2m
m−1 ,∞. (10)
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So the question remains whether it is possible to “squeeze” our two sets
of convergence in a more drastic way. Historically all these results on sets of
monomial convergence (at least those of (4), (6),(7), and (8)) were motivated
through the theory of Dirichlet series. An ordinary Dirichlet series is a series
of the form D = ∑n ann−s , where the an are complex coefficients and s is a
complex variable. Maximal domains where such Dirichlet series converge con-
ditionally, uniformly or absolutely are half planes [Re>σ], where σ=σc ,σu or
σa are called the abscissa of conditional, uniform or absolute convergence, re-
spectively. More precisely,σα(D) is the infimumof all r ∈R such that on [Re> r ]
we have convergence ofD of the requested typeα= c,u or a. EachDirichlet se-
ries D defines a holomorphic function d : [Re > σc]→ C. If σb(D) denotes the
abscissa of boundedness, i.e. the infimum of all r ∈ R such that d on the half
plane [Re> r ] is bounded, then one of the fundamental theorems of Bohr from
[5] is
σu(D)=σb(D) . (11)
Bohr’s so called absolute convergence problem from [4] asked for the largest pos-
sible width of the strip inC on which a Dirichlet seriesmay converge uniformly
but not absolutely. In other terms, Bohr defined the number S := supD σa(D)−
σu(D), where the supremum is taken over all possible Dirichlet series D, and
asked for its precise value. In order to explain (in modern terms) Bohr’s strat-
egy to attack the problem we denote byP the vector space of all formal power
series
∑
α cαz
α, and letD be the vector space of all Dirichlet series
∑
ann
−s . We
denote by (pn)n the sequence of prime numbers and n = pα11 · · ·p
αk
k
= pα the
unique prime decomposition of n ∈N; then the linear bijection:
B :P−→D , ∑
α∈N(N)0
cαz
α
 
∑∞
n=1 ann
−s (12)
(where apα = cα) will be called Bohr mapping. Since every holomorphic func-
tion f on D∞0 has a unique monomial series expansion, H∞(D
∞
0 ) can be con-
sidered as a subspace of P. In order to see the image of H∞(D∞0 ) under the
Bohr mapping define the following space H∞ of all Dirichlet series
∑
ann
−s
which have a limit function d that is defined and bounded on [Re > 0], and
note thatH∞ togetherwith the norm ‖
∑
ann
−s‖ := supRe s>0 |
∑
n an1/n
s | forms
a Banach space. Now the following fact, essentially due to Bohr (see also [19,
Lemma 2.3 and Theorem 3.1]), is fundamental: B induces a bijective isometry
from H∞(D∞0 ) onto H∞ ,
H∞(D∞0 )=H∞ . (13)
Clearly m-homogeneous polynomials are mapped to Dirichlet series
∑
ann
−s
in H∞ for which an = 0 for those n that do not have precisely m prime di-
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visors (counted according to their multiplicity); such series are also called m-
homogeneous. Then the restriction ofB defines an isometric, onto linear ho-
momorphismbetweenP (mc0) andH
m
∞ (the subspace of H∞ consisting ofm-
homogeneous Dirichlet series):
P (mc0)=H m∞ . (14)
Using the prime number theorem Bohr in [4] proved that S = 1
M
, and con-
cluded from (6) that S ≤ 1/2. Shortly after that Toeplitz with his result from
(4) got 1/4 ≤ S ≤ 1/2. Although the general theory of Dirichlet series during
the first decades of the last century was one of the most fashionable topics in
analysis (with Bohr’s absolute convergence problem very much in its focus),
the question whether or not S = 1/2 remained open for a long period. Finally,
Bohnenblust and Hille [3] in 1931 in a rather ingenious fashion answered the
problem in the positive. They proved (8), and got as a consequence what we
now call the Bohr-Bohnenblust-Hille theorem: S = 12 . One of the crucial ideas
in the Bohnenblust-Hille approach is that they graduate Bohr’s problem: They
(at least implicitly) observe that Sm = 1Mm , where Sm = supσa(D)−σu(D) , the
infimum now taken over all m-homogeneous Dirichlet series. This allows to
deduce from (8) the lower bound m−12m = Sm ≤ S, and hence in the limit case as
desired 12 ≤ S.
We finally briefly summarize the two main theorems of this article. But be-
fore, we indicate that recently some deep new results (and techniques) within
the Bohr-Bohnenblust-Hille cycle of ideas suggest that more precise descrip-
tions of monH∞(D∞) as well as monP (mc0) should be possible. From (11)
it can be easily deduced that the fact S = 12 is equivalent to supD∈H∞ σa(D) =
1
2 , i.e. for each ε > 0 and each Dirichlet series
∑
ann
−s in H∞ we have that∑
n |an | 1
n
1
2+ε
<∞ , andmoreover 12 here can not be improved. What about ε= 0 ?
The answer is yes: It was recently proved in [10] that the supremum of all c ∈ R
such that for every
∑
ann
−s ∈H∞
∞∑
n=1
|an |
ec
p
logn log logn
n
1
2
<∞ , (15)
equals 1/
p
2. This is just the final step in a long series of results due to (among
others) Balasubramanian, Calado, de la Bretéche, Konyagin or Queffélec [1, 8,
23, 25]. An interesting consequence is that each Dirichlet series
∑
ann
−s ∈H∞
even converges absolutely on the vertical line [Re= 1/2]. In view of Bohr’smap-
ping (12) we see that the sequence
(
p
− 12
n
)
n belongs to monH∞(D
∞). This se-
quence is not contained in ℓ2 since, due to the prime number theorem, it up
to constants equals
(
(n logn)−
1
2
)
. It seems that this sequence is the very first
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known example which really distinguishes ℓ2∩D∞ and monH∞(D∞). We de-
fine the set
B=
{
z ∈D∞ : limsup 1
logn
n∑
j=1
z∗2j < 1
}
;
here z∗ stands for the decreasing rearrangement of z (see below for a full defi-
nition). Then our main result is Theorem 3.1 which states
1p
2
B ⊆ monH∞(D∞) ⊆ B , (16)
improving the results from (6), (8), and (9). Its homogeneous counterpart is
evenmore satisfying – in Theorem 2.1 we prove that the upper inclusion in (10)
is optimal:
monP (mℓ∞)= ℓ 2m
m−1 ,∞ .
Here our proof heavily depends on the following recent homogeneous coun-
terpart of (15) due to Balasubramanian, Calado andQueffélec [1, Theorem 1.4]:
For each m there exists a constant Am such that for every
∑
ann
−s ∈ H m∞ we
have ∑
n
|an |
(logn)
m−1
2
n
m−1
2m
≤ Am sup
t∈R
∣∣∣∑
n
ann
i t
∣∣∣ . (17)
and again the parameter m−12 is optimal [24, Theorem 3.1].
The Banach space H∞(D∞0 ) can be isometrically identified with the Banach
spaceH∞(T∞) of all L∞-functions f :T∞→Cwith Fourier coefficients fˆ (α)= 0
for α ∈ Z(N) \N(N)0 (here T denotes the torus, the unit circle of C, and T∞ the
countable cartesian product of T). In the last section we prove analogs of the
results we obtained for monH∞(D∞) and monP (mℓ∞) within Hardy spaces
Hp (T
∞) and Hmp (T
∞), 1 ≤ p < ∞, of functions and polynomials in infinitely
many variables. We extend and complement results of Cole and Gamelin from
[6]. Ourmain result in this section are Theorems4.5and 4.4: for every 1≤ p <∞
we have
monHp (T
∞)=monHmp (T∞)= ℓ2∩D∞ .
Let us now fix some more notation and recall some basic definitions. The
set of non-negative integers is denoted by N0 and D and T respectively denote
the open unit disc and circle of C. Following [26] and [28]mk andm will denote
the product of the normalized Lebesgue measure respectively on Tk and T∞
(i.e. the unique rotation invariant Haar measures). Given a set Γ ⊆ C we write
Γ
(N) =⋃∞
k=1Γ
k , wherewe identifyΓk with Γk×{0}, (i.e. Γ(N) consists of sequences
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in Γ that eventually vanish). The spaces of q-summable sequences (1≤ q <∞)
are denoted by ℓq , while ℓ∞ and c0 are respectively the spaces of bounded and
null sequences. Given z ∈ ℓ∞, its decreasing rearrangement is defined by
z∗n := inf{ sup
j∈N\J
|z j | : J ⊆N , card(J )< n} .
The Lorentz space ℓq,∞ with 1 ≤ q <∞ consists of those sequences such that
supn z
∗
nn
1/q <∞ (and this supremum defines the norm). It is a well known fact
that ℓq,∞ ⊆ c0, hence z∗ = (|zσ(n)|) where σN→N is an adequate permutation.
On the other hand, ℓk∞ stands for C
k with the sup norm.
Given k,m ∈Nwe consider the following sets of indices
M (m,k)= {j= ( j1, . . . , jm) : 1≤ j1, . . . , jm ≤ k}= {1, . . . ,k}m
J (m,k)= {j ∈M (m,k) : 1≤ j1 ≤ ·· · ≤ jm ≤ k}
Λ(m,k)= {α ∈Nk0 : α1+·· ·+αk =m} .
An equivalence relation is defined in M (m,k) as follows: i ∼ j if there is a per-
mutation σ such that iσ(r ) = jr for all r . For each i ∈M (m,k) there is a unique
j ∈J (m,k) such that i∼ j. On the other hand, there is a one-to-one relation be-
tween J (m,k) andΛ(m,k): Given j, one can define jα by doing jαr = |{k : jm =
r }|; conversely, for each α, we consider jα = (1, α1. . .,1,2, α2. . .,2, . . . ,k αk. . .,k). Note
that card[jα] = m!α! for every α ∈ Λ(m,k). Given a multi-index α ∈ Nk0 we write
|α| =α1+·· ·+αk .
Taking this correspondence into account, the monomial series expansion of
a polynomial P ∈ P (mℓk∞) can be expressed in different ways (we write cα =
cα(P )) ∑
α∈Λ(m,k)
cαz
α =
∑
j∈J (m,k)
cjzj =
∑
1≤ j1≤...≤ jm≤k
c j1 ... jm z j1 · · ·z jm . (18)
Following standard notation for each n ∈ N we write Ω(n) = |α| whenever n =
pα (this counts the prime divisors of n, according to their multiplicity). Then a
Dirichlet series
∑
ann
−s is calledm-homogeneous if an = 0 for everyΩ(n) 6=m.
We denote by H m∞ for the space ofm-homogeneous Dirichlet series in H∞.
Finally, the norms form-homogeneouspolynomials andm-linear forms on ℓ∞
are as usual defined by ‖P‖ = supz∈D∞ |P (z)| and ‖A‖ = supz j∈D∞ |A(z1, . . . ,zm)|.
If f ∈H∞(D∞) and σ is a permutation then the function fσ defined by fσ(z)
= f ((zσ(n))n) is again in H∞(D∞). This implies (see e.g. [12, page 550]) that if
z ∈ monH∞(D∞) then every permutation of z is again in monH∞(D∞). The
same happens for monP (mℓ∞).
On the other handwe know from [13, page 30] that if z belongs tomonH∞(D∞)
(or to monP (mℓ∞)) then it is in c0. Hence its decreasing rearrangement is a
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permutation of z. Thus z ∈monH∞(D∞) if and only if z∗ ∈monH∞(D∞) (and
the same for monP (mℓ∞)).
2 Homogeneous polynomials
By (14) there is a bijection between P (mc0) and H
m
∞ . We know now thanks to
(17) the precise behaviour in the side of Dirichlet series. Our aim is to transfer
this knowledge to the polynomials side in order to get a better understanding.
We do that in the following result.
Theorem 2.1. For each m ∈N we havemonP (mℓ∞) = ℓ 2m
m−1 ,∞. Moreover, there
exists a constant C > 0 such that∑
|α|=m
|cα(P )zα| ≤Cm‖z‖m‖P‖ . (19)
for every z ∈ ℓ 2m
m−1 ,∞ and every P ∈P (
mℓ∞).
The inequality (17) is enough to get the set equality monP (mℓ∞)= ℓ 2m
m−1 ,∞;
however, since we are also interested in the behaviour of the norms (19) we
need the following refinement of [1, Theorem 1.4]:
Lemma 2.2. There is a constant K > 0 such that for everym-homogeneousDirich-
let polynomial
∑
ann
−s ∈H m∞ ,
∑
n
|an |
(logn)
m−1
2
n
m−1
2m
≤Km sup
t∈R
∣∣∣∑
n
ann
i t
∣∣∣ .
To prove thiswe need the following Lemma, a variant of one of the twomain
ingredients of the proof of the hypercontractivity of the Bohnenblust-Hille in-
equality [10, (14)] (see [14, Lemma 5.2] for a more general setting).
Lemma 2.3. For every k ∈N and everym-homogeneous polynomial P ∈P (mℓk∞)
with coefficients (cj)j∈J (m,k) (we write cj = cj(P )) we have
k∑
jm=1
( ∑
j∈J (m−1,k)
j1≤...≤ jm−1≤ jm
|c j1 ... jm |2
) 1
2 ≤m
p
2
m−1
(
1+ 1
m−1
)m−1
‖P‖ .
Proof. Let P ∈ P (mℓk∞) be an m-homogeneous polynomial and A its associ-
ated symmetricm-linear mapping. It is well known that the monomial coeffi-
cients c j1 ... jm of P and the coefficients ai1...im := A(ei1 , . . . ,eim ) defining A satisfy
cj = card[j]aj.
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On the other hand, for each j ∈ J (m − 1,k) and 1 ≤ j ≤ k we write (j, j ) =
( j1, . . . , jm−1, j ) ∈M (m,k) and we have
card[(j, j )]
card[j]
= m!
(m−1)! ·
∣∣{r | jr = 1}∣∣!∣∣{r | (j, j )r = 1}∣∣! · · ·
∣∣{r | jr = k}∣∣!∣∣{r | (j, j )r = k}∣∣! ≤m .
Hence
k∑
jm=1
( ∑
j∈J (m−1,k)
j1≤...≤ jm
|c j1 ... jm |2
) 1
2 =
k∑
j=1
( ∑
j∈J (m−1,k)
j1≤...≤ jm−1≤ j
|card[(j, j )]a(j, j )|2
) 1
2
≤
k∑
j=1
( ∑
j∈J (m−1,k)
|card[(j, j )]a(j, j )|2
) 1
2
≤m
k∑
j=1
( ∑
j∈J (m−1,k)
|card[j]a(j, j )|2
) 1
2
.
In the proof of [2, Theorem9] (see also [9, Lemma 3.6]) it is proved that for every
polynomial P ∈P (mCk) with P (z)=∑α∈Λ(m,k) cαzα we have( ∑
α∈Λ(m,k)
|cα|2
) 1
2
≤
p
2
m
∫
Tk
∣∣∣ ∑
α∈Λ(m,k)
cαz
α
∣∣∣dmk(z) (20)
Using this we get
k∑
j=1
( ∑
j∈J (m−1,k)
|card[j]a(j, j )|2
) 1
2
≤
p
2
m−1 k∑
j=1
∫
Tk
∣∣∣ ∑
j∈J (m−1,k)
card[j]a(j, j )z j1 · · ·z jm−1
∣∣∣dmk(z)
=
p
2
m−1
∫
Tk
k∑
j=1
∣∣∣ ∑
j∈M (m−1,k)
a(j, j )z j1 · · ·z jm−1
∣∣∣dmk(z)
≤
p
2
m−1
sup
z∈Tk
k∑
j=1
∣∣∣ ∑
j∈M (m−1,k)
a(j, j )z j1 · · ·z jm−1
∣∣∣
=
p
2
m−1
sup
z∈Dk
sup
y∈Dk
∣∣∣ k∑
j=1
∑
j∈M (m−1,k)
a(j, j )z j1 · · ·z jm−1 y j
∣∣∣
=
p
2
m−1
sup
z,y∈Dk
|A(z,m−1. . . ,z, y)| ≤
p
2
m−1
(
1+ 1
m−1
)m−1
‖P‖ ,
where the last inequality follows from an estimate of Harris [18, Theorem 1].
This completes the proof.
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A careful analysis of [1, Theorem1.4] using Lemma 2.3 gives Lemma 2.2 (see
also [14, Theorem5.1] formore details and a vector valued version). We are now
ready to give the proof of the main result of this section.
Proof of Theorem 2.1. In view of (10) we only have to show ℓ 2m
m−1 ,∞ is a subset
of monP (mℓ∞). We begin by observing that for every (x j ) j with x j ≥ 0 and all
α ∈N(N)0 with |α| =m we have, by a simple application of the binomial formula,
(xα)1/m ≤
∑
j
α j x j . (21)
Now, if z ∈ ℓ 2m
m−1 ,∞ we have supn z
∗
nn
m−1
2m = ‖z‖ <∞. Then by the Prime Number
Theorem there is a universal constantC1 > 0 such that, for all n ∈N,
z∗n ≤ ‖z‖
1
n
m−1
2m
≤ ‖z‖
( log(n logn)
n logn
)m−1
2m ≤ ‖z‖C1
( logpn
pn
)m−1
2m
.
Now for a fixed α ∈ N(N)0 we have
∑
α j logp j =
∑
logp
α j
j
= log∏pα j
j
= logpα.
Applying (21) with x j = logp j we get
z∗α ≤ (‖z‖C1)m
(( logp
p
)m−1
2m
)α
= (‖z‖C1)m
([
(logp)α
]1/m)m−12
(pα)
m−1
2m
≤ (‖z‖C1)m
(∑
α j logp j
)m−1
2
(pα)
m−1
2m
= (‖z‖C1)m
(logpα)
m−1
2
(pα)
m−1
2m
.
Given any polynomial P ∈P (mℓ∞) with coefficients (cα) we apply this and we
write an = cα for n = pα to obtain
∑
|α|=m
|cα|z∗α ≤ (‖z‖C1)m
∑
|α|=m
|apα |
(logpα)
m−1
2
(pα)
m−1
2m
= (‖z‖C1)m
∑
Ω(n)=m
|an |
(logn)
m−1
2
n
m−1
2m
.
Using Lemma 2.2 and the fact thatB : P (mc0)→H m∞ is an isometry ((14))we
have∑
|α|=m
|cα|z∗α ≤Cm‖z‖m sup
t∈R
∣∣∣ ∑
Ω(n)=m
ann
i t
∣∣∣=Cm‖z‖m‖P|c0‖ ≤Cm‖z‖m‖P‖ .
This shows that z∗ ∈monP (mℓ∞). Now, z ∈ c0 since z ∈ ℓ 2m
m−1 ,∞, hence there is
a permutation σ such that zn = z∗σ(n). From this we have z ∈monP (mℓ∞) and
(19) holds.
11
Remark 2.4. Inequality (19) can be rewritten as
sup
z∈Bℓ 2m
m−1 ,∞
(N)
∑
|α|=m
|cα(P )zα| ≤Cm‖P‖ (22)
for every P ∈ P (mℓ∞). This can be seen as some sort of Bohnenblust-Hille
like inequality in the following sense. The Bohnenblust-Hille inequality says
that ‖(cα)‖ℓ 2m
m+1
(N(N)0 )
≤Cm‖P‖ (note that both the Bohnenblust-Hille inequality
and (22) are hypercontractive). Fournier showed in [17] that ‖(cα)‖ℓ 2m
m+1 ,1
(N(N)0 )
≤
Cm‖P‖, which by duality can be refrased as
sup
λ∈B
ℓ 2m
m−1 ,∞
(N(N)0 )
∑
|α|=m
|cα(P )|λα ≤Cm‖P‖ .
Remark 2.5. Inequality (19) allows us to improve (6). Let us define ℓ2,0 = {z ∈
ℓ∞ : limn z∗n
p
n = 0}; then
ℓ2,0∩D∞ ⊆monH∞(D∞) . (23)
We sketch now a proof of this fact. Since Bℓ2,∞ ⊆
⋂
m∈NBℓ 2m
m−1 ,∞
, by (19) and
[13, Theorem 5.1] there exists an r > 0 such that rBℓ2,∞ ⊆monH∞(D∞). Then(
rp
n
)
n ∈monH∞(D∞); this easily gives (using [12, Lemma 2]) that z∗ belongs
to monH∞(D∞) for every z ∈ ℓ2,0 ∩D∞ and (23) follows. In the next section
we improve this estimate, but let us note that by the Prime Number Theorem
the sequence
(
1
p1/2n
)
∈ ℓ2,0 and hence belongs to monH∞(D∞) while it does not
belong to ℓ2.
3 Holomorphic functions
Againwehave the link (15) betweenholomorphic functions andDirichlet series
(13), and again we know precisely what happens in the Dirichlet side, while
our knowledge on the power series side (9) is weaker. In the previous section
we managed to strengthen it a little bit. We show now that we can actually go
further.
Theorem 3.1. Let z ∈D∞.
(i) If limsup
n→∞
1
logn
n∑
j=1
z∗2j <
1
2
, then z ∈monH∞(D∞).
(ii) If z ∈monH∞(D∞), then limsup
n→∞
1
logn
n∑
j=1
z∗2j ≤ 1.
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Remark 3.2. If z is such that limsupn
1
logn
∑n
j=1 z
∗2
j
<∞, then supn 1logn
∑n
j=1 z
∗2
j
<
∞ and, since nz∗2n ≤
∑n
j=1 z
∗2
j
, this implies
sup
n∈N
z∗n
√
n
logn
=K <∞ . (24)
Hence limn z
∗
n = 0 and z ∈ c0. This in particularmeans that the decreasing rear-
rangement is just a permutation of z.
We need the following Lemma.
Lemma 3.3. Let (r j ) j be non-increasing sequence in [0,1[ that converges to 0 and
(αn)n a non-decreasing sequence of positive numbers that converges to∞; then
the following are equivalent,
(i) For everyρ < 1 there exists Cρ > 0 such that
∑n
j=1− log
(
1−(ρr j )2
)
≤Cρ+αn
for all n.
(ii) For every ρ < 1 there exists Cρ > 0 such that
∑n
j=1(ρr j )
2 ≤Cρ+αn for all n.
(iii) limsupn
1
αn
∑n
j=1 r
2
j
≤ 1.
Proof. (i)⇒ (ii) follows from the fact that x < − log(1− x) for all 0 < x < 1. On
the other hand, to prove (ii)⇒ (i), let us fix ρ < 1 and choose some ρ < ρ′ < 1.
Since
lim
j→∞
− log
(
1− (ρr j )2
)
r 2
j
= ρ2 < ρ′2
there exists n0 such that − log
(
1− (ρr j )2
)
< (ρ′r j )2 for every j ≥ n0. On the one
hand, for n ≤ n0 we have
n∑
j=1
− log
(
1− (ρr j )2
)
≤
n0∑
j=1
− log
(
1− (ρr j )2
)
+Cρ′ +αn
On the other hand, if n > n0 then we have
n∑
j=1
− log
(
1− (ρr j )2
)
≤
n0∑
j=1
− log
(
1− (ρr j )2
)
+
n∑
j=n0+1
(ρ′r j )2
≤
n0∑
j=1
− log
(
1− (ρr j )2
)
+
n∑
j=1
(ρ′r j )2 ≤
n0∑
j=1
− log
(
1− (ρr j )2
)
+Cρ′ +αn .
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Definig Cρ =
∑n0
j=1− log
(
1− (ρr j )2
)
+Cρ′ , this altogether shows that (i) holds.
Let us assume now that (ii) holds, then for each ρ < 1 we have
1
αn
n∑
j=1
r 2j =
1
ρ2
1
αn
n∑
j=1
(ρr j )
2 ≤ 1
ρ2
1
αn
(Cρ+αn)=
1
ρ2
(Cρ
αn
+1
)
,
and this converges to 1
ρ2
. This implies
limsup
n→∞
1
αn
n∑
j=1
r 2j ≤ 1.
Let us finally show that (iii) implies (ii). Fix ρ < 1, then
limsup
n→∞
1
αn
n∑
j=1
(ρr j )
2 ≤ ρ2 < 1.
Then there is some n0 such that
1
αn
∑n
j=1(ρr j )
2 ≤ 1 for every n ≥ n0. Hence
n∑
j=1
(ρr j )
2 ≤αn ≤
n0∑
j=1
(ρr j )
2+αn
for every n ≥ n0. On the other hand, if n ≤ n0,
n∑
j=1
(ρr j )
2 ≤
n0∑
j=1
(ρr j )
2 ≤
n0∑
j=1
(ρr j )
2+αn .
This finally shows that (ii) holds.
We can now give the Proof of Theorem 3.1–(ii). Let us fix z ∈monH∞(D∞);
then z ∈ c0 and without loss of generality we may assume z = r = (rn)n with
0 ≤ rn < 1, non-increasing and that converges to 0. By [13, Lemma 4.1] there
existsC1 such that ∑
|α|=m
|cα(P )|rα ≤C1
∥∥∥ ∑
|α|=m
cα(P )z
α
∥∥∥ (25)
for every m-homogeneous polynomial P ∈P (mℓn∞). By [22, Chapter 6, Theo-
rem 4] there existsC2 > 0 so that for any finite family (aα)α of complex numbers
with α ∈Nn0 and |α| =m, there exists a choice of signs εα =±1 such that
∥∥∥∑
α
εαaαz
α
∥∥∥≤C2(n∑
α
|aα|2 logm
) 1
2
. (26)
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Consider aα = rα for α ∈Λ(m,n). We apply (25) for cα = εαaα and then (26) to
get
∑
α∈Λ(m,n)
r 2α =
∑
α∈Λ(m,n)
|εαrα|rα ≤C1
∥∥∥ ∑
α∈Λ(m,n)
εαaαz
α
∥∥∥
≤C1C2
(
n
∑
α∈Λ(m,n)
|aα|2 logm
) 1
2 =C
√
n logm
( ∑
α∈Λ(m,n)
r 2α
) 1
2
.
This implies ( ∑
α∈Nn0
|α|=m
r 2α
) 1
2 ≤C
√
n logm .
Then, for a given ρ < 1 we have
n∏
j=1
1
1− (ρr j )2
=
∑
α∈Nn0
(ρr )2α = 1+
∞∑
m=1
ρ2m
∑
α∈Nn0
|α|=m
r 2α
≤ 1+
∞∑
m=1
ρ2mC 2n logm = 1+C 2n
∞∑
m=1
ρ2m logm ≤Kn ,
where the last inequality holds because the series
∑
m ρ
2m logm converges. This
implies
log
( n∏
j=1
1
1− (ρr j )2
)
≤ logK + logn
and
n∑
j=1
− log
(
1− (ρr j )2
)
≤Cρ+ logn .
Lemma 3.3 gives the conclusion.
We give now the Proof of Theorem3.1–(i). By Remark 3.2 z is a null sequence
and its decreasing rearrangement z∗ can be written as a sequence (rn)n of non-
negative numbers decreasing to 0. We write
1
a2
= limsup
n→∞
1
logn
n∑
j=1
r 2j <
1
2
Without loss of generality we may assume that ar j < 1 for every j . Indeed, if
that were not the case, take n0 such that rn < 1a for all n ≥ n0 and define
r˜n =
{
rn0 if n < n0
rn if n0 ≤ n .
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Then the sequence (r˜n)n is non-increasing and 0 < r˜n < 1 for all n; moreover
limsup 1logn
∑n
j=1 r˜
2
j
= 1
a2
< 12 and ar˜n < 1 for alln. By [12, Lemma2] r ∈monH∞(D∞)
if and only if r˜ ∈monH∞(D∞).
From (24) we have log 1
r 2n
≥ log nlogn − logK . But limn
logn
log nlogn
= 1; hence
limsup
n→∞
1
log 1
r 2n
n∑
j=1
r 2j ≤ limsup
n→∞
1
logn
n∑
j=1
r 2j =
1
a2
≤ 1
and this gives limsupn
1
log 1
r2n
∑n
j=1(ar j )
2 ≤ 1. We fix now
p
2 < a0 < a and take
ρ0 < 1 with ρ0a = a0. By applying Lemma 3.3 to the sequence (ar j ) j we find
some constantC0 > 0 such that, for all n
n∑
j=1
− log
(
1− (a0r j )2
)
≤C0+ log
1
r 2n
.
Since all the terms are positive we have for all n,m
∑
α∈Nn0
|α|=m
(a0r )
2α =
∑
α∈Nn0
(a0r )
2α =
n∏
j=1
1
1− (a0r j )2
=
n∏
j=1
e− log
(
1−(a0r j )2
)
= e
∑n
j=1− log
(
1−(a0r j )2
)
≤ eC0e log
1
r2n =C 1
r 2n
.
This implies, for everym,
sup
n∈N
r 2n
∑
α∈Nn0
|α|=m
r 2α ≤ C
a2m0
. (27)
We take now f ∈ H∞(D∞) with monomial coefficients (cα( f ))α and Taylor ex-
pansion f =∑m Pm . For each of these polynomials Pm we consider Pm,n , the
restriction to ℓn∞. The Cauchy inequalities give ‖Pm,n‖ ≤ ‖Pm‖ ≤ ‖ f ‖ for all
m,n. Then for eachm ≥ 1 we apply (27) withm−1 and Lemma 2.3 (using (18))
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to get∑
α∈Nn0
|α|=m
|cα( f )|rα =
∑
1≤i1≤...≤im≤n
|ci1...im |ri1 · · ·rim
=
n∑
j=1
r j
∑
1≤i1≤...≤im−1≤ j
|ci1 ...im−1 j |ri1 · · ·rim−1
≤
n∑
j=1
r j
( ∑
1≤i1≤...≤im−1≤ j
|ci1 ...im−1 j |2
) 1
2
( ∑
1≤i1≤...≤im−1≤ j
r 2i1 · · ·r
2
im−1
) 1
2
≤ sup
1≤ j≤n
r j
( ∑
1≤i1≤...≤im−1≤ j
r 2i1 · · ·r
2
im−1
) 1
2
n∑
j=1
( ∑
1≤i1≤...≤im−1≤ j
|ci1 ...im−1 j |2
) 1
2
= sup
1≤ j≤n
r j
( ∑
α∈N j0
|α|=m−1
r 2α
) 1
2
n∑
j=1
( ∑
1≤i1≤...≤im−1≤ j
|ci1 ...im−1 j |2
) 1
2
≤
p
C
am−10
m(
p
2)m−1
(
1− 1
m−1
)m−1‖Pm,n‖ ≤ C˜(
p
2
a0
)m−1
m‖ f ‖ .
Now
∑
α∈Nn0
|cα( f )|rα =
∞∑
m=0
∑
α∈Nn0
|α|=m
|cα( f )|rα ≤ |c0|+
∞∑
m=1
C˜
(p2
a0
)m−1
m‖ f ‖≤K ‖ f ‖ .
Since this holds for every n we finally have∑
α∈N(N)0
|cα( f )|rα ≤K ‖ f ‖ .
This implies r ∈monH∞(D∞) and completes the proof.
3.1 Dismissing candidates
Our aim was to describe monH∞(D∞) in terms of a sequence space; in other
words, to find a sequence space X such that X ∩D∞ =monH∞(D∞). The first
natural candidate to do that job was ℓ2 but, as we already said in the introduc-
tion, [1, Theorem 1.1(b)] implies that the sequence (p−1/2n )n belongs to the set
monH∞(D∞) although it is not in ℓ2. Then three other natural candidates are
the spaces ℓ2,0 (already defined in Remark 2.5), the Lorentz space ℓ2,∞ and the
space defined by
ℓ2,log =
{
z ∈ ℓ∞ : ∃c∀n ;z∗n ≤ c
√
logn
n
, ∀n
}
.
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Theorem 3.1 shows that neither ℓ2,0 nor ℓ2,log are the proper spaces, since we
have
ℓ2,0∩D∞ á
1p
2
B⊆monH∞(D∞)⊆ B¯á ℓ2,log∩D∞ . (28)
Before we proceed, let us note that since limsupn
1
logn
∑n
j=1
1
j
= 1 we have that( cp
n
)
n∈N
∈monH∞(D∞) for all c <
1p
2
and (29)( cp
n
)
n≥c2
6∈monH∞(D∞) for all c > 1. (30)
Now, (29) immediately gives ℓ2,0∩D∞ á 1p2B. Let us point out that this shows
that Theorem 3.1 implies Remark 2.5, givingmore information.
The last inclusion in (28) follows from (24). On the other hand,
limsup
n→∞
1
logn
n∑
j=1
(√ log j
j
)2
≥ limsup
n→∞
1
logn
n∑
j=1
log3
j
= log3> 1
gives
(√
logn
n
)
n
6∈ B¯ and shows that this inclusion is also strict.
In certain steps of the proof of Theorem 3.1-(i) we have used the fact that, be-
ing (rn)n decreasing, nr
2
n ≤
∑n
j=1 r
2
j
. One may wonder if then the condition
limsupn nz
∗2
n < 1/2 is enough, but the previous comment shows that this is not
the case.
Again, ℓ2,∞ is not the right candidate; the situation now is slightly more
complicated. First of all by (29) we have
1p
2
Bℓ2,∞ ⊆monH∞(D∞) .
Again, Theorem 3.1 is stronger than Remark 2.5, since it gives a concrete value
to the r obtained there. But more can be said; (30) shows that there are se-
quences in ℓ2,∞∩D∞ that do not belong to monH∞(D∞). On the other hand
there are sequences in monH∞(D∞) that do not belong to ℓ2,∞. To check this
claim, we take an strictly increasing sequence of non-negative integers (nk)k
with n1 > 1, satisfying that the sequence (k+1nk )k is strictly decreasing and
∞∑
k=1
k+1
nk
< 1
2
;
(take for example nk = ak
2(k+1) for a ∈N big enough). Now we define
r j =


√
1
n1
1≤ j ≤ n1√
k+1
nk+1
nk < j ≤ nk+1, k = 1,2, . . . .
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The sequence (rn) is decreasing to 0. Clearly, nkr
2
nk
= k for all k. Thus (rn) does
not belong to ℓ2,∞. But for n > n1, if nk < n ≤ nk+1, then
1
logn
n∑
j=1
r 2j =
1
logn
( n1∑
j=1
1
n1
+
k−1∑
h=1
nh+1∑
j=nh+1
r 2j +
n∑
j=nk+1
r 2j
)
≤ 1
logn
(
1+
k−1∑
h=1
nh+1−nh
nh+1
(h+1)+ nk+1−nk
nk+1
(k+1)
)
≤ 1
logn1
+
k−1∑
h=1
h+1
lognh+1
+ k+1
lognk
<
∞∑
h=1
h+1
nh
+ k+1
lognk
.
Hence limsupn
1
logn
∑n
j=1 r
2
j
< 12 , and therefore (rn)n ∈monH∞(D∞).
In fact, Theorem 3.1, through an argument like in (29) and (30), shows that
there is no Banach sequence space X such that monH∞(D∞)= X ∩D∞.
4 Hardy spaces
We draw now our attention to functions on T∞, the infinite dimensional poly-
torus. We recall thatm denotes the product of the normalized Lebesgue mea-
sure on T. Given a function f ∈ Lp(T∞), its Fourier coefficients ( fˆ (α))α∈Z(N)
are defined by fˆ (α) = ∫
T∞ f (w)w
−αdm(w) = 〈 f ,wα〉 where wα = wα11 . . .w
αn
n
if α = (α1 . . .αn ,0, . . .) for w ∈ T∞, and the bracket 〈·, ·〉 refers to the duality be-
tween Lp(T
∞) and Lq(T∞) for 1/p + 1/q = 1. With this, the Hardy spaces are
defined as
Hp (T
∞)=
{
f ∈ Lp(T∞) : fˆ (α)= 0, ∀α ∈Z(N) \N(N)0
}
.
We define the set
monHp (T
∞)=
{
z ∈D∞ :
∑
α
| fˆ (α)zα| <∞ for all f ∈Hp(T∞)
}
. (31)
Our aim in this section is to determine these sets. As we did for holomorphic
functions, we approach first them-homogeneous case.
4.1 The homogeneous case
We consider, for eachm, the following closed subspace
Hmp (T
∞)=
{
f ∈Hp (T∞) : fˆ (α) 6= 0 ⇒ |α| =m
}
. (32)
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of Lp (T
∞). By [6, Section 9] this is the completion of the m-homogeneous
trigonometric polynomials (functions on T∞ that are finite sums of the form∑
|α|=m cαwα). A sort of Khintchine-type inequality from [6, 9.1 Theorem] shows
that, for 1 ≤ p < ∞, all ‖ · ‖p-norms are equivalent for the m-homogeneous
trigonometric polynomials and then Hmq (T
∞) = Hmp (T∞) for all 1 ≤ p,q < ∞
and allm with equivalent norms.
Our aim now is to describe the set monHmp (T
∞), defined analogously to (31).
We deal with two sepparate situations: p =∞ and 1≤ p <∞. The first case will
follow from Theorem 2.1, after showing that Hm∞(T
∞) can be identified with
P (mc0). The basic idea here is, given a polynomial on c0, extend it to ℓ∞ and
then restrict it to T∞. Let us very briefly recall how m-homogeneous polyno-
mials on a Banach space X can be extended to its bidual (see [16, Section 6] or
[15, Proposition 1.53]). First of all, everym-linear mapping A : X ×·· · ×X → C
a unique extension (called the Arens extension) A˜ : X ∗∗× ·· · × X ∗∗ → C such
that for all j = 1, . . . ,n, all xk ∈ X and zk ∈ X ∗∗, the mapping that to z ∈ X ∗∗
associates A˜(x1, . . . ,x j−1,z,z j+1, . . . ,zm) is weak∗-continuous. Now, given P ∈
P (mX ), we take its associated symmetricm-linear form A and define its Aron–
Berner extension P˜ ∈P (mX ∗∗) by P˜ (z)= A˜(z, . . . ,z). By [7, Theorem 3] we have
sup
x∈BX
|P (x)| = sup
z∈BX∗∗
|P (z)| . (33)
Hence, the operator AB : P (mX )→P (mX ∗∗) defined by AB(P ) = P˜ is a linear
isometry.
Proposition 4.1. Themappingψ :P (mc0)→Hm∞(T∞) given by
ψ(P )(w)= AB(P )(w)
for w ∈T∞ is and P ∈P (mc0) a surjective isometry.
Proof. Let us note first that, by the very definition of the Aron–Berner exten-
sion, for each α ∈N(N)0 , the monomial x ∈ c0 7→ xα is extended to the monomial
z ∈ ℓ∞ 7→ zα. Then the set of finite sums of the type
∑
|α| cαxα is bijectively and
isometrically mapped onto the set of m-homogeneous trigonometric polyno-
mials. By [15, Propositions 1.59 and 2.8] the monomials on c0 with |α| = m
generate a dense subspace of P (mc0). On the other hand, by [6, Section 9] the
trigonometric polynomials are dense in Hm∞(T
∞). This gives the result.
To deal with the case 1≤ p <∞we need the following lemma.
Lemma 4.2. monHmp (T
∞)⊆monHm−1p (T∞).
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Proof. Let 0 6= z ∈monHmp (T∞) and f ∈monHm−1p (T∞). We choose zi0 6= 0 and
define f˜ (w) = wi0 f (w). Let us see that f˜ ∈ Hmp (T∞); indeed, take a sequence
( fn)n of (m−1)-homogeneous trigonometric polynomials that converges in the
space Lp (T
∞) to f . Each fn is a finite sum of the type
∑
|α|=m−1 c
(n)
α w
α. We
define for w ∈T∞
f˜n(w)=wi0 fn(w)=
∑
|α|=m−1
c(n)α w
α1
1 · · ·w
αi0+1
i0
· · ·wαk
k
.
Clearly f˜n is anm-homogeneous trigonometric polynomial. Moreover
(∫
T∞
|wi0 fn(w)−wi0 f (w)|pdm(w)
) 1
p =
(∫
T∞
|wi0 |p | fn(w)− f (w)|pdm(w)
) 1
p
≤
(∫
T∞
| fn(w)− f (w)|pdm(w)
) 1
p
.
The last term converges to 0, hence ( f˜n)n converges in Lp(T
∞) to f˜ and f˜ ∈
Hmp (T
∞). We compute now the Fourier coefficients:
ˆ˜f (α)=
∫
T∞
f˜ (w)w−αdm(w)=
∫
T∞
wi0 f (w)w
−αdm(w)
=
∫
T∞
f (w)w−α11 · · ·w
−αi0+1
i0
· · ·w−αnn dm(w)
=
∫
T∞
f (w)w−α11 · · ·w
−(αi0−1)
i0
· · ·w−αnn dm(w)
= fˆ (α1, . . . ,αi0 −1, . . . ,αn) .
That is
ˆ˜f (α)=
{
fˆ (β) if α= (β1, . . . ,βi0 +1, . . . ,βn)
0 otherwise
and this gives
∑
β
| fˆ (β)zβ| = 1|zi0 |
∑
β
| fˆ (β)zβ| |zi0 |
= 1|zi0 |
∑
β
| fˆ (β)zβ11 · · ·z
βi0+1
i0
· · ·zβnn | =
∑
α
| ˆ˜f (α)zα| <∞ .
Hence z ∈monHm−1p (T∞).
To give the description of monHmp (T
∞) we aim at we are going to use the
following result, that re-proves the know fact from [6] that Hm1 (T
∞)= Hm2 (T∞)
butwith amore precise control of the constants on the equivalence of the norms.
We get this control from (20), the inequality on polynomials on finitely many
variables that we already used in the proof of Lemma 2.3.
21
Lemma 4.3. We have Hm1 (T
∞)=Hm2 (T∞) and for all f
‖ f ‖1 ≤ ‖ f ‖2 ≤ (
p
2)m‖ f ‖1 . (34)
Proof. If f is a trigonometric polynomial, then there is a finite set J of multi-
indices of order m such that f (w) = ∑α∈J cαwα for all w ∈ T∞. But, being J
finite, there is k such that J ⊆Λ(m,k) and∑α∈J cαzα, now for z ∈Ck , defines an
m-homogeneous polynomial in k variables. Then (20) gives that (34) holds for
every trigonometric polynomial. Since these are dense both in Hm1 (T
∞) and in
Hm2 (T
∞) we have that both spaces are equal and (34) holds for every f .
Theorem 4.4.
monHmp (T
∞)=
{
ℓ2∩D∞ for 1≤ p <∞
ℓ 2m
m−1 ,∞∩D
∞ for p =∞
Moreover, there exists some universal constantC > 0 such that if z ∈monHmp (T∞)
and f ∈Hmp (T∞) then ∑
|α|=m
| fˆ (α)zα| ≤Cm‖z‖m‖ f ‖p , (35)
where ‖z‖ is the norm in the corresponding sequence space.
Proof. The case p = ∞ follows from Theorem 2.1 and Proposition 4.1. For
p < ∞ let us first observe that by [6, 9.1 Theorem] Hmp (T∞) = Hm2 (T∞) with
equivalent norms, hence
monHmp (T
∞)=monHm2 (T∞)
for every 1≤ p <∞ and allm and it suffices to handle the case p = 2. If z ∈ ℓ2∩
D
∞ and f ∈Hm2 (T∞) we apply the Cauchy-Schwarz inequality and the binomial
formula to get
∑
α∈N(N)0
|α|=m
| fˆ (α)zα| ≤
( ∑
α∈N(N)0
|α|=m
| fˆ (α)|2
) 1
2
( ∑
α∈N(N)0
|α|=m
|z|2α
) 1
2 ≤ ‖z‖m2 ‖ f ‖2 <∞ ; (36)
this implies z ∈monHm2 (T∞).
Let us now fix z ∈ monH12 (T∞). By a closed-graph argument, there exists cz
such that for every f ∈H12 (T∞) the inequality
∑∞
n=1 | fˆ (n)zn| ≤ cz‖ f ‖2 holds. We
fix now y ∈ ℓ2 and for each N ∈N we define a function fN :T∞→C by fN (w)=∑N
n=1wnyn . Clearly fˆ (n)= yn for n = 1, . . . ,N and f ∈H12 (T∞); then we have
N∑
n=1
| fˆ (n)zn| ≤ cz
( N∑
n=1
|yn |2
) 1
2 ≤ cz‖y‖2 <∞ .
22
This holds for every N , hence
∑∞
n=1 | fˆ (n)zn | ≤ cz‖y‖2 and, since this holds for
every y ∈ ℓ2, we have z ∈ ℓ2. This gives
ℓ2∩D∞ ⊆monHm2 (T∞)⊆monH12 (T∞)⊆ ℓ2∩D∞ .
Finally, inequality (35) follows immediately from Theorem 2.1 and Proposi-
tion 4.1 for the case p =∞. Inequality (36) gives (35) for 2≤ p <∞ with C ≤ 1.
Finally (36) and (34) give the inequality withC ≤
p
2 whenever 1≤ p < 2.
4.2 The general case
We address now our main goal of describing monHp (T
∞). As it often happens
(and was also the case in them-homogeneous setting), there are only two sig-
nificant cases: p =∞ and p = 2. The description of monHp (T∞) for 1≤ p <∞
will follow from the cases p = 2 and p = 1, showing that these two coincide. We
state our main result.
Theorem 4.5.
(i) We havemonH∞(T∞)=monH∞(D∞). In particular, by Theorem 3.1
1p
2
B ⊆ monH∞(T∞) ⊆ B .
(ii) For 1≤ p <∞we havemonHp(T∞)= ℓ2∩D∞.
Part (i) follows immediately from (5) and the following result, that is known
(see [6, 11.2 Theorem] and [19, Lemma 2.3]); we include an elementary direct
proof of it for the sake of completeness. The statement about the inverse map-
ping seems to be new.
Proposition 4.6. There exists a unique surjective isometryφ :H∞(T∞)→H∞(D∞0 )
such that cα
(
φ( f )
)
= fˆ (α) for every f ∈H∞(T∞) and everyα ∈N(N)0 .
Moreover, when restricted to Hm∞(T
∞), the mappingψ defined in Proposition 4.1
and φ are inverse to each other.
Proof. First of all, let us note that in the finite dimensional setting the result is
true: It is a well known fact (see e.g. [26, 3.4.4 exercise (c)]) that for each n there
exists an isometric bijection φn : H∞(Tn)→ H∞(Dn) such that cα
(
φ( f )
)
= f˜ (α)
for every f ∈H∞(Tn) and every α ∈Nn0 .
Take now f ∈ H∞(T∞) and fix n ∈N; since we can consider T∞ = Tn ×T∞, we
write w = (w1, . . . ,wn , w˜n) ∈T∞. Then we define fn :Tn →C by
fn(w1, . . .wn)=
∫
T∞
f (w1, . . . ,wn , w˜n)dm(w˜n) .
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By the Fubini theorem fn is well defined a.e. and∫
T∞
f (w)dm(w)=
∫
Tn
(∫
T∞
f (w1, . . . ,wn , w˜n)dm(w˜n)
)
dmn(w1, . . . ,wn) ,
hence fn ∈ L∞(Tn). Moreover, for α ∈Zn we have, again by Fubini
fˆn(α)=
∫
Tn×T∞
f (w)w−αdm(w)= fˆ (α) .
Thus fˆn(α)= fˆ (α)= 0 for everyα∈Zn\Nn0 and fn ∈H∞(Tn). Obviously ‖ fn‖∞ ≤
‖ f ‖∞ since the measure is a probability. We take gn = φn( fn) ∈ H∞(Dn). We
have ‖gn‖∞ = ‖ fn‖∞ ≤ ‖ f ‖∞ and
gn(z)=
∑
α∈Nn0
fˆn(α)z
α =
∑
α∈Nn0
fˆ (α)zα
for every z ∈ Dn . Since this holds for every N we can define g : D(N) → C by
g (z)=∑α∈Nn0 fˆ (α)zα. We have ‖g‖∞ = supn ‖gn‖∞ ≤ ‖ f ‖∞. By [11, Lemma 2.2]
there exists a unique extension g˜ ∈ H∞(D∞0 ) with cα(g˜ ) = fˆ (α) and ‖g˜‖∞ =
‖g‖∞ ≤ ‖ f ‖∞. Setting φ( f ) = g˜ we have that φ : H∞(T∞)→ H∞(D∞0 ) is well
defined and such that for every f ∈ H∞(T∞) we have ‖φ( f )‖∞ ≤ ‖ f ‖∞ and
cα
(
φ( f )
)
= f˜ (α) for every α ∈N(N)0 .
On the other hand if f ∈ L∞(T∞) is such that fˆ (α)= 0 for allα then f = 0. Hence
φ is injective.
Let us see that it is also surjective and moreover an isometry. Fix g ∈ H∞(D∞0 )
and consider gn its restriction to the first n variables. Clearly gn ∈ H∞(Dn)
and ‖gn‖∞ ≤ ‖g‖∞. Using again [26, 3.4.4 exercise (c)] we can choose fn ∈
H∞(Tn) such that ‖ fn‖∞ = ‖gn‖∞ and cα(gn) = fˆn(α) for all α ∈ Nn0 . Since
cα(gn) = cα(g ) we have fˆn(α) = cα(g ). We define now f˜n ∈ H∞(T∞) by f˜n(w) =
fn(w1, . . . ,wn) forw ∈T∞. Then the sequence ( f˜n)∞n=1 is contained in the closed
ball in L∞(T∞) centered at 0 andwith radius ‖g‖∞. Since this ball isw∗-compact
and metrizable, there is a subsequence ( f˜nk )k that w
∗-converges to some f ∈
L∞(T∞) with ‖ f ‖∞ ≤ ‖g‖∞. Moreover, fˆ (α) = 〈 f ,wα〉 = limk→∞〈 f˜nk ,wα〉 =
limk→∞
ˆ˜fnk (α) for every α ∈ Z(N)0 and this implies f ∈ H∞(T∞). Let us see that
φ( f ) = g , which shows that φ is onto; indeed, if α = (α1, . . . ,αn0 ,0, . . .) then for
nk ≥ n0 we have
〈 f˜nk ,wα〉 =
∫
T∞
f˜nk (w)w
−αdm(w)=
∫
T
nk
fnk (w)w
−αdmnk (w)= fˆnk (α)= cα(g ) .
Hence fˆ (α)= cα(g ) for allα∈N(N)0 . Furthermore, since ‖ f ‖∞ ≤ ‖g‖∞ = ‖φ( f )‖∞
we also get that φ is an isometry.
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Let us fix P ∈ P (mc0) and show that φ−1(P )(w) = P˜ (w) for every w ∈ T∞. We
choose (Jk )k a sequence of finite families of multi-indexes included in {α : α ∈
N
(N)
0 : |α| = m} and such that the sequence Pk =
∑
α∈Jk cα,kx
α converges uni-
formly to P on the unit ball of c0. Since each Jk is finite, we have
φ−1(Pk)(w)=
∑
α∈Jk
cα,kw
α = P˜k(w) ,
for everyw ∈T∞. The linearity of the AB operator and (33) give that ‖P˜− P˜k‖ =
‖P −Pk‖ = ‖φ−1(P )−φ−1(Pk )‖ converges to 0 and complete the proof.
Observe that this argument actually works to prove that φ−1(g )(w) = g˜ (w) for
every w ∈ T∞ and every function g in the completion of the space of all poly-
nomials on c0.
For the proof of part (ii) of Theorem 4.5 we need some previous work. We han-
dle first the case p = 2. Here, since H2(T∞) is a Hilbert space where {wα}α∈N(N)0
is an orthonormal basis we have ‖ f ‖2 =
(∑
α | fˆ (α)|2
) 1
2 . This simplifies a lot the
problem and we can readily get the result in this case.
Theorem 4.7. We have monH2(T
∞) = ℓ2∩D∞ and for each z ∈ ℓ2∩D∞ and
f ∈H2(T∞), ∑
α∈N(N)0
| fˆ (α)zα| ≤
( ∞∏
n=1
1
1−|zn |2
) 1
2 ‖ f ‖2 . (37)
Moreover, the constant
(∏
n
1
1−|zn |2
)1/2
is optimal.
Proof. The fact that ℓ2∩D∞ ⊆monH2(T∞) follows byusing theCauchy-Schwarz
inequality in a similar way as un in (36):
∑
α∈N(N)0
| fˆ (α)zα| ≤
( ∑
α∈N(N)0
| fˆ (α)|2
) 1
2
( ∑
α∈N(N)0
|z|2α
) 1
2 = ‖ f ‖2
( ∞∏
n=1
1
1−|zn|2
) 1
2 <∞ .
On the other hand, since H12 (T
∞)⊆H2(T∞) we have that monH2(T∞) is a sub-
set of monH12 (T
∞) and Theorem 4.4 gives the conclusion.
To see that the constant in the inequality is optimal, let us fix z in monH2(T
∞)
and take c > 0 such that ∑
α∈N(N)0
| fˆ (α)zα| ≤ c‖ f ‖2 .
For each n ∈Nwe consider the function fn(w)=
∑
α∈Nn0 z
αwα that clearly satis-
fies fz ∈H2(T∞) and fˆz(α)= zα for every α ∈Nn0 (and 0 otherwise). Hence∑
α∈Nn0
|zα|2 =
∑
α∈Nn0
| fˆz (α)zα| ≤ c‖ f ‖2 = c
( ∑
α∈Nn0
|zα|2
) 1
2
.
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This gives
c ≥
( ∑
α∈Nn0
|zα|2
) 1
2 =
( n∏
n=1
1
1−|zn |2
) 1
2
for every n. Hence c ≥
(∏∞
n=1
1
1−|zn |2
)1/2
and the proof is completed.
Since Hp(T
∞) ⊆ Hq(T∞) for all p ≥ q , the previous result gives ℓ2∩D∞ ⊆
monHp (T
∞) for every 2 ≤ p. To get the remaining case 1 ≤ p < 2 we need to
somehow relate H1(T
∞) and H2(T∞).
We are going to use now the fact that Hm1 (T
∞) = Hm2 (T∞) with the control of
the constants on the equivalence of the norms that we got in Lemma 4.3.
We will also need the following lemma, an Hp–version of [4, Satz VI] (see also
[12, Lemma 2]).
Lemma 4.8. Let z ∈monHp (T∞) and x = (xn)n ∈D∞ such that |xn | ≤ |zn | for all
but finitely many n’s. Then x ∈monHp (T∞).
Proof. We follow [12, Lemma 2] and choose r ∈ N such that |xn | ≤ |zn | for all
n > r . We also take a > 1 such that |zn | < 1a for n = 1, . . . ,r . Let f ∈Hp (T∞) with
‖ f ‖p ≤ 1. We fix n1, . . . ,nr ∈N and define for each u ∈T∞,
fn1,...,nr (u)=
∫
Tr
f (w1, . . . ,wr ,u1, . . .)w
−n1
1 · · ·w
−nr
r dmr (w1, . . . ,wr ) .
Let us see that fn1,...,nr ∈Hp(T∞); indeed, using Hölder inequality we have
(∫
T∞
| fn1,...,nr (u)|pdm(u)
) 1
p
=
(∫
T∞
∣∣∣∫
Tr
f (w1, . . . ,wr ,u1, . . .)w
−n1
1 · · ·w
−nr
r dmr (w1, . . . ,wr )
∣∣∣pdm(u)) 1p
≤
(∫
T∞
(∫
Tr
| f (w1, . . . ,wr ,u1, . . .)|pdmr (w1, . . . ,wr )dm(u)
) 1
p = ‖ f ‖p .
Hence fn1,...,nr ∈ Lp(T∞) and ‖ fn1,...,nr ‖p ≤ ‖ f ‖p ≤ 1.
Now we have, for α= (α1, . . . ,αk ,0, . . .)
fˆn1,...,nr (α)=
∫
T∞
fn1,...,nr (u)u
−αdm(u)
(∫
T∞
∫
Tr
f (w1, . . . ,wr ,u1, . . . ,uk)
w
n1
1 · · ·w
nr
r u
α1
1 · · ·u
αk
k
dmr (w1, . . . ,wr )dmk(u1, . . . ,uk)
)
= fˆ (n1, . . . ,nr ,α1, . . . ,αk) .
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Therefore
fˆn1 ,...,nr (α)=
{
fˆ (n1, . . . ,nr ,α1, . . . ,αk) if α= (0, r. . .,0,α1, . . .)
0 otherwise
and this implies fn1,...,nr ∈Hp(T∞). Now, using (39) and doing exactly the same
calculations as in [12, Lemma 2] we conclude
∑
α | fˆ (α)xα| < ∞ and x belongs
to monHp (T
∞).
Proof of Theorem 4.5–(ii). Let us remark first that since Hp(T
∞) ⊆ H1(T∞) we
have monH1(T
∞) ⊆monHp(T∞). Then to get the lower bound it is enough to
show that ℓ2∩D∞ ⊆monH1(T∞). As a first step we show that there exists 0 <
r < 1 such that rBℓ2 ∩D∞ ⊆monH1(T∞). Let r < 1/
p
2 and choose f ∈ H1(T∞)
and z ∈ rBℓ2 ∩D∞. Then z = r y for some y ∈ Bℓ2 . By [6, 9.2 Theorem] there
exists a projection Pm : H1(T
∞)→ Hm1 (T∞) such that ‖Pmg‖1 ≤ ‖g‖1 for every
g ∈ H1(T∞). We write fm = Pm( f ) and we have fˆm(α) = fˆ (α) if |α| =m and 0
otherwise. Then
∑
α
| fˆ (α)zα| =
∞∑
m=0
∑
|α|=m
| fˆ (α)(r y)α| =
∞∑
m=0
∑
|α|=m
| fˆm(α)(r y)α|
≤K
∞∑
m=0
rm‖ fm‖2 ≤K
∞∑
m=0
rm(
p
2)m‖ fm‖1 ≤K
∞∑
m=0
(r
p
2)m‖ f ‖1 <∞ ,
where in the first inequality we used that y ∈ ℓ2 and (37), in the second one we
used Lemma 4.3 and in the last one that the projection is a contraction.
Take now z ∈ ℓ2 ∩D∞; then
(∑∞
n=n0 |zn |2
) 1
2 < r for some n0. We define x =
(0, . . . ,0,zn0 ,zn0+1, . . .); clearly x ∈ rBℓ2∩D∞ and x ∈monH1(T∞), then Lemma4.8
implies z ∈monH1(T∞).
For the upper inclusion, by [6, 9.1 Theorem] H1p(T
∞)=H12 (T∞) with equivalent
norms for each 1≤ p <∞. This, together with Theorem 4.4, gives
monHp(T
∞)⊆monH1p(T∞)=monH12 (T∞)⊆ ℓ2∩D∞ .
Remark 4.9. Let Pfin be the space of functions given by
∑
α∈J cαzα for z ∈ CN,
where J is some finite set of multi-indices. The evaluation mapping δz :Pfin→
C given by δz( f ) = f (z) is clearly well defined for each z ∈ D∞. The space Pfin
can be identified with the subspace of Hp(T
∞) of trigonometrical polynomi-
als, and one of the main problems considered in [6] is for which z’s can δz be
extended continuously to the whole Hp (T
∞). This can be reformulated as to
describe the following set
{z ∈D∞ : ∃cz∀ f ∈Pfin , | f (z)| ≤ cz‖ f ‖p } .
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Since for each f ∈Pfin and every α we have fˆ (α) = cα, the previous set can be
written as {
z ∈D∞ : ∃cz∀ f ∈Pfin ,
∣∣∣∑
α
fˆ (α)zα
∣∣∣≤ cz‖ f ‖p} . (38)
In [6, 8.1 Theorem] it is shown that for 1≤ p <∞ the set in (38) is exactlyℓ2∩D∞.
By a closed-graph argument, for each 1≤ p <∞ a sequence z belongs tomonHp (T∞)
if and only if there exists cz such that for every f ∈Hp (T∞)
∑
α∈N(N)0
| fˆ (α)zα| ≤ cz
(∫
T∞
∣∣ f (w)∣∣pdm(w)) 1p . (39)
This implies
monHp(T
∞)=
{
z ∈D∞ : ∃cz∀ f ∈Pfin ,
∑
α
| fˆ (α)zα| ≤ cz‖ f ‖p
}
. (40)
In viewof (40)wehave thatmonHp (T
∞) is contained in the set in (38). Then the
upper inclusion in Theorem 4.5-(ii) follows from [6, 8.1 Theorem]. The proof
we presented here is independent from that in [6]. But the lower inclusion in
Theorem 4.5-(ii) is stronger than the result in [6].
The problem of describing the set in (38) for p = ∞ remains open in[6]. We
can give now a partial answer: our Theorem 3.1 gives (using the notation from
Section 3.1),
(ℓ2,0∩D∞)∪
1p
2
Bℓ2,∞ ⊆
1p
2
B
⊆
{
z ∈D∞ : ∃cz∀ f ∈Pfin ,
∣∣∣∑
α
fˆ (α)zα
∣∣∣≤ cz‖ f ‖∞} .
Remark 4.10. The isomorphic Bohr abscissa ̺(E ) of a space of Dirichlet series
E is defined (see [1]) as the infimum of the σ≥ 0 such that∑n |an |n−σ <∞ for
all Dirichlet series in E . Furthermore, it is said that the Bohr abscissa is attained
if
∑
n |an |n−̺(E ) <∞ for everyDirichlet series in E . Then [1, Theorem1.1] shows
that ̺(Hp)= 1/2 for every 1≤ p ≤∞ but only for p =∞ is attained; i.e. ̺(Hp)
is not attained for every 1 ≤ p <∞ (Hp is the space of Dirichlet series whose
associated power series expansions belong to Hp (T
N)).
The fact that it is not attained for 1≤ p <∞ has a straightforward interpretation
in terms of convergence ofmonomial expansions. Suppose the Bohr abscissa is
attained for some p. This wouldmean that
∑
n |an |n−1/2 <∞ for every Dirichlet
series in Hp . Then
∑
α |apα |(pα)−1/2 =
∑
α |apα | 1(p1/2)α < ∞ for every Dirichlet
series in Hp . By doing apα = fˆ (α) this is equivalent to
∑
α | fˆ (α)| 1(p1/2)α < ∞
for every f ∈ Hp(TN) or, in other words,
(
1
p1/2n
)
n ∈monHp(TN) = ℓ2∩DN. But
this is not true. This gives an alternative proof of the already known fact [1,
Theorem 1.1] that the abscissa is not attained.
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5 Representation of Hardy spaces
We have seen in Proposition 4.6 how, like in the finitely dimensional case, the
Hardy space H∞(T∞) can be represented as a space of holomorphic functions
on D∞0 . In [6, 10.1 Theorem] it is proved that every element of Hp (T
∞) can be
represented by an holomorphic function of bounded type onD∞∩ℓ2. A charac-
terization of the holomorphic functions coming from elements of Hp(T
∞) can
be given for 1≤ p <∞, in terms of the following Banach space
Hp (D
∞)=
{
g ∈H(D∞∩ℓ2) :
‖g‖Hp (D∞) = sup
n∈N
sup
0<r<1
(∫
Tn
|g (rw1, . . . ,rwn)|pdmn(w1, . . . ,wn)
) 1
p <∞
}
.
Then we have
Theorem 5.1. For each 1 ≤ p <∞ the mapping φ : Hp (T∞)→ Hp (D∞) defined
by φ( f )(z)=∑
α∈N(N)0
fˆ (α)zα for z ∈D∞∩ℓ2 is an isometry, that is onto if 1< p <
∞, and φ(H1(T∞))= span‖·‖1{zα :α ∈N(N)0 }.
Proof. . Fix 1 ≤ p < ∞. Let us begin by noting that for each fixed n ∈ N the
mappingφn :Hp(T
n)→Hp(Dn) given byφn( f )(z)=
∑
α∈Nn0 fˆ (α)z
α is an isomet-
ric isomorphism, where Hp(D
n) denotes the Banach space of all holomorphic
functions g :Dn →C such that
‖g‖Hp (Dn) = sup
0<r<1
(∫
Tn
|g (rw1, . . . ,rwn)|pdmn(w1, . . . ,wn)
) 1
p <∞ .
We show in first place that φ is well defined and a contraction. Fix f ∈Hp(T∞);
we know from Theorem 4.5 that
∑
α∈∈N(N)0
| fˆ (α)zα| < ∞ for every z ∈ D∞ ∩ ℓ2,
hence the series defines a Gâteaux-differentiable function on D∞∩ℓ2. We de-
note them-th Taylor polynomial of φ( f ) at 0 by Pm . Since
Pm(z)=
∑
α∈Nn0
|α|=m
fˆ (α)zα
for z ∈ ℓ2, we deduce from (35) that P ∈P (mℓ2) and hence φ( f ) defines a holo-
morphic function on D∞∩ℓ2 (see e.g. [15, Example 3.8]). Let us see now that
it actually belongs to Hp (D
∞). Following the notation in Proposition 4.6 we de-
fine for each n
fn(w1, . . . ,wn)=
∫
T∞
f (w1, . . . ,wn , w˜n)dm(w˜n) ,
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where (w1, . . . ,wn) ∈Tn . It is well defined by the Fubini theorem,since Lp(T∞)⊆
L1(T
∞). On the other hand, using theHölder inequality and Fubini theoremwe
get ∫
Tn
| fn(w1, . . . ,wn)|pdmn(w1, . . . ,wn)
=
∫
Tn
∣∣∣∫
T∞
f (w1, . . . ,wn , w˜n)dm(w˜n)
∣∣∣pdmn(w1, . . . ,wn)
≤
∫
Tn
(∫
T∞
| f (w1, . . . ,wn , w˜n)|dm(w˜n)
)p
dmn(w1, . . . ,wn)
≤
∫
Tn
(∫
T∞
| f (w1, . . . ,wn , w˜n)|pdm(w˜n)
)
dmn(w1, . . . ,wn)
and this implies f ∈ Lp(Tn) and ‖ fn‖p ≤ ‖ f ‖p for all n. Moreover, for α ∈Zn we
have (again using Fubini) fˆn(α) = fˆ (α) and fn ∈ Hp(Tn). Then ‖φ( fn)‖Hp (Dn) =
‖ fn‖p ≤ ‖ f ‖p for all n and we have
sup
n∈N
sup
0<r<1
∫
Tn
∣∣ ∑
α∈Nn0
fˆ (α)(rw)α
∣∣dmn(w1, . . . ,wn)≤ ‖ f ‖p <∞ . (41)
Clearly φ( f )(z1, . . . ,zn ,0 . . .) =
∑
α fˆ (α)z
α for every (z1, . . . ,zn) ∈ Dn and by (41)
this impliesφ( f ) ∈Hp (D∞) and
‖φ( f )‖Hp (D∞) ≤ ‖ f ‖p .
Now we are going to show that it is also an isometry onto if 1 < p < ∞. Let
g ∈ Hp (D∞) and gn its restriction to the first n variables. Then, by definition
gn ∈ Hp(Dn) and ‖gn‖Hp (Dn) ≤ ‖g‖Hp (D∞). Let us take fn = φ−1n (gn) ∈ Hp(Tn)
and define f˜n : T
∞ → C by f˜n(w) = fn(w1, . . . ,wn) for w ∈ T∞. Since we can
do this for every n, we have a sequence ( f˜n)n contained in the ball of Hp(T
∞)
centered in 0 and with radius ‖g‖Hp (D∞), that is a weak∗-compact set. Since
Lq (T
∞) is separable the weak∗-topology is metrizable and then there exists a
subsequence ( f˜nk )k that weak
∗ converges to some f ∈ Hp(T∞). For each α ∈
N
(N)
0 we then have
fˆ (α)= 〈 f ,wα〉 = lim
k
〈 f˜nk ,wα〉 = ˆ˜fnk (α)= cα(g ) .
Hence φ( f ) = g and, moreover, ‖ f ‖p ≤ ‖g‖Hp (D∞), which completes the proof
for 1< p <∞.
For the case p = 1 we observe that φ(wα) = zα for every α ∈ N(N)0 ; then the
mapping
φ : span{[w ∈T∞ 7→wα] :α ∈N(N)0 }−→ span{[z ∈D∞ 7→ zα] :α ∈N(N)0 }
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is a linear isomorphism between normed spaces. In fact, since each trigono-
metrical polynomialP depends on a finite number of variables,we have ‖φ(P )‖1=
‖P‖1; thusφ extends to an isometry (that coincides with the originalφ)
φ : span‖·‖1 {wα :α ∈N(N)0 }−→ span‖·‖1{zα :α ∈N(N)0 } .
Finally it is a well known fact that H1(T
∞)= span‖·‖1{wα :α ∈N(N)0 } (this follows
for example from Féjer’s Theorem for several variables and the fact that contin-
uous functions depending only in finitelymany variables are dense in L1(T
∞)).
This completes the proof.
We do not know whether span‖·‖1{zα : α ∈ N(N)0 } coincides with H1(D∞) or not.
But note that any polynomial in H1(D
∞) is actually contained in span‖·‖1{zα :
α ∈N(N)0 } since Hm1 (T∞)=Hm2 (T∞) for everym ∈N and φ(H2(T∞))=H2(D∞).
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