Abstract. We give a simple necessary and sufficient condition for maximal operators associated with radial Fourier multipliers to be bounded on L p rad and L p for certain p greater than 2. The range of exponents obtained for the L p rad characterization is optimal for the given condition. The L p characterization is derived from an inequality of Heo, Nazarov, and Seeger regarding a characterization of radial Fourier multipliers.
Introduction
Let T m be a Fourier multiplier transformation on R d defined by T m f = mf for a function m. There are sufficient conditions for L p boundedness of T m such as Mikhlin-Hörmander multiplier theorem, but a necessary and sufficient condition is known only for p = 1 and p = 2 (see e.g. [11] ). However, Garrigós and Seeger [3] obtained a striking characterization of radial multiplier transformations that are bounded on the subspace L p rad of radial L p functions for 1 < p < 2d d+1 , which is optimal for the characterization. By duality, this also implies a characterization result for the range 2d d−1 < p ′ < ∞. More recently, Heo, Nazarov, and Seeger [6] proved that the necessary and sufficient condition given in [3] actually gives a characterization of radial multiplier transformations that are bounded on the entire L p space, provided that the dimension is sufficiently large. was established by [4] for a bounded radial multiplier m which is compactly supported in {ξ : 1 2 < |ξ| < 2}. Let F be the Fourier transform, K t = F −1 [m(·/t)] be the associated convolution kernel, 1 < p < 2d d+1 , p ≤ q ≤ ∞, and I = [1, 2] . It was shown in [4] 
We note that the L p rad boundedness of the maximal Bochner-Riesz operators for the optimal p-range was already obtained by Kanjin [7] . See also [2] .
It is natural to ask if there is a characterization of the maximal operators
We answer the question in the affirmative. Here and in the following statements, we let K = F −1 [m] , and the multiplier m is always assumed to be bounded, radial, and supported in {ξ ∈ R d :
In fact, our result shows that
for the p, q range of Theorem 1.1 1 , where we denote by A ≈ B the inequality C −1 B ≤ A ≤ CB for an absolute constant C = C d,p,q > 0. Theorem 1.1 was stated originally with the condition
That we may replace (1.3) by (1.2) was kindly pointed out to us by Andreas Seeger; observe that (1.2) is stronger, but also weaker than (
rad bounds as well. This "dual" result also relies on the kernel estimate given in [3] .
Let us return to the example m λ , whose kernel
rad by Theorem 1.1. Real interpolation between the two endpoint estimates recovers the result of Kanjin [7] . 1 We note that Tm L p rad →L p,q rad ≈ K L p,q is known in a greater generality (see [3] ).
It was pointed out in [4] that the characterization by the condition (1.1) is false if L p rad is replaced by L p . A counter example was given in [13] , regarding the maximal Bochner-Riesz operators for p < 2.
On the other hand, we observe that the main inequality of [6] , which implies a characterization of radial Fourier multipliers, also implies a characterization of the maximal operators M m that are bounded on the entire L p ′ space.
We emphasize that this result does not improve on the range of exponents in the endpoint L p ′ ,1 → L p ′ bounds for the maximal Bochner-Riesz operators established in [8] for the Stein-Tomas range 1 < p <
2(d+1)
d+3 . For the pointwise convergence of Bochner-Riesz means, see [1] and also [9] for an endpoint result.
For the statement of the main inequality of [6] , we recall some notations. Let σ r be the surface measure on the (d − 1)-dimensional sphere of radius r centered at the origin. Let ψ 0 be a smooth radial function compactly supported in {x : |x| ≤ 1/10} whose Fourier transform vanishes at the origin to a high order but not on {ξ :
A consequence of Theorem A is the estimate T m L p →L p,q ≈ K L p,q (see Section 5 and 9 of [6] ). Without much additional work, one may strengthen this as follows.
We remark that there are other important applications of (1.4) including local smoothing estimates for the wave equation (see [6, 5] ). This paper is organized as follows. Lemma 1.3 is proved in Section 2. In Section 3, Theorem 1.1 is formulated in a slightly general setting in terms of maximal Hankel multiplier transformations. Proof of Theorem 1.1 shall be given in Section 4 and 5. In what follows, we shall frequently use the standard notation instead of ≤ C for an absolute constant C.
Proof of Lemma 1.3
We start with some standard reduction. By Littlewood-Paley theory, it is sufficient to consider the maximal operatorM m where the sup is taken over t ∈ I := [1, 2] using the fact that the exponent p ′ is greater than 2 (see Section 3 of [8] ). By duality, this amounts to prove (2.1)
We argue as in Section 5 and 9 of [6] . Since m is radial,
is also radial. Let κ t be the function such that K t (·) = κ t (|·|). Fix a Schwartz function η 0 such thatη 0 is compactly supported in {ξ : 1 8 < |ξ| < 8} and η 0 (ξ) = 1 for 1 4 < |ξ| < 4. The function η 0 was chosen so thatη 0 (ξ)m(ξ/t) = m(ξ/t) for t ∈ I. Let η be a Schwartz function defined byη =η 0 (ψ) −1 . By our choice of η 0 , we may write K t * g t = ψ * K t * f t , where f t = η * g t . Observe that
2)
where we take h(y, r) = I κ t (r)f t (y)dt. Thus, we are already in the situation to apply (1.4). However, we would like to have
where the r-integration is taken over [0, ∞). This issue was circumvented in [6] by splitting the kernel K. For the convenience of having (2.3), we shall show that (2.3) follows from (1.4) by crude estimations. For this, it is enough to show that (2.4)
Let h r (y) = h(y, r). Then the left hand side of (2.4) is bounded by
Finally, Hölder's inequality gives (2.4). By real interpolation and a Lorentz space estimate, (2.3) implies
for 1 < p < p d and p ≤ q ≤ ∞. We refer the reader to Section 9 of [6] . Now we turn to (2.2). We have
by Minkowski's inequality for the Banach space L p,q . Thus,
by (2.2) and (2.5) which finishes the proof of (2.1).
Hankel multipliers
We would like to formulate Theorem 1.1 in a slightly more general context. For a real number d ≥ 1, let H d be the modified Hankel transform (FourierBessel transform) acting on functions f on R + := (0, ∞) defined by
where [12] ).
Let m be a bounded function supported in [ 
implies Theorem 3.1, since
See [3] for the first two inequalities. The last inequality holds by duality.
Let I = [1, 2] . By an argument similar to the one in Section 2, (3.1) is equivalent to the dual statement
The rest of the paper is devoted to the proof of (3.2).
Kernel estimate
Let K(r, s) be a bounded linear operator from L 1 (I) to C given by
for g ∈ L 1 (I). Then one may write
Here, we regard f as a function on R + taking values in B := L 1 (I).
where η is a smooth function supported in [
, 8] such that η(·)m(·/t) = m(·/t) for all t ∈ I. Next, we use the kernel estimate, Proposition 3.1 in [3] , which implies that
We have the following analogue of (2.6).
See Lemma 2.3 in [3] for the first inequality.
Furthermore, by a Lorentz space version of Hölder's inequality (see [10] ) In addition, we have
Since m is bounded and supported in [
Moreover, arguing as in (4.3), one can show that κ L 1 A(p, ∞).
Interpolating this with (4.2) gives that for σ > p,
5. Proof of (3.2)
Then by the kernel estimate (4.1),
where
In the following sections, we shall omit the summation notation ±,± . We shall prove that the operators E, m S m , and H are bounded from
, thus actually proving an estimate shaper than (3.2).
Estimation of Hf
Proof. By Minkowski's inequality,
.
By a change of variable r → r±s with r ≥ 4s, the norm inside of the integral is bounded by
by (4.2). Thus (5.2) is bounded by
For the last inequality, the condition 
for σ = 1 and p < σ < 2d d+1 . Proof. Considering the support of S m f , it is enough to show that
Since r ∼ s, S m f (r) is bounded by
By Minkowski's inequality,
after a change of variable in the r-variable. Although we have used Minkowski's inequality for the change of variable, we should integrate in the s-variable first in order to apply the estimates from Section 4. For the case σ = 1, we apply Fubini's theorem and (4. The rest of the proof is similar to that of Lemma 5.3. Indeed, we apply Fubini's theorem and (4.3) for σ = 1, and Hölder's inequality and (4.4) for p < σ < 2d d+1 .
