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Bregman Cost for Non-Gaussian Noise
Martin Burger ∗ Yiqiu Dong † Federica Sciacchitano ‡
Abstract One of the tasks of the Bayesian inverse problem is to find a good estimate
based on the posterior probability density. The most common point estimators are the con-
ditional mean (CM) and maximum a posteriori (MAP) estimates, which correspond to the
mean and the mode of the posterior, respectively. From a theoretical point of view it has
been argued that the MAP estimate is only in an asymptotic sense a Bayes estimator for the
uniform cost function, while the CM estimate is a Bayes estimator for the means squared cost
function. Recently, it has been proven that the MAP estimate is a proper Bayes estimator for
the Bregman cost if the image is corrupted by Gaussian noise. In this work we extend this
result to other noise models with log-concave likelihood density, by introducing two related
Bregman cost functions for which the CM and the MAP estimates are proper Bayes estima-
tors. Moreover, we also prove that the CM estimate outperforms the MAP estimate, when
the error is measured in a certain Bregman distance, a result previously unknown also in the
case of additive Gaussian noise.
1 Introduction
Bayesian estimation theory deals with the determination of the best estimate of an unknown
vector from a related observation. In particular, here, we are interested in recovering the
original unknown u ∈ Rn from the knowledge of an indirect measurement f ∈ Rm and the
following forward degradation model
f = Ku⊙ η, (1.1)
with K ∈ Rm×n being the linear forward operator and η ∈ Rm represents the noise, where
⊙ might be a multiplication or a sum or even a more complicated operation. In literature,
for simplicity most of the work focused on the additive white Gaussian noise, i.e. when η
follows the Gaussian distribution, N (0,Σ), with mean 0 and covariance matrix Σ (often a
multiple of the identity), see for instance [24, 32, 30]. However, in many real applications,
the noise can be much more complicated than additive white Gaussian noise. For example,
it might be impulsive [21, 26, 31], signal dependent [11, 12, 15, 18], multiplicative [2, 10, 23],
or even mixed [8, 20, 17]. In this paper, we consider a general case, where the noise is just
an unknown realization of a known random noise process.
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Due to the ill-posedness of the inverse problem defined in (1.1), the simple matrix inversion
does not lead to any meaningful solution. Thus, to recover the original image we can employ
the Bayesian approach that combines prior information on u and the forward model in (1.1)
to reconstruct the image. By the Bayes’ rule [14], we have
p(u|f) =
p(f |u)p(u)
p(f)
,
where p(u|f) is called posterior density and represents the conditional probability density of
u given the noisy image f , p(f |u) is the likelihood density and it encodes the likelihood that
the data f is due to the image u, p(u) is the prior density and it describes the properties of
the image that we would like to recover, and p(f) is a normalization factor independent of
u. The Bayesian inference deals with extracting the useful information from the posterior to
recover the sharp and noise-free image. In particular, it intends to find the best estimate by
using the probability of the unknown u given the known observations f and to quantify the
uncertainty of the estimate.
A common prior density is the so-called log-concave Gibbs distribution [3] (using ∝ for
equality up to a normalization factor)
p(u) ∝ exp(−αR(u)),
where R : Rn → R is a convex functional and α > 0 is a scaling parameter, which is often
called as regularization parameter. Two popular examples of Gibbs distribution are the
Tikhonov regularization and the total variation (TV), see [27] and the references therein.
The likelihood density depends on the forward degradation model and the noise model.
The most common way to write is
p(f |u) ∝ exp(−E(u;K, f)),
where E is called data fidelity term and it represents the good fit with the data based on the
forward model. In this paper, we assume that E is convex with respect to u. For instance, if
the original image is corrupted by Poisson noise [11, 12, 18], based on Poisson distribution E
can be written as
E(u;K, f) =
n∑
i=1
[(Ku)i − fi log(Ku)i + log(fi!)] (1.2)
with Ku ≥ 0.
Thus, based on the Bayes’ rule the posterior can be rewritten as
p(u|f) ∝ exp(−E(u;K, f) − αR(u)), (1.3)
up to some terms independent of u. Now, the question is how to obtain a suitable estimate
of the unknown by using the information in the posterior (1.3). In the Bayesian inversion
approach (cf. [22, 29]), there are two popular estimates: the maximum a posteriori (MAP)
estimate, uˆMAP, and the conditional mean (CM) estimate, uˆCM. They are defined as (cf. [9, 16]
for infinite-dimensional versions)
uˆMAP = argmax
u∈Rn
p(u|f) = argmin
u∈Rn
E(u;K, f) + αR(u),
uˆCM = E[u|f ] =
∫
u p(u|f) du.
(1.4)
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According to their definitions, the MAP estimate corresponds to find the mode of the poste-
rior, while the CM estimate corresponds to compute the expected value of the posterior. Of
course the quality of the different estimates as representations of the posterior distribution is
an important question.
Computing the MAP estimate leads to solving a high-dimensional optimization problem
and the CM estimate leads to solving a high-dimensional integration problem. From the
numerical point of view, the MAP estimate can be computed rather efficiently, see for in-
stance [27], while the CM estimate requires to solve a much harder and more time-consuming
integration problem. To calculate the CM estimate the classical techniques of numerical
quadrature seem prohibitive in high-dimension, hence Monte Carlo methods or special spar-
sity techniques [28] have to be employed. Further, drawing samples from the posterior is
often not straight-forward, so the Markov chain Monte Carlo (MCMC) techniques need be
used, for an overview see [22]. Although there are computational challenges to calculate the
CM estimate, it has many theoretical benefits. Comparing with the MAP estimate, the CM
estimate is a more intuitive choice, since it represents the average of the samples. Moreover,
from the theoretical point of view, the CM estimate is the Bayes estimator for the mean
squared error cost, while the MAP estimate is only asymptotically the Bayes estimator for
the uniform cost function. Recently, in [5], in the Gaussian noise case, it has been shown
that the MAP estimate is a Bayes estimator for the cost function given by an L2 term and
a Bregman distance. More details will be given in Section 2. In [16], the results in [5] are
extended to the infinite-dimensional setting.
The main novelty of this paper is to study from the Bayesian cost point of view the
CM and MAP estimator in non-Gaussian noise cases. In this paper, we provide several
cost functions for which the MAP and CM estimate are Bayes estimator not only under the
Gaussian noise model, but under more general noise models. The only assumption that we
need is the convexity and Lipschitz-continuity of E. In addition, we will show that under
some assumptions the CM estimate outperforms the MAP estimate in an appropriate error
measure.
The remainder of the paper is organized as follows. In Section 2 we analyse the difference
between the MAP estimate and the CM estimate, and give an overview of the Bayesian
approach. In Section 3 we provide a cost function for which the MAP estimate is Bayes
estimator. In Section 4 we study the optimality condition for the CM estimate, and give some
suitable cost functions for the CM estimate. In Section 5, we compare the two estimates by
proving that the CM estimate outperforms the MAP estimate when the error is measured
using a cost function that depends on the Bregman distance. The conclusion are drawn in
Section 6.
2 Review of Bayes Cost Formalism
One main focus of Bayesian technique is the determination of the best estimate of an unknown
data. For instance, in the inverse problem defined in (1.1) it would be to find the best
estimation of the original image u, which is corrupted by blur and noise. The Bayesian
estimation of u from the given noisy image f relies on the minimization of a Bayes cost,
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which is defined as follows
BCC(uˆ) :=E[C(u, uˆ)]
=
∫ ∫
C(u, uˆ)p(u, f) du df
=
∫ ∫
C(u, uˆ)p(u|f) du p(f) df,
where C : Rn × Rn → R is a cost functional measuring the distance between u and uˆ. A
Bayes estimator uˆC is the estimator minimizing the Bayes cost function BCC(uˆ), that is
uˆC := argmin
uˆ
BCC(uˆ). (2.1)
Since uˆ only depends on f and the marginal density p(f) is non-negative, the Bayes estimator
can be also computed by
uˆC := argmin
uˆ
∫
C(u, uˆ(f))p(u|f) du.
Therefore, the Bayes estimator is always corresponding to certain cost functions, and it’s very
important to find a suitable cost function.
One of the most common choice for the cost function is the mean squared error, i.e.
C(u, uˆ) = ‖u− uˆ‖22, (2.2)
and the conditional mean estimate uˆCM is the corresponding Bayes estimator. Another popular
choice for the cost function is the uniform cost, i.e.
C(u, uˆ) =
{
0, |uk − uˆk| < ǫ for 1 ≤ k ≤ n,
1, otherwise,
where ǫ > 0 is a small constant. It turns out that the MAP estimate uˆMAP is an asymptotic
Bayes estimator for this cost function.
Although it seems intuitively optimal to use the squared Euclidean norm, i.e. variance, as
a Bayes cost functional, there is no real justification in high-dimensional version with a non-
Gaussian prior. Assume e.g. that R is some power of a norm different from the Euclidean one
(e.g. the popular ℓ1- or total variation norm), then effectively R induces the relevant Banach
space geometry on Rn. For increasing n this geometry is very different from the Euclidean one
for large n and in a limit n→∞ one might even converge to a Banach space setting where no
equivalent of the Euclidean norm exists, hence the standard variance becomes questionable.
Hence, in such a setting different cost functionals better adapted to the structure of induced
by R shall be benefitial, both for characterizing the MAP and CM estimate.
Recently, in [5] it has been shown that the MAP estimate is a Bayes estimator for
C(u, uˆ) = ‖K(uˆ− u)‖22 + 2αD
q
R(uˆ, u),
where K is the blurring operator, α > 0 is a regularization parameter, and DqR(uˆ, u) repre-
sents the Bregman distance between uˆ and u for a convex regularization functional R and a
subgradient q ∈ ∂R(u), which is defined as
D
q
R(uˆ, u) = R(uˆ)−R(u)− 〈q, uˆ− u〉.
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If R is Fre´chet differentiable in u, then the subgradient q corresponds to the standard Fre´chet
derivative R′. In this paper, we refer to the Bregman distance by omitting q, i.e. DR(uˆ, u).
The Bregman distance has been introduced in [4] and it is a very useful tool in image pro-
cessing, see for instance [6, 7, 13]. Since it is not symmetric and the triangle inequality does
not hold, it is not a distance in the mathematical sense. But some nice properties hold, such
as
• DR(uˆ, u) ≥ 0.
• If R is strictly convex, DR(uˆ, u) = 0 implies uˆ = u.
• DR(uˆ, u) is convex in uˆ.
In [5], all the comparison of the MAP and CM esitmates are under the additive Gaussian
noise model, i.e., E(u;K, f) = ‖Ku− f‖22, and it has been proven that the MAP estimate is
a proper Bayes estimator in this case. In this paper, we will discuss and compare the MAP
and CM esitmates under more general noise models. The main assumption we need is that
the considered noise model leads to a convex data fitting term E(u;K, f). More precisely
we shall assume that the functionals u 7→ E(u;K, f) and R are nonnegative, convex and
Lipschitz-continuous on Rn without further notice. Moreover, we assume that the posterior
is well specified by (1.3), i.e.∫
Rn
exp(−E(u;K, f) − αR(u)) du <∞.
3 Cost Function for the MAP Estimate
To propose a cost function for the MAP estimate, we first show that the posterior distribution
in (1.3) can be rewritten in a MAP-centred form by using the optimality condition of the MAP
estimate.
Since the MAP estimate uˆMAP ∈ R
n is a maximizer of the posterior defined in (1.3), it
satisfies the optimality condition
K⊤qˆMAP + αpˆMAP = 0, (3.1)
where qˆMAP ∈ ∂uE(uˆMAP;K, f) and pˆMAP ∈ ∂R(uˆMAP). Then, we can obtain the following
result.
Lemma 3.1. The posterior in (1.3) can be rewritten in a MAP-centred form
p(u|f) ∝ exp(−DqˆMAPE (u, uˆMAP)− αD
pˆMAP
R (u, uˆMAP)), (3.2)
where DqˆMAPE (u, uˆMAP) (resp. D
pˆMAP
R (u, uˆMAP)) indicates the Bregman distance between u and
uˆMAP.
Proof. First, we would like to point out that we are allowed to ignore the terms independent
of u, since the minimization problem in (1.4) is only on u. Then, based on the definition of
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Bregman distance, we have
exp(−DE(u, uˆMAP)− αDR(u, uˆMAP))
∝ exp(−E(u;K, f) + 〈qˆMAP,Ku−KuˆMAP〉 − αR(u) + α〈pˆMAP, u− uˆMAP〉)
= exp(−E(u;K, f) − αR(u) + 〈K⊤qˆMAP + αpˆMAP, u− uˆMAP〉)
= exp(−E(u;K, f) − αR(u))
∝ p(u|f),
(3.3)
where qˆMAP ∈ ∂E(uˆMAP;K, f), pˆMAP ∈ ∂R(uˆMAP), and the last equality follows directly from
the optimality condition in (3.1).
Now, we suggest a cost function for which the MAP estimate is a Bayes estimator. For sim-
plicity of notation we omit writing the subgradient as a superscript in the Bregman distance,
since due to the Lipschitz-continuity of the involved functionals the subgradient contains a
single element almost everywhere.
Theorem 3.2. Under the decay assumption
lim
r→∞
∫
∂Br(0)
p(u|f)ds = 0, (3.4)
for the posterior defined by (1.3), the MAP estimate minimizes the Bayes cost with cost
functional
C(uˆ, u) = DE(uˆ, u) + αDR(uˆ, u). (3.5)
Proof. Based on the definition in (2.1), uˆMAP is a Bayes estimator for the cost function C(uˆ, u),
if it satisfaies
uˆMAP ∈ argmin
uˆ
∫
C(uˆ, u)p(u|f) du.
Using the elementary identity for the Bregman distance
DR(uˆ, u) = DR(uˆ, uˆMAP) +DR(uˆMAP, u) + 〈pˆMAP − p, uˆ− uˆMAP〉 with p ∈ ∂R(u)
and ignoring the terms independent on uˆ, we have
C(uˆ, u) = DE(uˆ, uˆMAP) + αDR(uˆ, uˆMAP)
+ 〈qˆMAP,Kuˆ−KuˆMAP〉+ α〈pˆMAP, uˆ− uˆMAP〉
− 〈q,Kuˆ−Ku〉 − α〈p, uˆ − uˆMAP〉,
where qˆMAP ∈ ∂E(uˆMAP;K, f), pˆMAP ∈ ∂R(uˆMAP). It is obvious thatDE(uˆ, uˆMAP)+αDR(uˆ, uˆMAP)
reaches to minimal at uˆ = uˆMAP. Due to the optimality condition in (3.1), the two terms in
the second line vanish. Therefore, if we can show∫
(〈q,Kuˆ−Ku〉+ α〈p, uˆ− uˆMAP〉) p(u|f) du = 0,
we have proved that the MAP estimate is a Bayes estimator for C(uˆ, u).
Up to some terms independent on uˆ, we have
〈q,Kuˆ−Ku〉 − α〈p, uˆ− uˆMAP〉 = 〈q,Kuˆ〉+ α〈p, uˆ〉
= 〈K⊤q + αp, uˆ〉
= 〈∇u log p(u|f), uˆ〉.
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Using the logarithmic derivative ∇up(u|f) = (∇u log p(u|f)) p(u|f), we obtain∫
(〈q,Kuˆ−Ku〉+ α〈p, uˆ − uˆMAP〉) p(u|f) du =
∫
〈∇u log p(u|f), uˆ〉p(u|f) du
=
〈∫
∇u log p(u|f)p(u|f) du, uˆ
〉
=
〈∫
∇up(u|f) du, uˆ
〉
.
By the assumption (3.4), we have∥∥∥∥
∫
∇up(u|f) du
∥∥∥∥ = limr→∞
∥∥∥∥
∫
Br(0)
∇u(p(u|f))du
∥∥∥∥
= lim
r→∞
∥∥∥∥
∫
∂Br(0)
p(u|f) · n ds
∥∥∥∥
≤ lim
r→∞
∫
∂Br(0)
p(u|f)ds
= 0,
where the second equality follows the Gauss’s theorem and n indicates the outward unit
normal to the surface.
We finally mention that the cost function defined in [5] for the case of additive Gaussian
noise is indeed a special case of (3).
4 Cost Functions for the CM Estimate
The CM estimate has been proved as a Bayes estimator for the mean squared error (2.2)
independently on the noise model. In this section, we will show that there exist other cost
functions for which the CM estimate is Bayes estimator. The proposed cost functions are the
sum of the Bregman distances of any convex functions, and they are independent on the prior
probability density and the noise model as well.
4.1 Optimality condition of the CM estimate
In [5, Sect. 3.3], under the additive Gaussian noise model it has been proved that the CM
estimate fulfils an optimality condition “on average”, i.e. with respect to the average gradient
pˆCM = E[∂R(u)] =
∫
p p(u|f) du with p ∈ ∂R(u), we have
K⊤(KuˆCM − f) + αpˆCM = 0.
In the following theory, we prove that under more general noise models the CM estimate does
not always fulfill the optimality condition “on average”, and with some assumptions on the
posterior, this optimality condition can be strictly positive.
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Theorem 4.1. Assume that the decay assumption (3.4) holds, the operator K is positive,
that E is differentiable with respect to u, and the maps u 7→ ∂uiE(u;K, f), i = 1, . . . , n are
concave for every u. Then we have
qˆCM + αpˆCM ≥ 0, (4.1)
where qˆCM ∈ ∂E(uˆCM;K, f). The equality in (4.1) holds if and only if q is linear or a constant
with respect to u.
Proof. Based on the forward model in (1.1), the data fidelity term E is composed of Ku
and f . For convenience, we also use the notation E(Ku; f) instead of E(u;K, f), when the
operator K plays an important rule.
According to the linearity of K and the definition of uˆCM, we have
K⊤∂E(KuˆCM; f) = K
⊤∂E(KE[u]; f) = K⊤∂E(E[Ku]; f)
By Jensen’s inequality, if φ is concave we have
φ(E(x)) ≥ E(φ(x)),
and the equality holds if and only if φ is a constant or a linear function. Thus, by the positivity
condition on the operator K, we have
K⊤∂E(KuˆCM; f) + αpˆCM = K
⊤∂E(E[Ku]; f) + αpˆCM
≥ K⊤E[∂E(Ku; f)] + α
∫
p p(u|f) du
= E[K⊤∂E(Ku; f)] + α
∫
p p(u|f) du
=
∫
K⊤∂E(Ku; f)p(u|f) du+ α
∫
p p(u|f) du
=
∫
∇u log p(u|f)p(u|f) du =
∫
∇up(u|f) du = 0.
(4.2)
Note that in this paperK indicates the blurring operator, therefore the positivity condition
is always satisfied.
Example 4.2. In this example, we consider the Poisson noise model. The corresponding
data fidelity term is given in (1.2), which is convex, so Theorem 4.1 can be apply to it. Based
on the definition in (1.2), we have
q = K⊤v and vi = 1−
fi
(Ku)i
+ gi ∈ R
n,
where g ∈ ∂I{i:(Ku)i≥0}(u) and I{i:(Ku)i≥0}(u) denotes the indicator function. Since q is
concave with respect to u, based on Theorem 4.1 we can conclude that
qˆCM + αpˆCM > 0.
In [5], under the Gaussian noise model we have
q = K⊤(Ku− f),
which is linear with respect to u, Therefore, based on Theorem 4.1 the optimality condition
“on average” is satisfied.
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4.2 Cost function for the CM estimate
The CM estimate has been proved as a Bayes estimator for the mean squared error (2.2)
independently on the noise model. In the following theory, we prove that for any linear com-
binations of Bregman distances as cost functions the CM estimate is also a Bayes estimator.
Theorem 4.3. The CM estimate is a Bayes estimator for any cost function, which is a linear
combination of Bregman distances of convex functions, i.e.
CCM (uˆ, u) =
N∑
i=1
D
qˆi
Fi
(u, uˆ), (4.3)
where F1, . . . , FN are convex functions with finite expectation under p(·|f) and qˆi ∈ ∂Fi(uˆ).
Proof. Based on the definition of Bayes estimator, we need prove that
uˆCM ∈ argmin
uˆ
∫
CCM (uˆ, u)p(u|f)du.
By expanding the Bregman distance and collecting constant terms independent of uˆ, we have∫
CCM (uˆ, u)p(u|f) du =
∫ ( N∑
i=1
D
qˆi
Fi
(u, uˆ)
)
p(u|f) du
=
∫ [ N∑
i=1
(Fi(u)− Fi(uˆ)− 〈qˆi, u− uˆ〉)
]
p(u|f) du
=
N∑
i=1
(−Fi(uˆ)− 〈qˆi, uˆCM − uˆ〉) + const
=
N∑
i=1
D
qˆi
Fi
(uˆCM, uˆ) + const.
Obviously, it attains the minimal value at uˆ = uˆCM.
In [5], it has been shown that the cost function for the CM estimate can be independent
on the prior under the additive Gaussian noise model. In Theorem 4.3 we give a much
more general result. We have proved that the cost function for the CM estimate can be
completely independent on the posterior density, i.e., independent on the noise model and
also prior density. However, in Theorem 3.2 we have shown that the cost function for the
MAP estimate depends on the likelihood and the prior density. In the end of this section, we
list a few examples of cost functions for uˆCM.
Example 4.4. From Theorem 4.3, we have the following functions that are suitable cost
functions for the CM estimate,
C1CM (uˆ, u) = E(u;K, f) − E(uˆ;K, f)− ∂E(uˆ;K, f)(Ku −Kuˆ) = DE(u, uˆ)
C2CM (uˆ, u) = DR(u, uˆ)
C3CM (uˆ, u) = DE(u, uˆ) + αDR(u, uˆ).
Remark 4.5. Note that C3CM (uˆ, u) resembles the form of the cost function for the MAP
estimate in (3.5), but is different since the Bregman distance is not symmetric, except for the
case of Gaussian posterior, when MAP and CM estimate coincide.
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5 Comparison of the CM and MAP Estimates
In [5, Thm. 2], it has been shown that under the additive Gaussian noise model the CM
estimate performs better than the MAP estimate when the error is measured in a quadratic
distance, ‖L(u−uˆ)‖22 with any linear operator L. But if the error is measured by the Bregman
distance DR(uˆ, u), the MAP estimate outperforms the CM estimate. In this section, based
on the results in Theorem 4.3, we give another comparison result under more general noise
models, for instance the Laplacian noise or the Poisson noise.
Theorem 5.1. The CM estimate outperforms the MAP estimate when the error is measured
in the Bregman distance DR(u, uˆ), i.e.
E[DR(u, uˆCM)] ≤ E[DR(u, uˆMAP)].
This inequality directly follows from the fact that uˆCM is a Bayes estimator for C
2
CM (uˆ, u).
Note that the above result is exactly the opposite of Theorem 2 in [5] under the additive
Gaussian noise model, but with flipped uˆ and u in the definition of cost function.
6 Conclusions
In this paper, based on image restoration problem with the more general noise models instead
of additive Gaussian noise, we study the two typical point estimators for the posterior prob-
ability density: the conditional mean (CM) estimate and the maximum a posteriori (MAP)
estimate. The only assumption that we need is that the considered noise model has to lead to
a convex data fidelity term. Based on the Bregman distance, we propose new cost functions
for which the MAP and the CM estimate are Bayes estimators. Further, we give a new com-
parison result on these two estimates. In addition, we give the posterior in a MAP-centred
form and study the optimality condition on average of the CM estimate.
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