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Abstract
We present a directional secant method, a secant variant of the directional Newton method, for solving a single
nonlinear equation in several variables. Under suitable assumptions, we prove the convergence and the quadratic
convergence speed of this new method. Numerical examples show that the directional secant method is feasible and
efﬁcient, and has better numerical behaviour than the directional Newton method.
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1. Introduction
In computer graphics, we often need to compute and display the intersection C := M ∩N for two
surfacesM andN in R3 [4,3]. Speciﬁcally, if the two surfaces are explicitly given by
M := {(x1, x2, x3)T | x3 = f1(x1, x2)} and N := {(x1, x2, x3)T | x3 = f2(x1, x2)},
then the point x∗ = (x∗1 , x∗2 , x∗3 )T ∈ C must satisfy the nonlinear equation
f1(x
∗
1 , x
∗
2 )= f2(x∗1 , x∗2 )
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and x∗3 = f1(x∗1 , x∗2 ). This results in the solution of a nonlinear equation in two variables of the form
f (x1, x2) := f1(x1, x2)− f2(x1, x2)= 0. (1)
The marching method can be used to compute the intersection C :=M ∩N. In this method, we ﬁrst
need to compute a starting point x0 = (x01 , x02 , x03)T ∈ C, and then compute the succeeding intersection
points by successive updating. That is to say, suppose we have obtained a point xk = (xk1 , xk2 , xk3)T ∈ C
at the kth step, then the point xk+1 at the k+ 1st step can be selected as the closest point to xk among the
three points obtained by solving the nonlinear equation (1), with
xj = xkj + kj , kj is sufﬁciently small, j = 1, 2, 3.
Here, for j ∈ {1, 2, 3}, kj gives a movement in the xj -direction.
In mathematical programming, for an equality-constraint optimization problem, e.g.,
min (x),
s.t. f (x)= 0,
where , f : Rn → R1 are nonlinear functions, we may need to seek a feasible point to start a numerical
algorithm. This requires us to compute a solution of the nonlinear equation f (x)= 0. See [6].
And when solving a system of nonlinear equations F(x) = 0, with F : Rn → Rn, we may turn to
solve the reduced nonlinear equation
‖F(x)‖2 = 0
if the zero point of the nonlinear function F is isolated or locally isolated and if the rounding error is
neglected.
In general, we consider in this paper the iterative solution of the nonlinear equation in n variables:
f (x)= 0, f : Rn → R1. (2)
In [3], the authors studied the following directional Newton (DN) method for solving the nonlinear
equation (2).
Method 1.1. Given a starting vector x0 ∈ Rn. For k = 0, 1, 2, . . . until {xk} converges, compute
xk+1 = xk − f (x
k)
∇f (xk) · dk d
k, (3)
where ∇f (xk)=
(
f (xk)
x1
,
f (xk)
x2
, . . . ,
f (xk)
xn
)
is the gradient of f and dk is a direction at xk .
Under certain assumptions, they proved the convergence and demonstrated the quadratic convergence
speed of this DN-method for the following two choices of the direction vector dk:
(i) dk is a direction sufﬁciently close to the gradient ∇f (xk) of f (x) at the current iterate xk ,
(ii) dk = em(k), where em(k) is the m(k)th unit vector in Rn, and m(k) is chosen such that the m(k)th
component of ∇f (xk) has the maximal modulus, i.e.,
|[∇f (xk)]m(k)| := max1j n |[∇f (x
k)]j |.
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If a good initial guess x0 is available, the DN-method will converge quickly to a solution of the
nonlinear equation (2) because it is of quadratic convergence speed. However, because at each iterate
step the gradient ∇f (xk) should be computed, the workload of the DN method may be considerable, in
particular, when the number n of the unknowns is very large. Moreover, in some applications, the function
f (x) may not be differentiable, or the gradient ∇f (x) is uncomputable, so that the DN-method cannot
be applied. These narrow applications of the DN-method.
In this paper, by using differential approximation of the derivative [1,2], we present a secant variant
of the DN-method, called as the directional secant (DS) method. More speciﬁcally, the DS-method is
obtained by replacing the denominator ∇f (xk) · dk in the DN-method by its differential approximation
(f (xk + tkdk)− f (xk))/tk , where tk is a prescribed stepsize. Therefore, there is no need to compute the
gradient ∇f (xk) at each of the DS iteration steps, and the cost of the DS-method is much cheaper than
that of the DN-method. Under suitable assumptions on the function f (x) and the stepsize tk , we prove
the convergence and the quadratic convergence speed of the DS-method for the above-mentioned two
choices of the direction dk . Numerical results show that the DS-method is feasible and efﬁcient, and has
better computing behaviour than the DN-method in the sense of iteration number and computing time.
Throughout this paper, we assume that the nonlinear equation (2) has a unique or locally unique
solution, and we neglect the effect of the rounding error. In addition, we will use ∇f (x) · d to represent
the inner product of the two row vectors ∇f (x) and dT.
2. The DS-method
Given a starting point x0 ∈ Rn and a unit direction d0 ∈ Rn, we get a one-variable function
F(s) := f (x0 + sd0),
where s ∈ R1 and F : R1 → R1. By making use of the secant iterate for F at s0 = 0 and s1 = t0> 0, we
have
s2 =− t0F(0)
F (t0)− F(0) =−
t0f (x0)
f (x0 + t0d0)− f (x0) .
Correspondingly, the iterate for f at x0 is
x1 := x0 − t0f (x
0)
f (x0 + t0d0)− f (x0)d
0.
Continuing this process for k = 0, 1, 2, . . . , and letting,
xk+1 = xk + hk,
hk =− tkf (x
k)
f (xk + tkdk)− f (xk)d
k,
tk > 0, (4)
with dk ∈ Rn a given unit direction, we obtain the following DS-method.
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Method 2.1. Given a starting vector x0 ∈ Rn. For k = 0, 1, 2, . . . until {xk} converges, choose a unit
vector dk and a stepsize tk , and compute
xk+1 = xk − tkf (x
k)
f (xk + tkdk)− f (xk)d
k.
Evidently, at each of the DS iteration step we only need two evaluations of the function f (x). And
the DS-method can be employed to solve the nonlinear equation (2) when the function f (x) is not
differentiable, or when the gradient ∇f (x) is not easily obtainable. In particular, when n = 1, the DS-
method naturally reduces to the classical secant method [5].
For the DS-method, corresponding to the two choices of the directions dk in the DN-method we can
obtain two special DS methods for solving the nonlinear equation (2). The ﬁrst is called as the directional
near-gradient secant (DNGS) method, and the second is called as the directional maximal-component-
modulus secant (DMCMS) method.
3. Convergence analyses
3.1. Convergence theorems of the DNGS-method
In this subsection, we study the convergence property of theDNGS-method, for which the unit direction
dk is chosen to be near to the gradient∇f (xk), i.e., dk ≈ ∇f (xk)/‖∇f (xk)‖. Here, we use the Euclidean
norms for both vector and matrix.
The following two lemmas are elementary for us to establish the convergence theory of the DNGS
method.
Lemma 3.1. [Ortega and Rheinboldt [5, 3.2.2]].Assume that f : Rn → R1 is differentiable in the convex
set X0 ⊂ Rn. Then, for any x, y ∈ X0, there exists a  ∈ (x, y) such that
f (y)− f (x)= ∇f () · (y − x),
where
(x, y)= {z | z= x + ty, 0< t < 1}
represents the open straight line between the two points x and y.
Lemma 3.2. [Ortega and Rheinboldt [5, 3.3.10]] Assume that f : Rn → R1 is secondly differentiable in
the convex set X0 ⊂ Rn. Then, for any x, y ∈ X0, there exists an  ∈ (x, y) such that
f (y)− f (x)− ∇f (x) · (y − x)= 12 (y − x)Tf
′′
()(y − x).
Now, we demonstrate the convergence theorem of the DNGS-method.
Theorem 3.1. Assume that X̂0 ⊂ Rn is a convex set and f : Rn → R1 is differentiable in X̂0. Let
x0 ∈ X̂0 satisfy
f (x0) = 0 and ∇f (x0) = 0,
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d0 ∈ Rn be a given unit vector, t0 be a given positive number, and h0 and x1 be deﬁned as
h0 = t0f (x
0)
f (x0 + t0d0)− f (x0)d
0,
x1 = x0 + h0.
Let X0 ⊆ X̂0, f ∈ C2[X0] and
M = sup
x∈X0
‖f ′′(x)‖
be such that
4M‖h0‖ |∇f (x0) · d0|, (5)
where X0 = {x | ‖x − x1‖‖h0‖}. In addition, let the iteration sequence {xk}∞k=1 be generated by the
DNGS-method and assume that the unit direction dk and the positive real tk satisfy
(i) |∇f (xk+1)·dk+1|‖∇f (xk+1)‖ 
|∇f (xk)·dk |
‖∇f (xk)‖ ,
(ii) tk 12‖hk‖ and
(iii) |∇f (xk) · dk|2|∇f (x) · dk|, where x ∈ (xk, xk + tkdk).
Then it holds that
(a) {xk} ⊂ X0 and there exists an x∗ ∈ X0 such that xk → x∗ (k →∞) and f (x∗)= 0,
(b) ∇f (x) = 0 for all x ∈ X0. In particular, ∇f (x∗) = 0,
(c) for k = 0, 1, . . ., ∇f (xk) · dk = 0 and
‖xk+1 − xk‖ 3M
2|∇f (xk) · dk|‖x
k − xk−1‖2 3M‖∇f (x
0)‖
2a|∇f (x0) · d0|‖x
k − xk−1‖2,
‖xk+1 − x∗‖ 3M
2|∇f (xk) · dk|‖x
k − xk−1‖2 3M‖∇f (x
0)‖
2a|∇f (x0) · d0|‖x
k − xk−1‖2,
where a =minx∈X0‖∇f (x)‖> 0.
Proof. Without loss of generality, we assume that f (xk) = 0 hold for all k. We ﬁrst demonstrate the
following four assertions:
(A1) ‖∇f (x1)‖ 34‖∇f (x0)‖,
(A2) |f (x1)| 34M‖h0‖2,
(A3) ‖h1‖ 12‖h0‖ and
(A4) 4M‖h1‖ |∇f (x1) · d1|.
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We ﬁrst prove (A1). By the differentiability of f (x) and the assumption 4M‖h0‖ |∇f (x0) · d0|, we
have
‖∇f (x1)− ∇f (x0)‖=
∥∥∥∥∥
∫ x1
x0
f
′′
(x) dx
∥∥∥∥∥ M‖x1 − x0‖

1
4
|∇f (x0) · d0| 1
4
‖∇f (x0)‖.
It then follows that
‖∇f (x1)‖‖∇f (x0)‖ − ‖∇f (x1)− ∇f (x0)‖ 34‖∇f (x0)‖.
This shows the validity of (A1).
Notice that
f (x1)=
∫ x1
x0
(x1 − x)Tf ′′(x) dx + f (x0)+ ∇f (x0) · h0
=
∫ x1
x0
(x1 − x)Tf ′′(x) dx + E0,
where
E0 = f (x0)+ ∇f (x0) · h0.
Let
x = x0 + t (x1 − x0) and dx = (x1 − x0) dt.
Then ∣∣∣∣∣
∫ x1
x0
(x1 − x)Tf ′′(x) dx
∣∣∣∣∣=
∣∣∣∣
∫ 1
0
(1− t)(h0)Tf ′′(x0 + th0)h0 dt
∣∣∣∣  12M‖h0‖2.
By Lemma 3.2 and condition (ii), we obtain
|E0|=
∣∣∣∣f (x0)− t0f (x0)∇f (x0) · d0f (x0 + t0d0)− f (x0)
∣∣∣∣
=
∣∣∣∣∣f (x
0)
2
(t0d0)
Tf
′′
()(t0d0)
f (x0 + t0d0)− f (x0)
∣∣∣∣∣  ∈ (x0, x0 + t0d0)

1
2
Mt0
∣∣∣∣ t0f (x0)f (x0 + t0d0)− f (x0)
∣∣∣∣
= 1
2
Mt0‖h0‖ 14M‖h
0‖2.
Therefore,
|f (x1)| 12M‖h0‖2 + 14M‖h0‖2 = 34M‖h0‖2
and (A2) is demonstrated.
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Now, we turn to prove (A3). From (5) we know that
2M‖h0‖2 1|∇f (x0) · d0|
1
2
‖h0‖.
By making use of (A2), (A1), (i) and (iii), and Lemma 3.1, we have
‖h1‖=
∣∣∣∣ t1f (x1)f (x1 + t1d1)− f (x1)
∣∣∣∣  34M‖h0‖2
∣∣∣∣ t1f (x1 + t1d1)− f (x1)
∣∣∣∣
= 3
4
M‖h0‖2 1|∇f (1) · d1| (where 
1 ∈ (x1, x1 + t1d1))

3
4
M‖h0‖2 2|∇f (x1) · d1|
3
2
M‖h0‖2 1|∇f (x0) · d0|
‖∇f (x0)‖
‖∇f (x1)‖
2M‖h0‖2 1|∇f (x0) · d0|
1
2
‖h0‖. (6)
That is to say, (A3) holds.
Finally, we prove (A4). Note that (6) gives the estimate
‖h1‖2M‖h0‖2 1|∇f (x0) · d0| .
By making use of (i), (A1) and (5) we obtain
4M‖h1‖
|∇f (x1) · d1|
8M2‖h0‖2 1|∇f (x0)·d0|
|∇f (x1) · d1| 8M
2‖h0‖2 1|∇f (x0) · d0|2
‖∇f (x0)‖
‖∇f (x1)‖

32
3
M2‖h0‖2 1|∇f (x0) · d0|2 16M
2‖h0‖2 1|∇f (x0) · d0|2 1,
i.e.,
4M‖h1‖ |∇f (x1) · d1|.
Let
X1 = {x | ‖x − x2‖‖h1‖}.
By using (A3) we know that if x ∈ X1, then
‖x − x1‖‖x − x2‖ + ‖x2 − x1‖‖h1‖ + ‖h1‖‖h0‖.
Therefore, X1 ⊂ X0.
Because of (A4), we see that (5) holds if we replace x0 and h0 by x1 and h1, respectively. Therefore,
by induction we can obtain the following facts:
(F1) |f (xk)| 34M‖hk−1‖2,
(F2) ‖hk‖ 12‖hk−1‖,
(F3) 4M‖hk‖ |∇f (xk) · dk| and
(F4) Xk ⊂ Xk−1, where Xk := {x | ‖x − xk+1‖‖hk‖}.
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Up to now, we are ready to prove the three conclusions of this theorem.
From (F2) and (F4), we have
X0 ⊃ X1 ⊃ · · · ⊃ Xk ⊃ Xk+1 ⊃ · · ·
and the radii of Xk converge to zero when k → ∞. Therefore, there is a unique point x∗ ∈ ⋂∞k=0Xk
such that xk → x∗ (k →∞). It follows immediately from (F1) that f (x∗)= 0. This proves (a).
Let x ∈ X0. Then it holds that ‖x − x0‖2‖h0‖. By (5) we have
‖∇f (x)− ∇f (x0)‖M‖x − x0‖2M‖h0‖
 12 |∇f (x0) · d0| 12‖∇f (x0)‖,
i.e.,
‖∇f (x)− ∇f (x0)‖ 12‖∇f (x0)‖.
Therefore, it must hold that ∇f (x) = 0, and (b) is valid.
Finally, we turn to prove (c). Because f (x0) = 0, it holds that h0 = 0. By (5) we have∇f (x0) ·d0 = 0.
It then follows from (b) that
a = min
x∈X0
‖∇f (x)‖> 0
and from (a) that
‖∇f (xk)‖a > 0, k = 0, 1, 2, . . . .
By (i) and (5), we can get
|∇f (xk) · dk| |∇f (x0) · d0|‖∇f (x
k)‖
‖∇f (x0)‖

a|∇f (x0) · d0|
‖∇f (x0)‖ 
4aM‖h0‖
‖∇f (x0)‖ > 0. (7)
Therefore,
∇f (xk) · dk = 0, k = 1, 2, . . . .
In addition, by making use of Lemma 3.1, (iii), (F1) and (7), we obtain
‖hk‖=
∣∣∣∣ tkf (xk)f (xk + tkdk)− f (xk)
∣∣∣∣
=
∣∣∣∣ f (xk)∇f (k) · dk
∣∣∣∣ (where k ∈ (xk, xk + tkdk))

∣∣∣∣ 2f (xk)∇f (xk) · dk
∣∣∣∣  3M‖hk−1‖22|∇f (xk) · dk|

3M‖∇f (x0)‖‖hk−1‖2
2a|∇f (x0) · d0| .
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This is exactly the ﬁrst inequality of (c). Because x∗ ∈ Xk , it holds that
‖x∗ − xk+1‖‖xk − xk+1‖ = ‖hk‖.
Therefore, the second inequality of (c) also holds. 
Remark 3.1. We have the following three remarks for Theorem 3.1:
1. Because ‖dk‖ = 1, the condition (i) in Theorem 3.1 is equivalent to
k+1k, where k =  (dk,∇f (xk)),
with  (·, ·) being the angle between the corresponding two vectors. This shows that the direction dk
is close to ∇f (xk) if 0 is small. In particular, we may choose dk along ∇f (xk);
2. The condition (ii) in Theorem 3.1 is equivalent to
|f (xk + tkdk)− f (xk)| 12 |f (xk)|.
This condition may not be satisﬁed if f (xk)=0. However, in this case, xk is a solution of the nonlinear
equation (2) and we have xj = xk for all jk+ 1. Hence, the conclusions of the theorem still holds.
That is why we can assume that f (xk) = 0 holds for all k in the proof of the theorem;
3. IfMtk 12 |∇f (xk) · dk|, then the condition (iii) in Theorem 3.1 holds. In fact,
|∇f (x) · dk − ∇f (xk) · dk|Mtk 12 |∇f (xk) · dk|,
and therefore,
|∇f (x) · dk| |∇f (xk) · dk| − |∇f (x) · dk − ∇f (xk) · dk|
 |∇f (xk) · dk| − 12 |∇f (xk) · dk|
= 12 |∇f (xk) · dk|.
The quadratic convergence theorem of the DNGS-method is described in the following theorem.
Theorem 3.2. Let the conditions of Theorem 3.1 be satisﬁed. Deﬁne
L= ‖∇f (x
0)‖
a|∇f (x0) · d0| .
Then the DNGS-method converges quadratically to a solution of the nonlinear equation (2) if q :=
3
2LM‖h0‖< 1.
Proof. By (c) of Theorem 3.1 we have
‖hk‖ 32LM‖hk−1‖2 32LM(32LM)2‖hk−2‖2
2
(32LM)
2k−1‖h0‖2k = q2k−1‖h0‖.
It then follows that
‖xn+m − xn‖‖xn+m − xn+m−1‖ + · · · + ‖xn+1 − xn‖ q
2n−1
1− q2n ‖h
0‖.
300 H.-B. An, Z.-Z. Bai / Journal of Computational and Applied Mathematics 175 (2005) 291–304
By letting m→∞, we immediately obtain that
‖x∗ − xn‖ q
2n−1
1− q2n ‖h
0‖,
i.e., the iteration sequence {xk} converges to x∗ quadratically. 
3.2. Convergence theorem of the DMCMS-method
Throughout this subsection, we use∞-norm for both vector and matrix.
The following theorem describes the convergence and the quadratic convergence rate of DMCMS
method. Because it can be proved analogously to Theorems 3.1 and 3.2 with slight modiﬁcation for
which the Euclidean norm is replaced by the∞-norm and |∇f (xk) · dk| is replaced by ‖∇f (xk)‖∞, we
omit the proof here.
Theorem 3.3. Assume that X̂0 ⊂ Rn is a convex set and f : Rn −→ R1 is differentiable in X̂0. Let
x0 ∈ X̂0 satisfy
f (x0) = 0 and ∇f (x0) = 0,
t0 be a given positive number, and h0 and x1 be deﬁned as
h0 = t0f (x
0)
f (x0 + t0d0)− f (x0)d
0,
x1 = x0 + h0,
where d0 = em(0) is the m(0)th unit vector in Rn.
Let X0 ⊆ X̂0, f ∈ C2[X0] and
M = sup
x∈X0
‖f ′′(x)‖∞
be such that
4M‖h0‖∞‖∇f (x0)‖∞,
where X0 := {x | ‖x − x1‖∞‖h0‖∞}. In addition, let the iteration sequence {xk}∞k=1 be generated by
the DMCMS-method and assume that tk satisﬁes
(i) tk 12‖hk‖∞,
(ii) ‖∇f (xk)‖∞2|∇f (x) · em(k)|, where x ∈ (xk, xk + tkdk).
Then it holds that
(a) {xk} ⊂ X0 and there exists an x∗ ∈ X0 such that xk → x∗ (k →∞) and f (x∗)= 0,
(b) ∇f (x) = 0 for all x ∈ X0. In particular, ∇f (xk) = 0 for all k = 1, 2, . . ., and ∇f (x∗) = 0,
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(c) for k = 0, 1, 2, . . .,
‖xk+1 − xk‖∞ 3M2‖∇f (xk)‖∞‖x
k − xk−1‖2∞
3M
2a
‖xk − xk−1‖2∞,
‖xk+1 − x∗‖∞ 3M2‖∇f (xk)‖∞‖x
k − xk−1‖2∞
3M
2a
‖xk − xk−1‖2∞,
where a =minx∈X0‖∇f (x)‖∞> 0.
Moreover, if q := (3M‖h0‖∞)/2a < 1, then the DMCMS-method converges at least quadratically to
a solution x∗ of the nonlinear equation (2).
4. Numerical examples
In this section we use three examples to show the feasibility and efﬁciency of our new DS-method.
Evidently, if f (xk) = 0 for some k0 and f (xk) ≈ 0, then the vector
pk :=
(
f (xk + f (xk)e1)
f (xk)
− 1, f (x
k + f (xk)e2)
f (xk)
− 1, . . . , f (x
k + f (xk)en)
f (xk)
− 1
)
is near to∇f (xk). Therefore, we can choose the direction dk to be dk := pk/‖pk‖ in our implementations.
Note that if f (xk) = 0 holds for some k, we have obtained a solution of the nonlinear equation (2) and
the iteration process can be terminated. It then follows that the computation of pk is not needed for this
case.
The nonlinear problems we tested are as follows:
Prob 1 f (x)=∑ni=1x2i exp(1− x2i ),
Prob 2 f (x)=∑ni=1(sin xi)2,
Prob 3 f (x)=∑pi=1(sin xi)2 +∑ni=p+1(tan xi)2, p is a given integer.
Clearly, x∗ = 0 is a locally unique solution of the nonlinear equation f (x) = 0 for each of these
three problems. Moreover, except for Problem 1, Problems 2 and 3 possess the form of a square sum of
nonlinear residuals.
All iterations are started from an initial vector x0, and terminated once |f (xk)|10−12. If an iteration
process breaks down, then its iteration number and CPU time is denoted by −. For a given initial vector,
we use x∗DS and x∗DN to denote the approximate solutions obtained by the DS-method and the DN-method,
respectively. The iteration number (IN) and CPU time (CPU) of each iteration are listed in Tables 1–3.
Tables 1–3 show that the choice of initial point is very important. If a good initial guess is available,
only a few iterations is needed to get a satisfactory approximate solution for both DS and DN methods.
Table 3 shows that for Problem 3, the parameter p has little inﬂuence on the iteration numbers and CPU
times for both methods.
From these three tables, we see that the DS-method needs a little more iteration numbers than the
DN-method in most of the cases. However, the DN-method costs much more computing time than the
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Table 1
IN and CPU for Prob. 1
n x0 DS-method DN-method ‖x∗DS − x∗DN‖ ‖x∗DS‖ ‖x∗DN‖
IN CPU IN CPU
(0.1, 0.1, …, 0.1) 21 0.5446 20 0.9797 2.78e-8 4.51e-7 4.23e-7
20 (0.2, 0.2, …, 0.2) 22 0.5689 21 1.0261 8.73e-8 3.19e-7 4.06e-7
(0.3, 0.3, …, 0.3) 22 0.7294 21 1.0685 1.65e-7 4.00e-7 5.65e-7
(0.1, 0.1, …, 0.1) 21 1.0690 20 1.9594 1.88e-8 4.99e-7 5.18e-7
30 (0.2, 0.2, …, 0.2) 22 1.3937 21 2.7833 1.33e-7 3.64e-7 4.97e-7
(0.3, 0.3, …, 0.3) 22 1.3594 22 3.2472 1.16e-7 4.63e-7 3.47e-7
(0.1, 0.1, …, 0.1) 21 3.2290 21 6.3117 2.40e-7 5.76e-7 3.36e-7
50 (0.2, 0.2, …, 0.2) 22 3.3770 22 6.6154 1.14e-7 4.37e-7 3.23e-7
(0.3, 0.3, …, 0.3) 22 3.4040 22 7.0794 1.05e-7 5.53e-7 4.48e-7
(0.1, 0.1, …, 0.1) 22 12.3826 21 23.4940 1.24e-7 3.52e-7 4.75e-7
100 (0.2, 0.2, …, 0.2) 22 13.2089 22 24.6904 1.13e-7 5.70e-7 4.56e-7
(0.3, 0.3, …, 0.3) 23 14.2528 23 28.0058 5.23e-8 3.72e-7 3.19e-7
Table 2
IN and CPU for Prob. 2
n x0 DS-method DN-method ‖x∗DS − x∗DN‖ ‖x∗DS‖ ‖x∗DN‖
IN CPU IN CPU
(0.5,0.5,…,0.5) 22 4.3754 22 8.8334 1.24e-7 8.75e-7 7.51e-7
50 (0.8,0.8,…,0.8) 23 4.3872 22 8.0243 4.02e-7 5.28e-7 9.30e-7
(0.5,0.5,…,0.5) 23 14.9909 23 30.4134 6.19e-8 5.95e-7 5.33e-7
100 (0.8,0.8,…,0.8) 23 17.0498 23 30.7899 5.97e-8 7.20e-7 6.60e-7
(0.5,0.5,…,0.5) 23 55.9793 23 135.3168 5.99e-8 8.14e-7 7.54e-7
200 (0.8,0.8,…,0.8) 24 58.1949 23 111.9871 5.80e-8 9.92e-7 9.34e-7
(0.5,0.5,…,0.5) 24 355.5775 24 707.4939 2.10e-8 6.23e-7 6.02e-7
500 (0.8,0.8,…,0.8) 24 377.1934 24 754.1556 2.29e-8 7.67e-7 7.44e-7
DS-method, in particular, when n becomes larger and larger. The reason is that the DN-method requires
much more work on computing ∇f (xk) at each of its iteration steps. Comparatively, computing the
differential approximation at each iteration step of the DS-method is very cheaper. In addition, the last
columns of the three tables clearly show that the iteration sequences generated by the DS-method and the
DN-method converge to the same solution of the nonlinear equation (2) because ‖x∗DS − x∗DN‖ is quite
small. Therefore, the DS-method is more efﬁcient than the DN-method.
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Table 3
IN and CPU for Prob. 3
n p x0 DS-method DN-method ‖x∗DS − x∗DN‖ ‖x∗DS‖ ‖x∗DN‖
IN CPU IN CPU
5 (0.1,0.1,…,0.1) 20 1.0357 19 1.5442 7.28e-8 8.89e-7 8.60e-7
5 (0.2,0.2,…,0.2) 21 1.0123 20 1.6729 8.92e-7 7.50e-7 8.76e-7
10 (0.1,0.1,…,0.1) 20 0.9593 19 1.5220 8.38e-8 8.88e-7 8.57e-7
20 10 (0.2,0.2,…,0.2) 21 0.9517 20 1.5530 1.20e-6 8.17e-7 8.65e-7
15 (0.1,0.1,…,0.1) 20 1.0308 19 1.5587 7.55e-8 8.86e-7 8.54e-7
15 (0.2,0.2,…,0.2) 21 0.9477 20 1.6443 1.33e-6 8.57e-7 8.53e-7
15 (0.1,0.1,…,0.1) 21 4.2374 20 7.5621 3.69e-7 5.94e-7 6.81e-7
15 (0.2,0.2,…,0.2) 22 4.5862 21 8.0001 1.52e-6 8.51e-7 6.92e-7
25 (0.1,0.1,…,0.1) 21 4.0202 20 7.8413 4.23e-7 5.97e-7 6.79e-7
50 25 (0.2,0.2,…,0.2) — — 21 8.4714 — — 6.85e-7
35 (0.1,0.1,…,0.1) 21 4.3379 20 7.2791 4.15e-7 5.95e-7 6.78e-7
35 (0.2,0.2,…,0.2) 24 4.9138 21 8.1553 1.62e-6 9.45e-7 6.78e-7
20 (0.1,0.1,…,0.1) 21 9.8782 20 17.5108 1.17e-6 7.72e-7 8.62e-7
20 (0.2,0.2,…,0.2) 22 10.4349 21 20.1191 1.56e-6 8.18e-7 8.78e-7
40 (0.1,0.1,…,0.1) 21 9.5723 20 18.5733 1.53e-6 8.80e-7 8.59e-7
80 40 (0.2,0.2,…,0.2) 23 10.5253 21 18.1731 1.40e-6 5.42e-7 8.67e-7
60 (0.1,0.1,…,0.1) 21 9.5359 20 17.6610 1.63e-6 9.25e-7 8.57e-7
60 (0.2,0.2,…,0.2) 23 10.4678 21 17.8505 1.35e-6 5.14e-7 8.55e-7
5. Conclusion and remarks
We have presented a new method, the directional secant method, for solving a nonlinear equation in
n variables. This new method has quadratic convergence speed under suitable assumptions. Numerical
experiments show that the directional secant method is more efﬁcient than the known directional Newton
method proposed in [2].
We remark that from nonlinear equation, we may obtain an equivalent equation by various ways.
Alternatively, we can apply the directional secant method to a equivalent equation, and compute an
approximation to a solution of the original nonlinear equation.
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