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Introduction
Les méthodes pour la quantification et la propagation des incertitudes
basées sur des approches fonctionnelles ont émergé ces deux dernières dé-
cennies (voir [Maître et Knio, 2010] et les articles de review [Matthies,
2008; Nouy, 2009; Xiu, 2009]). Elles consistent à représenter les grandeurs
incertaines (aléatoires) comme des fonctions de paramètres caractérisant
les incertitudes d’entrée d’un modèle stochastique. Cette vision fonction-
nelle, combinée à la théorie de l’approximation et à l’analyse numérique,
a conduit au développement de méthodes numériques appelées méthodes
spectrales stochastiques, qui permettent la propagation des incertitudes à
travers le modèle et fournissent une représentation explicite de la solution
en fonction des paramètres d’entrée. Des travaux récents ont été consacrés
à la propagation des incertitudes dans les modèles stochastiques multi-
échelles en utilisant ces approches fonctionnelles. Dans le cas de milieux
hétérogènes aléatoires permettant une séparation d’échelles, plusieurs mé-
thodes d’upscaling et d’homogénéisation ont été introduites [Sarkar et al.,
2009; Xu, 2007; Xu et al., 2009; Ganapathysubramanian et Zabaras, 2009;
Ma et Zabaras, 2011]. Cependant, la propagation des incertitudes dans
les modèles stochastiques multi-échelle reste aujourd’hui une question dif-
ficile puisqu’il en découle des problèmes stochastiques de grande dimen-
sion. Cette grande dimensionnalité doit donc être correctement traitée.
Par ailleurs, les approches numériques mono-échelles souffrent clairement
de la complexité des solutions multi-échelles qui présentent un contenu
spectral très riche.
Dans ce mémoire, on se concentre sur les problèmes multi-échelles avec
des incertitudes localisées (sur l’opérateur, les termes source ou la géo-
métrie). En présence de nombreuses sources d’incertitudes localisées, des
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approches spécifiques doivent être développées afin de traiter la grande
dimensionnalité et la complexité des modèles multi-échelles associés. Au
niveau déterministe, des méthodes dédiées ont répondu à la demande du
couplage de modèles numériques à des échelles différentes et certaines
d’entre elles ont été étendues aux modèles stochastiques. Parmi ces mé-
thodes déterministes, on peut distinguer les méthodes mono-modèle ba-
sées sur un maillage adaptatif ou des techniques d’enrichissement [Stein
et Ohnimus, 1997; Düster et al., 2007; Melenk et Babusˇka, 1996; Moës
et al., 1999] et les méthodes multi-modèles basées sur les patchs comme
les algorithmes itératifs global-local proposés dans [Gendre et al., 2009;
Gendre et al., 2011; Lozinski, 2010; Lozinski et Pironneau, 2011; Hager
et al., 2012] ou les “méthodes de bridging” proposées dans [Brezzi et al.,
2001; Wagner et Liu, 2003; Xiao et Belytschko., 2004] ou dans [Ben Dhia
et Rateau, 2001; Ben Dhia, 1998] avec la méthode Arlequin. Cette der-
nière a été étendue au cadre stochastique dans [Chamoin et al., 2008;
Cottereau et al., 2011] pour le couplage déterministe-stochastique dans
un contexte d’homogénéisation.
On propose ici une méthode dédiée basée sur une méthode de décom-
position de domaine multi-échelle qui exploite le caractère localisé des
incertitudes. Elle appartient à la classe des méthodes itératives global-
local mentionnées ci-dessus. Un algorithme itératif efficace est proposé
et requiert la solution d’une séquence de problèmes globaux simples à
l’échelle macro, utilisant éventuellement un opérateur déterministe, et de
problèmes locaux à l’échelle micro pour lesquels nous avons la possibi-
lité d’utiliser des espaces d’approximation fins. La séparation des échelles
améliore le conditionnement du problème. Afin de gérer la grande di-
mensionnalité qui découle de ces problèmes multi-échelles avec de nom-
breuses sources d’incertitudes, les problèmes globaux et locaux sont ré-
solus à l’aide de méthodes d’approximation de tenseurs permettant la
représentation de fonctions de nombreux paramètres aléatoires. Les pro-
priétés de convergence de ces méthodes d’approximation de tenseurs, qui
sont fortement liées aux décompositions spectrales, bénéficient de la sépa-
ration des échelles. Différents formats de représentations séparées peuvent
être exploitées [Hackbusch, 2012]. Ici, les décompositions classiques cano-
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niques et les décompositions hiérarchiques canoniques comme dans [Nouy,
2010b; Chevreuil et Nouy, 2012] sont introduites, ces dernières donnant
des représentations de rangs très faibles. Dans ce travail, une technique de
résolution dédiée basée sur la méthode Proper Generalized Decomposition
(PGD) est utilisée pour la construction des représentations tensorielles.
Cette dernière méthode consiste à rechercher une décomposition en va-
riables séparées de la solution a priori. Elle peut être vue comme une
méthode de réduction de modèle. Elle permet le découplage de problèmes
déterministes et stochastiques autorisant dans certains cas l’utilisation
de solveurs déterministes classiques bien maîtrisés (voir [Ammar et al.,
2006; Beylkin et Mohlenkamp, 2005; Chinesta et al., 2010; Falco et Nouy,
2011; Falco et Nouy, 2012; Ladevèze et al., 2010; Nouy, 2008; Nouy et
Le Maître, 2009; Nouy, 2010a]. On note que les méthodes PGD ont éga-
lement été étendues à la quantification des incertitudes pour les modèles
paramétriques de grandes dimensions [Doostan et Iaccarino, 2009; Nouy,
2010b].
Différents types d’incertitudes sont considérés au niveau micro. elles
peuvent être associées à un variabilité dans les opérateurs ou dans les
termes source, ou même à une variabilité géométrique. Concernant le der-
nier cas, plusieurs travaux ont été récemment consacrés à la résolution
de problèmes où l’aléa porte sur la géométrie. Cette problématique est
par exemple rencontrée dans de nombreuses applications en mécanique :
modélisation des aléas sur un procédé de fabrication, sur la géométrie
de la micro-structure d’un matériau hétérogène, fissuration, etc. Il existe
principalement deux alternatives pour prendre en compte les incertitudes
géométriques et résoudre numériquement les équations aux dérivées par-
tielles définies sur un domaine incertain. La première consiste à introduire
une transformation aléatoire vers un domaine de référence déterministe
(voir [Xiu et Tartakovsky, 2006; Mohan et al., 2011]). La seconde est
basée sur un prolongement des fonctions sur un domaine fictif incluant
toutes les réalisations possibles de la géométrie (voir [Canuto et Kozu-
bek, 2007; Nouy et al., 2008; Nouy et al., 2011]). C’est cette deuxième
approche qui est retenue pour reformuler les problèmes locaux en utili-
sant des méthodes de domaine fictif afin de formuler le problème sur un
espace produit tensoriel. La formulation du problème initial est alors faite
7
sur un domaine fixe, ce qui rend possible une reformulation faible du pro-
blème stochastique dans un espace produit tensoriel (produit de l’espace
de fonctions déterministes et de l’espace des fonctions stochastiques) et
ainsi l’utilisation de méthodes d’approximation de tenseurs. La reformu-
lation du problème dépend du type de conditions aux limites. Dans ce
mémoire, on traite les cas des conditions de Neumann et de Dirichlet.
Le chapitre 1 présente un état de l’art des méthodes numériques
pour les équations aux dérivées partielles. Le cadre probabiliste y est tout
d’abord présenté, ainsi que les méthodes fonctionnelles pour la propaga-
tion des incertitudes. On insiste sur les méthodes spectrales stochastiques
de type Galerkin qui seront utilisées par la suite. Il en suit un aperçu des
difficultés associées à la résolution avec des solveurs classiques du système
d’équations de grande dimension qui en résulte et la nécessité d’introduire
des représentations séparées des fonctions pour une résolution efficace des
équations aux dérivées partielles stochastiques. À l’occasion, le principe de
la méthode Proper Generalized Décomposition (PGD) pour la construc-
tion de ces représentations séparées est introduit brièvement. Enfin, les
méthodes existantes pour résoudre les problèmes à géométrie aléatoire
avec les méthodes spectrales stochastiques sont évoquées dans un dernier
paragraphe.
Le chapitre 2 décrit différentes méthodes multi-échelles avec patchs
pour les incertitudes localisées. La formulation du problème étudié est
d’abord présentée avant d’introduire dans le deuxième paragraphe les dif-
férentes méthodes de patchs de superposition, de couplage à l’interface
et de couplage volumique. On propose ensuite une méthode de patchs
et son algorithme itératif global-local, inspirée d’une méthode proposée
dans [Lozinski, 2010], dédiée à notre contexte d’incertitudes localisées.
Dans un paragraphe suivant, on introduit les approximations des solu-
tions pour les problèmes global et local de l’algorithme itératif. Enfin, on
formule le problème avec plusieurs patchs avec variabilités indépendantes.
Le chapitre 3 est dédié à l’analyse de l’algorithme itératif global-local
proposé. Une preuve de convergence de l’algorithme est fournie et des
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exemples numériques sans et avec variabilités géométriques illustrent les
bonnes propriétés de l’algorithme. Une analyse fine du comportement de
l’algorithme en fonction des différents paramètres est menée et permet de
conclure sur un paramétrage idéal. On mène ensuite une analyse de robus-
tesse de l’algorithme en fonction des approximations. Enfin, on exploite le
caractère localisé des incertitudes en introduisant des approximations des
solutions locales dans des sous espaces (solutions locales dépendant uni-
quement de certains paramètres aléatoires). On justifie par des exemples
numériques la possibilité d’adopter des telles approximations.
Le chapitre 4 est consacré aux approximations séparées pour la mé-
thode multiéchelle en grande dimension. On y présente les différents for-
mats d’approximation de tenseurs pour les solutions des problèmes glo-
baux et locaux ainsi qu’un algorithme glouton pour construire la décom-
position de tenseurs : la méthode Proper Generalized Decomposition. En-
fin, un exemple numérique en grande dimension avec un grand nombre
de variabilités (géométriques et non géométriques) illustre les résultats de
convergence de l’algorithme itératif global-local dans lequel les problèmes
globaux et locaux sont résolus avec les méthodes d’approximation de ten-
seurs.
Le chapitre 5 présente plus en détail les méthodes de résolution des
problèmes définis sur des domaines aléatoires, avec des approches de type
domaine fictif permettant la reformulation du problème sur des espaces
produits tensoriel et l’utilisation de méthodes d’approximation de ten-
seurs. Dans le cas des conditions de Neumann sur frontières aléatoires,
on détaille les difficultés liées à la représentation séparée des fonctions
indicatrices introduites pour la reformulation du problème sur domaine
fictif. On y propose des outils pour la construction de la représentation
séparée préservant la positivité et permettant ainsi d’assurer le caractère
bien posé des problèmes associés aux fonctions indicatrices approchées.
Dans le cas des conditions de Dirichlet sur frontières aléatoires, on intro-
duit la méthode des fonctions caractéristiques. Des exemples numériques
illustrent ces différentes méthodes.
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Chapitre 1
Méthodes numériques pour les
équations aux dérivées partielles
stochastiques
Sommaire
1.1 Cadre d’étude probabiliste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.1 Modélisation probabiliste des incertitudes . . . . . . . . . . . . . . . . . . . . . . 11
1.1.2 Discrétisation des incertitudes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Méthodes de représentation sur des bases de fonctions . . . . . . . . . . . . . 12
1.2.1 Régression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.2 Méthode de projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.3 Méthodes de Galerkin au niveau stochastique . . . . . . . . . . . . . . . . . . . . 15
1.3 Méthodes spectrales stochastiques de type Galerkin . . . . . . . . . . . . . . 15
1.3.1 Équations aux dérivées partielles stochastiques . . . . . . . . . . . . . . . . . . . 16
1.3.2 Approximation au niveau déterministe . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3.3 Approximation de Galerkin au niveau stochastique . . . . . . . . . . . . . . . . . 19
1.4 Solveurs itératifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5 Réduction de modèle et représentations séparées . . . . . . . . . . . . . . . . 21
1.6 Problèmes à géométrie aléatoire . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.1 Cadre d’étude probabiliste
On s’intéresse dans ce chapitre aux méthodes de prédiction de la ré-
ponse de modèles incertains caractérisés par des équations différentielles
ou équations aux dérivées partielles. La réponse u est solution d’un en-
semble d’équations noté formellement
A(u) = b
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où A est un opérateur différentiel et b un second membre reflétant les
termes sources. On cherche alors à caractériser l’incertitude sur la solution
u connaissant les éventuelles incertitudes sur A et b.
1.1.1 Modélisation probabiliste des incertitudes
On distingue deux types d’incertitudes selon la nature de l’informa-
tion à laquelle elles sont liées. Si les incertitudes sont associées à des
informations imprécises provenant d’observations incomplètes ou d’une
méconnaissance du modèle, on les appelle les incertitudes épistémiques.
Toute amélioration de la connaissance du modèle permet de réduire ces
incertitudes. Si les incertitudes sont liées à la variabilité naturelle des phé-
nomènes étudiés et sont irréductibles, on les appelle incertitudes intrin-
sèques. On peut distinguer plusieurs types de description des incertitudes :
la méthode des intervalles [Ben-Haim et Elishakoff, 1990], la théorie des
ensembles flous [Zadeh, 1978; Elishakoff, 1999], la théorie de l’évidence
[Shafer, 1976], et les approches probabilistes ou stochastiques [Gardiner,
1985]. Ces dernières, qui reposent sur la théorie des probabilités [Loève,
1977; Loève, 1978], sont de loin les plus répandues.
Dans ce mémoire, nous adoptons une approche probabiliste de modé-
lisation des incertitudes. La modélisation des incertitudes consiste alors à
définir un espace de probabilité (Θ,BΘ, P ), où Θ désigne l’espace des évé-
nements élémentaires, BΘ une σ−algèbre définie sur Θ et P une mesure de
probabilité. L’incertitude (ou aléa) sur le modèle pourra être formalisée
de la façon suivante :
A(u(θ); θ) = b(θ) (1.1)
où θ ∈ Θ. La réponse u du modèle aléatoire sera donc une variable aléa-
toire, à valeur dans un certain espace fonctionnel, devant vérifier presque
sûrement (1.1).
1.1.2 Discrétisation des incertitudes
La description mathématique des incertitudes demande a priori de dé-
finir un espace de probabilité de dimension infinie. Cependant, dans de
nombreuses applications physiques, les incertitudes peuvent être correcte-
ment modélisées par un ensemble fini de variables aléatoires. Les incerti-
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tudes sur le modèle sont donc modélisées par un nombre fini de variables
aléatoires scalaires ou de processus (ou champs) stochastiques discrétisés.
On se ramènera donc en pratique à définir un contenu probabiliste à par-
tir d’un nombre fini de variables aléatoires ξ : θ ∈ Θ 7→ ξ(θ) ∈ Ξ ∈ RNξ ,
définissant un nouvel espace de probabilité de dimension finie (Ξ,BΞ, Pξ),
où Ξ = ξ(Θ). Pour la simplicité on notera dans la suite BΞ := B.
Une variable aléatoire pourra alors être considérée comme une fonction
mesurable définie sur (Ξ,B, Pξ). La réponse du modèle u sera donc natu-
rellement cherchée comme une fonction de ξ et devra satisfaire presque
sûrement le système d’équations :
A(u(ξ); ξ) = b(ξ) (1.2)
1.2 Méthodes de représentation sur des bases de
fonctions
Il existe plusieurs méthodes de calcul permettant la résolution du pro-
blème stochastique (1.2). Le choix de la méthode de calcul dépend en
général de la nature de la quantité d’intérêt et du type d’information
probabiliste recherchée : moments statistiques, probabilité d’événements,
densité de probabilité ... On introduit ici uniquement les méthodes qui
consistent à représenter complètement la quantité d’intérêt sur une base
de fonctions, classiquement appelées méthodes spectrales stochastiques
[Ghanem et Spanos, 1991; Maître et Knio, 2010; Nouy, 2009]. On pose
J(u) la quantité d’intérêt fonction de la solution du modèle. Connais-
sant une représentation fonctionnelle de J(u) suffisamment précise, on
peut alors opérer un post-traitement rapide de la solution (évaluation de
réalisations, calcul de gradients, ...) et en déduire des informations pro-
babilistes reliées à la quantité d’intérêt J(u(ξ); ξ) telles que ses moments
statistiques, voire une description complète et relativement précise de sa
loi de probabilité.
Soit u la solution du problème stochastique et J(u) la quantité d’inté-
rêt. On introduit une représentation fonctionnelle de J(u) qui peut être
écrite de la façon suivante :
J(u(ξ); ξ) =
∑
α∈IP
JαHα(ξ) (1.3)
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où {Hα}α∈IP désigne une base de fonctions et IP est une ensemble d’indices
tel que IP = {α1, · · · , αP}. La base de fonctions introduite peut être un
chaos polynomial ou ses généralisations [Ghanem et Spanos, 1991; Xiu et
Karniadakis, 2002], des bases polynomiales par morceaux (éléments finis
classique [Deb et al., 2001] ou multi-ondelettes [Le Maître et al., 2004]),
des bases d’interpolation de Lagrange ...
Dans la suite, trois méthodes sont présentées pour le calcul de la re-
présentation : la méthode de régression et la méthode de projection qui
sont des techniques "non intrusives", et la méthode de Galerkin qui sera
détaillée dans la suite. Les méthodes "non intrusives" sont très attractives
car elles ne requièrent que l’utilisation d’un code de calcul déterministe,
tandis que la méthode de Galerkin demande le développement d’un code,
ou, tout du moins, l’adaptation d’un code existant.
1.2.1 Régression
Une première méthode consiste à définir les coefficients {Jα1, ..., JαP}
de la décomposition de J(u(ξ); ξ) = ∑α∈IP JαHα(ξ) par une méthode de
régression [Berveiller et al., 2006].
On suppose que les solutions u(ξk) ont été calculées pour un ensemble
de M réalisations ξk en résolvant l’ensemble des problèmes :
A(u(ξk); ξk) = b(ξk) k = 1, ...,M (1.4)
On peut déduire les valeurs des quantités d’intérêt associées J(u(ξk)). Les
coefficients Jα sont alors définis de la façon suivante :
{Jα1, ...JαP} = arg min
Jα1 ,...,JαP
M∑
k=1
wk(J(u(ξk))−
∑
α∈IP
JαHα(ξk))2 (1.5)
où wk représente le poids associé au point ξk.
On considère le cas où la quantité d’intérêt est un scalaire et on note
J = (Jα1, ...JαP ) le vecteur des composantes. Ce vecteur est alors solution
d’un système linéaire :
RJ = r
où (R)ij =
∑M
k=1wkHαi(ξk)Hαj(ξk) et (r)j =
∑M
k=1Hαj(ξk)J(u(ξk))wk
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Cette méthode de régression est donc non intrusive car elle ne néces-
site qu’un code de calcul déterministe. Elle ne s’appuie que sur M calculs
déterministes afin de calculer les quantités J(u(ξk)) pour k = 1, ...,M .
La difficulté de cette méthode réside dans le choix des points ξk et des
poids wk, car si ces éléments sont mal choisis, ou en nombre insuffisant,
le système linéaire peut être mal conditionné voire singulier, et conduire
à de mauvaises approximations de la quantité d’intérêt. On note que dif-
férents choix ont été proposés comme les tirages pseudo-aléatoires, les
tirages quasi-aléatoires, ou les points de quadratures de Gauss complètes
ou creuses. On pourra trouver une étude détaillée de ces différents choix
(précision de la solution, impact sur le conditionnement du système, ...)
dans [Berveiller, 2005].
1.2.2 Méthode de projection
La méthode de projection [Keese et Mathhies, 2003; Le Maître et al.,
2002] consiste à définir l’approximation J(u(ξ); ξ) = ∑α∈IP JαHα(ξ) comme
la projection de J sur le sous-espace de L2Pξ(Ξ) engendré par les fonctions
{Hα}α∈IP . La projection est définie au sens du produit scalaire naturel de
L2Pξ(Ξ) :
< v,w >L2Pξ (Ξ)
= E(v(ξ)w(ξ)) =
∫
Ξ
v(y)w(y)dPξ(y)
où E(·) est l’espérance mathématique définie par
E(v) =
∫
Ξ
v(y) dPξ(y)
Les coefficients de la fonctionnelle J sont alors définis de la manière
suivante :
Jα =< J,Hα >L2Pξ (Ξ)= E(J(u(ξ), ξ)Hα(ξ))
Ce calcul d’espérance ou de l’intégrale sur Ξ est effectué par une tech-
nique d’intégration numérique :
Jα =
M∑
k=1
wkJ(u(yk), yk)Hα(yk)
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où les yk sont les points d’intégration (événements élémentaires particu-
liers) et les wk sont les poids d’intégration associés. La méthode de pro-
jection est une méthode non intrusive car elle nécessite un code de calcul
déterministe. Les calculs peuvent alors être simplement parallélisés. Ce-
pendant, les coûts de calculs sont généralement élevés car la méthode
peut demander un grand nombre de points d’intégration pour bien cal-
culer les coefficients de la décomposition. Afin de limiter le nombre de
points d’intégration, il sera souvent nécessaire d’utiliser des méthodes de
quadrature creuse en grande dimension stochastique [Matthies et Keese,
2005; Smolyak, 1963].
1.2.3 Méthodes de Galerkin au niveau stochastique
Les approches de type Galerkin au niveau stochastique [Ghanem et
Spanos, 1991; Matthies et Keese, 2005] permettent généralement une
bonne maîtrise de l’approximation (existence d’estimateurs d’erreur a
priori et a posteriori [Frauenfelder et al., 2005; Ladevèze et Florentin,
2006; Mathelin et Maître, 2006; Mathelin et Maître, 2007]). Elles sont
souvent plus robustes et plus efficaces que les approches non intrusives.
Cependant, elles nécessitent en général une bonne connaissance des équa-
tions décrivant le modèle physique et l’élaboration de solveurs spécifiques
pour une classe de problèmes donnée. Son utilisation demande de créer ou
d’adapter un code de calcul. De plus, la résolution de problèmes en grande
dimension stochastique conduit à des coûts de calcul élevés mais égale-
ment à des problèmes de stockage mémoire. Ces approches sont détaillées
dans la section suivante 1.3.
1.3 Méthodes spectrales stochastiques de type Ga-
lerkin
Les méthodes spectrales stochastiques de type Galerkin fournissent une
démarche générale pour la prédiction de la réponse d’une grande classe
de modèles régis par des équations aux dérivées partielles stochastiques
(EDPS). Ces approches suivent le même principe que les approches de
Galerkin au niveau déterministe. Elles définissent une approximation de
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la solution, représentée sur une certaine base d’approximation, en s’ap-
puyant sur une formulation faible du problème stochastique (1.2). Après
un bref rappel de quelques éléments d’analyse des EDPS, on exposera les
principes de base de ces approches et les techniques de résolution asso-
ciées.
1.3.1 Équations aux dérivées partielles stochastiques
1.3.1.1 Formulation forte du problème
Les équations aux dérivées partielles stochastiques peuvent générale-
ment se ramener à la recherche d’une variable aléatoire u, définie sur un
espace de probabilité (Ξ,B, Pξ), et vérifiant presque sûrement un ensemble
d’équations, notées formellement :
A(u(ξ); ξ) = b(ξ) (1.6)
où A est un opérateur différentiel, éventuellement non-linéaire, et où b
désigne les termes sources de l’equation.
1.3.1.2 Espaces de fonctions
Dans ce paragraphe on définit les espaces et les outils nécessaires pour
les formulations de ce problème et pour la suite de ce mémoire. Pour un
espace de Hilbert H équipé d’une norme | · | associé à un produit scalaire,
on note HΞ l’espace de Bochner, espace des fonctions de carré intégrable
définies sur l’espace mesurable (Ξ,B, Pξ) à valeurs dans H :
HΞ = L2Pξ(Ξ;H) =
{
v : y ∈ Ξ 7→ v(y) ∈ H ; E(|v(ξ)|2) < +∞}
L’espace de Bochner HΞ est un espace de Hilbert quand il est équipé de
la norme suivante :
‖v‖ = E(|v(ξ)|2)1/2
Pour H = R, on utilise les notations S := RΞ = L2Pξ(Ξ;R) := L2Pξ(Ξ). On
note que H peut être un espace aléatoire, c’est-à-dire qu’il dépend de ξ
(e.g. c’est le cas d’un espace de fonctions défini sur un domaine incertain).
Dans le cas où H est déterministe, l’espace de Bochner peut être identifié
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à l’espace de tenseurs de Hilbert H⊗ S :
HΞ = L2Pξ(Ξ;H) ' H⊗ S
1.3.1.3 Formulation faible au niveau déterministe
La formulation faible au niveau déterministe du problème (1.6) s’écrit :
trouver une variable aléatoire u à valeurs dans un espace fonctionnel V
vérifiant presque sûrement :
a(u(ξ), v; ξ) = b(v; ξ) ∀v ∈ V (1.7)
où a(., .; ξ) est une forme sur V × V et où b(.; ξ) est une forme linéaire
sur V . La solution aléatoire u(ξ) du problème (1.7) est une solution forte
au niveau stochastique. Une analyse mathématique classique sur l’étude
des propriétés des formes a et b (voir [Brézis, 1983] et [Riesz et Sz.-Nagy,
1990]) permet alors de juger l’existence et l’unicité d’une telle solution.
1.3.1.4 Formulation faible au niveau stochastique
Pour de nombreux modèles, la solution est une variable aléatoire du
second ordre. On recherche alors classiquement une solution du problème
(1.7) dans l’espace VΞ = L2Pξ(Ξ;V) des variables aléatoires du second ordre
à valeurs dans l’espace fonctionnel V . La formulation faible du problème
(1.7) s’écrit : trouver u ∈ VΞ tel que
A(u, v) = B(v) ∀v ∈ VΞ (1.8)
avec
A(u, v) := E(a(u(ξ), v(ξ); ξ)) =
∫
Ξ
a(u(y), v(y); y)dPξ(y) (1.9)
B(v) := E(b(v(ξ); ξ)) =
∫
Ξ
b(v(y); y)dPξ(y) (1.10)
L’étude de l’existence et de l’unicité de la solution du problème (1.8)
fait encore appel à une analyse mathématique des propriétés des formes
A et B (voir [Besold, 2000; Babusˇka et Chleboun, 2002; Frauenfelder
et al., 2005; Matthies et Keese, 2005; Soize, 2006]). Notons que dans le cas
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d’un espace V indépendant de l’événement élémentaire, on peut assimiler
l’espace fonctionnel VΞ à un espace produit tensoriel :
VΞ = L2Pξ(Ξ;V) ' V ⊗ S
1.3.2 Approximation au niveau déterministe
1.3.2.1 Formulation forte du problème semi-discrétisé
Les techniques d’approximation classiques au niveau déterministe abou-
tissent classiquement à la résolution du problème semi-discrétisé suivant :
trouver une variable aléatoire u(ξ) à valeurs dans Rn (ou vecteur aléatoire)
vérifiant presque sûrement
A(u(ξ); ξ) = b(ξ) (1.11)
où A(·; ξ) est un opérateur aléatoire de Rn dans Rn et où b(ξ) est un
vecteur aléatoire à valeurs dans Rn.
Approches de Galerkin au niveau déterministe. Les méthodes de
Galerkin classiques (éléments finis, méthodes spectrales, ...) s’appuient
sur une formulation faible au niveau déterministe (équation (1.7)). Dans
le cas où l’espace V est indépendant de ξ, on peut introduire un espace
d’approximation Vn ⊂ V de dimension n. L’approximation de Galerkin du
problème (1.7), variable aléatoire un(ξ) à valeurs dans Vn, satisfait alors
presque sûrement
a(un(ξ), vn; ξ) = b(vn; ξ) ∀vn ∈ Vn
En notant, {ϕi}ni=1 une base de fonctions de Vn et en notant u(ξ) ∈ Rn
le vecteur des composantes de un sur cette base, on définit naturellement
l’opérateur et le second membre discrétisé de (1.11) par :
(A(u; ξ))i = a(un, ϕi; ξ), (b(ξ))i = b(ϕi; ξ) (1.12)
Dans le cas d’un problème linéaire, A est une matrice aléatoire dont les
composantes s’expriment :
(A(ξ))ij = a(ϕj, ϕi; ξ)
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1.3.2.2 Formulation faible du problème semi-discrétisé
Une formulation faible du problème semi-discrétisé au niveau stochas-
tique s’écrit de la manière suivante :
trouver u ∈ Rn ⊗ S tel que
A(u,v) = B(v) ∀v ∈ Rn ⊗ S (1.13)
avec
A(u,v) := E(v(ξ)TA(u(ξ); ξ)), B(v) = E(v(ξ)Tb(ξ)) (1.14)
1.3.3 Approximation de Galerkin au niveau stochastique
1.3.3.1 Définition de l’approximation
Les méthodes spectrales stochastiques de type Galerkin partent de la
formulation faible du problème (1.13). Elles introduisent un espace d’ap-
proximation SP ⊂ S et définissent une approximation u ∈ Rn ⊗ SP de la
manière suivante :
A(u,v) = B(v) ∀v ∈ Rn ⊗ SP (1.15)
ou encore, en revenant aux définitions (1.14) de A et B :
E(vTR(u)) = 0 ∀v ∈ Rn ⊗ SP
avec R(u(ξ); ξ) = b(ξ) − A(u(ξ); ξ). L’équation précédente assure donc
l’annulation de la projection orthogonale du résidu R(u) sur Rn ⊗ SP .
C’est bien une vérification faible et approchée de l’équation (1.11). Des
analyses mathématiques classiques permettent de préciser le sens et les
propriétés de l’approximation de Galerkin, solution du problème (1.15) :
convergence, stabilité, erreur a priori.
1.3.3.2 Système d’équations à résoudre
En notant {Hα}Pα=1 une base de SP [Ghanem et Spanos, 1991; Xiu et
Karniadakis, 2002], la solution u ∈ Rn ⊗ SP sera donc recherchée sous la
forme d’une décomposition :
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u(ξ) =
P∑
α=1
uαHα(ξ) ; uα ∈ Rn
Le problème (1.15) se ramène alors au système d’équations suivant :
E(Hα(ξ)A(
P∑
β=1
uβHβ(ξ); ξ)) = E(b(ξ)Hα(ξ)), ∀α ∈ {1, ..., P} (1.16)
C’est un système de n × P équations, éventuellement non-linéaires. En
notant u ∈ RnP le vecteur par bloc réunissant les composantes uα := (u)α,
on peut remettre le système (1.16) sous la forme d’un système d’équations
par bloc :
A(u) = b (1.17)
avec
(A(u))α = E(HαA(
∑
β=1P
uβHβ)), (b)α = E(bHα) (1.18)
Remarque 1.1 Dans les cas des solutions peu régulières, les propriétés
de convergence de ces approches sont détériorées. Une possibilité consiste
alors à utiliser des bases de représentation adaptées telles que les élé-
ments finis ou multi-ondelettes [Deb et al., 2001; Babuska et al., 2005; Le
Maître et al., 2004]. Dans ce mémoire, on utilise une base éléments finis
stochastiques dans certaines applications avec des solutions peu régulières.
Un bon espace d’approximation ne peut généralement pas être choisi sans
des critères d’estimation d’erreur. Ce type d’approche n’est donc souvent
viable que dans un cadre d’approximation adaptative.
1.4 Solveurs itératifs
Dans le cas de problèmes linéaires, l’équation (1.17) revient à la réso-
lution d’un système linéaire 1. La matrice associée est en général de très
grande taille et creuse. Ce caractère creux provient de la structure creuse
1. Dans le cas de problèmes non-linéaires, on introduira classiquement des méthodes itératives conduisant à
la résolution d’une succession de problèmes linéaires du type (1.17)
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des matrices associées au problème déterministe (matrices éléments finis).
Il vient également des propriétés d’orthogonalité des fonctions de base de
SP . Pour de tels systèmes, les méthodes de résolution directe (du type
factorisation LU ou des variantes) ne sont pas bien adaptées car on abou-
tit souvent à des matrices à structure bande pour lesquelles le taux de
remplissage reste élevé. On préfère alors utiliser une méthode itérative
qui consiste à approcher (plutôt qu’à calculer exactement) la solution par
une séquence (uk)k≥1 jusqu’à satisfaire un certain critère de convergence.
Pour la construction de la séquence, les méthodes itératives classiques uti-
lisent les résidus rk = b−Auk. Ces méthodes itératives ne demandent donc
pas le stockage explicite de la matrice A. On peut citer par exemple les
méthodes de type Krylov (e.g. Gradient Conjugué, Conjugate Gradient
Square) [Vorst, 2003; Sonneveld, 1989; Fokkema et al., 1996].
Deux considérations interviennent dans l’évaluation d’une méthode ité-
rative. La première est la vitesse de convergence, la deuxième est le coût
par itération. En général, l’amélioration de la vitesse de convergence in-
duit une augmentation du coût par itération. Le coût total étant égal au
produit du nombre d’itérations effectuées par le coût d’une itération, la
sélection d’une méthode de résolution itérative relève souvent d’un com-
promis entre ces deux considérations. On peut trouver dans [Pellissetti et
Ghanem, 2000; Keese et Mathhies, 2005; Ghanem, 1999] une application
des méthodes itératives de type Krylov au contexte des approches spec-
trales stochastiques, avec l’introduction de préconditionneurs adaptés.
1.5 Réduction de modèle et représentations sépa-
rées
L’approximation de Galerkin au niveau stochastique décrite dans la
section 1.3.3 permet d’obtenir des solutions numériques d’une grande pré-
cision. La solution approximée u est cherchée dans l’espace Vn⊗SP où Vn
est un espace d’approximation déterministe de dimension n et SP est un
espace d’approximation stochastique de dimension P . Cela conduit alors
à la résolution de problèmes de taille n × P . Mais pour des applications
complexes, si on cherche des prédictions précises, ces approches néces-
sitent souvent une discrétisation fine au niveau déterministe (n grand) ou
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stochastique (P grand). On aura donc un problème de très grande taille
(n×P ) à résoudre, ce qui nécessitent un temps de calcul important et de
grandes capacités de stockage en mémoire.
Une première approche pour limiter le coût de calcul consiste à choisir
l’espace d’approximation stochastique SP , de telle façon que le dévelop-
pement de la solution soit précis, tout en minimisant le nombre de termes
P dans le développement.
Une autre approche consiste à conserver une formulation du problème
sur un espace d’approximation très riche, non nécessairement adapté à la
solution recherchée, et à opérer une réduction de ce modèle en construi-
sant des bases réduites de manière intelligente pour approcher la solution
sous la forme d’une représentation séparée um(ξ) =
∑m
i=1wiλi(ξ) avec un
faible rang m. Parmi les méthodes possibles, on s’intéressera plus par-
ticulièrement aux famille de méthodes "Proper Generalized Decomposi-
tion" (PGD) [Ammar et al., 2006; Beylkin et Mohlenkamp, 2005; Chinesta
et al., 2010; Falco et Nouy, 2011; Falco et Nouy, 2012; Ladevèze et al.,
2010; Nouy, 2007; Nouy, 2008; Nouy et Le Maître, 2009; Nouy, 2010a].
Les méthodes PGD permettent la construction d’une représentation
séparée de la solution u de problèmes définis sur des espaces produit ten-
soriel. Les méthodes PGD peuvent être interprétées comme des générali-
sations des méthodes de décomposition en valeurs singulières de tenseurs
pour la construction a priori d’une représentation séparée um de la solu-
tion u (c’est à dire sans calculer u a priori) 2.
Plusieurs définitions de PGD ont été proposées. Les PGD standards
sont basées sur une construction progressive de la suite um : connaissant
um−1, calcul d’une correction um − um−1 de rang 1. Plusieurs critères
ont été proposés pour le calcul de la correction. On peut notamment
citer le critère de minimum de résidu ou le critère de Galerkin. La PGD
progressive basée sur le critère du minimum de résidu est robuste dans
2. On notera que l’approximation de tenseurs utilisant ces représentations séparées a été largement étudiée
au cours des dernières années dans différentes communautés et différents formats d’approximation et algorithmes
associés ont été proposés pour l’approximation de tenseurs d’ordre élevé (voir [Kolda et Bader, 2009; Hackbusch,
2012]).
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le sens où la séquence um converge de manière monotone par rapport à
la norme du résidu. Par contre, pour des normes standards du résidu, la
convergence de la solution est souvent lente vis-à-vis de normes usuelles.
La PGD progressive basée sur le critère de Galerkin possède un avantage
important car elle repose sur des formulations classiques de problèmes, elle
exige moins d’efforts de calcul et conduit classiquement à de meilleures
propriétés de convergence de la solution en fonction de normes standards.
Par contre, la convergence de cette méthode n’est pas garantie pour les
problèmes non-symétriques et la séquence um peut diverger pour certains
problèmes.
Une amélioration possible de ces PGD progressives consiste à intro-
duire des mises à jour des approximations [Nouy, 2008; Nouy, 2010b; Nouy,
2007]. Pour de nombreuses applications, ces mises à jour permettent de
récupérer de bonnes propriétés de convergence des représentations sépa-
rées. Par contre, ces étapes de mise à jour peuvent être coûteuses et même
inabordables pour certaines applications.
Dans la suite de ce mémoire, on se restreindra à l’utilisation de la
PGD progressive basée sur le critère de Galerkin. Pour les problèmes
symétriques traités dans ce mémoire, associés à la minimisation d’une
fonctionnelle convexe, la convergence de cette méthode est garantie [Falco
et Nouy, 2012] 3. Cette méthode et les algorithmes associés seront détaillés
dans le chapitre 4. Des formats d’approximation adaptés au contexte de
cette thèse et des algorithmes associés seront alors introduits.
1.6 Problèmes à géométrie aléatoire
Dans les sections précédentes, on a abordé les différentes formulations
des problèmes ayant un contenu probabiliste provenant du terme source
ou bien de l’opérateur. On s’intéresse dans cette section à la prise en
compte d’incertitudes géométriques. En effet, les problèmes définis sur un
domaine aléatoire présentent un intérêt dans de nombreux domaines. Par
exemple, dans le domaine de calcul des structures, diverses applications
nécessitent la modélisation d’aléas géométriques : modélisation des incer-
3. Notons que cette approche de Galerkin équivaut alors à une approche par minimum de résidu avec une
norme de résidu dépendant de l’opérateur du problème.
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titudes liées à un procédé de fabrication, homogénéisation de matériaux
multi-phasés aléatoires, impact d’une fissure aléatoire sur la tenue d’une
structure [Nouy et al., 2007].
Dans les formulations des problèmes à géométrie aléatoire, la solution
u(ξ) est une variable aléatoire à valeur dans un espace V(ξ) qui dépend
de la réalisation ξ, contrairement à l’hypothèse classique introduite dans
la section 1.3.2.1. L’espace VΞ ne peut donc plus être écrit sous forme de
produit tensoriel de deux espaces déterministe et stochastique. Le pro-
blème est alors de pouvoir définir un espace d’approximation de VΞ pour
la résolution approchée du problème (1.8).
Une première manière de résoudre des problèmes stochastiques défi-
nis sur des domaines aléatoires Ω(ξ), est d’utiliser des méthodes non-
intrusives (de type Monte Carlo) avec remaillage. Ces méthodes consistent
à résoudre un ensemble de problèmes déterministes pour des événements
élémentaires particuliers en remaillant à chaque fois la réalisation corres-
pondante du domaine aléatoire (domaine déterministe). Cependant, pour
obtenir des bons résultats, ces méthodes demandent de nombreux cal-
culs déterministes nécessitant à chaque fois la construction d’un nouveau
maillage conforme à la géométrie, ce qui rend ces méthodes assez coû-
teuses. De plus, elles ne conduisent pas à une description explicite de la
solution en fonction des variables décrivant l’aléa sur la géométrie.
Différentes alternatives ont été introduites afin de résoudre des équa-
tions aux dérivées partielles stochastiques définies sur un domaine aléa-
toire en se basant sur les méthodes spectrales stochastiques et en évitant
les problèmes de remaillages. Elles sont basées sur des méthodes de map-
pings aléatoires [Xiu et Tartakovsky, 2006] ou des méthodes de domaine
fictif [Canuto et Kozubek, 2007; Canuto et Fransos, 2008; Nouy et al.,
2008; Nouy et al., 2011].
Méthode de mapping aléatoire. Cette méthode consiste à introduire
un mapping bijectif Υ(., ξ) entre un domaine déterministe de référence Ω0
et Ω(ξ) :
Υ(., ξ) : x0 ∈ Ω0 7→ x = Υ(x0, ξ) ∈ Ω(ξ)
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Le domaine aléatoire Ω(ξ) est alors complètement caractérisé à l’aide du
mapping aléatoire Υ et de son domaine de référence déterministe Ω0. Le
problème initial peut alors être reformulé sur Ω0, ce qui permet de retrou-
ver une structure produit tensoriel de l’espace de travail et ainsi d’appli-
quer les méthodes d’approximation stochastiques standards (utilisant un
unique maillage du domaine de référence). L’avantage de cette méthode
est donc qu’elle ne demande pas un remaillage. En plus, elle permet d’ob-
tenir la description complète de la solution stochastique. Cependant, la
difficulté réside dans la construction du mapping Υ. Cette construction
n’est pas triviale et demande le développement de techniques numériques
dédiées. De plus, ces méthodes ne permettent pas de traiter des problèmes
sur un domaine aléatoire complexe à cause des restrictions imposées sur
la régularité des mappings. Enfin, le cas de variables aléatoires avec des
plages de variation importantes peut éventuellement conduire à un pro-
blème mal posé (éléments finis dégénérés).
Méthodes de domaines fictifs. Afin de retrouver une structure pro-
duit tensoriel de l’espace de travail et ainsi de pouvoir mettre en oeuvre
les méthodes d’approximation classiques, une autre possibilité consiste
à reformuler le problème sur un domaine fictif déterministe englobant
le domaine physique, en considérant un prolongement de la solution sur
ce domaine. La difficulté est ici de proposer des reformulations consis-
tantes pour différents types de conditions aux limites (Dirichlet, Neu-
mann, mixtes) [Ramière et al., 2007a]. Après reformulation, l’utilisation
d’un unique maillage du domaine fictif permet ainsi d’éviter les problèmes
de remaillage. Ces méthodes aboutissent à une description complète de la
solution stochastique définie sur le domaine fictif. Ce sont ces méthodes
qui ont été privilégiées dans ce travail. Ces méthodes seront détaillées
dans le chapitre 5 pour des problèmes de diffusion et pour différents types
de conditions aux limites (Neumann, Dirichlet). On proposera pour ces
méthodes des algorithmes de résolution efficaces basés sur l’utilisation de
représentations séparées.
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Chapitre 2
Méthodes multi-échelles avec patchs
pour les incertitudes localisées
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Dans ce chapitre, nous introduisons une méthode de décomposition de
domaine multi-échelle pour les incertitudes localisées. La décomposition
de domaine renvoie généralement à la décomposition d’une équation aux
dérivées partielles, ou d’une approximation de celle-ci, en des problèmes
couplés sur des sous-domaines formant une partition du domaine d’ori-
gine [Chan et Mathew, 1994; Smith et al., 1996; Wohlmuth, 2001; Farhat
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et Roux, 1991; Farhat et al., 1996; Xu, 1992; Xu et Zou, 1998; A. Toselli,
2005]. Ici nous nous intéressons uniquement aux méthodes permettant de
prendre en compte des variabilités localisées dans le domaine. Ces pro-
blèmes sont des problèmes multi-échelles qui nécessitent une séparation
des échelles afin d’avoir la possibilité de raffiner le maillage dans des en-
droits spécifiques du domaine et de prendre en compte efficacement un
ensemble de phénomènes physiques de natures différentes, interagissant,
mais intervenant à différentes échelles. Les méthodes multi-échelles avec
patch sont des méthodes adaptées à notre besoin puisqu’elles permettent
de faire des zooms localement sur le domaine. Parmi ces méthodes on
peut distinguer :
– les méthodes de superposition qui consiste à apporter une correc-
tion fine à une solution grossière. On citera la méthode des patchs
d’éléments finis [Lions et Pironneau, 1999; Glowinski et al., 2005] ou
une amélioration de celle-ci, la méthodes des patchs harmoniques [He
et al., 2007],
– les méthodes de couplage à l’interface comme la méthode Chimère
[Brezzi et al., 2001; Hecht et al., 2009] ou la méthode semi-Schwarz
[Hecht et al., 2009] et la méthode semi-Schwarz-Lagrange [Lozinski,
2010] qui est un algorithme qu’on retrouve également dans [Hager
et al., 2012; Gendre et al., 2011].
– les méthodes de couplage volumique telles la méthode Arlequin [Dhia
et Rateau, 2005; Cottereau et al., 2011].
Ces méthodes seront présentées dans la section 2.2 en se basant sur le
problème modèle stochastique de la section 2.1.
La méthode retenue ici, et détaillée dans la section 2.3, est un algo-
rithme itératif global-local inspiré de la méthode semi-Schwarz-Lagrange
qui tire parti du caractère localisé des incertitudes et dans lequel le pro-
blème global est un problème très simple avec opérateur déterministe,
reportant ainsi les difficultés sur les problèmes locaux. Notons que dans
[Gendre et al., 2011], des algorithmes plus efficaces ont été proposés. Ces
améliorations ne seront pas considérées dans ce mémoire. Par ailleurs nous
nous intéressons également aux problèmes avec aléas géométriques qui né-
cessitent une reformulation des problèmes locaux sur un domaine fictif.
Les formulations présentées dans la section 2.4 permettent de prendre en
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compte des conditions aux limites de type Neumann ou Dirichlet sur des
frontières internes aléatoires. Enfin, dans la partie 2.5, la méthode est
naturellement étendue au cas de plusieurs patchs.
2.1 Problèmes avec des variabilités localisées
On considère un problème de diffusion défini sur un domaine Ω ⊂ Rd :
−∇ · (K∇u) = f sur Ω,
K∇u · n = 0 sur ΓN ,
u = 0 sur ΓD,
(2.1)
avec K un paramètre de diffusion, ΓD et ΓN les frontières de Dirichlet
et de Neumann respectivement. On note ξ un ensemble des paramètres
aléatoires, ayant des valeurs dans Ξ, modélisant les incertitudes sur la géo-
métrie, le terme source et le coefficient de diffusion. On note par (Ξ,B, Pξ)
l’espace de probabilité associé, où Pξ est la mesure de probabilité de ξ.
2.1.1 Formulation faible initiale du problème
On introduit l’espace de Hilbert V = {v ∈ H1(Ω); v = 0 sur ΓD}
équipé de la norme |u|Ω = (∫Ω∇u · ∇u)1/2. Soit VΞ = L2Pξ(Ξ;V) l’espace de
Hilbert équipé de la norme ‖·‖Ω = E(| · |2Ω)1/2. Dans la suite de ce chapitre
et pour simplifier les notations, on omet la mesure dans les intégrations
spatiales. On introduit la formulation faible classique du problème (2.1) :
u ∈ VΞ, aΩ(u, δu) = `Ω(δu) ∀δu ∈ VΞ (2.2)
où, pour un domaine quelconque O ⊂ Ω, on note :
aO(v, δv) = E
∫
O
K∇v · ∇δv
 = ∫
Ξ
∫
O
K∇v · ∇δv dPξ
`O(v) = E
∫
O
fv
 = ∫
Ξ
∫
O
fv dPξ
On introduit la notation Ω∗Ξ = {(x, y) ∈ Rd×Ξ ; x ∈ Ω(y)}. On note que
dans le cas d’un domaine déterministe Ω, on a simplement Ω∗Ξ = Ω×Ξ.
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le problème (2.2) est bien posé si f ∈ L2Pξ(Ω)Ξ et si K est uniformément
borné et elliptique sur Ω ∗ Ξ, i.e. Il existe des constantes Kinf > 0 et
Ksup > 0 telles qu’on a presque partout sur Ω ∗ Ξ
Kinf |ζ|2 ≤ ζ ·K(x, y)ζ ≤ Ksup|ζ|2 ∀ζ ∈ Rd. (2.3)
2.1.2 Patch contenant des variabilités localisées
On considère que le coefficient de diffusion K, le terme source f ou
le domaine Ω sont incertains seulement sur une partie Λ ⊂ Ω. Λ est
appelé un patch. La frontière ∂Λ de ce patch contient l’éventuelle partie
incertaine de la frontière ∂Ω. Cela signifie que Λ dépend éventuellement
de ξ et est tel que
Ω(ξ) = (Ω\Λ) ∪ Λ(ξ)
avec Ω\Λ déterministe. On note Γ = ∂(Ω\Λ)∩∂Λ l’interface déterministe
entre Ω\Λ et le patch Λ (voir figure 2.1). On considère alors que
Ω\Λ
G
Λ
Figure 2.1 – Le patch Λ ⊂ Ω contenant des variabilités localisées et l’interface Γ = ∂(Ω\Λ)∩
∂Λ.
K(x, ξ) =
K0(x) pour x ∈ Ω\ΛK(x, ξ) pour x ∈ Λ(ξ) , f(x, ξ) =
f0(x) pour x ∈ Ω\Λf(x, ξ) pour x ∈ Λ(ξ)
2.1.3 Reformulation avec multiplicateur de Lagrange
On introduit la séparation suivante de la solution u :
u =
U sur Ω\Λw sur Λ
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avec les conditions de continuité suivantes sur Γ interprétées au sens
faible :
w = U et (K∇U) · n = (K∇w) · n sur Γ,
où n désigne la normale unité extérieure à ∂Λ. On considère que Γ∩ΓD =
∅ et on sépare la frontière de Dirichlet ΓD en frontière de Dirichlet du
patch ΓΛD = ΓD ∩ ∂Λ (frontière interne éventuelle du patch) et la partie
complémentaire ΓΩ\ΛD = ΓD\ΓΛD. On introduit ensuite les espaces suivants :
U = {U ∈ H1(Ω\Λ) ; U = 0 sur ΓΩ\ΛD }
W = {w ∈ H1(Λ) ; w = 0 sur ΓΛD}
M = H−1/2(Γ)
et les espaces de Bochner associés UΞ, WΞ etMΞ.
Le problème (2.2) est donc équivalent à trouver (U,w, λ) ∈ UΞ×WΞ×
MΞ tel que pour tout (δU, δw, δλ) ∈ UΞ ×WΞ ×MΞ,
aΩ\Λ(U, δU) + bΓ(λ, δU) = `Ω\Λ(δU)
aΛ(w, δw)− bΓ(λ, δw) = `Λ(δw)
bΓ(δλ, U − w) = 0
(2.4)
où
bΓ(λ, v) = E
∫
Γ
λv
 (2.5)
λ représente un multiplicateur de Lagrange assurant la continuité de u au
sens faible sur l’interface Γ.
2.2 Méthodes de patchs
Nous présentons dans cette section plusieurs méthodes de la littéra-
ture qui rentrent dans le cadre des méthodes de patchs. Les méthodes
de patchs et les algorithmes associés permettent de coupler une approxi-
mation grossière définie sur le domaine Ω (ou une approximation de ce
domaine) et des approximations plus fines sur le patch Λ.
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Dans la suite, on introduit des maillages éléments finis T ΩH (grossier) et
T Λh (fin) de Ω et Λ respectivement et on introduit des espaces d’approxi-
mation éléments finis correspondants VH ⊂ V et Wh ⊂ W .
Notons que dans le cas où le patch Λ contient un détail géométrique,
alors de domaine Ω contient également ce détail et on devra en pratique
approcher le domaine Ω par une approximation grossière ΩH sur lequel
sera défini le maillage T ΩH . Pour simplifier la présentation des méthodes
de la littérature, nous considérons ici que le domaine Ω coincide avec le
domaine du maillage T ΩH .
2.2.1 Méthodes de superposition
2.2.1.1 Méthode des patchs d’éléments finis
La méthode des patchs d’éléments finis [Lozinski, 2010; Glowinski et al.,
2005; Lions et Pironneau, 1999] est une méthode de superposition qui
consiste à écrire u comme la somme d’une approximation grossière UH
définie sur Ω et d’une approximation fine localisée uh définie sur Λ et
qui s’annule sur ∂Λ. On introduit pour cela les espaces d’approximation
grossier VH ⊂ V et fin W0h ⊂ W0, avec W0 = {w ∈ W ;w = 0 sur Γ}.
L’approximation résultante de u est alors uHh = UH + uh, avec UH ∈ VΞH
et uh ∈ WΞ0h tels que :
aΩ(UH + uh, δUH + δuh) = `Ω(δUH + δuh) ∀(δUH , δuh) ∈ (VΞH ,WΞ0h).
(2.6)
On introduit alors l’algorithme itératif suivant qui permet de découpler la
résolution de problèmes globaux et de problèmes locaux. On commence
par initialiser u0h ∈ WΞ0h puis on définit une séquence d’approximations
{(UnH , unh)}n≥1 ⊂ VΞH ×WΞ0h de la manière suivante :
– on calcule UnH ∈ VΞH tel que :
aΩ(UnH , δUH) = `Ω(δUH)− aΩ(un−1h , δUH) ∀δUH ∈ VΞH (2.7)
– on calcule unh ∈ WΞ0h tel que :
aΛ(unh, δuh) = `Λ(δuh)− aΛ(UnH , δuh) ∀δuh ∈ WΞ0h (2.8)
L’approximation de la solution exacte u du problème (2.1) à l’itération n
est donnée par unHh = UnH + unh.
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2.2.1.2 Méthode des patchs harmoniques
La méthode des patchs d’éléments finis discutée dans le paragraphe
précédent possède un faible taux de convergence pour certains couples
de maillages T ΩH et T Λh non imbriqués. La méthode des patchs harmo-
niques [Lozinski, 2010] permet d’accélérer cette méthode en résolvant
un problème supplémentaire à chaque itération. On pose tout d’abord
VH,Λ = {VH ∈ VH ; supp(VH) ⊂ Λ}. En d’autres termes, VH,Λ est le sous-
espace de VH qui contient les fonctions dont le support est contenu dans Λ.
L’algorithme est alors le suivant : après initialisation de u0h ∈ WΞ0h, on dé-
finit une séquence d’approximations {(UnH , V nH , unh)}n≥1 ⊂ VΞH×VΞH,Λ×WΞ0h
de la manière suivante :
– on calcule V nH ∈ VΞH,Λ tel que :
aΩ(V nH , δVH) = `Ω(δVH)− aΩ(un−1h , δVH) ∀δVH ∈ VΞH,Λ (2.9)
– on calcule UnH ∈ VΞH tel que :
aΩ(UnH , δUH) = `Ω(δUH)−aΩ(un−1h , δUH)−aΩ(V nH , δUH) ∀δUH ∈ VΞH
(2.10)
– on calcule unh ∈ WΞ0h tel que :
aΛ(unh, δuh) = `Λ(fδuh)− aΛ(UnH , δuh) ∀δuh ∈ WΞ0h (2.11)
De la même façon que dans la méthode des patchs d’éléments finis, l’ap-
proximation à l’itération n de la solution exacte u du problème (2.1) est
donnée par unHh = UnH +unh. Dans le cas des maillages non imbriqués cette
méthode apporte une amélioration de la convergence par rapport à la
méthode des patchs d’éléments finis. Les problèmes supplémentaires pour
calculer les V nH sont peu coûteux si la taille de Λ n’est que légèrement
supérieure à la taille d’un élément du maillage grossier, c’est-à-dire si la
dimension de VH,Λ est faible.
2.2.2 Méthodes de couplage à l’interface
Dans le domaine des méthodes de couplage à l’interface, on peut citer
la méthode Chimère [Brezzi et al., 2001; Hecht et al., 2009], la méthode
semi-Schwartz et la méthode semi-Schwartz-Lagrange. Ici, on se contente
de présenter la méthode semi-Schwartz et la méthode semi-Schwartz-
Lagrange.
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2.2.2.1 Méthode semi-Schwarz
Dans la méthode semi-Schwarz (voir [Lozinski, 2010]), on considère
une approximation grossière UH de u, en introduisant un espace d’ap-
proximation VH ⊂ V , et une approximation fine wh de u dans le patch,
en introduisant un espace d’approximation Wh ⊂ W . L’approximation
résultante de u sera alors définie par
uHh =
UH |Ω\Λ sur Ω\Λwh sur Λ
L’algorithme de la méthode semi-Schwarz est le suivant. On commence
par initialiser U 0H ∈ VΞH et w0h ∈ WΞh . On définit ensuite une séquence
{(UnH , wnh)}n≥1 ⊂ VΞH ×WΞh de la manière suivante :
– on calcule UnH ∈ VΞH tel que :
aΩ(UnH , δUH) = `Ω(δUH) + aΛ(Un−1H − wn−1h , δUH) ∀δUH ∈ VΞH
(2.12)
– on calcule wnh ∈ WΞh tel que
aΛ(wnh, δuh) = `Λ(δuh) ∀δuh ∈ WΞ0h (2.13)
et
wnh|∂Λ = rhUnH |∂Λ (2.14)
où rh est un projecteur (ou interpolateur nodal) qui permet la pro-
jection des solutions définies sur le maillage T ΛH vers le maillage T Ωh .
Notons que dans le cas où les maillages T ΩH et T Λh sont imbriqués, on
peut montrer que la méthode des patchs d’éléments finis peut se rame-
ner à la méthode semi-Schwartz si on remplace uh par wh − UH |Λ. Mais
en général, la relation entre l’algorithme de la méthode semi-Schwarz et
la méthode des patchs d’éléments finis dépend de la définition du pro-
jecteur rh. Dans [Hecht et al., 2009], on voit en pratique que la perfor-
mance de l’algorithme semi-Schwarz se situe entre celle de l’algorithme
des patchs éléments finis et celle des patchs harmoniques. L’avantage de
l’algorithme semi-Schwarz devant l’algorithme des patchs harmoniques est
qu’on n’introduit pas de problème auxiliaire. Un avantage par rapport à
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l’algorithme des patchs d’éléments finis est que le terme aΛ(UnH , δuh) ne fi-
gure pas dans l’algorithme, terme qui nécessite une gestion simultanée des
maillages grossier et fin dans toute la zone Λ. Notons que cette méthode
est appelée semi-Schwarz car elle introduit un passage d’information de
UH à wh à l’aide de l’opérateur rh mais elle n’introduit pas un passage
d’information dans l’autre sens comme c’est le cas dans la méthode de
Schwarz (voir [Steger et Benek, 1983]).
2.2.2.2 Méthode semi-Schwarz-Lagrange
L’idée de cette méthode est de ré-écrire la méthode semi-Schwarz en
introduisant une variable auxiliaire interprétée comme un multiplicateur
de Lagrange garantissant de manière faible la continuité à l’interface Γ.
On interprète pour cela le terme aΛ(wnh, δUH) = E (
∫
ΛK∇wnh · ∇δUH)
comme E (∫Γ λnhδUH), où λnh ∈MΞ est un flux défini sur l’interface Γ. Si on
introduit un espace d’approximationMh ⊂ M (en pratique pris comme
la trace sur Γ des fonctions de Wh) et qu’on ré-interprète l’équation de
couplage wnh = rhUnH de la manière suivante :
bΓ(δλh, UnH − wnh) = 0 ∀δλh ∈MΞh
alors on aboutit à l’algorithme suivant. On commence par initialiser U 0H ∈
VΞH et w0h ∈ WΞh . On définit ensuite une séquence {(UnH , wnh, λnh)}n≥1 ⊂
VΞH ×WΞh ×MΞh de la manière suivante :
– on calcule UnH ∈ VΞH tel que :
aΩ(UnH , δUH) = `Ω\Λ(δUH)+aΛ(Un−1H , δUH)−bΓ(λn−1h , δUH) ∀δUH ∈ VΞH
(2.15)
– on calcule wnh ∈ WΞh et λnh ∈MΞh tels que :
aΛ(wnh, δuh) = `Λ(δuh) + bΓ(λnh, δuh) ∀δuh ∈ WΞh (2.16)
bΓ(δλh, UnH − wnh) = 0 ∀δλh ∈MΞh (2.17)
Dans le cas de maillages non imbriqués, cet algorithme présente de meilleures
propriétés que la méthode semi-Schwarz et que les méthodes de patchs
d’éléments finis citées précédemment. Elle présente également l’avantage
de ne coupler les modèles globaux et locaux que sur la frontière Γ.
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Cet algorithme est à la base de la méthode proposée dans cette thèse.
Cette approche permet en fait d’envisager de modifier les problèmes glo-
baux afin d’obtenir des problèmes simplifiés. Plus concrètement, les formes
aΩ et aΛ dans l’équation (2.15) peuvent être remplacer (de manière consis-
tante) par des formes associées à des opérateurs différents (e.g. rempla-
cement d’un milieu hétérogène par un milieu homogène dans le patch) et
des géométries différentes (suppression des détails géométriques dans les
domaines Ω et Λ). Cette souplesse va être exploitée dans le cadre de cette
thèse afin de simplifier la nature des problèmes globaux et de reporter
toute la difficulté dans la résolution des problèmes locaux. Notons qu’on
retrouve ce principe et des algorithmes similaires dans [Hager et al., 2012;
Gendre et al., 2011].
2.2.3 Méthodes de couplage volumique
Dans le domaine des méthodes de couplage dans le volume, on peut
citer la méthode Arlequin [Dhia et Rateau, 2005; Cottereau et al., 2011].
La méthode Arlequin repose sur le couplage de différents sous-domaines
dans une zone de recouvrement appelée zone de collage (voir [Dhia et Ra-
teau, 2005; Cottereau et al., 2011]). La continuité est assurée au sens faible
dans cette zone de collage à l’aide d’un multiplicateur de Lagrange. La
définition des espaces d’approximation et la définition du couplage n’est
pas aisée et de mauvais choix peuvent conduire à des problèmes de condi-
tionnement ou à de mauvaises solutions. On présente ici la formulation
de la méthode Arlequin.
On cherche ici une approximation grossière UH définie sur le domaine Ω
et une approximation fine wh définie sur le domaine Λ, ces approximations
étant respectivement associées à des espaces d’approximation VH ⊂ V et
Wh ⊂ W . On note ς ⊂ Λ la zone de collage (voir figure 2.2). On introduit
l’espace C = H1(ς) et un espace d’approximation Ch ⊂ C, typiquement
choisi comme la restriction à ς des fonctions de Wh. On introduit un
multiplicateur de Lagrange λh ∈ CΞh . Les approximations (UH , wh, λh) ∈
VΞH ×WΞh × CΞh sont alors définies telles que pour tout (δUH , δwh, δλh) ∈
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VΞH ×WΞh × CΞh , 
a1Ω(UH , δUH) + bς(λh, δUH) = `1Ω(δUH)
a2Λ(wh, δwh)− bς(λh, δwh) = `2Λ(δwh)
bς(δλ, UH − wh) = 0
(2.18)
où pour un sous-domaine O ⊂ Ω, on note
aiO(v, δv) = E
∫
O
αiK∇v · ∇δv
 et `iO(v) = E
∫
O
αifv

pour i ∈ {1, 2}, et où
bς(v, λ) = E
∫
ς
p0λv + p1∇λδ∇v
 (2.19)
avec p1 et p2 deux constantes permettant de définir différents types de
couplage. Les deux constantes α1 et α2, définies respectivement sur Ω et
Λ, doivent être choisies telles que :
α1 ≥ 0, α2 ≥ 0
α1 = 1 sur Ω \ Λ
α2 = 1 sur Λ \ ς
α1 + α2 = 1 sur Λ
Le problème (2.18) peut être vu comme un système d’équations couplées,
constitué d’une équation globale définie sur Ω, d’une équation locale dé-
finie sur le patch, et d’une équation de couplage dans la zone de collage.
Les équations locale et globale font intervenir des opérateurs et termes
source dépendant des fonctions α1 et α2. La résolution du système de-
mande donc le calcul de matrices éléments finis non standards dépendant
de ces fonctions. Une difficulté réside notamment dans le calcul des ma-
trices de couplage qui demande la gestion simultanée des maillages dans
la région de couplage. Notons que contrairement aux méthodes présentées
précédemment, la méthode Arlequin n’est pas une méthode itérative. Le
système (2.18) est classiquement résolu directement. Bien sûr, on peut
imaginer l’utilisation d’algorithmes itératifs pour la résolution de ce sys-
tème. L’introduction d’un algorithme efficace permettant de découpler la
résolution de problèmes globaux et de problèmes locaux n’est cependant
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pas trivial. De plus, ces problèmes globaux et locaux feraient a priori
intervenir des opérateurs et termes source qui ne sont pas associés au mo-
dèle initial, ce qui peut constituer un inconvénient dans l’implémentation
de ces méthodes dans des codes de calcul existants.
Figure 2.2 – Les domaines Ω et Λ et la zone de collage ς.
2.3 Méthode de patchs et algorithme itératif global-
local
On présente à présent une méthode de patchs et son algorithme ité-
ratif global-local inspirés de la version multi-modèle de la méthode semi-
Schwarz-Lagrange [Lozinski, 2010]. Cet algorithme et son analyse théo-
rique et numérique (présentée dans le chapitre suivant) constituent la
première contribution de cette thèse.
2.3.1 Reformulation multi-modèle dans la zone du patch
Dans le cas où Λ contient des détails géométriques, c’est-à-dire si
∂Λ\Γ 6= ∅, on introduit un patch fictif Λ˜ ⊃ Λ tel que ∂Λ˜ = Γ, ce qui
signifie que Λ˜ est déterministe et ne contient pas de frontières internes
(pas de détails géométriques), voir figure 2.3. On note alors
Ω˜ = (Ω\Λ) ∪ Λ˜,
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qui est un domaine fictif déterministe contenant Ω et tel que Ω˜\Λ˜ = Ω\Λ.
Λ
G
Ω\Λ
Figure 2.3 – Patch fictif Λ˜ tel que ∂Λ˜ = Γ
On considère maintenant un prolongement de la fonction U de Ω\Λ
vers Ω˜. On introduit sur Ω˜ un champ de diffusion fictif K˜ tel que
K˜ = K sur Ω\Λ (2.20)
et tel qu’il vérifie presque partout sur Ω˜× Ξ
K˜inf |ζ|2 ≤ ζ · K˜(x, y)ζ ≤ K˜sup|ζ|2 ∀ζ ∈ Rd, (2.21)
pour certaines constantes K˜sup ≥ K˜inf > 0. On introduit alors le nouvel
espace de fonction U˜Ξ avec
U˜ = {U ∈ H1(Ω˜) ; U = 0 sur ΓΩ\ΛD }
Pour un sous ensemble O ⊂ Ω˜, on définit une forme bilinéaire cO : U˜Ξ ×
U˜Ξ → R associée à un coefficient de diffusion fictif :
cO(U, δU) = E
∫
O
K˜∇U · ∇δU

On remarque que par la condition (2.20) sur K˜, on a
aΩ\Λ(U, δU) = cΩ\Λ(U, δU) = cΩ˜(U, δU)− cΛ˜(U, δU) (2.22)
Le problème (2.18) peut être reformulé de la façon suivante : trouver
(U,w, λ) ∈ U˜Ξ×WΞ×MΞ tel que pour tout (δU, δw, δλ) ∈ U˜Ξ×WΞ×MΞ,

cΩ˜(U, δU)− cΛ˜(U, δU) + bΓ(λ, δU) = `Ω\Λ(δU)
aΛ(w, δw)− bΓ(λ, δw) = `Λ(δw)
bΓ(δλ, U − w) = 0
(2.23)
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On note que le problème (2.23) ne définit pas le prolongement de U dans
le patch fictif Λ˜. En d’autres termes, le problème reformulé sur U˜Ξ ×
WΞ ×MΞ admet un nombre infini de solutions. Comme on le verra, un
prolongement particulier résulte de la définition de l’algorithme suivant,
qui correspond à la considération de la formulation (2.23) dans des sous-
espaces convenables de U˜Ξ ×WΞ ×MΞ.
2.3.2 Algorithme global-local
On introduit maintenant l’algorithme itératif suivant qui définit une
suite {(Un, wn, λn)}n≥0. On commence par w0 = 0, λ0 = 0 et U0 = 0 et
pour n ≥ 1, on définit (Un, wn, λn) comme suit.
Étape globale. On calcule Uˆn ∈ U˜Ξ tel que ∀δU ∈ U˜Ξ,
cΩ˜(Uˆn, δU) = cΛ˜(Un−1, δU)− bΓ(λn−1, δU) + `Ω\Λ(δU) (2.24)
On introduit ensuite une relaxation
Un = ρUˆn + (1− ρ)Un−1
avec ρ > 0. L’étape globale (2.24) est un problème défini sur le domaine
Ω˜, avec un paramètre de diffusion arbitraire K˜ dans Λ˜ et qui ne contient
aucun détail géométrique dans Λ˜. Le terme λn−1 apparaît comme un terme
source imposé sur une surface interne dans Ω˜.
Étape locale. On calcule alors (wn, λn) ∈ WΞ×MΞ tel que pour tout
(δw, δλ) ∈ WΞ ×MΞ, aΛ(wn, δw)− bΓ(λn, δw) = `Λ(δw)bΓ(δλ, wn) = bΓ(δλ, Un) (2.25)
L’étape locale (2.25) est un problème défini sur le patch, avec le vrai
paramètre matériel K et les vrais détails géométriques. λn peut être in-
terprété comme un multiplicateur de Lagrange qui assure dans un sens
faible wn = Un sur Γ.
Remarque 2.1 On note que le problème local (2.25) peut être reformulé
en introduisant un changement de variable wn = U n + zn, avec U n ∈ WΞ
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satisfaisant b(δλ, U n − Un) = 0 pour tout δλ ∈ MΞ (i.e. U n = Un sur Γ
dans un sens faible), et avec
zn ∈ WΞ0 = {z ∈ WΞ ; z = 0 sur Γ}
Le problème local (2.25) peut être reformulé comme suit
aΛ(zn, δw) = `Λ(δw)− aΛ(U n, δw) ∀δw ∈ WΞ0 (2.26)
Le multiplicateur de Lagrange λn est alors obtenu de la première équation
(2.25).
2.3.3 Prolongement dans le patch fictif défini de manière unique
Le prolongement de Un dans le patch fictif est défini de façon unique
par l’initialisation U0. De (2.24), on a pour tout δU ∈ H10(Λ˜)⊗ L2Pξ(Ξ),
cΛ˜(Uˆn, δU) = cΛ˜(Un−1, δU)
et donc
cΛ˜(Un, δU) = cΛ˜(ρUˆn + (1− ρ)Un−1, δU) = cΛ˜(Un−1, δU)
On a donc pour tout δU ∈ H10(Λ˜)⊗ L2Pξ(Ξ),
cΛ˜(Un, δU) = cΛ˜(U0, δU)
pour tout n ≥ 1. Avec U0 = 0, on obtient que toutes les itérations Un ∈ U˜Ξ
appartiennent au sous espace U˜Ξ∗ ⊂ U˜Ξ défini par
U˜Ξ∗ =
{
U ∈ U˜Ξ ; cΛ˜(U, δU) = 0 pour tout δU ∈ H10(Λ˜)⊗ L2Pξ(Ξ)
}
Un peut être interprété comme l’unique prolongement analytique dans U˜Ξ
de Un ∈ UΞ. La restriction de Un sur Λ˜ est alors définie de manière unique
par la trace de Un sur Γ. Le problème (2.23) apparaît bien posé dans le
sous espace U˜Ξ∗ × WΞ ×MΞ ⊂ U˜Ξ × WΞ ×MΞ, ce qui donne un sens
au prolongement de la solution U . Dans la suite, on utilise la définition
suivante pour U .
Définition 2.1 On note U ∈ U˜Ξ∗ ⊂ U˜Ξ le prolongement de la solution
U ∈ UΞ de (2.18). Ce prolongement est tel que (U, λ, w) ∈ U˜Ξ∗ ×WΞ×MΞ
est la solution unique de l’équation (2.23) pour tout (δU, δw, δλ) ∈ U˜Ξ∗ ×
WΞ ×MΞ.
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2.4 Approximation de la solution pour les problèmes
global et local
2.4.1 Espaces d’approximation
On introduit un maillage éléments finis T Ω˜H de Ω˜ et on introduit un
espace éléments finis associé U˜H ⊂ U˜ . On introduit également un espace
d’approximation éléments finisWh ⊂ W associé au maillage T Λh du patch
Λ. On suppose que l’interface Γ est incluse dans la frontière du maillage
T Λh .
Dans tout ce mémoire, on considérera que l’interface Γ est également
conforme au maillage grossier T Ω˜H (i.e. est contenue dans la frontière des
éléments de T Ω˜H ). Notons cependant que la formulation autorise le cas où
l’interface Γ n’est pas conforme au maillage grossier. On introduira donc
par la suite un maillage T Ω˜H = T Ω\ΛH ∪ T Λ˜H , avec T Ω\ΛH un maillage de Ω\Λ
et T Λ˜H un maillage de Λ˜, tels que l’interface Γ coïncide avec l’intersec-
tion entre les frontières des maillages T Ω\ΛH et T Λ˜H . On pourra cependant
considérer des maillages T Ω˜H et T Λh non conformes sur Γ.
On introduit également un espace d’approximation Mh ⊂ M pour
le multiplicateur de Lagrange. Cet espace peut être simplement choisi
comme la trace sur Γ de l’espace d’approximationWh. On pourra trouver
dans [Wohlmuth, 2001] une meilleure construction de l’espace d’espaces
d’approximationMh pour le cas de maillages non conformes.
Par la suite, pour un espace d’approximation éléments finis H de di-
mension N et de base {ϕi}Ni=1, un élément v ∈ H sera associé au vecteur
v = (vi)Ni=1 ∈ RN tel que v = ∑Ni=1 viϕi. Un élément v ∈ HΞ sera associé
au vecteur aléatoire v = (vi)Ni=1 ∈ (RN)Ξ, tel que v(ξ) = ∑Ni=1 vi(ξ)ϕi. On
introduit alors les matrices et les vecteurs éléments finis tels que
cO(U, V ) = E(VTCOU), aO(U, V ) = E(VTAOU),
`O(V ) = E(VTLO).
Pour la forme bilinéaire de couplage à l’interface bΓ(·, ·) on distingue la
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forme bilinéaire quand elle est définie surMΞh × U˜ΞH ou surMΞh ×WΞh :
bΓ(λ, V ) = E(VT B˜Γλ) pour V ∈ U˜ΞH
bΓ(λ,w) = E(wTBΓλ) pour w ∈ WΞh
On introduit également un espace d’approximation (e.g. espace de poly-
nômes, espace éléments finis)
SP =
v(ξ) =
P∑
k=1
vkΨk(ξ)
 ⊂ S
Un élément v ∈ H ⊗ SP peut alors être écrit v = ∑Ni=1 ∑Pk=1 vk,iϕi ⊗ Ψk,
et identifié avec un élément v ∈ RN ⊗ SP tel que v = ∑Pk=1 vk ⊗Ψk, avec
vk = (vk,i)Ni=1 ∈ RN .
2.4.2 Problème global
Le problème global approximé consiste à trouver Uˆn ∈ U˜H⊗SP tel que
cΩ˜(Uˆn, δU) = cΛ˜(Un−1, δU)− bΓ(λn−1, δU) + `Ω\Λ(δU) ∀δU ∈ U˜H ⊗ SP .
Il se réduit au système d’équations :
E(δUTCΩ˜Uˆn) = E(δU
Td) ∀δU ∈ RNU ⊗ SP ,
avec
d = CΛ˜Un−1 − B˜Γλn−1 + LΩ\Λ,
Si le paramètre de diffusion fictif K˜ ne dépend pas des paramètres incer-
tains ξ, la matrice éléments finis CΩ˜ ∈ RNU×NU ne dépend pas non plus
des paramètres incertains. Si d ∈ RNU ⊗ SP est donné sous la forme
d =
m∑
i=1
di ⊗ γi,
avec di ∈ RNU et γi ∈ SP , on obtient alors directement une représentation
séparée de la solution Uˆn sous la forme
Uˆn =
m∑
i=1
(C−1Ω˜ di)⊗ γi
Le problème global peut être vu comme un problème déterministe, qui
nécessite la résolution d’un ensemble de systèmes d’équations ayant tous
une seule et même matrice éléments finis.
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2.4.3 Problèmes locaux avec opérateur et second membre in-
certains
Le problème local approximé consiste à trouver (wn, λn) ∈ (Wh⊗SP )×
(Mh ⊗ SP ) tel que aΛ(wn, δw)− bΓ(λn, δw) = `Λ(δw) ∀δw ∈ Wh ⊗ SPbΓ(δλ, wn) = bΓ(δλ, Un) ∀δλ ∈Mh ⊗ SP (2.27)
Il se réduit au système d’équations suivant :
E(δwTAΛwn)− E(δwTBΓλn) = E(δwTLΛ) ∀δw ∈ RNw ⊗ SP
E(δλTBTΓwn) = E(δλT B˜ΓUn) ∀δλ ∈ RNλ ⊗ SP
ou de manière équivalente
E

δw
δλ
T  AΛ −BΓ−BTΓ 0
wn
λn

 = E

δw
δλ
T  LΛ−B˜TΓUn


En suivant la remarque 2.1, on note que le problème (2.27) peut être
reformulé en introduisant un changement de variable wn = U n + zn, avec
U n ∈ Wh ⊗ SP un prolongement de Un de Γ vers Λ tel que
bΓ(δλ, U n − Un) = 0 ∀δλ ∈Mh ⊗ SP
et zn ∈ Wh,0 ⊗ SP , avec Wh,0 = {z ∈ Wh ; z = 0 sur Γ}. zn est alors
solution de
aΛ(zn, δz) = `Λ(δz)− aΛ(U n, δz) ∀δz ∈ Wh,0 ⊗ SP (2.28)
λn est alors obtenu dans une étape de post-traitement en utilisant la
première équation de (2.27).
2.4.4 Problèmes locaux avec des variabilités géométriques
La méthode de résolution présentée dans la section 2.4.3 est valide
quand le patch contient des détails géométriques avec une frontière interne
déterministe ΓΛ := ∂Λ\Γ. Il suffit d’introduire un espace d’approximation
conforme Wh dans W . Cependant, si le patch Λ contient des détails géo-
métriques incertains, cela signifie la présence d’une frontière interne in-
certaine ΓΛ(ξ). La construction précédente des espaces d’approximation
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n’est donc pas possible puisque WΞ n’a pas la structure produit tenso-
riel comme cela a été mentionné dans la section 1.6. Pour résoudre ce
problème on utilise la méthode des domaines fictifs [Canuto et Kozubek,
2007; Nouy et al., 2008; Nouy et al., 2011]. On présente ici deux types de
reformulations basées sur l’introduction d’un domaine fictif, les différentes
formulations dépendant du type de conditions aux limites, Dirichlet ou
Neumann, qui sont imposées sur la frontière interne ΓΛ.
2.4.4.1 Domaine fictif et espaces d’approximations
Dans le contexte présent, un choix naturel consiste à prolonger la fonc-
tion w sur le patch fictif Λ˜. On considère alors les fonctions w dans W˜Ξ,
avec W˜ = H1(Λ˜). L’espace des fonctions W˜Ξ peut maintenant être identi-
fié avec un espace produit tensoriel W˜ ⊗S et les espaces d’approximation
peuvent être introduits comme dans la section 2.4.1, c’est-à-dire en in-
troduisant un espace d’approximation élément fini W˜h ⊂ W˜ (associé à
un maillage T Λ˜h ) et l’espace d’approximation SP ⊂ S. On introduit aussi
l’espace des fonctions W˜0 = {v ∈ W˜ ; v = 0 sur Γ} et l’espace élément
fini correspondant W˜h,0 ⊂ W˜h.
2.4.4.2 Conditions aux limites internes de type Neumann
On considère que ΓΛ est une frontière de Neumann avec des données
homogènes. Le problème local peut alors être formulé sur le domaine fictif
comme suit : trouver (wn, λn) ∈ (W˜h ⊗ SP )× (Mh ⊗ SP ) tel que dΛ˜(wn, δw)− bΓ(λn, δw) = hΛ˜(δw) ∀δw ∈ W˜h ⊗ SPbΓ(δλ, wn) = bΓ(δλ, Un) ∀δλ ∈Mh ⊗ SP , (2.29)
où les formes bilinéaire dΛ˜ et linéaire hΛ˜ sont définies par
dΛ˜(w, δw) = E
∫
Λ˜
KIΛ∇w · ∇δw,

hΛ˜(δw) = E
∫
Λ˜
IΛfδw.

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avec IΛ : Λ˜×Ξ→ R la fonction indicatrice du domaine Λ ∗Ξ = {(x, y) ∈
Λ˜ × Ξ ; x ∈ Λ(y)}, tel que IΛ(x, y) = 1 si x ∈ Λ(y) et IΛ(x, y) = 0 si
x /∈ Λ(y).
Avec un changement de variable approprié wn = U n+zn, on peut formuler
le problème local sur zn ∈ W˜h,0 ⊗ SP tel que
dΛ˜(zn, δw) = hΛ˜(δw)− dΛ˜(U n, δw) ∀δw ∈ W˜h,0 ⊗ SP (2.30)
Pour plus de détails sur la solution numérique de ces problèmes, voir le
chapitre 5 et [Nouy et al., 2008; Nouy et al., 2011].
2.4.4.3 Conditions aux limites internes de type Dirichlet
On considère maintenant le cas où ΓΛ est une frontière de Dirichlet
avec des données homogènes. On propose ici une reformulation basée sur
l’utilisation d’une méthode des fonctions caractéristiques [Babuska et al.,
2003]. On introduit une fonction caractéristique ψ : Λ˜× Ξ→ R telle que
(c1) ψ(x, ξ) > 0 pour x ∈ Λ(ξ)
(c2) ψ(x, ξ) = 0 pour x ∈ ΓΛ(ξ)
(c3) |∇ψ(x, ξ)| 6= 0 pour x ∈ ΓΛ(ξ)
Une fonction (ψz) avec z ∈ W˜h ⊗ SP vérifie les conditions aux limites de
Dirichlet sur ΓΛ. On introduit ensuite un changement de variable wn =
U n + ψzn, avec U n = Un au sens faible sur Γ, et avec zn = 0 sur Γ. On
cherche ensuite une approximation du problème local sous la forme
wn = U n + ψzn,
avec zn ∈ W˜h,0 ⊗ SP tel que
dΛ˜(ψzn, ψδz) = hΛ˜(ψδz)− dΛ˜(U n, ψδz) ∀δz ∈ W˜h,0 ⊗ SP (2.31)
avec dΛ˜ et hΛ˜ les prolongements de aΛ et `Λ sur le patch fictif :
dΛ˜(w, δw) = E
∫
Λ˜
K∇w · ∇δw
 , hΛ˜(δw) = E
∫
Λ˜
f δw

K et f  sont des prolongements sur Λ˜ de K et f respectivement. On
détaillera cette approche dans la section 5.5 du chapitre 5.
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2.5 Plusieurs patchs avec des variabilités indépen-
dantes
On examine maintenant l’introduction de plusieurs patchs contenant
des incertitudes qui sont (statistiquement) indépendantes entre les patchs.
2.5.1 Introduction de plusieurs patchs
Le patch Λ peut être considéré comme l’union disjointe de NΛ patchs
{Λs}NΛs=1. On suppose que l’ensemble des paramètres ξ peut être divisé
en sous-ensembles disjoints de paramètres ξs à valeurs dans Ξs ⊂ Rds,
s = (1 . . . NΛ), tel que Λs dépendent seulement de ξs, i.e.
Λ(ξ) = Λ1(ξ1) ∪ . . . ∪ ΛNΛ(ξNΛ),
et le champ aléatoire K et le terme source f dépendent aussi seulement
de ξs dans le sous domaine Λs, i.e.
K(x, ξ) = Ks(x, ξs) pour x ∈ Λs(ξs)
f(x, ξ) = fs(x, ξs) pour x ∈ Λs(ξs)
pour s = 1, . . . , NΛ.
2.5.2 Problèmes locaux
On note Γs = Γ ∩ ∂Λs et ΓΛsD = ΓD ∩ ∂Λs. On introduit ensuite
Ws = {w ∈ H1(Λs) ; w = 0 on ΓΛsD },
Ms = H−1/2(Γs),
et les espaces de Bochner correspondant WΞs etMΞs . On a
MΞ = ×NΛs=1MΞs , WΞ = ×NΛs=1WΞs ,
tels qu’une fonction λ ∈ MΞ (resp. w ∈ WΞ) soit considérée comme une
collection de solutions locales λs ∈ MΞs (resp. ws ∈ WΞs ). L’étape locale
est composée deNΛ problèmes indépendants sur les patchs Λs, qui peuvent
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être résolus en parallèle. Dans l’itération n, en notant wn = {wsn}NΛs=1 et
λn = {λsn}NΛs=1, on a pour tout s = 1 . . . NΛ, aΛs(w
s
n, δw)− bΓs(λsn, δw) = `Λs(δw)
bΓs(δλ, wsn) = bΓs(δλ, Un)
∀(δλ, δw) ∈MΞs ×WΞs
(2.32)
Pour les patchs contenant des détails géométriques, les méthodes d’ap-
proximation présentées dans la section 2.4.4 peuvent être appliquées.
2.6 Conclusion
Dans ce chapitre on a proposé une méthode multiéchelle stochastique
qui exploite le caractère localisé des aléas. Un algorithme itératif associé
a été proposé. Cet algorithme nécessite la résolution d’une suite de pro-
blèmes globaux et de problèmes locaux, ces derniers étant définis sur un
patch (ou une collection de patchs) contenant les variabilités du modèle.
L’avantage de cet algorithme est qu’il permet d’introduire des problèmes
globaux très simples : définition des problèmes sur un domaine déter-
ministe fixé ne tenant pas compte des détails géométriques aléatoires,
remplacement d’un milieu aléatoire hétérogène par un milieu homogène
déterministe (conduisant à un problème global à opérateur déterministe).
Dans le cas de problèmes à variabilité géométrique localisée, on a intro-
duit des reformulations des problèmes locaux en utilisant la méthode des
domaines fictifs (pour des conditions aux limite de type Dirichlet ou Neu-
mann). Les méthodes de résolution dédiées à ce type de problème seront
détaillées dans le chapitre 5.5.
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Dans le chapitre 2 un algorithme itératif basé sur une méthode de zoom
numérique avec recouvrement a été introduit. Ce chapitre est consacré à
l’analyse de la convergence de cet algorithme. La convergence de l’al-
gorithme est démontrée sous certaines conditions sur les paramètres de
l’algorithme. Différents exemples numériques permettent d’illustrer l’in-
fluence des divers paramètres de l’algorithme sur la convergence de celui-
ci. Une analyse théorique de l’impact de perturbations sur l’algorithme
(dues à des approximations) est également menée. Enfin, on propose une
étude sur l’approximation des solutions locales dans des sous espaces d’ap-
proximations (éliminant la dépendance en des variables aléatoires).
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3.1 Analyse de convergence
On introduit l’application Φ : MΞ × U˜Ξ → U˜Ξ tel que Φ(β, V ) ∈ U˜Ξ
est solution de :
cΩ˜(Φ(β, V ), δU) = cΛ˜(V, δU)− bΓ(β, δU) ∀δU ∈ U˜Ξ (3.1)
On introduit aussi les applications Ψ : U˜Ξ →MΞ et ψ : U˜Ξ →WΞ telles
que le couple (Ψ(V ), ψ(V )) ∈MΞ ×WΞ est solution de : aΛ(ψ(V ), δw)− bΓ(Ψ(V ), δw) = 0bΓ(δλ, ψ(V )) = bΓ(δλ, V ) ∀(δw, δλ) ∈ WΞ ×MΞ
(3.2)
Soit (U, λ, w) ∈ U˜Ξ∗ ×MΞ × WΞ la solution exacte de (2.23). Avec les
définitions ci-dessus, l’algorithme global-local est équivalent à :
Uˆn − U = Φ(λn−1 − λ, Un−1 − U)
Un − U = ρ(Uˆn − U) + (1− ρ)(Un−1 − U)
(λn − λ,wn − w) = (Ψ(Un − U), ψ(Un − U))
(3.3)
Posons En = Un − U l’erreur à l’itération n. On a
En = ρΦ(Ψ(En−1), En−1) + (1− ρ)En−1 := Bρ(En−1) (3.4)
avec l’opérateur d’itération Bρ défini par
Bρ(V ) = ρΦ(Ψ(V ), V ) + (1− ρ)V (3.5)
Lemme 3.1 L’opérateur d’itération Bρ : U˜Ξ → U˜Ξ défini dans (3.5) est
tel que
Bρ = I − ρA
avec A : U˜Ξ → U˜Ξ tel que A(V ) ∈ U˜Ξ est solution de
cΩ˜(A(V ), δV ) = bΓ(Ψ(V ), δV ) + aΩ\Λ(V, δV ) ∀δV ∈ U˜Ξ (3.6)
Preuve. De la définition (3.5) de Bρ, on peut déduire
A(V ) = V − Φ(Ψ(V ), V )
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De (3.1), on a Φ(Ψ(V ), V ) ∈ U˜Ξ définie par l’équation suivante :
cΩ˜(Φ(Ψ(V ), V ), δV ) = −bΓ(Ψ(V ), δV ) + cΛ˜(V, δV ) ∀δV ∈ U˜Ξ (3.7)
En utilisant (2.22), on obtient l’expression désirée (3.6). 
On note que U et les itérés Un appartiennent au sous espace U˜Ξ∗ ⊂ U˜Ξ de
telle sorte que seule la restriction dans UΞ∗ de l’opérateur A défini dans
(3.6) doive être analysée.
Lemme 3.2 L’opérateur A : U˜Ξ∗ → U˜Ξ∗ est symétrique, continu et coercif.
Preuve. Puisque K˜ est uniformément borné et elliptique, on peut équiper
l’espace de Hilbert U˜Ξ∗ ⊂ U˜Ξ du produit scalaire
〈U, V 〉Ω˜,K˜ = cΩ˜(U, V ) = E
∫
Ω˜
K˜∇U · ∇V

et de la norme associée ‖V ‖Ω˜,K˜ =
√
cΩ˜(V, V ). D’après les propriétés de K˜,
‖ · ‖Ω˜,K˜ est équivalente à ‖ · ‖Ω˜. De (3.6), l’opérateur A est tel que
〈A(U), V 〉Ω˜,K˜ = cΩ˜(A(U), V ) = bΓ(Ψ(U), V ) + aΩ\Λ(U, V )
En utilisant comme fonctions test (δλ, δw) = (Ψ(U), ψ(U)) dans l’équa-
tion (3.2), on obtient aΛ(ψ(V ), ψ(U)) = bΓ(Ψ(V ), ψ(U))bΓ(Ψ(U), ψ(V )) = bΓ(Ψ(U), V ) (3.8)
Les équations (3.8) sont aussi vérifiées si on permute U et V . On obtient
alors
bΓ(Ψ(U), V ) = bΓ(Ψ(U), ψ(V )) = aΛ(ψ(U), ψ(V )) = bΓ(Ψ(V ), U) (3.9)
où on a utilisé la symétrie de aΛ. Cela prouve que l’opérateur A est sy-
métrique. La continuité de A découle directement de sa définition comme
la solution du problème variationnel (3.6) on a donc une forme bilinéaire
symétrique continue est coercive. De plus,
bΓ(Ψ(U), U) = aΛ(ψ(U), ψ(U)) ≥ 0,
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et donc
〈A(U), U〉Ω˜,K˜ ≥ aΩ\Λ(U,U) & ‖U‖2Ω\Λ,
où la dernière inégalité est obtenue à partir de la propriété de coercivité
de aΩ\Λ sur UΞ. Finalement, il reste à voir que sur U˜Ξ∗ , ‖ · ‖Ω\Λ définit une
norme qui est équivalente à la norme ‖ · ‖Ω˜ 1, et donc :
〈A(U), U〉Ω˜,K˜ & ‖U‖2Ω˜ & ‖U‖2Ω˜,K˜
ce qui prouve que A et coercive sur le sous-espace U˜Ξ∗ de U˜Ξ. 
On a finalement le résultat de convergence suivant.
Theorème 3.1 La suite Un converge vers U pour un paramètre de re-
laxation suffisamment petit ρ > 0.
Preuve. Puisque A est symétrique, continu et coercif, on a
‖Bρ(U)−Bρ(V )‖2 = ‖U − V − ρ(A(U)− A(V ))‖2 (3.10)
≤ (1− 2ραA + ρ2C2A)‖U − V ‖2 (3.11)
avec αA et CA respectivement les constantes de coercivité et de continuité
de l’opérateur A. En choisissant 0 < ρ < 2αAC2A , on a ρB = (1 − 2ραA +
ρ2C2A)1/2 < 1 et donc, Bρ est une application contractante de constante
de contractivité ρB. L’erreur εn = ‖Un − U‖ vérifie alors
εn = ‖Bρ(Un−1)−Bρ(U)‖ ≤ ρBεn−1 ≤ ρnBε0
ce qui entraîne εn → 0 quand n→∞. 
Remarque 3.1 On note que si K˜ = K sur Λ˜ et si Λ = Λ˜, on a A = I,
de sorte que Bρ = (1 − ρ)I, ce qui entraîne la convergence pour 0 <
ρ < 2. C’est aussi vrai dans le cadre discrétisé en utilisant la méthode de
projection de Galerkin, quand l’espace d’approximation dans WΞ est la
restriction sur Λ˜ des fonctions des espaces d’approximation dans U˜Ξ.
1. L’équivalence sur U˜Ξ∗ des normes ‖·‖Ω\Λ et ‖·‖Ω˜ s’obtient en utilisant le fait que U˜
Ξ
∗ contient des fonctions
U dont la restriction à Λ˜ est le prolongement harmonique de la restriction de U à Ω\Λ, et en utilisant la continuité
des opérateurs de trace de H1(Ω\Λ) dans H1/2(Γ) et de H1(Λ˜) dans H1/2(Γ).
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Remarque 3.2 On note que la solution finale ne dépend pas du choix de
K˜. Cependant ce choix influence le comportement de l’algorithme itéra-
tif (il affecte les propriétés spectrales de l’opérateur A). Cela sera illustré
dans les exemples numériques. Un choix pratique consiste à prendre pour
K˜ un champ déterministe, entraînant un problème global avec l’opérateur
déterministe. Un choix naturel qui donne de bonnes propriétés de conver-
gence consiste à prendre pour K˜ le champ moyen
K˜(x) = E(K(x, ξ))
Cependant, nous verrons dans les exemples numériques qu’une large plage
de valeurs du coefficient de diffusion fictif K˜ donne de bonnes propriétés
de convergence, apportant de la flexibilité dans la définition des problèmes
globaux.
3.2 Études numériques des paramètres de l’algorithme
3.2.1 Exemple avec champ de diffusion aléatoire localement hé-
térogène
3.2.1.1 Description de l’exemple et espaces d’approximation
On considère le problème de diffusion (2.1) sur Ω = {(0, 5) × (0, 5)}
avec f = 1, ΓD = ∂Ω et ΓN = ∅. On définit Λ comme l’union de 4
patchs disjoints Λ = ∪4s=1Λs représentés dans la figure 3.1 où Λs pour
s = 1, · · · , 4 sont des domaines carré de longueur L = 1 et de centres cs
tels que : c1 = (3.5, 3.5), c2 = (1.5, 1), c3 = (1.5, 2.5), c4 = (3.5, 1). On
considère le champ de diffusion
K(x, ξ) =
 K0 = 1 pour x ∈ Ω\ΛKs(x, ξs) = 1 + ξs ks(x) pour x ∈ Λs, pour s = 1, 2, 3, 4
avec ks(x) =
 α exp
(
−2 |x−cs|20.252
)
, α ∈ R, si max(x− cs) < 0.25.
0, si max(x− cs) ≥ 0.25.
et avec
ξ = {ξ1, · · · , ξ4} un ensemble de variables aléatoires uniformes indépen-
dantes à valeur dans Ξ = ×4s=1Ξs = (0, 1)4. Ici on a Ω˜ = Ω et Λ˜ = Λ.
Au niveau spatial, on introduit les espaces d’approximation éléments
finis imbriqués U˜H et Wsh pour s = 1, ..., 4. Comme cela est illustré sur la
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(a) (b)
Figure 3.1 – Description du problème de diffusion. (a) Domaine Ω et patchs Λ1 = (3, 4)×(3, 4),
Λ2 = (1, 2)× (0.5, 1.5), Λ3 = (1, 2)× (2, 3), Λ4 = (3, 4)× (0.5, 1.5). (b) Maillages éléments finis
imbriqués (les symboles  indiquent les noeuds communs de T ΩH et T Λh sur l’interface Γ1).
figure 3.1, on utilise des maillages réguliers T Ω˜H et T Λsh composés d’éléments
triangulaires de dimensions respectives H = 0.25 et h = 0.025 dans Ω˜ et
Λs conduisant aux espaces d’approximations de dimensions dim U˜H = 441
et dimWsh = 1681 pour s = 1, ..., 4.
Au niveau stochastique, on introduit un espace d’approximation SP
avec des polynômes de Legendre de degré p = 3 ce qui donne une dimen-
sion P = 35 pour l’espace d’approximation stochastique.
3.2.1.2 Illustration des quantités d’intérêt probabilistes
Cette section illustre dès à présent les statistiques de la solution qui
nous servirons à la compréhension de l’algorithme itératif global-local par
la suite. La Figure 3.2 montre la moyenne et la variance de la solution
globale U et celles de la solution reconstituée u. E(Y ) et V(Y ) sont l’es-
pérance et la variance d’une variable aléatoire Y . Les variances ont de
faibles valeurs et sont capturées par les solutions locales dans les patchs.
Afin de quantifier l’impact d’une variable aléatoire sur la variance de
la solution, on introduit les indices de sensibilité suivants :
Ss(u)(x) =
V(E(u(x, ξ)|ξs))
V(u(x, ξ)) , S˜s(u)(x) =
V(E(u(x, ξ)|ξs))
supy∈ΩV(u(y, ξ))
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(a) E(U) (b) V(U)
(c) E(u) (d) V(u)
Figure 3.2 – Moyennes et variances de la solution globale U (a et b) et de la solution recons-
tituée u (c et d). La frontière Γ est affichée avec des lignes noires.
On note que Ss(u)(x) sont les indices classiques de Sobol tels que
∑
s Ss(u)(x) =
1 pour tout x comme cela peut être observé sur la figure 3.3, tandis que
les indices S˜s(u)(x) sont introduits pour illustrer la zone d’influence d’un
ensemble de variables aléatoires ξs du patch Λs sur la solution u. Ils sont
tels que ∑s S˜s(u)(x) = V(u(x,ξ))supy∈Ω V(u(y,ξ)) . Ces indices sont tracés dans la figure
3.4 pour les quatre patchs. Dans cet exemple, on peut voir que la solution
est sensible à une variable aléatoire ξs essentiellement dans le patch Λs.
L’impact des incertitudes sur la solution u est donc localisé et les dimen-
sions des patchs Λs peuvent être choisies de façon à contenir l’essentiel de
l’impact des variables d’entrée sur la solution u.
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(a) S1(u) (b) S2(u)
(c) S3(u) (d) S4(u)
Figure 3.3 – Indices de sensibilité de Sobol Ss(u) pour s = 1, 2, 3, 4.
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(a) S˜1(u) (b) S˜2(u)
(c) S˜3(u) (d) S˜4(u)
Figure 3.4 – Indices de sensibilité S˜s(u) pour s = 1, 2, 3, 4. En traits blancs : la frontière
Γ pour 3 dimensions différentes de patchs, L = 1 en trait continu et L = 0.5, 1.5 en traits
pointillés.
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3.2.1.3 Influence du paramètre de relaxation sur la conver-
gence
On note U la solution de référence globale obtenue par la résolution
directe du système et Un la solution globale obtenue avec l’algorithme
itératif global-local, on introduit l’indicateur d’erreur
εΩ\Λ(Un;U) =
‖U − Un‖0,Ω\Λ
‖U‖0,Ω\Λ (3.12)
avec ‖ · ‖0,Ω\Λ la norme naturelle sur L2Pξ(Ξ;L2(Ω\Λ)) définie par
‖u‖2Ω\Λ =
∫
Ξ
∫
Ω\Λ
u2 dx dPξ(y).
On analyse tout d’abord l’influence du paramètre de relaxation ρ sur la
convergence de l’algorithme itératif. Le paramètre de relaxation optimal
de l’algorithme itératif global-local peut être estimé par (voir [Xu, 1992])
ρopt = 2
λmin(A) + λmax(A)
où λmin(A) et λmax(A) sont les valeurs propres minimale et maximale
de l’opérateur A(V ) = V − Φ(Ψ(V ), V ) défini dans (3.6). En pratique,
λmax(A) est estimée en utilisant quelques itérations de puissance (typi-
quement 2 ou 3), chaque itération de puissance requiert la solution d’un
problème local (pour calculer Ψ(V )) et un problème global (pour calculer
Φ(Ψ(V ), V )). Comme il est difficile de déterminer λmin(A), dans la suite
le paramètre de relaxation optimal est approximé par :
ρopt ≈ ρ∗ = 1
λmax(A)
.
Cette approximation est assez pertinente si l’opérateur A est bien condi-
tionné, ce qui signifie que λmin(A) et λmax(A) sont du même ordre de
grandeur.
L’algorithme itératif est effectué en utilisant un coefficient fictif K˜ = 1
sur Λ˜, ce qui correspond à un problème global ne voyant aucune hétéro-
généité. La figure 3.5 montre l’indicateur d’erreur εΩ\Λ(Un;U) en fonction
du nombre d’itérations pour α = {−0.9, 10, 30, 100} et pour différentes
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valeurs du paramètre de relaxation ρ. On observe dans tous les cas que le
paramètre de relaxation optimal approché ρ∗ donne presque toujours une
convergence optimale, la convergence optimale étant en réalité obtenue
pour le paramètre de relaxation optimal ρopt. On observe que l’algorithme
converge rapidement (erreur relative inférieure à 10−5 pour n ≤ 10) pour
les différents niveaux d’hétérogénéité.
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Figure 3.5 – Évolution de l’indicateur d’erreur εΩ\Λ(Un;U) en fonction du nombre d’itérations
n pour α = {−0.9, 10, 30, 100}, pour différentes valeurs du paramètre de relaxation ρ.
La figure 3.6 rassemble les courbes de convergence précédentes obte-
nues avec le paramètre optimal approché ρ∗ respectivement pour α =
{−0.9, 10, 30, 100} afin de montrer l’influence de l’amplitude des coeffi-
cients de diffusion dans les patchs sur la convergence de l’algorithme.
On voit que la convergence se dégrade lorsque α augmente, c’est-à-dire
lorsque le rapport entre l’amplitude maximale du champ de diffusionKs et
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le champ fictif K˜ dans les patchs augmente. Ainsi, la question qui se pose
ici est : peut-on agir sur le champ fictif K˜ afin d’améliorer la convergence ?
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Figure 3.6 – Évolution de l’indicateur d’erreur εΩ\Λ(Un;U) en fonction du nombre d’itérations
n pour plusieurs valeurs du paramètre α.
3.2.1.4 Influence du champ de diffusion fictif sur la convergence
En remarquant que K˜ agit comme une sorte de préconditionneur de
l’algorithme itératif, on peut étudier son influence sur la convergence de
l’algorithme. On introduit donc un champ de diffusion fictif de la forme :
K˜s(x, ξs) = 1 + β ks(x) pour x ∈ Λ˜s, pour s = 1, . . . , 4,
avec β ∈ R. β = 0 correspond au cas K˜ = 1 étudié précédemment où le
problème global ne voit aucune hétérogénéité dans le champ de diffusion,
et β = 0.5 revient à choisir l’espérance du champ du diffusion pour champ
fictif dans le problème global.
La figure 3.7 illustre la convergence de la solution Un vers la solution de
référence U , pour α = {−0.9, 10, 30, 100} et pour différentes valeurs de β.
Pour chacune de ces valeurs, u est calculée en utilisant soit le paramètre
de relaxation optimal approché ρ = ρ∗ (courbes continus), soit ρ = 1
(courbes pointillées). D’une part, on observe que pour α = 100, l’algo-
rithme global-local avec ρ = 1 souffre des grandes hétérogénéités lorsque
β est fixé à 0. Une bonne convergence peut être rétablie en augmentant β
à 0.3, ou tout du moins pas au-delà de 0.5. D’autre part, il apparaît que
l’utilisation du paramètre de relaxation optimal approché assure un bon
taux de convergence quelle que soit la valeur de β choisie dans l’intervalle
59
[0, 0.5] et ce peu importe l’amplitude de l’hétérogénéité. Nous retenons
donc finalement β = 0 et ρ∗ comme choix idéal pour exécuter l’algorithme
itératif global-local avec β = 0 et ρ∗. En effet ce paramétrage donne de
bonnes propriétés de convergence et conduit à un problème global simple
sans hétérogénéités localisées.
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Figure 3.7 – Évolution de l’indicateur d’erreur εΩ\Λ(Un;U) en fonction du nombre d’itérations
n pour l’algorithme itératif global-local pour plusieurs valeurs de β et avec ρ = 1 (lignes
pointillées) ou ρ∗ = 1λmax(A) (lignes continues).
3.2.1.5 Influence de la taille des patchs
Influence sur la convergence de l’algorithme itératif global-local.
On étudie maintenant l’influence de la taille des patchs sur la conver-
gence de l’algorithme itératif global-local. L’algorithme itératif global-
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local est appliqué avec des patchs Λs de côté de différentes longueurs
L = {0.5, 1, 1.5}. L’algorithme itératif est appliqué pour chacune des di-
mensions de patch en utilisant à chaque fois le paramètre de relaxation
optimal approximé ρ∗. La figure 3.8 montre la convergence de Un vers U .
On voit que pour L ≥ 1, on a le même taux de convergence tandis que
ce dernier se dégrade légèrement pour L = 0.5. En effet, au regard de
la figure 3.4, on observe que L ≥ 1 correspond à des patchs contenant
la quasi totalité de la région fortement influencée par ξs tandis que pour
L = 0.5 les indices de sensibilité S˜s(u) ont des valeurs encore élevées en
dehors des patchs.
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Figure 3.8 – Convergence de la solution de l’algorithme global-local : évolution de l’indicateur
d’erreur εΩ\Λ(Un;U) en fonction du nombre d’itérations n pour 3 dimensions de patch.
Influence sur le contenu spectral des solutions. On étudie mainte-
nant l’influence des dimensions des patchs sur le rang de la décomposition
de Karhunen-Loève des solutions. Soient um, Un,m et wsn,m les décomposi-
tions de rang m de u, Un et wsn respectivement. La figure 3.9 montre l’évo-
lution de εΩ(um;u), εΩ(U60,m;U60) et εΛs(ws60,m;ws60) pour s = 1, · · · , 4 en
fonction du rang m. Pour une tolérance donnée, la séparation des échelles
opérée avec l’algorithme itératif global-local permet d’obtenir des itérés
U60 et ws60 qui peuvent être décomposés avec des rangs plus faibles que le
rang de la solution totale u. Les indicateurs d’erreur εΩ(U60,m;U60) liés aux
solutions globales obtenues pour L = 0.5, 1, 1.5 sont rassemblées dans la
figure 3.9(d). On voit que le choix de patchs suffisamment grands tels que
L ≥ 1 diminue le rang des décompositions des solutions globales. Cette
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observation est en bon accord avec ce qui a été présenté précédemment :
le choix d’un patch suffisamment large, autrement dit qui contient l’es-
sentiel des zones influencées par les hétérogénéités aléatoires, améliore la
convergence de l’algorithme itératif global-local et la décomposition spec-
trale des solutions de l’algorithme itératif. Cette propriété sera exploitée
quand on introduira les approximations de tenseurs dans la section 4.1.
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Figure 3.9 – Décompositions spectrales de u et des solutions U60 et ws60 à l’itération n = 60.
Évolutions de εΩ(um;u), εΩ(U60,m;U60) et εΛs(ws60,m;ws60) pour s = 1, · · · , 4 en fonction du
rang m pour différentes tailles de patch : (a) L = 0.5, (b) L = 1 et (c) L = 1.5. (d) Évolution
de εΩ(U60,m;U60) en fonction du rang m pour les trois dimensions de patch.
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3.2.2 Exemples avec frontière interne aléatoire
3.2.2.1 Frontière interne avec conditions aux limites de Diri-
chlet
Description de l’exemple et espaces d’approximation. On consi-
dère le problème suivant :
−∇ · (∇u) = 1 sur Ω(ξ)
u = 0 sur ΓD(ξ) = ∂Ω(ξ)
(3.13)
où Ω(ξ) est un domaine aléatoire avec des conditions de Dirichlet homo-
gènes sur une frontière circulaire ΓΛD(ξ) de centre c = (3, 3) et de rayon
aléatoire r(ξ) = 0.5 + 0.1ξ où ξ est une variable aléatoire uniforme sur
Ξ = (0, 1).
La solution u est calculée en utilisant la stratégie multi-échelle avec
patchs. On introduit le patch fictif Λ˜ et le domaine fictif Ω˜ tels que
Ω = (0, 5)× (0, 5)
Ω(ξ) = (Ω˜\Λ˜) ∪ Λ(ξ)
Λ(ξ) = Λ˜\{x ∈ R2; |x− c| ≤ r(ξ)}
∂Λ(ξ) = ∂Λ˜ ∪ ΓΛD(ξ)
où Λ˜ est un domaine carré centré en c et de côté L (voir figure 3.10).
Figure 3.10 – Description du problème de diffusion avec frontière interne aléatoire de Dirichlet,
illustration des domaines
Le problème global est défini sur un domaine Ω˜ ne contenant pas de
détails géométriques. Le problème local sur Λ(ξ) est reformulé sur le patch
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fictif Λ˜ en utilisant une méthode des fonctions caractéristiques comme cela
a été décrit dans la section 2.4.4. La fonction caractéristique est choisie
comme étant une fonction level-set aléatoire dont l’iso-zero dans le patch
Ω˜ définit la frontière aléatoire ΓΛD(ξ) :
ψ(x, ξ) = r(ξ)− |x− c|
Des espaces d’approximation éléments finis imbriqués U˜H et W˜h sont
introduits en utilisant des maillages réguliers avec des éléments de dimen-
sions H = 0.25 et h = 0.07 sur Ω˜ et Λ˜ respectivement. On introduit
aussi un espace d’approximation stochastique SP avec 10 éléments finis
de degré 2. La dimension de SP est P = 30.
Influence de la taille du patch. Pour l’analyse de convergence de
l’algorithme itératif, on propose d’étudier les résultats pour 4 longueurs
différentes du côté du patch Λ˜ : L = {1.5, 2, 3, 3.5}. La figure 3.11 montre
la convergence de l’algorithme global-local pour ces 4 dimensions du patch
et pour un coefficient de diffusion égal à 1, K˜ = 1 dans Λ˜, ou égal à
l’espérance du rapport des mesures des patchs, K˜ = E(mes(Λ))
mes(Λ˜) dans Λ˜.
On observe que le choix du champ fictif K˜ = E(mes(Λ))
mes(Λ˜) dans Λ˜ n’améliore
que très légèrement la convergence de l’algorithme itératif global-local.
Par contre, un forte amélioration du taux de convergence est obtenue
lorsqu’on augmente la taille du patch.
Figure 3.11 – Evolution de l’indicateur d’erreur εΩ\Λ(U ;Un) avec K˜ = 1 et K˜ = E(mes(Λ))
mes(Λ˜)
en
fonction du nombre d’itérations n pour différentes tailles de patch.
En effet, au vu de la figure 3.12, on voit qu’au fur et à mesure que
la dimension du patch augmente, ce dernier contient une proportion de
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plus en plus importante de la zone influencée par la présence du trou
aléatoire jusqu’à finalement comprendre la quasi-totalité de la zone im-
pactée. Simultanément, les taux de convergence augmentent jusqu’à at-
teindre le taux de convergence optimal pour une dimension du patch telle
qu’il contient les effets essentiels du trou aléatoire. Le comportement de
l’algorithme itératif global-local est ici semblable à celui observé avec des
hétérogénéités localisées sur le champ de diffusion dans la section 3.2.1.5.
Figure 3.12 – Indice de sensibilité S(u). En traits noirs, patchs avec côtés de longueur L =
{1.5, 2, 3, 3.5}.
De même que pour l’exemple numérique précédent, on trace dans la
figure 3.13 l’évolution de εΩ˜(um;u), εΩ˜(U200,m;U200) et εΛ˜s(w200,m;w200) en
fonction du rang m où um, U200,m et w200,m sont les décompositions de
Karhunen-Loève de rang m de u, U200 et w200 respectivement. On observe
de nouveau que u a un contenu spectral riche comparé à ceux de la solution
locale w200 et de la solution globale U200. La vitesse de convergence des
décompositions est également améliorée en augmentant la dimension du
patch.
65
(a) L = 1.5 (b) L = 2
(c) L = 3 (d) L = 3.5
Figure 3.13 – Décompositions spectrales de u et des solution U200 et ws200 dans l’itération
n = 200. Évolutions de εΩ˜(um;u), εΩ˜(U200,m;U200) et εΛ˜s(w
s
200,m;ws200) en fonction du rang m
pour la dimension du patch (a) L = 1.5, (b) L = 2, (c) L = 3 et (d) L = 3.5.
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3.2.2.2 Frontière interne avec conditions aux limites de Neu-
mann
Description de l’exemple et espaces d’approximation. On re-
prend ici le même problème que dans la section 3.2.2.1 avec cette fois-ci
une condition aux limites de Neumann sur la frontière interne aléatoire :
−∇ · (∇u) = 1 sur Ω(ξ)
u = 0 sur ΓN(ξ) = ∂Ω(ξ)
(3.14)
La solution u est calculée en utilisant la stratégie multi-échelle avec un
patch fictif Λ˜ carré de côté L = 2. Le problème global est défini sur le
domaine Ω˜ ne contenant pas de détails géométriques. Le problème local
sur Λ(ξ) est reformulé sur le patch fictif Λ˜ en utilisant une méthode avec
une fonction indicatrice comme cela a été décrit dans la section 2.4.4. La
fonction indicatrice est choisie comme étant une fonction d’une level-set
aléatoire φ(x, ξ) = |x− c| − r(ξ) dont l’iso-zero dans le patch Ω˜ définit la
frontière aléatoire ΓΛN(ξ) : IΛ(x, ξ) = H(−φ(x, y)).
Plus de détails sur les fonctions indicatrices seront donnés dans le cha-
pitre 5. Les espaces d’approximation U˜H , W˜h et SP sont ceux introduits
dans l’exemple de Dirichlet de la section 3.2.2.1.
Convergence de l’algorithme global-local. La figure 3.14 montre la
convergence de l’algorithme itératif global-local pour un coefficient de dif-
fusion K˜ = 1 dans Λ˜ et un paramètre de relaxation ρ = ρ∗ = 1λmax(A) . On
observe à nouveau une bonne convergence de l’algorithme. La figure 3.15
Figure 3.14 – Evolution de l’indicateur d’erreur εΩ\Λ(U ;Un) en fonction du nombre d’itéra-
tions n.
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illustre la solution de référence u et l’itéré u30 de l’algorithme. La conver-
(a) u (b) u30
Figure 3.15 – Solution de référence u et u30 de l’algorithme global-local.
gence sur l’exemple de Neumann s’avère plus rapide que sur l’exemple
de Dirichlet (précision 10−15 atteinte en 22 itérations pour Neumann et
75 itérations pour Dirichlet avec L = 2 et un paramétrage identique de
l’algorithme). Ce résultat est à mettre en parallèle des cartes d’indices
de sensibilité des figures 3.12 et 3.16 qui montrent une plus grande zone
impactée pour le cas d’une frontière interne de Dirichlet que pour le cas
d’une frontière interne de Neumann.
Figure 3.16 – Indice de sensibilité S(u).
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3.3 Robustesse de l’algorithme en fonction des ap-
proximations
3.3.1 Perturbations de l’algorithme
On suppose que des approximations sont introduites dans les différentes
étapes de la résolution. Elles définissent une suite approchée U n ∈ U˜Ξ∗ telle
que
U n − U = Bρ(U n−1 − U), (3.15)
où Bρ est une approximation raisonnable de l’opérateur d’itération Bρ.
On suppose que
Bρ(U n−1 − U) = Bρ(U n−1 − U) + δU n,
où la perturbation δU n vérifie
‖δU n‖ ≤ ‖U‖+ ∗‖U n−1 − U‖
 est associé à une tolérance relative à la norme de la solution, et ∗ est
associé à une tolérance relative à l’erreur courante. ∗ apparaît typique-
ment quand on formule les problèmes global et local sur les incréments
(U n − U n−1) et (λn − λn−1) et quand on utilise des solveurs avec une
tolérance prescrite de l’ordre de ∗.  apparaît typiquement quand les pro-
blèmes global et local ne sont pas formulés sur des incréments et quand on
utilise des solveurs avec une tolérance prescrite de l’ordre de . Cette er-
reur  peut apparaître aussi quand on introduit quelques approximations
additionnelles des itérés, typiquement quand on introduit des décompo-
sitions spectrales afin de “compresser” les représentations des itérés (voir
section 4.1). On fournit à présent un résultat donnant le comportement
de l’algorithme en fonction de ces deux types d’erreurs.
Theorème 3.2 On suppose que
‖Bρ(V )−Bρ(V )‖ ≤ ‖U‖+ ∗‖V ‖
pour tout V ∈ U˜Ξ∗ tel que ‖V ‖ ≤ η‖U‖, (3.16)
avec η > 1, ∗ < 1−ρB et  ≤ η(1−ρB− ∗). On suppose que ‖U 0−U‖ ≤
η‖U‖. La suite U n est telle que
lim sup
n→∞
‖U n − U‖ ≤ γ()‖U‖,
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avec γ() → 0 quand  → 0. Cela signifie que la suite U n tend vers un
γ()-voisinage de la solution U .
Preuve. On note En = U n − U . On a ‖E0‖ ≤ η‖U‖. On suppose que
‖Em‖ ≤ η‖U‖ pour tout m < n. Donc,
‖En‖ = ‖Bρ(En−1)‖
≤ ‖Bρ(En−1)−Bρ(En−1)‖+ ‖Bρ(En−1)‖
≤ ‖U‖+ (ρB + ∗)‖En−1‖
Comme  ≤ η(1 − ρB − ∗), on obtient ‖En‖ ≤ η‖U‖ pour tout n. Fina-
lement, on obtient
‖En‖ ≤
(1− (ρB + ∗)n)
1− (ρB + ∗) ‖U‖+ (ρB + 
∗)n‖E0‖
≤ 1− ρB − ∗‖U‖+ (ρB + 
∗)n‖E0‖,
et donc
lim sup
n→∞
‖En‖ ≤

1− ρB − ∗‖U‖ := γ()‖U‖,
avec γ() = 1−ρB−∗ → 0 quand → 0. 
Remarque 3.3 On note que lorsque  est de l’ordre de la précision ma-
chine, alors la suite U n converge vers la solution U jusqu’à la précision
machine à un facteur près pour n’importe quelle valeur de ∗. C’est le cas
quand on résout les problèmes global et local formulés sur des incréments
avec une tolérance ∗, et quand les erreurs additionnelles sont de l’ordre
de la précision machine. La suite U n converge aussi vers la solution U jus-
qu’à la précision machine lorsqu’on résout les problèmes locaux formulés
sur les incréments avec une tolérance ∗, et que les problèmes globaux sont
résolus à la précision machine, ce qui est faisable si le problème global a
un opérateur déterministe.
3.3.2 Illustration de la robustesse de l’algorithme
La robustesse de l’algorithme itératif global-local en fonction des ap-
proximations est illustrée sur l’exemple de diffusion à quatre patchs de la
section 3.2.1.1.
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Les problèmes globaux, pour lesquels les opérateurs déterministes sont
déterministes, sont résolus avec une précision machine alors que les pro-
blèmes locaux sont résolus en utilisant un algorithme CGS (Conjugate
Gradient Squared) avec une tolérance donnée. La figure 3.17(a) montre la
convergence de la suite Un calculée avec l’algorithme itératif global-local
pour différentes tolérances du solveur CGS, vers la solution de référence U
calculée à la précision machine. L’algorithme itératif converge jusqu’à ce
que l’indicateur d’erreur εΩ\Λ(Un;U) se stabilise autour de la tolérance im-
posée par le solveur, montrant ainsi la robustesse de l’algorithme itératif
global-local en fonction des approximations.
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Figure 3.17 – Évolution de l’indicateur d’erreur εΩ\Λ(Un;U) en fonction du nombre d’itéra-
tions n avec α = 10, K˜ = 1, ρ = 1. (a) Problèmes locaux résolus avec un solveur CGS avec
différentes tolérances et (b) Problèmes locaux formulés sur les incréments et résolus avec un
solveur CGS avec une tolérance 0.1.
Le problème local est maintenant formulé sur l’incrément δzn = zn −
zn−1 et est résolu avec un solveur CGS avec une tolérance 0.1. Dans la
figure 3.17(b), on voit que la solution u converge vers la solution de ré-
férence jusqu’à que la précision machine soit atteinte comme cela était
attendu selon la section 3.3.
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3.4 Approximation des solutions locales dans des
sous-espaces
Jusqu’à présent nous avons considéré la dépendance des solutions glo-
bales et locales en toutes les variables aléatoires du problème. Dans les
exemples vus jusqu’ici, l’impact d’une source d’incertitudes localisée dans
un patch se localise au voisinage de la source d’incertitude, c’est-à-dire
dans le patch ou autour. Dans cette section, nous allons donc considérer
que les solutions locales dépendent uniquement des variables aléatoires
locales, en d’autres termes que la solution locale wsn dans le patch Λs ne
dépend que de l’ensemble des variables aléatoires ξs associées aux incerti-
tudes localisées dans le patch Λs. Cette approximation permet de réduire
le coût de la résolution des problèmes stochastiques locaux.
3.4.1 Exemple avec champ de diffusion localement hétérogène
aléatoire
On considère de nouveau l’exemple de diffusion à quatre patchs de la
section 3.2.1.1. On introduit des espaces d’approximation stochastiques
Ss,Ps pour chacune des dimensions stochastiques s = {1, ..., 4} avec des
polynômes de Legendre de degré p = 3, ce qui donne une dimension
Ps = 4. On introduit également l’espace d’approximation stochastique SP
résultant de la tensorisation creuse des sous-espaces Ss,Ps telle que P=35.
Le paramétrage de l’algorithme itératif global-local est choisi tel que α =
10, K˜ = 1 et ρ = 1. À chaque itération de l’algorithme, la solution globale
Un est cherchée dans U˜H ⊗ SP et les solutions locales wsn sont cherchées
soit dans Wsh ⊗ SP soit dans le sous-espace Wsh ⊗ Ss,Ps ⊂ Wsh ⊗ SP 2.
Dans le second cas, on suppose que la solution locale wsn ne dépend que
des variables aléatoires ξs associées au patch Λs. La figure 3.18 montre
la convergence de Un vers la solution de référence U avec wsn ∈ Wsh ⊗ SP
(traits mixtes noirs) ou wsn ∈ Wsh ⊗ Ss,Ps (trait continu bleu). Au départ,
l’erreur εΩ\Λ(Un;U) décroît avec le même taux de convergence, puis elle
stagne à 10−3 dans le cas où la solution locale wsn est cherchée dans le
sous-espace d’approximation Wsh ⊗ Ss,Ps, qui correspond à l’erreur due à
2. On introduit ici un abus de notation en considérant Ss (ensemble de fonctions de ξs) comme un sous-espace
de S (ensemble de fonctions de ξ).
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l’approximation introduite dans les problèmes locaux. Finalement pour
une tolérance cible supérieure à 10−3, le problème peut être résolu avec
des problèmes locaux moins coûteux tout en gardant le même taux de
convergence de l’algorithme itératif global-local.
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Figure 3.18 – Evolution de l’indicateur d’erreur εΩ\Λ(Un;U) en fonction du nombre d’itéra-
tions n pour α = 10, K˜ = 1 et ρ = 1. (Traits mixtes noirs) wsn ∈ Wsh⊗SP , (trait continu bleu)
wsn ∈ Wsh ⊗ Ss,Ps ⊂ Wsh ⊗ SP .
3.4.2 Exemple avec deux frontières internes avec conditions
aux limites de Dirichlet
3.4.2.1 Description de l’exemple et espaces d’approximation
On considère maintenant un problème ayant deux frontières aléatoires
internes de Dirichlet. Ce problème nous permet d’étudier l’influence de la
distance entre les détails géométriques, et donc de la distance entre les
zones impactées par les sources d’incertitudes localisées, sur la conver-
gence de l’algorithme itératif global-local lorsque les solutions locales sont
approximées par des fonctions ne dépendant que des variables aléatoires
ξs localisées dans le même patch. Le problème est le suivant :
−∇ · (∇u) = 1 sur Ω(ξ)
u = 0 sur ΓD(ξ) = ∂Ω(ξ)
(3.17)
où Ω(ξ) est un domaine aléatoire avec des conditions de Dirichlet homo-
gènes sur deux frontières circulaires ΓΛ1D (ξ) et ΓΛ2D (ξ). On considère trois
positions distinctes des centres des deux cercles : c11 = (1, 9) et c12 = (9, 1)
dans les patchs Λ1 et Λ2 respectivement, puis c21 = (3, 7) et c22 = (7, 3)
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et enfin c31 = (4, 6) et c32 = (6, 4) (voir figure 3.19). Les cercles dans les
patchs Λs ont des rayons aléatoires rs(ξ) = 0.2 + 0.1ξs où ξs avec ξs pour
s ∈ {1, 2} des variables aléatoires indépendantes uniformes sur Ξ1 = (0, 1)
et Ξ2 = (0, 1) respectivement.
On utilise l’algorithme global-local avec une approximation des solu-
tions locales : pour chaque patch, on approche la solution locale par une
fonction des variables aléatoires associées au patch. On introduit le patch
fictif Λ˜ et le domaine fictif Ω˜ tels que
Ω = (0, 10)× (0, 10)
Ω(ξ) = (Ω˜ \ ∪s∈{1,2}Λ˜s) ∪s∈{1,2} Λs(ξs)
Λs(ξ) = Λ˜s\({x ∈ R2; |x− cts| ≤ r(ξ)})
∂Λs(ξ) = ∂Λ˜s ∪ ΓΛsD (ξ)
où Λ˜s est un domaine carré centré en cts, avec t ∈ {1, 2, 3}, et de côté
L = 2. L’indice t fait référence aux différents cas de la positon des centres
des patchs Λ1 et Λ2.
Le problème global est défini sur le domaine Ω˜ qui ne contient pas
de détails géométriques. Le problème local sur Λs(ξ) est reformulé sur le
patch fictif Λ˜ en utilisant une méthode des fonctions caractéristiques selon
la méthode décrite dans la section 2.4.4. Les fonctions caractéristiques
ψs(x, ξs) sont choisies comme les opposées des fonctions level-set dont les
iso-zéro dans les patchs Λ˜s définissent les frontières aléatoires dans Λ˜s.
Des espaces d’approximation éléments finis non imbriqués U˜H et W˜h
sont introduits en utilisant des maillages réguliers avec des éléments de
dimensionsH = 0.5 et h = 0.07 sur Ω˜ et Λ˜ respectivement. Les dimensions
de chacun des espaces est dim U˜h = 441 et dim Wsh = 900, s ∈ {1, 2}
(voir la figure 3.19). On introduit pour chaque dimension stochastique s ∈
{1, 2} un espace d’approximation stochastique Ss,Ps avec des polynômes
par morceaux de degré p = 3 et une partition uniforme de Ξs en 3 éléments
conduisant à une dimension de l’espace d’approximation Ps = 9 pour
s ∈ {1, 2}. On introduit également l’espace d’approximation SP résultant
de la tensorisation creuse des espaces Ss,Ps, telle que P = 45.
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(a) (b)
(c)
Figure 3.19 – Exemple de diffusion avec deux frontières internes de Dirichlet. Illustration
des domaines et des maillages éléments finis. (a) c11 = (1, 9) et c12 = (9, 1), (b) c21 = (3, 7) et
c22 = (7, 3), (c) c31 = (4, 6) et c32 = (6, 4).
3.4.2.2 Analyse de convergence
L’algorithme itératif global-local est utilisé pour la résolution du pro-
blème avec K˜ = 1 et un paramètre de relaxation ρ = ρ∗ = 1λmax(A) . Ce
dernier vaut {0.8, 0.45, 0.3} pour les positions respectives t = {1, 2, 3}
des centres des patchs. Les itérés globaux Un est cherchée dans l’espace
d’approximation U˜H ⊗ SP et les itérés locaux wsn sont cherchées dans les
sous-espaces d’approximation respectifs W˜h ⊗ Ss,Ps ⊂ W˜h ⊗ SP , c’est-à-
dire qu’on ne considère pour la solution locale wsn qu’une dépendance en
les variables aléatoires ξs du patch correspondant Λs(ξs).
La figure 3.20 montre la convergence de Un vers la solution de référence
U . L’erreur εΩ\Λ(Un;U) décroît jusqu’à un palier qui correspond à l’erreur
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Figure 3.20 – Evolution de l’indicateur d’erreur εΩ\Λ(Un;U) en fonction du nombre d’itéra-
tions n pour les 3 positions possibles des patchs. Les solutions locales localisées dans le patch
Λs dépendent seulement des variables aléatoires associées à ce patch.
d’approximation. Cette erreur d’approximation augmente à mesure que
les patchs se rapprochent, ce qui traduit une sensibilité croissante de la
solution locale du patch 1 (respectivement 2) à la variable ξ2 (respec-
tivement 1). En effet, la figure 3.21 montre que la zone influencée par
une variable d’entrée ξs s’étale au-delà des limites du patchs Λs. De plus
cette zone s’agrandit lorsque les patchs se rapprochent ce qui engendre
parallèlement une dégradation du taux de convergence de l’algorithme.
3.5 Conclusion
Ce chapitre a visé à démontrer la convergence de l’algorithme itératif
global-local proposé dans le chapitre 2 et à l’illustrer au travers de divers
exemples numériques. Au terme des différentes études sur les paramètres
de l’algorithme, on a montré qu’une configuration simple et efficace de l’al-
gorithme est possible. Celle-ci consiste à choisir pour le problème global
un problème simple sans hétérogénéité et avec un opérateur déterministe,
et à utiliser le paramètre de relaxation optimal de l’algorithme. Une ap-
proximation du paramètre optimal est proposée et conserve les bonnes
propriétés de convergence de l’algorithme.
La taille des patchs a également une grande influence sur le compor-
tement de l’algorithme. Pour une bonne convergence, les patchs doivent
être choisis suffisamment grands pour contenir la zone impactée par les
sources d’incertitudes localisées mais trop grande afin de limiter le coût de
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(a) S˜1(u), t = 1 (b) S˜2(u), t = 1
(c) S˜1(u), t = 2 (d) S˜2(u), t = 2
(e) S˜1(u), t = 3 (f) S˜2(u), t = 3
Figure 3.21 – Indices de sensibilité S˜s(u) pour s = 1, 2. En traits blancs : la frontière Γ pour
3 positions différentes de patchs, correspondant à t ∈ {1, 2, 3}.
calcul des problèmes locaux. L’introduction d’indices de sensibilité per-
met cette mesure de la sensibilité de la solution aux variables aléatoires
d’entrée et la visualisation de la zone impactée. Sur les exemples étudiés
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dans ce chapitre, les incertitudes introduites dans le modèle ont un im-
pact relativement localisé sur la solution. Ainsi la séparation des échelles
permet d’exploiter pleinement le caractère localisé des incertitudes en au-
torisant d’une part l’introduction d’espaces d’approximation très fins au
niveau spatial pour les problèmes locaux et d’autre part l’introduction
de sous-espaces d’approximation au niveau stochastique toujours pour
les problèmes locaux. L’approximation des solutions locales sur des sous-
espaces consiste à considérer qu’une solution locale définie sur un patch
ne dépend que des variables aléatoires associées à ce patch. Cela permet
d’alléger le coût de la résolution des problèmes locaux.
Enfin, la séparation des échelles profite également à la décomposition
spectrale des solutions globale et locales (comme cela a été illustré au
travers des exemples numériques) et facilite ainsi l’utilisation de méthodes
basées sur l’approximation de tenseurs pour la résolution des problèmes
global et locaux, ce qui fait l’objet du chapitre suivant.
78
Chapitre 4
Approximation séparée pour la
méthode multiéchelle
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Après avoir analysé la convergence de l’algorithme itératif global-local
dans le chapitre 3, on s’intéresse maintenant aux problèmes à grande di-
mension stochastique et qui nécessitent la résolution de problèmes globaux
et locaux dépendant de nombreux paramètres. Pour cela les problèmes glo-
baux et locaux sont résolus à l’aide de méthodes d’approximation de ten-
seurs (utilisation de représentations séparées). Les propriétés de conver-
gence de ces méthodes basées sur l’approximation de tenseurs, qui sont
très liées aux décompositions spectrales des solutions, bénéficient ici de
la séparation des échelles. Différents formats d’approximation de tenseurs
peuvent être introduits (voir [Kolda et Bader, 2009; Hackbusch, 2012]).
On s’intéresse ici aux décompositions classiques canoniques et aux décom-
positions hiérarchiques canoniques comme dans [Nouy, 2010b; Chevreuil
et Nouy, 2012]. On note que l’avantage des décompositions hiérarchiques
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canoniques est qu’elles fournissent des représentations des solutions de
rangs très faibles. Dans ce chapitre, on précise tout d’abord la structure
produit tensoriel des espaces des fonctions stochastiques et on présente des
méthodes d’approximation de tenseurs. La méthode Proper Generalized
Decomposition (PGD) pour la construction a priori des approximations
de tenseurs est ensuite présentée dans sa version d’algorithme glouton.
Des stratégies pour la résolution des étapes globales et locales de l’algo-
rithme multi-échelle sont introduites. Enfin, ces méthodes sont appliquées
à un problème en grande dimension avec variabilités géométriques. Cette
dernière illustration montre la pertinence de l’utilisation des méthodes
d’approximation de tenseurs et en particulier des décompositions hiérar-
chiques.
4.1 Solutions des problèmes globaux et locaux avec
méthodes d’approximation de tenseurs
4.1.1 Structure produit tensoriel des espaces des fonctions sto-
chastiques
Si H est un espace déterministe, alors
HΞ = H⊗ S
avec S = L2Pξ(Ξ). Un élément dans HΞ peut alors être interprété comme
un tenseur d’ordre 2. Lorsque que l’ensemble des variables aléatoires ξ est
une collection de NΛ ensembles indépendants ξs de variables aléatoires,
alors la mesure de probabilité Pξ = Pξ1 ⊗ . . . ⊗ PξNΛ , et l’espace S a la
structure produit tensoriel suivante :
S = S1 ⊗ . . .⊗ SNΛ
avec Ss = L2Pξs(Ξs). C’est cette structure de produit tensoriel des espaces
des fonctions stochastiques qui est exploitée ici.
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4.1.2 Espaces produits tensoriels et approximation de tenseurs
Pour un espace produit tensoriel V = V1⊗ . . .⊗Vd (voir définition dans
[Hackbusch, 2012]), on note R1(V ) l’ensemble des éléments de rang 1 :
R1(V ) =
{⊗dk=1vk ∈ V ; vk ∈ Vk, 1 ≤ k ≤ d}
et Rm(V ) l’ensemble des éléments de rang m :
Rm(V ) =

m∑
i=1
vi; vi ∈ R1(V ), 1 ≤ i ≤ m

Pour le cas de l’espace de fonctions HΞ, avec H un espace de Hilbert,
différents types d’approximations d’un élément u ∈ HΞ peuvent être ob-
tenus, en utilisant différentes structures de cet espace produit tensoriel.
Décomposition canonique d’ordre 2 Considérant HΞ = H⊗ S, on
peut introduire la décomposition um ∈ Rm(H⊗S) de rang m qui s’écrit :
um =
m∑
i=1
Zi ⊗ φi avec Zi ∈ H et φi ∈ S. (4.1)
Cette décomposition ne contourne pas la malédiction de la dimensionna-
lité associée à l’approximation des fonctions dans S.
Décomposition canonique d’ordre (NΛ +1) Considérant HΞ = H⊗
S1⊗ . . .⊗SNΛ, on peut introduire la décomposition canonique de rang m,
um ∈ Rm(H⊗ S1 ⊗ . . .⊗ SNΛ), qui s’écrit :
um =
m∑
i=1
Zi ⊗ φ1i ⊗ . . .⊗ φNΛi avec Zi ∈ H et φsi ∈ Ss (4.2)
Remarque 4.1 On note qu’une représentation canonique de rang m peut
être vue comme une approximation d’un élément u ∈ HΞ sur une base de
dimension m composée des fonctions stochastiques {φi}mi=1 qui sont telles
que φi(ξ) = φ1i (ξ1) . . . φNΛi (ξNΛ).
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Décomposition canonique hiérarchique Une représentation cano-
nique hiérarchique de u ∈ H ⊗ S peut également être introduite comme
suit :
um =
m∑
i=1
Zi ⊗ φi, avec Zi ∈ H et φi ∈ Rri(S1 ⊗ . . .⊗ SNΛ) (4.3)
Cette représentation canonique hiérarchique peut être vue comme une
approximation de la représentation canonique séparée d’ordre 2 (4.1).
Avec des approximations φi de rang ri suffisamment précises, la meilleure
approximation de rang m (4.3) est proche de la meilleure approximation
de rang m (4.1) et est très souvent bien meilleure que la décomposition
(4.2). Cela sera illustré dans un exemple numérique. Dans la suite, on
introduit les notations suivantes pour les représentations hiérarchiques :
HRr1(HΞ) = {Z ⊗ φ;Z ∈ H, φ ∈ Rr(S1 ⊗ . . .⊗ SNΛ)} ⊂ R1(H⊗ S)
et
HRrm(HΞ) = HRr11 (HΞ) + . . .+ HRrm1 (HΞ) ⊂ Rm(H⊗ S)
4.1.3 Un algorithme glouton pour la décomposition de tenseurs
(Proper Generalized Decomposition)
On présente maintenant une méthodologie pour la construction pro-
gressive d’une approximation de tenseur de la solution d’un problème
variationnel (problème global ou problèmes locaux de l’algorithme global-
local), sous la forme (4.1), (4.2) ou (4.3). On considère alors un problème
qui admet la forme variationnelle générique suivante :
u ∈ HΞ, A(u, δu) = L(δu) ∀δu ∈ HΞ
avec A est une forme bilinéaire symétrique continue et coercive et L une
forme linéaire continue. Le problème est alors équivalent à :
u = arg min
v∈HΞ
J (v), avecJ (v) = 12A(v, v)− L(v).
On présente maintenant une construction progressive des décompositions
de type (4.1), (4.2) ou (4.3). On suppose que um−1 est connue et on note
X le sous ensemble d’approximation R1(H⊗S), R1(H⊗S1⊗ . . .⊗SNΛ)
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ou HRrm1 (H⊗S1⊗ . . .⊗SNΛ) (respectivement pour les décompositions de
type (4.1), (4.2) ou (4.3)). On définit alors un nouvel élément vm ∈ X tel
que
J (um−1 + vm) ≈ min
z∈X J (um−1 + v)
où le symbole ≈ signifie qu’on calcule une approximation d’un élément
optimal dans X , et on définit um = um−1 + vm.
Algorithmes de minimisation En pratique, on calcule une approxi-
mation de vm en utilisant des algorithmes de minimisation alternée. Pour
X = R1(H ⊗ S) (resp. X = R1(H ⊗ S1 ⊗ . . . ⊗ SNΛ)), on obtient un
élément vm = Zm ⊗ φm (resp. vm = Zm ⊗ φ1m ⊗ . . .⊗ φNΛm ) en minimisant
alternativement sur Zm ∈ H et φm ∈ S (resp. Zm ∈ H, φ1m ∈ S1, ...,
φNΛm ∈ SNΛ). Pour X = HRrm1 (H ⊗ S1 ⊗ . . . ⊗ SNΛ), on obtient une ap-
proximation vm = Zm ⊗ φm par un algorithme de minimisation alternée
qui consiste à résoudre alternativement :
– un problème de minimisation sur H :
Zm = arg min
Z∈HJ (um−1 + Z ⊗ φm)
– un problème de minimisation sur S :
φm ≈ arg min
φ∈S J (um−1 + Zm ⊗ φ)
où le symbole ≈ signifie que ce problème est approximé en utilisant
un second algorithme d’approximation de tenseurs, conduisant à une
approximation φm,rm ∈ Rrm1 (S1 ⊗ . . .⊗ SNΛ) de φm de rang rm, avec
rm dépendant de la précision désirée. Cette approximation φm,rm est
construite progressivement en commençant par φm,0 = 0 et en dé-
finissant φm,r = φm,r−1 + ϕm,r, avec ϕm,r ∈ R1(S1 ⊗ . . . ⊗ SNΛ) tel
que
ϕm,r ∈ arg min
ϕ∈R1(S1⊗...⊗SNΛ)
J (um−1 + Zm ⊗ (φm,r−1 + ϕ)).
Ces problèmes de minimisation sur R1(S1 ⊗ . . .⊗ SNΛ) sont de nou-
veau résolus avec un algorithme de minimisation alternée consistant
à minimiser successivement sur les espaces Ss, 1 ≤ s ≤ NΛ. Pour
plus de détails sur ces algorithmes, voir [Nouy, 2010b].
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4.1.4 Stratégies pour la résolution des étapes globales et locales
Les problèmes global (2.24) et locaux (2.25) dans l’algorithme itéra-
tif global-local peuvent être formulés sur les itérés ou sur les incréments
comme cela a été évoqué dans la section 3.3. Cela conduit à deux straté-
gies.
Première stratégie : formulations sur les itérés Les problèmes
global et locaux sont formulés sur les itérés. Les problèmes locaux sont
résolus en utilisant des méthodes d’approximation de tenseurs avec une
tolérance donnée . Le problème global est résolu exactement ou bien en
utilisant l’algorithme glouton pour la décomposition de tenseurs selon que
l’opérateur est déterministe ou non. Cela correspond à ∗ = 0 et  > 0
dans le théorème 3.2. L’erreur sur la solution tend donc vers la précision
donnée de la décomposition de tenseurs.
Deuxième stratégie : formulations sur les incréments Une deuxième
possibilité consiste à résoudre les problèmes locaux reformulés sur les in-
créments avec des méthodes d’approximation de tenseurs. L’algorithme
glouton est alors utilisé pour la construction de la décomposition de l’in-
crément soit en fixant une tolérance grossière ∗, soit un fixant un rang
faible de la décomposition. Dans le dernier cas, la précision ∗ dépend
de l’itération n et peut se détériorer avec l’itération n. À chaque itéra-
tion, les solutions sont tronquées avec une tolérance de  afin de maintenir
des représentations séparées de faible rang (en utilisant des algorithmes
classiques pour les décompositions canoniques [Hackbusch, 2012] et des
algorithmes dédiés pour les décompositions hiérarchiques canoniques).
4.2 Illustration sur un problème à grande dimension
stochastique
4.2.1 Description du problème
On considère le problème de diffusion (2.1) avec f = 1, ΓD = ∂Ω(ξ)
et ΓN = ∅. On définit sept patchs carrés Λs(ξs), s = 1, . . . , 7, représentés
dans la figure 4.1. Les patchs Λs(ξs) ont des côtés de longueur L = 2
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et des centres respectifs c1 = (2, 2), c2 = (5, 2), c3 = (8, 2), c4 = (2, 6),
c5 = (5, 8), c6 = (8, 6) et c7 = (1, 9).
Le coefficient de diffusion est incertain sur les patchs Λ1, Λ3 et Λ5. On
considère
K =

1 pour x ∈ Ω \ (Λ1∪Λ3∪Λ5)
1 + ∑5k=1 ξksκks(x) pour x ∈ Λs, pour s ∈ {1, 3}
1 + ξ5I(x) pour x ∈ Λ5
avec
κs(x) = 10 exp
−2|x− aks |20.252
 , s ∈ {1, 3},
et
I(x) =
 3 si x ∈ D5 = (4.5, 5.5)× (7.5, 8.5)0 si x ∈ Λ5 \D5
où aks , pour s ∈ {1, 3} et pour k ∈ {1, . . . , 5}, est un point dans le patch
Λs et où les ξk1 , ξk3 et ξ5 sont des variables aléatoires uniformes indépen-
dantes sur Ξk1 = (0, 1), Ξk3 = (0, 1) et Ξ5 = (0, 1) respectivement. On note
Ξ1 = ×5k=1Ξk1 ⊂ R5, Ξ3 = ×5k=1Ξk2 ⊂ R5 et Ξ5 ⊂ R les ensembles des évé-
nements élémentaires associés aux patchs Λ1 = Λ˜1, Λ3 = Λ˜3 et Λ5 = Λ˜5
respectivement.
Le domaine Ω(ξ) présente aussi des variabilités géométriques avec des
conditions de Dirichlet homogènes sur des frontières circulaires internes.
On note sD = {2, 4, 6, 7} l’ensemble des indices des patchs ayant des
frontières de Dirichlet internes. Les patchs Λ2(ξ) et Λ4(ξ) présentent des
frontières circulaires de rayons aléatoires rs = 0.3 + 0.1 ξs et de centres en
cs, pour s = 2, 4. Dans le patch Λ6(ξ) on définit une frontière circulaire
ayant un rayon r6 = 0.3 et un centre aléatoire (8 + 0.1ξ6, 6). Finalement,
dans le patch Λ7(ξ) on considère un coin en arc de cercle de centre (1 +
0.5ξ7, 9−0.5ξ7) et de rayon r7 = 1+0.5ξ7. ξs pour s ∈ sD sont des variables
aléatoires uniformes distribuées identiquement sur Ξs = (0, 1).
On introduit des patchs fictifs Λ˜2, Λ˜4, Λ˜6 et Λ˜7 et domaine fictif Ω˜ tels
que Ω˜ = (0, 10)× (0, 10) et Ω(ξ) = (Ω˜ \ ∪s∈sDΛ˜s) ∪s∈sD Λs(ξs).
Le problème global est défini sur le domaine Ω˜ qui ne contient aucun
détail géométrique et il est associé à un coefficient de diffusion détermi-
niste K˜ = 1 sur Ω˜. Le problème global a donc un opérateur déterministe.
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Λ1 Λ3
Λ5
Λ2(ξ2)
Λ4(ξ4) Λ6(ξ6)
Λ7(ξ7)
Figure 4.1 – Problème de diffusion avec 7 patchs
Les problèmes locaux sur Λs(ξ) avec s ∈ sD sont résolus en utilisant
la méthode des fonctions caractéristiques. Les fonctions caractéristiques
ψs(x, ξs) sont choisies comme les opposées des fonctions level-set dont les
iso-zéro dans les patch Λ˜s (pour s ∈ sD) définissent les frontières aléatoires
dans Λ˜s respectivement. Des espaces d’approximation éléments finis non-
imbriqués U˜H et W˜h sont introduits en utilisant des maillages réguliers
avec des éléments ayant des dimensions H = 0.5 et h ≈ 0.07 sur Ω˜ et Λ˜
respectivement. Les dimensions des espaces d’approximations U˜H et W˜sh
(pour s = 1, . . . , 7) sont 441 et 900 respectivement. On introduit l’espace
d’approximation stochastique SP = S1,P1 ⊗ . . . ⊗ S7,P7, où pour s ∈ sD,
Ss,Ps est un espace de polynômes par morceaux avec degré 3 sur une par-
tition uniforme de Ξs (conduisant à des dimensions Ps = 24 pour s ∈ sD),
et où pour s /∈ sD, Ss,Ps est un espace de polynômes multidimensionnels
de degré 3 (conduisant à des dimensions P1 = P3 = 56 et P5 = 4). Il en
résulte une dimension dim(SP ) ≈ 4.2 109.
Les solutions des problèmes global et locaux sont approximés dans des
formats de tenseurs canoniques ou canoniques hiérarchiques. Le problème
global est résolu exactement car il est associé à un opérateur déterministe,
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tandis que les problèmes locaux sont résolus en utilisant les constructions
progressives présentées dans la section 4.1.3.
4.2.2 Approximation tensorielle des solutions locales
4.2.2.1 Décomposition canonique
Ici, les décompositions canoniques des solutions locales (dansRm(W˜sh⊗
S1,P1 ⊗ . . .⊗S7,P7)) sont construites en utilisant l’algorithme glouton pré-
senté dans la section 4.1.3. Lorsque la solution locale est formulée sur
l’itéré zn à l’itération n, le problème est résolu avec une tolérance pres-
crite  = 5.10−3 sur le résidu. Quand le problème local est formulé sur
l’incrément δzn, on utilise une tolérance grossière ∗ = 0.1 sur le résidu.
À chaque itération, l’itéré global Un et le multiplicateur de Lagrange λsn
sont compressés en utilisant un algorithme classique de décomposition ca-
nonique de tenseurs (afin de réduire leur rang de décomposition). Pour
cette étape de compression, on utilise une tolérance  = 5.10−3.
Afin d’illustrer la robustesse de la méthode en fonction des approxima-
tions, l’erreur de stagnation εΩ˜(Un−1;Un) est tracée en fonction de l’ité-
ration n dans la figure 4.2. Le paramètre de relaxation de l’algorithme
itératif global-local est ρ = 0.2 ≈ ρ∗ = 1λmax(A) . On voit que pour les deux
formulations, sur la solution ou sur l’incrément, l’erreur diminue vers la
précision 5.10−3 introduite dans les décompositions des tenseurs. On note
que lorsque les problèmes locaux sont formulés sur l’incrément, on conti-
nue de voir une stagnation de l’algorithme itératif global-local due aux
erreurs additionnelles introduites dans la compression des itérés globaux
et des multiplicateurs de Lagrange (correspondant à une erreur de type 
dans le théorème 3.2).
La figure 4.3 montre un échantillon aléatoire des solutions obtenues
à l’itération n = 14. Dans un souci de clarté, l’indice n qui se réfère à
l’itération a été omis dans la légende de la figure et vm désigne ici une
décomposition de rang m d’une quantité v. Cette notation est adoptée
dans la suite de cette section seulement. On voit que les solutions locales
dans les patchs avec les frontières de Dirichlet aléatoires ont des rangs plus
élevés que celles des patchs avec des coefficients de diffusion aléatoires.
On analyse maintenant la convergence des décompositions de tenseurs
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(a) Formulation sur la solution zn.
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(b) Formulation sur l’incrément δzn.
Figure 4.2 – Évolution de l’indicateur d’erreur εΩ˜(Un−1, Un) en fonction du nombre d’ité-
rations n en utilisant une tolérance prescrite  = 5.10−3 sur la représentation canonique des
solutions globales. Pour les problèmes locaux : (a) formulation sur la solution zn, approxima-
tion canonique avec une tolérance prescrite  = 5.10−3, (b) formulation sur l’incrément δzn,
approximation canonique avec une tolérance prescrite ∗ = 0.1.
canoniques Um et wsm de rangm des itérés globaux U et locaux ws à l’itéra-
tion n = 14. La figure 4.4 montre l’évolution de εΩ˜(Um;U) et εΛ˜s(w
s
m;ws)
en fonction du rangm. Les solutions locales dans les patchs ayant une géo-
métrie aléatoire ont systématiquement des rangs plus élevés que ceux de
U et des solutions locales dans les autres patchs avec champ de diffusion
aléatoire. Cependant, en opérant une séparation des échelles, la méthode
multi-échelle avec patchs a participé à la réduction des rangs des décom-
positions tensorielles des solutions locales et globale et contribue ainsi à
la bonne performance de la méthode dans son ensemble.
4.2.2.2 Décomposition canonique hiérarchique
On introduit maintenant des décompositions canoniques hiérarchiques
pour la résolution des problèmes locaux, qui sont ici formulés sur les itérées
(et non sur les incréments). Les approximations dans HRrm(W˜sh⊗SP ) sont
construites en utilisant l’algorithme glouton présenté dans la section 4.1.3.
La tolérance est fixée à 5.10−3 sur le résidu aux deux niveaux d’approxi-
mation dans la décomposition canonique hiérarchique. À chaque itération
les itérés globaux Un sont également comprimés dans HRrm(U˜H⊗SP ) avec
une tolérance  = 5.10−3 à chaque niveau d’approximation de la décom-
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(a) U5 (b) Solution reconstruite u
(c) w18 = U + z13 (d) w227 = U + ψ2z211 (e) w38 = U + z33 (f) w425 = U + ψ4z410
(g) w59 = U + z54 (h) w623 = U + ψ6z69 (i) w717 = U + ψ7z76
Figure 4.3 – Échantillon aléatoire de la solution globale U , des solutions locales ws pour
s = 1, . . . , 7 et de la solution reconstruite u à l’itération n = 14.
position canonique hiérarchique. La figure 4.5 illustre la convergence de
l’algorithme itératif global-local et de nouveau on observe une très bonne
convergence avec une erreur inférieure à la tolérance prescrite 5.10−3. Cela
est dû au fait que les décompositions canoniques hiérarchiques convergent
très rapidement (comme illustré ci-dessous) et que la précision effective
des décompositions de faibles rangs qui en résultent est inférieure à la
tolérance prescrite.
La figure 4.6 montre les rangsm des solutions locales zs en fonction des
itérations n en utilisant la décomposition canonique ou la décomposition
canonique hiérarchique. La décomposition hiérarchique montre une amé-
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Figure 4.4 – Évolutions de εΩ˜(Um;U) et εΛ˜s(w
s
m;ws) pour s = 1, · · · , 7 en fonction du rang
m. Um et wsm sont les décompositions canoniques de rangs m des solutions à l’itération n = 14.
(Traits interrompus) patchs avec des champs de diffusion aléatoire et (Pointillés) patchs avec
des frontières internes de Dirichlet aléatoire.
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Figure 4.5 – Évolution de l’indicateur d’erreur εΩ˜(Un−1, Un) en fonction du nombre d’itéra-
tions n avec décomposition canonique hiérarchique des solutions globale et locales (avec une
tolérance prescrite  = 5.10−3).
lioration significative sur le rang des solutions locales zs. En effet, alors
que les décompositions canoniques atteignent des rangs m = 4 dans les
patchs avec des champs de diffusion ou m = 12 pour les patchs avec des
frontières de Dirichlet, les décompositions hiérarchiques ont des rangs très
petits 1 ou 2. Ayant ces représentations de rangs faibles, les multiplica-
teurs de Lagrange λs ont également des faibles rangs et n’ont pas besoin
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d’être compressés pour des raisons d’efficacité. Par conséquent, aucune
erreur supplémentaire n’est introduite.
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Figure 4.6 – Les rangs des solutions locales zs pour les patchs s = 1, . . . , 7 : (rouge) décom-
position canonique (noir) décomposition canonique hiérarchique.
4.2.3 Illustrations des quantités d’intérêt probabilistes
La figure 4.7 montre l’espérance et la variance de la solution globale U
et celles de la solution reconstruite u. Les variances ont de faibles valeurs
et sont capturées par les solutions locales dans les patchs.
La figure 4.8 montre les indices de sensibilités S˜s(u). Ils sont localisés
dans le patch, on voit que leurs amplitudes varient selon le type d’incer-
titude.
4.3 Conclusion
Dans ce chapitre différents formats d’approximation de tenseurs ont
été utilisés pour la résolution des problèmes global et locaux en grande
dimension stochastique. Deux stratégies se sont révélées efficaces : d’une
part la décomposition canonique sur les incréments qui permet de n’avoir
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(a) E(U) (b) V(U)
(c) E(u) (d) V(u)
Figure 4.7 – L’espérance et la variance de la solution globale U (a et b) et de la solution
reconstruite u (c et d). La frontière Γ est matérialisée par les lignes noires.
à calculer que des décompositions de rang faible sur les incréments des
solutions locales, d’autre part la décomposition canonique hiérarchique
sur les solutions locales et la solution globale. La première stratégie re-
quiert néanmoins une re-compression des quantités au format canonique
qui peuvent présenter des rangs relativement élévés. La deuxième stratégie
qui introduit quant à elle le format hiérarchique, permet le calcul d’ap-
proximations séparées des solutions, y compris locales, de rangs très faibles
et se révèle donc particulièrement efficace. La séparation des échelles dans
l’algorithme itératif global-local contribue largement à l’efficacité des mé-
thodes d’approximation de tenseur. En effet comme cela a été illustré
sur l’exemple de la section 3.2.1.5 figure 3.9, les solutions locales et glo-
bale ont un contenu spectral plus faible que la solution complète u, ce
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(a) S˜1(u) (b) S˜2(u) (c) S3(u)
(d) S4(u) (e) S5(u) (f) S6(u)
(g) S˜7(u)
Figure 4.8 – Indices de sensibilité S˜s(u) pour s = 1, 2, 7.
qui conduit à des décompositions canoniques hiérarchiques des solutions
locales et globale de rangs faibles.
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Ce chapitre traite des problèmes définis sur une géométrie aléatoire.
Afin de mettre en place les méthodes spectrales stochastiques et donc
de travailler dans un espace produit tensoriel, on utilise la méthode des
domaines fictifs [Canuto et Kozubek, 2007; Ramière et al., 2007a; Nouy
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et al., 2008], dans le cas des frontières aléatoires de Dirichlet et de Neu-
mann. Dans la section 5.1, on introduit une formulation domaine fictif des
équations aux dérivées partielles définies sur des domaines incertains, où
on traitera tout d’abord le cas des conditions de Neumann sur une fron-
tière aléatoire. Dans la section 5.2, on applique la méthode PGD pour la
construction d’une représentation séparée de la solution sans la connaître
a priori et on illustre la méthode sur un exemple dédié. Afin d’avoir une
application efficace de la PGD, on introduit une approximation séparée
des formes bilinéaires et linéaires qui constituent les membres de la for-
mulation faible du problème. Ces formes doivent avoir un faible rang de
décomposition afin d’obtenir une bonne efficacité. Pour cela, dans la sec-
tion 5.3, on introduit une représentation séparée de la fonction indicatrice
du domaine aléatoire. Une régularisation de la fonction indicatrice est in-
troduite afin d’améliorer la convergence de sa décomposition. En plus,
afin de garder un problème bien posé, on introduit une nouvelle approche
qui consiste à décomposer la fonction indicatrice sous contrainte de po-
sitivité. Dans la section 5.4, un second exemple illustre la méthodologie
proposée. Finalement, dans la section 5.5, on introduit la formulation do-
maine fictif avec des conditions de Dirichlet sur une frontière aléatoire,
avec un exemple associé.
5.1 Formulation du problème et méthode de domaine
fictif
5.1.1 Équations aux dérivées partielles définies sur des do-
maines aléatoires
On considère ici une simple équation aux derivées partielles définie sur
un domaine aléatoire Ω(ξ) :
−∆u = f sur Ω(ξ)
∇u · n = 0 sur ΓN(ξ)
u = 0 sur ΓD(ξ)
(5.1)
où ΓD et ΓN sont les frontières de Dirichlet et de Neumann respectivement,
avec ΓD ∩ ΓN = ∅ et ΓD ∪ ΓN = ∂Ω. On suppose que pour chaque
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ξ ∈ Ξ, le domaine Ω(ξ) est borné et connexe et sa frontière ∂Ω(ξ) est
suffisamment régulière. La formulation faible au niveau spatial et forte au
niveau stochastique s’écrit :
Trouver u(ξ) ∈ V(ξ) tel que
a(u(ξ), v; ξ) = `(v; ξ) ∀v ∈ V(ξ) (5.2)
avec
a(u, v; ξ) =
∫
Ω(ξ)
∇v · ∇u dx, `(v; ξ) =
∫
Ω(ξ)
vf dx (5.3)
et où
V(ξ) = {v ∈ H1(Ω(ξ)) ; v = 0 sur ΓD(ξ)}
On introduit maintenant l’espace des fonctions
VΞ = {v : y ∈ Ξ 7→ v(y) ∈ V(y) ;
∫
Ξ
‖v(y)‖2V(y)dPξ(y) <∞} := L2Pξ(Ξ;V)
avec
‖v(y)‖2V(y) =
∫
Ω(y)
∇v(x) · ∇v(x)dx.
On note ‖ · ‖VΞ la norme sur VΞ définie par
‖v‖2VΞ =
∫
Ξ
‖v(y)‖2V(y)dPξ(y).
La formulation stochastique faible s’écrit :
Trouver u ∈ VΞ tel que
A(u, v) = L(v) ∀v ∈ VΞ (5.4)
où
A(u, v) =
∫
Ξ
a(u, v; y)dPξ(y) =
∫
Ξ
∫
Ω(y)
∇u · ∇v dx dPξ(y) (5.5)
L(v) =
∫
Ξ
`(v; y)dPξ(y) =
∫
Ξ
∫
Ω(y)
f v dx dPξ(y) (5.6)
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5.1.2 Formulation sur un domaine fictif et conditions de Neu-
mann sur une frontière aléatoire
On introduit une reformulation du problème (5.4) sur un domaine fictif
déterministe. Pour la simplicité, on considère une simple équation de diffu-
sion avec des conditions de Dirichlet homogènes, sachant que les résultats
peuvent être étendus naturellement aux équations de diffusion/réaction
pour différents types de conditions aux limites (Dirichlet, Neumann ou
Robin) (voir [Glowinski et al., 1996; Ramière et al., 2007a; Ramière et al.,
2007b]).
5.1.2.1 Introduction du domaine fictif
On considère dans un premier temps le cas où ΓD est déterministe et
ΓN(ξ) est aléatoire. Le cas où ΓD est aléatoire sera étudié en section 5.5.
On introduit un domaine fictif déterministe Ω˜ tel que ⋃y∈Ξ Ω(y) ⊂ Ω˜ et
tel que ΓD = Γ˜D ⊂ ∂Ω˜, où la frontière du domaine fictif ∂Ω˜ est partagée
en deux ensembles déterministes disjoints Γ˜N et Γ˜D (voir figure 5.1) 1.
 ΓN(ξ)
Ω~
ΓD
~
ΓN
~
~
Figure 5.1 – Domaine fictif
1. On note que le choix des conditions aux limites sur ∂Ω˜\∂Ω(ξ) est arbitraire. Ce choix a peu d’influence
sur la solution si la frontière du domaine fictif est suffisamment éloignée de la frontière réelle.
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5.1.2.2 Fonctions indicatrices
On introduit une fonction Iη : Ω˜× Ξ→ R, avec 0 ≤ η ≤ 1, définie par
Iη(x, y) =
1 si x ∈ Ω(y)η si x /∈ Ω(y) (5.7)
I0(·, y) correspond à la fonction indicatrice classique du domaine Ω(y),
notée I dans la suite. La fonction Iη est exprimée en fonction de I :
Iη = I + η(1− I) = η + (1− η)I (5.8)
En pratique, on introduit une fonction φ : Ω˜× Ξ→ R telle que
I(x, y) = H(−φ(x, y)), (5.9)
où H est la fonction heaviside définie par H(a) =
1 si a > 00 si a ≤ 0 . Ici, on
utilise pour φ(x, ξ) une fonction level-set aléatoire dont l’iso-zero dans Ω˜
caractérise la frontière aléatoire ΓN(ξ).
5.1.2.3 Reformulation du problème
Le problème (5.2) est reformulé comme suit :
Trouver uη(ξ) ∈ V˜ tel que
aη(uη(ξ), v; ξ) = `(v; ξ) ∀v ∈ V˜ (5.10)
où
aη(u, v; ξ) =
∫
Ω˜
Iη∇v · ∇u dx, (5.11)
`(v; ξ) =
∫
Ω˜
I vf dx (5.12)
et où V˜ est un espace de fonctions déterministes
V˜ = {v ∈ H1(Ω˜); v = 0 sur Γ˜D}
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La formulation déterministe correspondante à la formulation ci-dessus
appartient à la famille des reformulations proposées dans [Glowinski et al.,
1996]. On introduit maintenant l’espace des fonctions
V˜Ξ = {v : y ∈ Ξ 7→ v(y) ∈ V˜ ;
∫
Ξ
‖v(y)‖2V˜dPξ(y) <∞} = L2Pξ(Ξ; V˜)
avec
‖v‖2V˜ =
∫
Ω˜
∇v(x) · ∇v(x)dx.
Puisque V˜ est déterministe, on a V˜Ξ = L2Pξ(Ξ; V˜) ' V˜⊗S, où S := L2Pξ(Ξ).
V˜Ξ est équipé de la norme suivante :
‖v‖2V˜Ξ =
∫
Ξ
‖v(y)‖2V˜dPξ(y) =
∫
Ξ
∫
Ω˜
|∇v(x, y)|2dµ(x, y)
où µ est la mesure produit sur Rd×Ξ, telle que dµ(x, y) = dxdPξ(y). On
aura donc la formulation stochastique faible du problème (5.10) comme
suit :
Trouver uη ∈ V˜Ξ = V˜ ⊗ S tel que
Aη(uη, v) = L(v) ∀v ∈ V˜Ξ = V˜ ⊗ S (5.13)
où Aη et L sont des formes bilinéaires et linéaires continues sur V˜Ξ = V˜⊗S,
defines par
Aη(u, v) =
∫
Ξ
aη(u, v; y) dPξ(y) =
∫
Ω˜×Ξ
Iη∇v · ∇u dµ (5.14)
L(v) =
∫
Ξ
`(v; y) dPξ(y) =
∫
Ω˜×Ξ
I v f dµ (5.15)
En utilisant (5.8), la forme bilinéaire Aη est exprimée en fonction de la
fonction indicatrice classique I comme suit :
Aη(u, v) = η
∫
Ω˜×Ξ
∇v · ∇u dµ+ (1− η)
∫
Ω˜×Ξ
I∇v · ∇u dµ (5.16)
Pour η > 0, Aη est une forme bilinéaire symétrique continue et coercive
sur V˜Ξ = V˜ ⊗ S. Donc, il existe une solution unique du problème (5.13)
caractérisée par :
uη = arg min
v∈V˜⊗S
1
2A
η(v, v)− L(v)
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La convergence de uη quand η → 0 est analysée dans l’annexe A. Dans
la suite, on considère que uη, la solution de (5.13), est notre solution de
référence, avec η choisi suffisamment petit tel que uη fournit une bonne
approximation de la solution u du problème (5.4).
5.2 Proper Generalized Decomposition
5.2.1 Approximation de la solution
On considère la solution du problème (5.13) avec la méthode Proper
Generalized Decomposition (PGD). L’idée est donc de trouver une ap-
proximation de la solution uη ∈ V˜ ⊗ S de (5.13) sous la forme :
uη ≈ um =
m∑
i=1
wiλi, wi ∈ V˜ , λi ∈ S (5.17)
où um est la représentation séparée de rang m de uη. Cela peut être inter-
prété comme une construction simultanée des bases réduites des fonctions
spatiales {wi}mi=1 et des fonctions stochastiques {λi}mi=1, qui sont optimales
(dans un sens à préciser) pour la représentation de la solution uη. Dans
la suite on présente la définition progressive de la PGD appliquée au pro-
blème (5.13) (voir [Nouy, 2007; Nouy, 2008; Nouy, 2009; Nouy, 2010a]).
On note que la suite construite um dépend du paramètre η qui sera omis
afin de simplifier les notations.
5.2.2 Définition de la PGD progressive
Définition 5.1 La PGD progressive {um}m∈N de la solution uη du pro-
blème (5.13) est définie par
um = um−1 + wmλm
avec u0 = 0 et
(wm, λm) ∈ arg min
w∈V˜,λ∈S
1
2A
η(wλ,wλ)− L(wλ) + Aη(um−1, wλ) (5.18)
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La définition 5.1 est équivalente à 2
(wm, λm) ∈ arg min
w∈V˜,λ∈S
‖uη − um−1 − wλ‖2Aη (5.19)
où uη est la solution de (5.13) et ‖ · ‖Aη est la norme sur V˜ ⊗ S induite
par Aη, définie par
‖v‖2Aη = Aη(v, v).
Un nouveau couple de fonctions (wm, λm) ∈ V˜ ×S est alors défini comme
un couple qui minimise la distance entre um et uη, au sens de la norme
induite par Aη.
On introduit l’application Fm : S → V˜ définie par
Fm(λ) = arg min
w∈V˜
1
2A
η(wλ,wλ)− L(wλ) + Aη(um−1, wλ) (5.20)
et l’application F m : V˜ → S définie par
F m(w) = arg min
λ∈S
1
2A
η(wλ,wλ)− L(wλ) + Aη(um−1, wλ). (5.21)
On a les propriétés suivantes :
‖uη − um−1 − wF m(w)‖2Aη = ‖uη − um−1‖2Aη − rm(w) (5.22)
avec rm(w) = ‖wF m(w)‖2Aη , et
‖uη − um−1 − Fm(λ)λ‖2Aη = ‖uη − um−1‖2Aη − rm(λ) (5.23)
avec rm(λ) = ‖Fm(λ)λ‖2Aη . On a alors le théorème suivant, qui est un cas
particulier d’un résultat de convergence général de la PGD progressive
dans des espaces produits tensoriels de Hilbert [Falco et Nouy, 2011]. 3
Theorème 5.1 La PGD progressive {um}m∈N converge fortement avec m
vers la solution uη du problème (5.13) (pour un η fixé). On a
‖uη − um‖2Aη = ‖uη‖2Aη −
m∑
i=1
σ2i −→m→∞ 0 (5.24)
2. On note qu’il existe une infinité de solutions au problème de minimisation (5.19). Si une normalisation de
wm (ou λm) est ajoutée, il peut exister encore différents minimiseurs (wm, λm).
3. On note que pour η = 0, la forme bilinéaire Aη définit seulement une pseudo-norme sur l’espace de tenseurs
de Hilbert. Cependant, le théorème 5.1 est toujours valide et la convergence de la représentation séparée peut
être prouvée au sens de la pseudo-norme.
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où σm est définie par
σ2m = max
w∈V˜
rm(w) = max
λ∈S rm(λ) (5.25)
Remarque 5.1 (Approximation) En pratique, on introduit les espaces
d’approximation V˜N ⊂ V˜ et SP ⊂ S et on construit une suite PGD
{um}m∈N ⊂ V˜N ⊗ SP qui converge vers l’approximation de Galerkin uηN,P
dans V˜N ⊗ SP de la solution uη du problème (5.13).
La construction de la PGD progressive peut être interprétée comme une
succession de pseudo problèmes aux valeurs propres sur l’opérateur T m(w) =
rm(w)Fm ◦ F m(w). rm est interprété comme un pseudo quotient de Ray-
leigh, qui est maximisé par la fonction optimale wm, appelée la pseudo
fonction propre dominante de T m. D’une façon équivalente, elle peut
être interprétée comme une succession de pseudo problèmes aux valeurs
propres sur l’opérateur Tm(λ) = rm(λ)F m◦Fm(λ). rm est interprété comme
un pseudo quotient de Rayleigh, qui est maximisé par la fonction optimale
λm, appelée la pseudo fonction propre dominante de Tm. Les valeurs σm
sont alors interprétées comme des valeurs singulières d’une décomposition
en valeurs singulières progressive (généralisée) de uη, aussi nommée dé-
composition spectrale généralisée (voir [Nouy, 2007; Falco et Nouy, 2011]).
5.2.3 Algorithme alterné
A partir d’une fonction initiale λ0 ∈ S, on construit les suites {wk}k≥1 ⊂
V˜ et {λk}k≥1 ⊂ S, définies par
wk+1 = Fm(λk), λk+1 = F m(wk+1).
L’algorithme peut être interprété comme un algorithme de minimisation
alternée pour résoudre le problème d’optimisation (5.18). Il peut être aussi
interprété comme un algorithme de puissance 4 pour trouver la pseudo
fonction propre dominante de l’opérateur T m, ou d’une façon équivalente
de Tm (voir [Nouy, 2008]). En pratique, seulement peu d’itérations (3 ou
4) sont suffisantes pour obtenir une bonne approximation d’un couple
optimal (wm, λm).
4. On a wk+1 ∝ T m ◦ . . . ◦ T m︸ ︷︷ ︸
k fois
(w1) et λk+1 ∝ Tm ◦ . . . ◦ Tm︸ ︷︷ ︸
k fois
(λ1)
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5.2.3.1 Application de l’application Fm (problème spatial)
Pour un λ ∈ S donné, w = Fm(λ) est la solution du problème suivant :
w ∈ V˜ , aλ(w,w∗) = lλ(w∗) ∀w∗ ∈ V˜ (5.26)
avec
aλ(w,w∗) =
∫
Ω˜
κ∇w · ∇w∗ dx, (5.27)
lλ(w∗) =
∫
Ω˜
gw∗ dx−
m−1∑
i=1
∫
Ω˜
κi∇wi · ∇w∗ dx, (5.28)
et
κ(x) =
∫
Ξ
Iη(x, y)λ(y)2dPξ(y) = E(Iη(x, ξ)λ(ξ)2) (5.29)
g(x) =
∫
Ξ
I(x, y)f(x, y)λ(y)dPξ(y) = E(I(x, ξ)f(x, ξ)λ(ξ)) (5.30)
κi(x) =
∫
Ξ
Iη(x, y)λ(y)λi(y)dPξ(y) = E(Iη(x, ξ)λ(ξ)λi(ξ)) (5.31)
Interprétation. Le problème (5.26) apparaît comme une équation de
diffusion classique sur Ω˜ dont la formulation forte est :
−∇ · (κ∇w) = g +
m−1∑
i=1
∇ · (κi∇wi) sur Ω˜
κ∇w · n = −
m−1∑
i=1
κi∇wi · n sur Γ˜N
w = 0 sur Γ˜D
κ apparaît comme un coefficient de diffusion non homogène d’un matériau
virtuel. On considère que λ est normalisée, i.e. ‖λ‖2 = E(λ2) = 1. Notant
Ξx = {y ∈ Ξ;x ∈ Ω(y)}, on a
κ(x) =
∫
Ξx
λ2dPξ + η
∫
Ξ\Ξx
λ2dPξ
= 1 + (η − 1)
∫
Ξ\Ξx
λ2dPξ = η + (1− η)
∫
Ξx
λ2dPξ
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On a κ(x) = 1 (resp. η) pour x tel que Pξ(Ξx) = 1 (resp. 0), i.e. si le point
x est presque sûrement à l’intérieur (resp. à l’extérieur) du domaine. Pour
x tel que 0 < Pξ(Ξx) < 1, on a η < κ(x) < 1 (comme η < 1).
Approximation. En pratique, on introduit un espace d’approximation
élément fini classique V˜N ⊂ V˜ et une approximation wN de w définie par :
wN ∈ V˜N , aλ(wN , w∗) = lλ(w∗) ∀w∗ ∈ V˜N (5.32)
5.2.3.2 Application de l’application F m (équation stochastique
algébrique)
Pour un w ∈ V˜ donné, λ = F m(w) est la solution du problème suivant :
λ ∈ S, aw(λ, λ∗) = lw(λ∗) ∀λ∗ ∈ S (5.33)
avec
aw(λ, λ∗) = E(λ∗αλ), (5.34)
lw(λ∗) = E(λ∗
(
β −
m−1∑
i=1
αiλi
)
), (5.35)
où
α(y) =
∫
Ω˜
Iη(x, y)∇w(x) · ∇w(x) dx (5.36)
β(y) =
∫
Ω˜
I(x, y)f(x, y)w(x) dx (5.37)
αi(y) =
∫
Ω˜
Iη(x, y)∇w(x) · ∇wi(x) dx (5.38)
Approximation. En pratique, on introduit un espace d’approximation
élément fini stochastique SP ⊂ S et une approximation λP de λ définie
par :
λP ∈ SP , aw(λP , λ∗) = lw(λ∗) ∀λ∗ ∈ SP (5.39)
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5.2.4 Illustration
5.2.4.1 Description du problème
On considère l’équation de Poisson (5.1) avec f = 1 et un domaine
Ω(ξ) = (0, 2) × (0, 1)\D(ξ), où D(ξ) = {x ∈ R2; |x − c(ξ)| ≤ R} est un
domaine circulaire aléatoire de rayon R = 0.2 et de centre c(ξ) = (1.4ξ +
0.3, 0.5), où ξ est une variable uniforme sur Ξ = (0, 1) (voir figure 5.2).
On considère le domaine fictif Ω˜ = (0, 2)× (0, 1) tel que Ω(ξ) = Ω˜\D(ξ).
On considère des conditions de Dirichlet homogènes sur ΓD = ∂Ω˜ et des
conditions de Neumann homogènes sur ΓN(ξ) = ∂D(ξ). On a Γ˜D = ∂Ω˜
et Γ˜N = ∅. Le cercle est caractérisé par l’iso-zero dans Ω˜ de la fonction
level-set φ(x, ξ) = R− |x− c(ξ)|.
Figure 5.2 – Exemple.
Un espace d’approximation élément fini V˜N est introduit avec un maillage
régulier composé de 3660 éléments triangulaires (N = 1740). On intro-
duit aussi un espace d’approximation éléments finis de degré 2 SP associé
à une partition uniforme de Ξ en 20 éléments (P=60). Dans la suite, la
solution uηN,P ∈ V˜N ⊗ SP du problème (5.13) sera simplement notée uη.
5.2.4.2 Analyse de la méthode des domaines fictifs
On commence par une analyse de la convergence de la méthode des
domaines fictifs en fonction de η. La solution uη de (5.13) est comparée
avec la solution u du problème initial (5.4) en introduisant l’indicateur
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d’erreur :
εΩ(uη;u) =
‖u− uη‖Ω
‖u‖Ω (5.40)
avec ‖ · ‖Ω la norme naturelle sur L2Pξ(Ξ;L2(Ω)) définie par
‖u‖2Ω =
∫
Ξ
∫
Ω(y)
u2 dx dPξ(y).
La convergence de uη est illustrée dans la figure 5.3. On observe une
convergence linéaire de uη en fonction de η. Cette convergence linéaire
illustre les résultats de convergence obtenus en annexe A.
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Figure 5.3 – Convergence de la solution de la méthode des domaines fictifs : évolution de
l’indicateur d’erreur εΩ(uη;u) en fonction de η.
Afin d’étudier la condition de transmission sur la frontière ΓN (men-
tionnée dans la remarque 4 de l’annexe A), on introduit l’indicateur sui-
vant :
iBC(η) =
‖ 1
mes(ΓN )1/2
∂uη
∂n ‖ΓN
‖ 1
mes(Ω)1/2∇uη‖Ω
(5.41)
où n est la normale unité sur ΓN . iBC(η) est évaluée pour plusieurs
maillages spatiaux et est illustrée dans la figure 5.4.
On observe que quand η tend vers 0, la condition de Neumann homo-
gène est de mieux en mieux satisfaite jusqu’à un plateau dû à l’approxi-
mation élément fini.
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Figure 5.4 – Evaluation de la condition de transmission sur ΓN : évolution de l’indicateur
iBC(η) en fonction de η pour différentes tailles h des éléments du maillage spatial.
5.2.4.3 Convergence de la PGD
On adopte maintenant une formulation domaine fictif avec η = 0.01
et on considère comme solution de référence l’approximation de Galerkin
uη ∈ V˜N ⊗ SP du problème (5.13).
La PGD progressive um est comparée à la solution de référence uη ∈
V˜N ⊗SP avec l’indicateur d’erreur εΩ(um;uη). La convergence de la PGD
est illustrée dans la figure 5.5. On observe une convergence rapide de
la PGD et l’erreur εΩ(um;uη) = 10−2 est atteinte avec un faible rang
m = 10. Les figures 5.6 et 5.7 illustrent respectivement les premières
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Figure 5.5 – Convergence de la PGD progressive : évolution de l’indicateur d’erreur εΩ(um;uη)
en fonction de m.
fonctions déterministes wi et fonctions paramétriques λi de la PGD. La
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(a) w1 (b) w2 (c) w3 (d) w4
(e) w5 (f) w6 (g) w7 (h) w8
Figure 5.6 – Les premiers vecteurs déterministes wi de la PGD.
figure 5.8 illustre les premiers coefficients de diffusion κ(x) = E(Iηλ2i ) du
matériau virtuel. Les régions noires correspondent à κ = 1 et les régions
blanches correspondent à κ = η. On vérifie que κ(x) = 1 pour les points x
presque sûrement dans le domaine aléatoire Ω(ξ). La figure 5.9 illustre la
solution de référence uη et um pour quelques valeurs du rang m, évaluées
pour ξ = 0.5. De nouveau, elle illustre la bonne convergence de la PGD
vers la solution de référence. Finalement, la figure 5.10 illustre la solution
de référence uη et l’approximation PGD u60 pour plusieurs réalisations de
ξ. Une PGD progressive de rang 60 nous donne une approximation précise
pour toutes ces réalisations.
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(a) λ1 (b) λ2 (c) λ3 (d) λ4
(e) λ5 (f) λ6 (g) λ7 (h) λ8
Figure 5.7 – Les premières fonctions paramétriques λi(ξ) de la PGD.
(a) E(Iηλ21) (b) E(Iηλ22) (c) E(Iηλ23) (d) E(Iηλ24)
(e) E(Iηλ25) (f) E(Iηλ26) (g) E(Iηλ27) (h) E(Iηλ28)
Figure 5.8 – Les premiers coefficients de diffusion κ = E(Iηλ2i ) du matériau virtuel.
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(a) uη (b) u1 (c) u3
(d) u5 (e) u9 (f) u60
Figure 5.9 – Comparaison entre uη(·, ξ) et um(·, ξ) pour ξ = 0.5.
(a) (b)
Figure 5.10 – Comparaison entre uη(·, ξ) (a) et u60(·, ξ) (b) pour 6 réalisations de ξ.
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5.3 Représentations séparées des fonctions indica-
trices
La méthode PGD appliquée sur le problème (5.13) n’est pas suffisam-
ment efficace si les formes bilinéaire Aη et linéaire L n’ont pas des re-
présentations séparées. En pratique, quand les espaces d’approximation
V˜N ⊂ V˜ et SP ⊂ S sont introduits, les résolutions des problèmes dans
l’algorithme PGD nécessitent une bonne intégration des formes bilinéaire
et linéaire, ce qui limite l’utilisation de la méthode à des espaces d’ap-
proximation grossiers au niveau stochastique et déterministe. Ce point a
également été le point de limitation de l’approche d’approximation di-
recte de Galerkin introduite dans [Nouy et al., 2008], où des techniques
spécifiques d’intégration (calcul coûteux) ont été proposées.
On propose ici d’introduire une approximation convenable de la fonc-
tion indicatrice I, pour obtenir une représentation séparée des formes
bilinéaire et linéaire afin d’obtenir un gain significatif avec la méthode
PGD comparée à un calcul classique de l’approximation de Galerkin du
problème (5.13).
5.3.1 Reformulation du problème avec des fonctions indica-
trices approximées
On introduit la représentation séparée de rang s de la fonction indica-
trice I :
I(x, ξ) ≈ Is(x, ξ) =
s∑
i=1
gi(x)χi(ξ) (5.42)
et on introduit le problème associé :
Trouver uη,s ∈ V˜Ξ = V˜ ⊗ S tel que
Aηs(uη,s, v) = Lηs(v) ∀v ∈ V˜Ξ = V˜ ⊗ S
(5.43)
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où Aηs et Lηs sont les approximations des formes bilinéaire et linéaire Aη et
L, obtenues en remplaçant I par Is dans les équations (5.16) et (5.15) :
Aηs(u, v) = η
∫
Ω˜×Ξ
∇u · ∇v dµ+ (1− η)
∫
Ω˜×Ξ
Is∇u · ∇v dµ (5.44)
Lηs(v) =
∫
Ω˜×Ξ
Isf
ηv dµ (5.45)
où f η est un prolongement de f sur Ω˜×Ξ qui peut possiblement dépendre
du paramètre η.
Deux problèmes importants doivent être considérés : la représentation
séparée (5.42) doit être telle que (i) le problème (5.43) est bien posé et (ii)
uη,s est une “bonne approximation” de la solution uη du problème (5.13).
Ces deux problèmes sont résolus s’il existe un entier s′ tel que pour tout
s ≥ s′, on a (presque sûrement)
α ≤ Is(x, ξ) ≤ β (5.46)
où β est une constante et α est une constante telle que
α >
−η
1− η (5.47)
Sous les conditions (5.46) et (5.47), (i) Aηs est continue et coercive donc
(5.43) est bien posé, et (ii) la solution uη,s converge avec s vers la solution
uη du problème (5.13). Ce résultat de convergence est prouvé en annexe
A, théorème (A.2).
Notons que dans le problème (5.43), on utilise un prolongement f η de
f sur Ω˜ × Ξ et la suite {uη,s}s≥1 dépend de ce prolongement. Pour un η
fixé, la convergence de la suite uη est garantie pour n’importe quel choix
de ce prolongement mais les propriétés de convergence peuvent être in-
fluencées par ce choix. Le théorème (A.2) donne une condition suffisante
sur ce prolongement f η pour obtenir des propriétés de convergence dé-
pendant seulement de la convergence de la suite des fonctions indicatrices
approximées {Is}s≥1.
5.3.2 Représentations séparées de Is
On examine maintenant le problème de la construction de la représen-
tation séparée (5.42) de Is vérifiant (5.46). On présente deux alternatives.
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La première est la décomposition de Karhunen-Loève, pour laquelle des
hypothèses restrictives sur I sont nécessaires. La deuxième est un défini-
tion originale des représentations séparées sous contraintes, qui peut être
considérée comme une généralisation de la décomposition de Karhunen-
Loève afin d’imposer des contraintes.
5.3.2.1 Décomposition de Karhunen-Loève de la fonction indi-
catrice
La représentation séparée Is peut être définie comme une décomposi-
tion de Karhunen-Loève classique de I, définie par
‖I − Is‖2Ω˜ = min
g1,...,gs∈L2(Ω˜)
χ1,...,χs∈L2Pξ (Ξ)
‖I −
s∑
i=1
giχi‖2Ω˜ (5.48)
où ‖ · ‖Ω˜ est le norme usuelle sur L2µ(Ω˜× Ξ), définie par
‖I‖2Ω˜ =
∫
Ω˜×Ξ
I2dµ
On note cI : Ω˜× Ω˜→ R la fonction de corrélation de I, définie par
cI(x, x′) =
∫
Ξ
I(x, y)I(x′, y)dPξ(y) = E(I(x, ξ)I(x′, ξ))
Les fonctions gi sont les solutions du problème aux valeurs propres∫
Ω˜
cI(x, x′)gi(x′) dx′ = γigi(x) (5.49)
Les fonctions propres {gi}i≥1 forment une base de L2µ(Ω˜×Ξ) et sont ortho-
gonales pour le produit scalaire naturel dans L2µ. Si les gi sont normalisées,
les fonctions associées χi sont obtenues par
χi(y) =
∫
Ω˜
I(x, y)gi(x) dx
La suite Is converge vers I dans L2µ mais cela ne garantit pas la propriété
(5.46). Mais, sous des hypothèses convenables sur la fonction I, discutées
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en annexe B, on a une convergence uniforme de Is vers I, i.e. 5
lim
s→∞ ‖I − Is‖L∞Pξ (Ξ;L∞(Ω˜)) = 0
ce qui signifie que, pour  > 0, il existe s′() tel que pour s ≥ s′(), on a
(presque partout et presque sûrement)
|I − Is| ≤  ⇒ − ≤ Is ≤ 1 + 
ce qui implique les propriétés désirées (5.46) et (5.47) pour  < η1−η . L’uti-
lisation d’une décomposition de Karhunen-Loève classique de I est donc
théoriquement possible, sous la condition de choisir un rang suffisamment
élevé afin de satisfaire la propriété (5.46). Mais, en pratique, la conver-
gence L∞ est très lente et on a besoin d’un rang très élevé afin d’atteindre
une précision  < η1−η quand on utilise des petites valeurs de η (comme
illustré plus loin).
5.3.2.2 Représentation séparée sous contraintes de la fonction
indicatrice
On introduit maintenant une définition de la représentation séparée
(5.42) qui tente de préserver la contrainte (5.46) pour n’importe quel
rang s. Une analyse détaillée de cette définition peut être trouvée dans
[Nouy et Falco, 2012].
On propose de remplacer la définition (5.48) de la décomposition clas-
sique de Karhunen-Loève par la définition suivante. Commençant par
I0 = 0, on définit pour s ≥ 1,
(gs, χs) ∈ arg min
g∈L2(Ω˜)
χ∈L2Pξ (Ξ)
1
2‖I − Is−1 − gχ‖
2
Ω˜ + F (Is−1 + gχ) (5.50)
où F (I) est une fonctionnelle convexe, semi-continue inférieurement et
coercive sur V = L2(Ω˜) ⊗ L2Pξ(Ξ) qui prend des valeurs élevées pour les
fonctions non admissibles I, i.e. qui ne vérifient pas (5.46).
On introduit la fonctionnelle J : V → R ∪ {+∞} définie par J(z) =
5. ‖I‖
L∞
Pξ
(Ξ;L∞(Ω˜)) = Pξ−ess supξ∈Ξ ‖I(x, ·)‖L∞(Ω˜), avec Pξ−ess supξ∈Ξ f(ξ) = inf{a ∈ R;Pξ({y ∈ Ξ; f(y) >
a}) = 0}
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1
2‖I − z‖2Ω˜ + F (z). A partir des propriétés de F et de la norme ‖ · ‖Ω˜,
J est une fonctionnelle semi-continue inférieurement, strictement convexe
et coercive sur V . Soit R1 = {gχ; g ∈ L2(Ω˜), χ ∈ L2Pξ(Ξ)} ⊂ V l’ensemble
des tenseurs de rang un dans l’espace produit tensoriel de Hilbert V .
L’équation (5.50) définit zs = gsχs ∈ R1 tel que :
J(Is−1 + zs) = min
z∈R1
J(Is−1 + z) (5.51)
L’existence d’un minimiseur zs ∈ R1 est assurée par les propriétés de J
et par le fait que R1 est faiblement fermé dans V [Falco et Nouy, 2011].
Choix de la fonctionnelle F . Dans le contexte actuel, on choisit
F (I) =
∫
Ω˜×Ξ
f(I(x, y)) dµ(x, y) (5.52)
où f : R → R ∪ {+∞} est une fonction convexe, semi-continue inférieu-
rement et coercive qui vaut 0 dans l’intervalle [α, β] et prend des valeurs
élevées à l’extérieur de cet intervalle. Idéalement, on peut choisir
f(x) =
0 si x ∈ [α, β]+∞ si x /∈ [α, β],
mais en pratique, on choisira une régularisation deux fois différentiable
de cette fonction :
f(x) = −1
(
max(x− β, 0)2 + max(α− x, 0)2) (5.53)
Algorithme. Afin de chercher un minimiseur zs = gsχs du problème
(5.51), on peut utiliser une procédure de minimisation alternée consistant
à résoudre des problèmes successifs de type ming J(Is−1 + gχ) pour un χ
fixé, et minχ J(Is−1 + gχ) pour un g fixé. Chaque sous-problème est un
problème d’optimisation non linéaire dont l’équation d’Euler-Lagrange
s’écrit
< J ′(Is−1 + gχ), g∗χ >= 0 ∀g∗, (5.54)
< J ′(Is−1 + gχ), gχ∗ >= 0 ∀χ∗, (5.55)
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où
< J ′(Is−1 + gχ), g∗χ∗ >= (gχ+ Is−1 − I, g∗χ∗)+ < F ′(Is−1 + gχ), g∗χ∗ >
=
∫
Ω˜×Ξ
(gχ+ Is−1 − I)g∗χ∗ dµ+
∫
Ω˜×Ξ
f ′(Is−1 + gχ)g∗χ∗ dµ (5.56)
Les équations d’Euler-Lagrange (5.54) et (5.55) sont des équations non
linéaires qui peuvent être résolues avec une méthode de Newton.
Version algébrique. En pratique, la fonction indicatrice est approxi-
mée sur une base de dimension finie :
I(x, y) =
n∑
i=1
p∑
j=1
Iijϕi(x)ψj(y). (5.57)
Si on choisit pour ϕi et ψj des bases d’interpolation, Iij correspond à la
valeur de la fonction indicatrice en un point donné xi et pour une valeur
donnée yj du paramètre. Ensuite on transforme le point de vue continu en
un point de vue discret, qui consiste en une décomposition sous contraintes
de la matrice (Iij), définie par
(gs, χs) ∈ arg min
g∈Rn
χ∈Rp
1
2‖I − Is−1 − gχ
T‖22 + F (Is−1 + gχT ) (5.58)
avec ‖I‖22 = ∑i,j I2ij et F (I) = ∑i,j f(Iij). Avec cette formulation, on essaie
d’imposer des contraintes sur les valeurs de (Is)ij ce qui est équivalent à
imposer la contrainte (5.46) aux points d’interpolation.
Définition alternative. Plutôt que la définition progressive (5.50), on
peut aussi adopter la définition directe suivante :
J(Is) = min
g1,...,gs∈L2(Ω˜)
χ1,...,χs∈L2Pξ (Ξ)
J(
s∑
i=1
giχi) (5.59)
qui conduit en pratique à des meilleures propriétés de convergence de la
suite Is. Une procédure de minimisation alternée peut aussi être utilisée
pour la résolution de ce problème d’optimisation. Cependant, la construc-
tion de Is entraîne des coûts de calcul plus élevés que la définition pro-
gressive.
116
5.3.3 Illustration
On considère ici le même problème qu’en section 5.2.4 (avec η = 0.01).
On choisit un prolongement f η = 1 sur tout le domaine fictif Ω˜. Une
approximation de la fonction indicatrice sous la forme (5.57) est intro-
duite où on choisit pour {ϕi}ni=1 une base élément fini linéaire associée
au maillage de Ω˜ (n = 1740) et pour {ψj}pj=1 une base d’interpolation li-
néaire associée à une grille uniforme de Ξ composée de 61 points (p = 61).
Iij correspond à la valeur de la fonction indicatrice en un point donné xi
et pour une valeur donnée yj du paramètre. Afin d’analyser la conver-
gence de la représentation séparée de la fonction indicatrice, on introduit
l’indicateur d’erreur suivant :
εΩ˜(I; I
∗) = ‖I − I
∗‖Ω˜
‖I∗‖Ω˜
La solution est recherchée ici dans l’espace d’approximation introduit pour
la fonction indicatrice approximée, avec ainsi N = n = 1740 et P = p =
61.
5.3.3.1 Représentation séparée sans contraintes et problème
mal posé
On note Is la représentation séparée sans contraintes de I. uη et uη,s
sont respectivement les solutions des problèmes (5.13) avec I et du pro-
blème (5.43) avec Is. La figure 5.11(a) illustre la convergence de la re-
présentation séparée sans contraintes Is en fonction s et la figure 5.11(b)
illustre les valeurs maximales et minimales de Is, ainsi que la valeur cri-
tique −η1−η . On note que dans le cas de dimension finie, la représentation
séparée Is est égale à I pour s ≥ min(n, p) = 61. On observe que la
condition Is(x, ξ) > −η1−η n’est pas vérifiée pour s < 61. Donc, le problème
associé (5.43) est mal posé pour s < 61. On observe l’impact du problème
mal posé dans la figure 5.12, qui illustre le comportement erratique de la
suite uη,s ∈ V˜N ⊗ SP (grande différence entre solutions consécutives uη,s
et uη,s+1 associées à des fonctions très proches Is et Is+1). On note que
dans un cadre continu (dans V˜ ⊗ S), en remplaçant I par Is, la solution
uη,s n’existe pas. Si on utilise la méthode PGD pour calculer la solution
du problème (5.43) en utilisant Is avec s = 20 < 61 tel que le problème
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est mal posé, on observe une divergence de la PGD, comme l’illustre la
figure 5.13.
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Figure 5.11 – Séparation sans contraintes : évolution de l’indicateur d’erreur εΩ˜(Is; I) en
fonction de s (a) et valeurs maximales et minimales de Is (b).
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Figure 5.12 – Séparation sans contraintes : l’erreur en solution εΩ(uη,s;uη) en fonction du
rang s de Is.
5.3.3.2 Séparation sous contraintes
On considère maintenant la représentation séparée sous contraintes Is
de I avec une fonctionnelle F définie par (5.52) et (5.53), et dépendant
du paramètre  > 0. On fixe les bornes supérieures et inférieures désirées :
α = 0 et β = 1. La figure 5.14 montre la convergence L2 de Is vers I,
pour différentes valeurs de . On voit que l’augmentation de la valeur
de  entraîne une convergence lente de Is. Cependant, comme illustré
dans la figure 5.15, la représentation séparée sous contraintes vérifie les
contraintes désirées de plus en plus rapidement quand  augmente. Avec
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Figure 5.13 – Séparation sans contraintes : évolution de l’erreur εΩ(um;uη) en fonction de m
où um est la PGD progressive de rang m en remplaçant I par Is avec s = 20.
 = 1000 (resp.  = 200), la condition Is(x, ξ) > −η1−η est satisfaite pour
s > 9 (resp. s > 41). Un problème bien posé peut alors être obtenu avec
un faible rang de Is en choisissant un paramètre  suffisamment élevé.
0 10 20 30 40 50 60
10−3
10−2
10−1
100
Rank s
Er
ro
r
 
 
ε=0
ε=100
ε=200
ε=1000
ε=10000
ε=100000
Figure 5.14 – Séparation sous contraintes : évolution de l’indicateur d’erreur εΩ˜(Is; I) en
fonction de s pour différentes valeurs de .
119
0 10 20 30 40 50 60
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Rank s
 
 
Min
Max
−η/(1−η)
(a)  = 200
0 10 20 30 40 50 60
−0.2
0
0.2
0.4
0.6
0.8
1
Rank s
 
 
Min
Max
−η/(1−η)
(b)  = 1000
Figure 5.15 – Séparation sous contraintes : Valeurs maximales et minimales Is pour  = 200
(a) et  = 1000 (b).
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5.3.3.3 Régularisation de la fonction indicatrice
On introduit maintenant une version régularisée Ir de la fonction in-
dicatrice I, et on note uη,r la solution associée de (5.13). Le but de cette
régularisation est d’améliorer les propriétés de convergence des représen-
tations séparées. On définit la régularisation par Ir = F r(I), où F r est
une fonction sinus tronquée définie par :
F r(x) =

1
2(1 + sin(
pix
2l )) si − l ≤ x ≤ l
0 si x < −l
1 si x > l
(5.60)
La figure 5.16 montre l’erreur εΩ(uη,r;uη) en fonction du paramètre l de
la fonction F r. On choisit maintenant l = 0.1, qui correspond à l’erreur
εΩ(uη,r;uη) ≤ 10−2. L’approximation séparée de rang s de Ir est notée
Irs , et la solution correspondante est notée uη,r,s (solution de (5.43) avec
Is remplacée par Irs ). La figure 5.17 illustre l’amélioration significative
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Figure 5.16 – Fonction indicatrice régularisée. l’erreur εΩ(uη,r;uη) en fonction de l.
en fonction de s des représentations séparées (sans contraintes ou avec
contrainte  = 1000) quand on introduit la régularisation de la fonction
indicatrice. La figure 5.18 montre les valeurs maximales et minimales des
représentations séparées Irs . On observe que pour la décomposition sans
contraintes, la condition Irs (x, ξ) > −η1−η est atteinte pour s > 22. On
rappelle que sans régularisation, cette condition n’était pas remplie pour
s < 61. En ce qui concerne la décomposition avec contraintes, la condi-
tion est satisfaite pour un faible rang s = 9. De cette étude, on déduit que
l’utilisation de la régularisation combinée avec la représentation séparée
sous contraintes permet d’obtenir une bonne convergence des représenta-
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tions séparées Irs et un problème bien posé avec un rang trais faible de
décomposition.
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Figure 5.17 – Influence de la régularisation (l = 0.1) sur la convergence des représentations
séparées : indicateurs d’erreur εΩ˜(Is; I) et εΩ˜(I
r
s ; Ir) pour des séparations sans contraintes (a)
et des séparations avec contraintes avec  = 1000 (b).
(a) (b)
Figure 5.18 – Valeurs maximales et minimales de Irs pour une décomposition sans contraintes
(a) et une décomposition avec contraintes avec  = 1000 (b).
Dans la suite on utilise une décomposition sous contraintes Irs de la
fonction indicatrice régularisée Ir en utilisant  = 1000 et l = 0.1. La
figure 5.19 montre la convergence en fonction de s de uη,r,s vers uη,r. Pour
s = 39, on obtient une erreur εΩ(uη,r,s;uη,r) plus petite que 10−2.
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Figure 5.19 – L’indicateur d’erreur εΩ(uη,r,s;uη,r) en fonction de s, où uη,r,s est la solution
associée avec une représentation séparée sous contraintes Irs (avec  = 1000) de la fonction
régularisée Ir (avec l = 0.1).
5.3.3.4 Application de la PGD
On applique maintenant la PGD progressive sur le problème (5.43)
avec Irs , une représentation séparée de la fonction indicatrice régularisée
Ir de I. On utilise un paramètre de régularisation l = 0.1 correspondant
à une erreur εΩ(uη,r;uη) ≤ 10−2 et on effectue une représentation séparée
sous contraintes avec  = 1000 et un rang s = 39, qui correspond à une
erreur εΩ(uη,r,s;uη,r) ≤ 10−2. Cette représentation assure un problème
bien posé. Dans la suite, on note um l’approximation PGD (progressive)
de rang m de uη,r,s, associée à la fonction indicatrice Irs . La figure 5.20
illustre la convergence en fonction de m de um vers uη,r,s. On note que
εΩ(um;uη,r,s) ≤ 10−2 est satisfait avec un rang très faible m = 8.
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Figure 5.20 – Convergence de la PGD progressive appliquée au problème associé à la fonction
indicatrice approximée Irs (représentation séparée sous contraintes de la fonction indicatrice
régularisée avec  = 1000, s = 39, et l = 0.1) : évolution de l’indicateur d’erreur εΩ(um;uη,r,s)
en fonction de m.
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5.4 Exemple : domaine avec deux frontières sinusoï-
dales aléatoires
5.4.1 Description du problème
La méthodologie générale est maintenant appliquée sur le problème de
Poisson (5.1) avec f = 1 et un domaine aléatoire Ω(ξ) délimité par deux
lignes verticales et deux courbes sinusoïdales aléatoires (voir Figure 5.21).
Figure 5.21 – Domaine avec deux frontières sinusoïdales aléatoires : géométrie et conditions
aux limites.
Le domaine est caractérisé par
Ω(ξ) = {x = (x1, x2) ∈ (0, 1)× R; finf(x1, ξ2) < x2 < fsup(x1, ξ1)}
avec
fsup(x1, ξ1) = 0.8 + 0.2
sin(12pix1ξ1)
6ξ1 + 1
finf(x1, ξ2) = 0.2 + 0.2
sin(12pix1ξ2)
6ξ2 + 1
et où ξ1 et ξ2 sont deux variables uniformes indépendantes sur Ξ1 =
(0, 1) et Ξ2 = (0, 1) respectivement. La frontière de Dirichlet homogène
ΓD est composée des arêtes verticales x1 = 0 et x1 = 1. La frontière
de Neumann aléatoire ΓN(ξ) est composée de deux courbes sinusoïdales
x2 = fsup(x1, ξ1) et x2 = finf(x1, ξ1).
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On introduit un domaine fictif carré Ω˜ = (0, 1) × (0, 1). On choisit
pour Γ˜D les arrêtes verticales {0} × (0, 1) et {1} × (0, 1), et pour Γ˜N les
arrêtes horizontales (0, 1) × {0} et (0, 1) × {1}. Les deux courbes sinu-
soïdales sont respectivement caractérisées par l’iso-zéro de deux level-sets
indépendantes
φ1(x, ξ1) = x2 − fsup(x1, ξ1), φ2(x, ξ2) = finf(x1, ξ2)− x2,
et le domaine Ω(ξ) est caractérisé par
Ω(ξ) = {x ∈ Ω˜;φ(x, ξ) < 0}, φ(x, ξ) = max{φ1(x, ξ1), φ2(x, ξ2)}.
On introduit un espace d’approximation élément fini V˜N , avec un maillage
régulier composé de 7200 éléments triangulaires et N = 3721 noeuds,
notés {xi}Ni=1. L’espace d’approximation SP est obtenu par la tensorisation
des bases d’interpolation linéaires par morceaux associées à des grilles
uniformes de Ξ1 et de Ξ2, chaque grille contenant 101 points. La grille
d’interpolation résultante sur Ξ1 × Ξ2 est composée de P = 101× 101 =
10201 points, notés {ξk}Pk=1. On choisit un paramètre η = 0.01 et un
prolongement f η = 1 sur Ω˜.
5.4.2 Application de la PGD
5.4.2.1 Représentation séparée de la fonction indicatrice
La fonction indicatrice de Ω(ξ) peut être écrite I(x, ξ) = H(−φ(x, ξ)).
Si on applique directement à cette fonction la decomposition de Karhunen-
Loève (sous contraintes ou non) on peut observer une convergence très
lente. Afin de diminuer la complexité de la représentation de I (et donc
le rang des représentations séparées des formes bilinéaire et linéaire), on
décompose le domaine Ω(ξ) en deux sous domaines Ω1(ξ1) ⊂ Ω˜1 = (0, 1)×
(0.5, 1) et Ω2(ξ2) ⊂ Ω˜2 = (0, 1) × (0, 0.5). Ainsi, on peut introduire deux
fonctions indicatrices I1 : Ω˜1 × Ξ1 → R et I2 : Ω˜2 × Ξ2 → R associées
aux domaines Ω1(ξ1) et Ω2(ξ2) respectivement. Les formes bilinéaires et
linéaires peuvent alors être obtenues en décomposant l’intégrale sur Ω˜ en
intégrales sur Ω˜1 et Ω˜2. Afin d’améliorer les propriétés de convergence de
leurs représentations séparées, les fonctions indicatrices sont régularisées
comme décrit dans la section 5.3.3.3. En ce qui concerne le paramètre l
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de la fonction de régularisation F r introduite dans (5.60), on propose de
choisir l = L10 , où L est la longueur caractéristique du problème étudié
défini par
L = max
i∈{1...N}
(
max
j∈{1...P}
φ(xi, ξj)− min
j∈{1...P}
φ(xi, ξj)
)
,
où xi sont les noeuds du maillage éléments finis et où les ξj sont les noeuds
de la grille stochastique d’interpolation. Pour l’exemple étudié, la valeur
de l trouvée est 0.07. Elle correspond à une erreur εΩ(uη,r;uη) = 3.10−2.
On procède ensuite au calcul des représentations séparées de rang s sous
contraintes Ir1,s et Ir2,s des fonctions régularisées Ir1 et Ir2 respectivement,
en utilisant s = 100 et  = 1000 pour chacune des deux fonctions. Par
abus de notation, on note Irs l’approximation résultante de la fonction
indicatrice I, et par uη,r,s l’approximation de Galerkin dans V˜N ⊗ SP du
problème (5.43), avec Is remplacée par Irs .
5.4.2.2 Construction de la PGD
On peut maintenant construire la suite PGD progressive um, qui converge
théoriquement vers uη,r,s ∈ V˜N⊗SP , qui est considéré comme une solution
de référence 6. La figure 5.22 illustre la convergence de um vers uη,r,s. On
note qu’une erreur εΩ(um; u˜η,r,s) ≤ 3.10−2 est atteinte pour un faible rang
m = 12. Les figures 5.23 et 5.24 montrent respectivement les premières
fonctions déterministes wi et les fonctions stochastiques paramétriques
λi(ξ) de la PGD.
Remarque 5.2 On remarque une très grande irrégularité des fonctions
paramétriques λi(ξ), et donc de um(x, ξ) en fonction de ξ. Cela est dû
aux paramétrisations particulières des fonctions sinusoïdales. La capture
de cette irrégularité dans cette solution nécessite des espaces d’approxima-
tions SP de très grande dimension, ce qui est rendu abordable par l’utili-
sation des approximations séparées.
La figure 5.25 montre la solution de référence uη,r,s et les PGD um pour
différents rangs m et pour des réalisations particulières ξ. Finalement, La
6. En pratique, on utilise comme solution de référence une très bonne approximation de uη,r,s, obtenue avec
une approximation PGD de rang élevé.
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Figure 5.22 – Convergence de la PGD pour le problème avec les fonctions indicatrices ap-
proximées Ir1,s et Ir2,s (Représentations séparées sous contraintes avec  = 1000 et s = 100).
Evolution de l’indicateur d’erreur εΩ(um;uη,r,s) en fonction de m.
figure 5.26 montre la solution de référence uη,r,s et l’approximation PGD
u60 pour plusieurs réalisations ξ. La PGD donne une description précise
de la solution pour une représentation séparée de rang faible.
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(a) w1 (b) w2 (c) w3 (d) w4
(e) w5 (f) w6 (g) w7 (h) w8
Figure 5.23 – Fonctions déterministes wi de la PGD.
(a) λ1 (b) λ2 (c) λ3 (d) λ4
(e) λ5 (f) λ6 (g) λ7 (h) λ8
Figure 5.24 – Fonctions stochastiques paramétriques λi(ξ1, ξ2) de la PGD.
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(a) uη,r,s (b) u1 (c) u3
(d) u5 (e) u9 (f) u60
Figure 5.25 – Comparaison entre uη,r,s(·, ξ) et um(·, ξ) pour différent m, et pour ξ = ( 512 , 512).
(a) (b)
Figure 5.26 – Comparaison entre uη,r,s(·, ξ) (a) et u60(·, ξ) (b) pour plusieurs réalisations de
ξ.
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5.5 Conditions de Dirichlet sur une frontière aléa-
toire : méthode des fonctions caractéristiques
On s’intéresse maintenant au cas d’une frontière de Dirichlet aléatoire
ΓD(ξ). On introduit ici la méthode des fonctions caractéristiques (voir
[Babuska et al., 2003]) dans le cadre des problèmes stochastiques.
5.5.1 Méthode des fonctions caractéristiques
Pour imposer les conditions de Dirichlet sur ΓD(ξ), on introduit une
fonction caractéristique ψ(x, ξ) ayant les propriétés suivantes :
ψ > 0 sur Ω(ξ) (5.61)
ψ = 0 sur ΓD(ξ) (5.62)
|∇ψ| > 0 sur ΓD(ξ) (5.63)
La solution du problème initial sera alors recherchée sous la forme u = ψu˜,
avec u˜ une fonction définie sur Ω˜ × Ξ ne vérifiant pas les conditions de
Dirichlet. La condition de Dirichlet sur la frontière aléatoire est alors
portée par la fonction caractéristique ψ. En pratique, nous choisissons
ψ(x, ξ) = −φ(x, ξ) avec φ(x, ξ) la level-set dont l’iso-zéro dans Ω˜ caracté-
rise la frontière aléatoire ΓD(ξ).
5.5.2 Reformulation du problème
On note à présent V˜ = H1(Ω˜) et on introduit l’espace V˜Ξ,ψ = {v =
ψv˜ ; v˜ ∈ V˜Ξ = V˜ ⊗ S}. La formulation faible du problème sur domaine
fictif s’écrit alors :
Trouver u = ψu˜ ∈ VΞ,ψ tel que
A˜(u, v) = L˜(v) ∀v ∈ VΞ,ψ (5.64)
avec
A˜(u, v) =
∫
Ξ
∫
Ω˜
∇u · ∇v dµ et L˜(v) =
∫
Ξ
∫
Ω˜
f v dµ.
Ce problème est équivalent au problème suivant sur la fonction u˜ :
Trouver u˜ ∈ V˜ ⊗ S tel que
Aψ(u˜, v˜) = Lψ(v˜) ∀v˜ ∈ V˜ ⊗ S
(5.65)
130
avec
Aψ(u˜, v˜) = A˜(ψu˜, ψv˜) =
∫
Ξ
∫
Ω˜
(ψ∇u˜+ u˜∇ψ) · (ψ∇v˜ + v˜∇ψ) dµ,
Lψ(v˜) = L˜(ψu˜) =
∫
Ξ
∫
Ω˜
f ψv˜ dµ.
5.5.3 Approximation
On introduit alors un espace d’approximation V˜N ⊂ V˜ associé à un
maillage éléments finis de Ω˜, ainsi qu’un espace d’approximation SP ⊂ S.
Cela définit un espace d’approximation V˜Ξ,ψN,P = {v = ψv˜ ; v˜ ∈ V˜N⊗SP} ⊂
V˜Ξ,ψ. Une approximation de Galerkin uN,P de u dans V˜Ξ,ψN,P est alors dé-
finie par le problème (5.64) où on remplace l’espace V˜Ξ,ψ par l’espace
d’approximation V˜Ξ,ψN,P . On a uN,P = ψu˜N,P , où u˜N,P est une approxi-
mation de Galerkin de u˜ dans l’espace produit V˜N ⊗ SP , définie par le
problème (5.65) où on remplace l’espace V˜ ⊗S par l’espace d’approxima-
tion V˜N ⊗SP . Ayant obtenu une reformulation du problème sur un espace
produit tensoriel, les méthodes d’approximation basées sur la construc-
tion de représentations séparées (voir chapitre 4) peuvent à nouveau être
utilisées.
5.5.4 Illustration
On considère le problème (5.1) avec f = 1 et un domaine Ω(ξ) =
{(x1, x2) ∈ R2; 0 ≤ x1 ≤ 1, h(x1, ξ) ≤ x2 ≤ 1} avec h(x1, ξ) un champ
stochastique modélisant une frontière rugueuse (voir la figure 5.27). Le
domaine fictif est défini par Ω˜ = (0, 1) × (0, 1) tel que Ω(ξ) ⊂ Ω˜. Des
conditions de Dirichlet homogènes sont imposées sur toute sur la frontière
du domaine Ω(ξ) : ΓD(ξ) = ∂Ω(ξ). Le bord rugueux est ici représenté par
un champ dépendant de 10 variables aléatoires :
h(x1, ξ) ≈ σ
10∑
k=1
hˆk(x1)ξk (5.66)
où {hˆk}10k=1 sont des fonctions sinusoïdales de longueurs caractéristiques
et amplitudes décroissantes avec k, et les {ξk}10k=1 sont des variables uni-
formes indépendantes sur (−1, 1). Le paramètre σ est l’écart-type du
131
champ stochastique, qui est ici choisi égal à σ = 0.1. Le domaine aléa-
toire est caractérisé par l’iso-zero de la fonction level-set φ(x, ξ) = −(x2−
0.15) + h(x1, ξ) dans Ω˜.
Figure 5.27 – Exemple modèle avec frontière de Dirichlet aléatoire
Un espace d’approximation éléments finis V˜N de dimension N = 1740
est introduit au niveau spatial. Au niveau stochastique, Ξ = ×10k=1Ξk,
avec Ξk = (−1, 1), et on introduit pour chaque dimension stochastique un
espace d’approximation SPk éléments finis de degré 2 associé à une par-
tition uniforme de Ξk en 20 éléments (Pk = 60 pour tout k ∈ {1 . . . 10}).
Pour ce cas multidimensionnel, une méthode PGD progressive est appli-
quée (voir section (4.1.3)) pour obtenir une approximation séparée du
problème (5.65) sous la forme
u˜ ≈ u˜m(x, ξ) =
m∑
i=1
wi(x)λ1i (ξ1) . . . λ10i (ξ10) (5.67)
avec wi ∈ V˜N , λ1i ∈ SP1, ..., λ10i ∈ SP10. Une approximation de la solution
du problème initial est alors obtenue sous la forme ψu˜m, avec ψ(x, ξ) =
−φ(x, ξ). Les figures 5.28 et 5.29 comparent l’approximation ψu˜50 avec une
solution déterministe pour plusieurs valeurs des paramètres aléatoires ξ.
On observe un bonne concordance des résultats.
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(a) (b)
Figure 5.28 – Solution pour 6 réalisations de ξ : (a) approximation ψu˜50 (PGD) et (b) solution
déterministe.
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Figure 5.29 – Gradient horizontal pour 6 réalisations de ξ : (a) approximation ψu˜50 (PGD)
et (b) solution déterministe.
5.6 Conclusion
Dans ce chapitre on a proposé une méthodologie pour la résolution
numérique des équations aux dérivées partielles définies sur des domaines
incertains paramétrés. Cette méthodologie repose sur une méthode de
domaine fictif conduisant à une formulation du problème dans un espace
produit tensoriel. Cette structure produit tensoriel est exploitée en ap-
pliquant la méthode Proper Generalized Decomposition, permettant la
construction a priori d’une approximation séparée de la solution. Dans
le cas des conditions de Neumann sur une frontière aléatoire, et afin de
rendre la PGD efficace, on a introduit des techniques spécifiques, afin
d’obtenir un faible rang des représentations séparées de la fonction indi-
catrice du domaine. Cela conduit alors à un faible rang des représentations
des formes bilinéaire et linéaire dans la formulation faible du problème.
En particulier, une régularisation des fonctions indicatrices est introduite
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afin d’accélérer la convergence de leurs représentations séparées. De plus,
une nouvelle approximation produit tensoriel sous contrainte est utilisée
afin de garder un caractère bien posé du problème associé à ces fonctions
indicatrices. Ces différents ingrédients ont été réunis dans une méthodolo-
gie complète dont l’efficacité a été illustrée dans des exemples numériques
dans le cas des frontières de Neumann et de Dirichlet aléatoires.
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Conclusion et Perspectives
Dans ce mémoire, on a proposé une méthodologie de résolution d’équa-
tions aux dérivées partielles stochastiques traduisant des modèles présen-
tant de nombreuses sources d’incertitudes localisées en espace. Les in-
certitudes peuvent porter sur les coefficients de l’opérateur, les termes
sources ou encore la géométrie du domaine de définition de l’équation.
Ces problèmes présentent deux difficultés majeures. La première est que
leurs solutions possèdent un caractère multi-échelle ce qui nécessite des
méthodes de réduction de modèle et des stratégies de calcul adaptées.
La deuxième difficulté est associée à la prise en compte de nombreuses
variabilités qui nécessite la représentation de fonctions de nombreux pa-
ramètres.
Pour résoudre ces difficultés, on a tout d’abord proposé une méthode
de décomposition de domaine multi-échelle avec patchs qui exploite le ca-
ractère localisé des incertitudes et permet une approximation fine de la
solution dans les zones de variabilités localisées. Pour la gestion de pro-
blèmes de grande dimension (approximation fine, grande dimension pa-
ramétrique), nous avons introduit des techniques de réduction de modèle
basées sur l’utilisation de représentations séparées. Enfin, pour la prise en
compte de variabilités géométriques localisées, des méthodes spécifiques
basées sur les approches de domaines fictifs ont été introduites.
La méthode multi-échelle avec patchs peut être interprétée comme une
méthode de décomposition de domaine avec recouvrement, les patchs
constituant des sous-domaines contenant les incertitudes localisées et re-
couvrant un domaine global. Le couplage entre la solution globale et les so-
lutions locales, définies sur les patchs, est effectué à la frontière des patchs,
qui constitue une interface interne au domaine global. Un algorithme ité-
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ratif a été proposé, qui requiert la résolution alternée de problèmes glo-
baux et de problèmes locaux, ces derniers étant définis sur des patchs.
Les problèmes globaux sont associés à un opérateur fictif (éventuellement
déterministe) et dans le cas de problèmes à variabilités géométriques, ces
problèmes globaux peuvent être définis sur un domaine fictif ne voyant
pas les détails géométriques. Nous avons prouvé la convergence de l’al-
gorithme itératif. L’impact de perturbations sur l’algorithme (dues à des
approximations) a été analysé théoriquement et ces résultats théoriques
ont été validés numériquement. L’impact et le choix des différents para-
mètres de l’algorithme (taille de patch, paramètre de relaxation, choix de
l’opérateur fictif) a été analysé en profondeur sur de nombreux exemples
numériques. L’algorithme proposé a montré des bons résultats de conver-
gence. De plus, les résultats ont montré que les paramètres de l’algorithme
peuvent être choisis de telle manière à obtenir des problèmes globaux dé-
terministes (non stochastiques) ce qui fournit un grand avantage en terme
de temps de calcul. On a aussi montré que les tailles des patchs doivent
toutefois être choisies avec attention car lorsque les patchs sont choisis
trop petits (quand le patch ne contient pas les principaux effets des in-
certitudes localisées), le taux de convergence de l’algorithme itératif peut
se détériorer. De plus, on a montré que les problèmes globaux et locaux
peuvent être simplifiés en exploitant une analyse de sensibilité permet-
tant d’évaluer la zone d’influence sur la solution des différents ensembles
de variables aléatoires. En fait, les dépendances des solutions locales (sur
les patchs) par rapport à certains ensembles de variables peuvent être
négligées pour réduire le coût de calcul des problèmes locaux.
Concernant la gestion de problèmes de grande dimension, nous avons
introduit des méthodes basées sur l’approximation de tenseurs (utilisation
de représentations séparées) qui exploitent la structure produit tensoriel
des problèmes globaux et locaux. Pour le calcul des approximations de
tenseurs, nous avons utilisé une version de la méthode Proper Generalized
Decomposition (PGD) qui consiste à construire une décomposition sépa-
rée par corrections successives (algorithme greedy). Cette méthode PGD
peut être considérée comme une technique de réduction de modèle qui
consiste à construire progressivement des bases réduites de fonctions dé-
terministes et de fonctions paramétriques. Afin d’améliorer la convergenge
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des représentations séparées dans le cas d’une grande dimension paramé-
trique, nous avons introduit un format hiérarchique pour l’approximation
de tenseurs, permettant d’obtenir une réduction de modèle quasi opti-
male. Cette représentation hiérarchique s’est révélée très efficace dans le
cadre de la méthode multiéchelle, où les solutions globales et locales ont
pu être représentées avec des rangs très faibles. L’efficacité des méthodes
d’approximation de tenseurs a été illustrée dans des exemples numériques.
Enfin, pour la prise en compte de variabilités géométriques localisées,
nous avons proposé des méthodes de résolution efficaces d’équations aux
dérivées partielles définies sur des domaines aléatoires. Nous avons pour
cela utilisé des approches de domaines fictifs conduidant à une reformula-
tion des problèmes sur des espaces produit tensoriel et permettant ainsi
l’utilisation de solveurs spécifiques basées sur l’utilisation de représenta-
tions séparées (approximation de tenseur). Ces solveurs permettent ainsi
de traiter des problèmes où les incertitudes géométriques sont modélisées
par un grand nombre de paramètres aléatoires. Dans le cas de conditions
de Dirichlet sur des frontières aléatoires, une méthode des fonctions carac-
téristiques a été utilisée. L’efficacité de cette méthode a été prouvée dans
des exemples numériques. Dans le cas de frontières de Neumann aléatoires,
des techniques spécifiques ont été introduites pour l’obtention de repré-
sentations séparées de faible rang de la fonction indicatrice du domaine,
afin de rendre efficace les algorithmes d’approximation de tenseurs. En
particulier, un lissage de la fonction indicatrice a été introduit afin d’ac-
célérer la convergence de sa représentation séparée. De plus, une nouvelle
approximation produit tensoriel avec contrainte a été introduite afin de
préserver certaines contraintes de positivité qui assurent un caractère bien
posé des problèmes associés à des fonctions indicatrices approximées. L’ef-
ficacité et la précision de cette approche a été illustrée dans des exemples.
Des résultats théoriques ont été obtenus concernant la convergence des
solutions associées à des fonctions indicatrices approchées et ces résultats
ont été validés numériquement.
Pour conclure, la méthodologie proposée permet de résoudre des pro-
blèmes de grandes dimensions avec de nombreuses sources d’incertitudes
localisées en espace (éventuellement de nature géométrique). On note que
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les différentes contributions de cette thèse ont été guidées par la recherche
d’une meilleure efficacité numérique mais aussi d’une plus grande simpli-
cité dans l’implémentation des problèmes.
Ce travail de thèse ouvre plusieurs perspectives. Une première perspec-
tive consiste à étendre l’algorithme proposé aux problèmes non-linéaires,
les patchs contenant éventuellement des nonlinéarités localisées. L’algo-
rithme proposé peut être naturellement étendu à certaines classes de pro-
blèmes non-linéaires simples, avec encore une garantie de convergence.
Une deuxième perspective concerne la gestion de patchs à position va-
riable. A priori, l’algorithme proposé dans ce mémoire s’applique direc-
tement à ce cas mais une réflexion doit encore être menée pour aboutir à
une implémentation efficace de l’algorithme dans ce contexte. Enfin, une
perspective plus technique concerne la résolution de problèmes à géomé-
trie aléatoire dans le cas de frontières paramétrées par un grand nombre
de paramètres. Dans ce cas, des difficultés pratiques apparaissent dans le
calcul des représentations séparées des fonctions indicatrices ou des fonc-
tions caractéristiques, indispensables pour obtenir une reformulation du
problème adaptée à l’utilisation des méthodes d’approximation de ten-
seur.
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Annexe A
Convergence des solutions des
formulations sur domaine fictif
associées aux fonctions indicatrices
approximées
Dans cette annexe, on donne deux résultats de convergence :
(i) convergence avec η de la solution uη du problème (5.13) vers la
solution u du problème initial (5.4),
(ii) convergence avec s de la suite des solutions uη,s des problèmes
(5.43), associés aux représentations séparées Is de rang s de la fonc-
tion indicatrice I, vers la solution uη du problème (5.13).
Le premier résultat est une variante de la preuve donnée dans [Glowinski
et al., 1996] dans le contexte déterministe, avec une estimation améliorée
du taux de convergence. Le deuxième résultat de convergence est établi
avec une hypothèse forte sur la séquence Is, qui est discutée dans la section
B.
A.1 Convergence des solutions des problèmes régu-
larisés
On introduit la décomposition suivante de la forme bilinéaire Aη :
Aη(u, v) = A(u, v) + ηC(u, v) = (1− η)A(u, v) + ηB(u, v)
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avec
C(u, v) =
∫
Ξ
∫
Ω˜\Ω
∇u · ∇vdµ,
B(u, v) =
∫
Ξ
∫
Ω˜
∇u · ∇vdµ
On rappelle que la norme ‖ · ‖V˜Ξ dans V˜Ξ = V˜ ⊗ S est définie par
‖v‖2V˜Ξ =
∫
Ξ
∫
Ω˜
|∇v|2dµ = B(v, v)
On introduit l’espace suivant
X˜ = L2Pξ(Ξ;H10(Ω˜\Ω)) ⊂ V˜Ξ
et on définit le sous-espace suivant de V˜Ξ :
V˜Ξ0 =
{
v ∈ V˜Ξ;C(v, w) = 0 ∀w ∈ X˜ }
V˜Ξ0 correspond aux fonctions dans V˜Ξ qui sont harmoniques dans le do-
maine non physique Ω˜\Ω. Il existe une fonction unique uˆ telle que
uˆ ∈ V˜Ξ0 et uˆ(·, y) = u(·, y) sur Ω(y)
uˆ est le prolongement harmonique unique de la solution u de (5.4).
Theorème A.1 Quand η → 0, la solution uη du problème (5.13) converge
vers uˆ dans le sens suivant :
lim
η→0 ‖uˆ− u
η‖V˜Ξ = 0, (A.1)
et converge vers la solution u du problème (5.4) dans le sens suivant :
lim sup
η→0
η−1‖u− uη‖VΞ <∞ (A.2)
avec
lim
η→0 η
−δ‖u− uη‖VΞ = 0 ∀δ < 1
qui indique qu’on a une convergence linéaire en fonction de η quand on
considère seulement la partie physique de la solution (restriction sur le
domaine physique Ω).
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Preuve. On a
Aη(uˆ− uη, uˆ− uη) = Aη(uˆ, uˆ− uη)− Aη(uη, uˆ− uη)
= L(uˆ− uη) + ηC(uˆ, uˆ− uη)− L(uˆ− uη)
= ηC(uˆ, uˆ− uη)
En utilisant
Aη(v, v) = (1− η)A(v, v) + ηB(v, v) = (1− η)‖v‖2VΞ + η‖v‖2V˜Ξ
on obtient
(1− η)‖uˆ− uη‖2VΞ + η‖uˆ− uη‖2V˜Ξ = ηC(uˆ, uˆ− uη) (A.3)
et aussi
(1− η)‖uˆ− uη‖2VΞ + η‖uˆ− uη‖2V˜Ξ ≤ ηC(uˆ, uˆ)1/2C(uˆ− uη, uˆ− uη)1/2
≤ ηB(uˆ, uˆ)1/2B(uˆ− uη, uˆ− uη)1/2
≤ η‖uˆ‖V˜Ξ‖uˆ− uη‖V˜Ξ (A.4)
On déduit tout d’abord que
‖uˆ− uη‖V˜Ξ ≤ ‖uˆ‖V˜Ξ
qui prouve que la séquence uη est bornée. Donc, on peut extraire une
sous-séquence, notée aussi uη, qui converge faiblement vers un élément
u∗ ∈ V˜Ξ. uη vérifie
A(uη, v) + ηC(uη, v) = L(v) ∀v ∈ V˜Ξ
Ainsi, en prenant la limite avec η → 0, on obtient
A(u∗, v) = L(v) ∀v ∈ V˜Ξ
qui prouve que la restriction de u∗ sur le domaine Ω coïncide avec la
solution u. En plus, pour tout η, on a
C(uη, v) = 0 ∀v ∈ X˜
et en prenant la limite avec η, on obtient que
C(u∗, v) = 0 ∀v ∈ X˜
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qui donne u∗ ∈ V˜Ξ0 . Comme le prolongement unique de u dans V˜Ξ0 est uˆ, on
a u∗ = uˆ. Par unicité de la limite, on obtient donc que toute la séquence
{uη}η converge faiblement vers uˆ. De (A.3), on a
1− η
η
‖u− uη‖2VΞ + ‖uˆ− uη‖2V˜Ξ = C(uˆ, uˆ− uη)
η→0−→ 0
On obtient que
lim
η→0 ‖uˆ− u
η‖V˜Ξ = 0
et aussi que
lim
η→0 η
−1/2‖u− uη‖VΞ = 0
Afin de raffiner le résultat de convergence dans la norme de VΞ, on note
que uˆ et uη appartiennent à V˜Ξ0 , et que sous des hypothèses suffisantes
de régularité de la frontière aléatoire, les normes ‖ · ‖VΞ et ‖ · ‖V˜Ξ sont
équivalentes sur V˜Ξ0 1. Donc, il existe une constante γ > 0 telle que
‖uˆ− uη‖V˜Ξ ≤ γ‖uˆ− uη‖VΞ
En utilisant cette inégalité et (A.4), on obtient
‖uˆ−uη‖2VΞ ≤ ‖uˆ−uη‖2VΞ +η‖uˆ−uη‖2V˜Ξ−η‖uˆ−uη‖2VΞ ≤ ηγ‖uˆ‖V˜Ξ‖uˆ−uη‖VΞ
et donc 1
η
‖uˆ− uη‖VΞ ≤ γ‖uˆ‖V˜Ξ <∞
qui donne (A.2). 
Remarque A.1 Sous des hypothèses suffisantes de régularité sur la fron-
tière du domaine Ω, on a que uη vérifie la condition de transmission sui-
vante sur la frontière interne ΓN :
η
∂uη+
∂n
− ∂u
η
−
∂n
= 0
1. L’équivalence des normes ‖ · ‖V(ξ) et ‖ · ‖V˜ sur V˜0(ξ) peut être facilement montrée pour tout domaine
déterministe Ω(ξ) ayant une frontière suffisamment régulière (e.g. Lipschitz). On utilise pour cela la condition
de prolongement harmonique vérifiée par les fonctions de V˜0(ξ) et la continuité des opérateurs de trace de
Ω(ξ) sur Γ et de Ω˜\Ω(ξ) sur Γ, où Γ = Ω(ξ) ∩ (Ω˜\Ω(ξ)). On montre ainsi que pour tout u ∈ V˜0(ξ), on a
‖u‖V(ξ) ≤ ‖u‖V˜ ≤ C(ξ)‖u‖V(ξ) où C(ξ) est une constante dépendant du domaine Ω(ξ). Il en découle l’équivalence
des normes ‖ · ‖VΞ et ‖ · ‖V˜Ξ sur V˜
Ξ
0 si on suppose que C(·) est uniformément bornée sur Ξ, ce qui équivaut à
une condition de régularité sur la famille de domaines {Ω(ξ)}ξ∈Ξ. Il serait alors nécessaire de caractériser des
classes de domaines aléatoires vérifiant cette condition. Durant cette thèse, nous n’avons pas approfondi cette
question.
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où n est la normale unité vers ΓN et uη+ (resp. uη−) est la restriction de
uη sur Ω˜\Ω (resp. Ω). Pour un η suffisamment petit, on obtient donc une
vérification approchée des conditions aux limites de Neumann homogènes
∂uη−
∂n ≈ 0.
A.2 Convergence des solutions associées à des fonc-
tions indicatrices approximées
On suppose que la séquence {Is}s≥1 est telle que pour s ≥ s′, la condi-
tion (5.46) est vérifiée. L’existence d’un tel s′ est une conséquence de l’hy-
pothèse forte suivante sur la séquence Is, qui est discutée dans la section
B.
Hypothèse A.1 On suppose que la séquence {Is}s≥1 converge uniformé-
ment vers I :
lim
s→∞ ‖I − Is‖L∞Pξ (Ξ;L∞(Ω˜)) = 0 (A.5)
On note δs = ‖I − Is‖L∞Pξ (Ξ;L∞(Ω˜)). Dans la suite, pour tout η, on considère
la séquence {Is}s≥s′(η) telle que
1− η
η
δs ≤ γ < 1 (A.6)
avec une certaine constante γ. On note que cette condition (A.6) implique
que Is ≥ −δs ≥ −γ η1−η > − η1−η , qui est la condition d’ellipticité (5.47).
Pour un domaine ω, éventuellement aléatoire, on note ‖·‖ω la norme dans
L2Pξ(Ξ; L˜(ω)), définie par
‖v‖2ω =
∫
Ξ
∫
ω
v2 dµ (A.7)
Theorème A.2 Sous l’hypothèse A.1, on a la convergence forte de la
séquence {uη,s}s∈N, avec uη,s la solution de (5.43), vers la solution uη de
(5.13) :
lim
s→∞ ‖uη − uη,s‖Aη = 0
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Plus précisément,
‖uη − uη,s‖Aη ≤ G(s, η)D(η)
où G(s, η)→ 0 quand s→∞ et G(s, η) est uniformément borné en η, et
où D(η) est une constante qui dépend du prolongement f η de f :
D(η) =
(
‖f‖2Ω + ‖f η/
√
η‖2Ω˜\Ω
)1/2
(1 + η)1/2
Preuve. La forme bilinéaire Aη, définie dans (5.16), est continue symmé-
trique et coercive. Elle définit une norme dans V˜Ξ, definie par ‖v‖2Aη =
Aη(v, v), et telle que η‖ · ‖2V˜Ξ ≤ ‖ · ‖2Aη ≤ ‖ · ‖2V˜Ξ. On a
‖uη − uη,s‖2Aη = Aη(uη − uη,s, uη − uη,s)
= Aη(uη, uη − uη,s)− Aη(uη,s, uη − uη,s)
= L(uη − uη,s)− Lηs(uη − uη,s)
+ Aηs(uη,s, uη − uη,s)− Aη(uη,s, uη − uη,s)
= (L− Lηs)(uη − uη,s) + (Aηs − Aη)(uη,s, uη − uη,s) (A.8)
Notant que
‖∇u‖2Ω˜ ≤
1
η
‖u‖2Aη
et introduisant δs = ‖I − Is‖L∞Pξ (Ξ;L∞(Ω˜)), on obtient
(Aηs − Aη)(uη,s, uη − uη,s) ≤ (1− η)δs‖∇uη,s‖Ω˜‖∇(uη − uη,s)‖Ω˜
≤ δs1− η
η
‖uη,s‖Aη‖uη − uη,s‖Aη (A.9)
Soit ‖ · ‖Aηs la norme sur V˜Ξ induite par Aηs, définie par ‖v‖2Aηs = Aηs(v, v).
On a aussi
‖u‖2Aηs = ‖u‖2Aη + (1− η)
∫
Ω˜
(Is − I)∇u2
≥ ‖u‖2Aη − (1− η)δs‖∇u‖2Ω˜
≥ ‖u‖2Aη
(
1− 1− η
η
δs
)
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où 1−ηη δs ≤ γ < 1 avec l’hypothèse (A.6). On a donc
(1− 1− η
η
δs)‖uη,s‖2Aη ≤ ‖uη,s‖2Aηs = Lηs(uη,s)
≤ (1 + δs)
(
‖f‖Ω‖uη,s‖Ω + ‖f η‖Ω˜\Ω‖uη,s‖Ω˜\Ω
)
On note Cω la constante définie par
Cω = sup
v
‖v‖ω
‖∇v‖ω
et C = max{CΩ, CΩ˜} (les constantes CΩ et CΩ˜ sont finies quand ∂Ω et
∂Ω˜ possèdent une partie de Dirichlet). D’où
(1− 1− η
η
δs)‖uη,s‖2Aη
≤ (1 + δs)C
(
‖f‖Ω‖∇uη,s‖Ω + η‖f η/η‖Ω˜\Ω‖∇uη,s‖Ω˜
)
≤ (1 + δs)C
√
2
(
‖f‖2Ω + η‖f η/η‖2Ω˜\Ω
)1/2 (‖∇uη,s‖2Ω + η‖∇uη,s‖2Ω˜)1/2
≤ (1 + δs)C
√
2
(
‖f‖2Ω + η‖f η/η‖2Ω˜\Ω
)1/2
(1 + η)1/2‖uη,s‖Aη
ce qui donne
‖uη,s‖Aη ≤
√
2 1 + δs
1− 1−ηη δs
CD(η) (A.10)
avec D(η) = (1 + η)1/2
(
‖f‖2Ω + ‖f η/√η‖2Ω˜\Ω
)1/2
. De la même façon, on
obtient
(L− Lηs)(uη − uη,s) ≤ δs
(
‖f‖Ω‖uη − uη,s‖Ω + ‖f η‖Ω˜\Ω‖uη − uη,s‖Ω˜\Ω
)
≤ δsCD(η)
√
2‖uη − uη,s‖Aη (A.11)
Finalement, en utilisant (A.8), (A.9), (A.10) et (A.11), on obtient
‖uη − uη,s‖Aη ≤ G(s, η)D(η)
avec
G(s, η) =
√
2C
δs1− η
η
1 + δs
1− (1−η)η δs
+ δs
 = √2Cδs
η
1
1− (1−η)η δs
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On a clairement G(s, η) −→
s→∞ 0. Comme δs est convergente, on a δs ≤
δmax <∞. De la condition (A.6), on a donc G(s, η) ≤
√
2C γ+δmax1−γ , ce qui
termine la preuve. 
Le théorème A.2 nous dit que pour tout η > 0 fixé, la solution uη,s
du problème (5.43) converge vers la solution uη de (5.13), au sens de la
norme induite par Aη, qui est équivalente à la norme dans V˜Ξ. Ce théorème
indique aussi que quand η → 0, la convergence des séquences uη,s peut être
influencée par le choix du prolongement f η de f . Une condition suffisante
pour que cette convergence ne soit pas influencée par le prolongement, est
de prendre
f η = fˆηk, k ≥ 1/2, sur Ω˜\Ω
avec fˆ un prolongement donné de f tel que limη→0D(η) <∞.
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Annexe B
Convergence des représentations
séparées des fonctions indicatrices
On discute ici les hypothèses sur la fonction indicatrice I qui sont
requises afin d’obtenir une convergence uniforme de la décomposition de
Karhunen-Loève Is(x, ξ) =
∑s
i=1 gi(x)χi(ξ) (Hypothèse A.1 de la section
A), qui rend possible la vérification de la condition (5.46). On rappelle que
cette condition assure des problèmes (5.43) bien posés et la convergence
des approximations associées uη,s (voir annexe A). Plus de détails peuvent
être trouvés dans [Babuska et al., 2005].
On suppose tout d’abord que le noyau de corrélation cI est continu, qui
est une hypothèse raisonnable et qui peut être vérifiée dans la pratique.
Alors, d’après le théorème de Mercer [Riesz et Sz.-Nagy, 1990], on a 1
lim
s−→∞ ‖I − Is‖L∞(Ω˜;L2Pξ (Ξ)) = 0
Si en plus, on suppose que
(c1) les images {χi(Ξ)}∞i=1 sont uniformément bornées dans R, i.e. il
existe un ensemble borné Υ ⊂ R tel que χi(Ξ) ⊂ Υ pour tout i ≥ 1,
(c2) les fonctions {gi}∞i=1 sont suffisamment régulières sur Ω˜ et unifor-
mément bornées, i.e. maxi≥1 ‖gi‖L∞(Ω˜) <∞,
(c3) les valeurs propres de l’opérateur de corrélation γi = ‖giχi‖2L2(Ξ×Ω˜)
sont telles que γi = O( 11+iq ) pour un certain q > 1,
alors on a la convergence uniforme de Is vers I, i.e.
lim
s−→∞ ‖I − Is‖L∞Pξ (Ξ;L∞(Ω˜)) = 0
1. ‖I‖
L∞(Ω˜;L2
Pξ
(Ξ)) = ess supx∈Ω˜ ‖I(x, ·)‖
2
L2
Pξ
(Ξ) = ess supx∈Ω˜ E(I(x, ξ)
2)
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En considérant les fonctions normalisées gi ∈ L2(Ω˜), on a
|χi(y)| =
∣∣∣∣∣∣∣∣
∫
Ω˜
I(x, y)gi(x) dx
∣∣∣∣∣∣∣∣ ≤
∫
Ω˜
I(x, y)|gi(x)| dx
≤
∫
Ω˜
|gi(x)| dx ≤ mes(Ω˜)1/2‖gi‖L2(Ω˜) <∞
ce qui donne la condition (c1). La condition (c3) peut être vérifiée en
pratique. Cependant, pour le présent contexte, la condition (c2) n’est pas
vérifiée car le noyau de corrélation cI n’a pas des propriétés de régularité
suffisantes. En fait, ce problème peut être contourné par l’introduction
d’une version régularisée de la fonction indicatrice I, notée Ir, avec un
noyau de corrélation suffisamment régulier cIr . La solution uη,r du pro-
blème (5.13), avec I remplacée par Ir, peut être choisie arbitrairement
proche de la solution uη. Alors, on peut définir une séquence de problèmes
(5.43) associés à des représentations séparées Irs de Ir. Notant uη,r,s leurs
solutions, des conditions suffisantes seraient vérifiées afin de garantir la
convergence avec s de uη,r,s vers uη,r. L’effet de la régularisation de I est
illustré dans la section 5.3.3.3.
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