Abstract. A.M. Kagan introduced a class of distributions D m,k in R m and proved that if the joint distribution of m linear forms of n independent random variables belongs to the class D m,m−1 , then the random variables are Gaussian. A.M. Kagan's theorem implies, in particular, the well-known SkitovichDarmois theorem, where the Gaussian distribution on the real line is characterized by independence of two linear forms of n independent random variables. In the note we describe a wide class of locally compact Abelian groups where A.M. Kagan's theorem is valid.
Introduction
One of the most famous characterization theorems in mathematical statistics is the following statement. It was proved independently by V. P. Skitovich and G. Darmois.
The Skitovich-Darmois theorem ( [15, Chapter 3] ). Let ξ i , i = 1, 2, . . . , n, n ≥ 2, be independent random variables, α i , β i be nonzero real numbers. If the linear forms L 1 = α 1 ξ 1 + · · · + α n ξ n and L 2 = β 1 ξ 1 + · · · + β n ξ n are independent, then all the random variables ξ i are Gaussian.
Consider m linear forms of n independent random variables L j = α j1 ξ 1 +· · ·+α jn ξ n , j = 1, 2, . . . , m. In [14] A.M. Kagan introduced a class of distributions D m,k in R m and proved that if all the coefficients α ji are nonzero and the joint distribution of the linear forms L j belongs to the class D m,m−1 , then the random variables ξ i are Gaussian. In particular, if the linear forms are independent, then their joint distribution belongs to the class D 2,1 , and hence, the Skitovich-Darmois theorem follows from A.M. Kagan's theorem. The aim of this note is to describe a wide class of locally compact Abelian groups where A.M. Kagan's theorem is valid. In do doing coefficients of the linear forms are continuous endomorphisms of a group. We remark that a number of papers is devoted to group analogues of the Skitovich-Darmois theorem, see e.g. [4] - [7] , [9] - [12] , and also [8, §10-15] .
We will use in the article standard results of abstract harmonic analysis (see [13] ). Recall some definitions and agree on notation.
Let X be a locally compact Abelian group, Y be its character group, (x, y) be the value of a character y ∈ Y at an element x ∈ X. If H is a subgroup of the group Y , denote its annihilator by A(X, H) = {x ∈ X : (x, y) = 1 for all y ∈ H}. Let X 1 and X 2 be locally compact Abelian groups, and Y 1 and Y 2 be their character groups respectively. For any continuous homomorphism f : X 1 → X 2 define the adjoint homomorphismf : Y 2 → Y 1 by the formula (x 1 ,f y 2 ) = (f x 1 , y 2 ) for all x 1 ∈ X 1 , y 2 ∈ Y 2 . If G is a subgroup of X, denote its closure by G. Denote by T the circle group (the one dimensional torus), i.e. T = {z ∈ C : |z| = 1}. Denote by I the identity automorphism of a group.
Let ψ(y) be a function on the group Y , and let h ∈ Y . Denote by ∆ h the finite difference operator
for some nonnegative integer n. The minimal n for which (1) holds is called the degree of the polynomial ψ(y). Let ξ be a random variable with values in the group X. Denote by µ ξ its distribution and bŷ µ(y) =μ ξ (y) its characteristic function (Fourier transform)
where E is the mathematical expectation of a complex valued random variable. Denote by M 1 (X) the convolution semigroup of probability distributions on the group X. For µ ∈ M 1 (X) define a distributionμ ∈ M 1 (X) by the formulaμ(B) = µ(−B) for all Borel sets B. We note thatμ(y) =μ(y).
A distribution γ on the group X is called Gaussian ( [19, Chapter IV] ) if its characteristic function can be represented in the formγ
where x ∈ X, and ϕ(y) is a continuous non-negative function on the group Y satisfying the equation
Denote by Γ(X) the set of Gaussian distributions on the group X. We note that according to this definition the degenerate distributions are Gaussian.
Group analogue of A.M. Kagan's theorem
Let X be a second countable locally compact Abelian group. Consider a random vector ζ= (ζ 1 , . . . , ζ m ) in values in the group X m . Following A.M. Kagan [14] we say that the distribution of the random vector ζ belongs to the class D m,k , 1 ≤ k ≤ m, if the characteristic functionμ ζ (y 1 , . . . , y m ) admits the following factorisation
where R i 1 ,...i k (y i 1 , . . . , y i k ) are continuous functions such that R i 1 ,...i k (0, . . . , 0) = 1, and in the product all indexes (i 1 , . . . , i k ) satisfy the conditions
Let ξ i , i = 1, 2, . . . , n, be independent random variables with values in the group X. Consider the linear forms L j = α j1 ξ 1 + · · · + α jn ξ n , j = 1, 2, . . . , m, where the coefficients α ji are continuous endomorphisms of the group X. It is easy to see that if these linear forms are independent, then the distribution of the random vector L= (L 1 , . . . , L m ) belongs to the class D m,1 .
The main result of the note is the following theorem. It is a generalisation of A.M. Kagan's result on locally compact Abelian groups. Theorem 1 . Let X be a second countable locally compact Abelian group containing no subgroup topologically isomorphic to the circle group T. Let α ji , j = 1, 2, . . . , m, i = 1, 2, . . . , n, be continuous monomorphisms of the group X. Put
Assume that the following condition hold:
Let ξ i , i = 1, 2, . . . , n, be independent random variables with values in the group X and distributions µ i with non vanishing characteristic functions. Consider the linear forms 
where r j are arbitrary functions. Then ψ(y) is a polynomial on Y .
Proof. We use the finite difference method. Let h m be an arbitrary element of the group Y . Substitute y m + h m for y m in Equation (3). Subtracting Equation (3) from the resulting equation we get an equation where the right-hand side does not contain the function r m . By repeating this operation, we consistently exclude all functions r j from the right-hand side of the resulting equations. After m − 1 steps we get
By Lemma 1, the subgroup a j (Y ) is dense in Y . Since h j are arbitrary elements of the group Y , it follows from (4) that the function ψ(y) satisfies the equation
i.e. ψ(y) is a polynomial.
Lemma 3 . Let X be a locally compact Abelian group and Y be its character group. Let α pi , p = 1, 2, . . . , m, i = 1, 2, . . . , n, be continuous monomorphisms of the group X. Assume that condition (2) holds. Put a pi =α pi . Let ψ i (y) be continuous functions on the group Y , satisfying the equation
where s j are arbitrary functions. Then all
Proof. We use the finite difference method. Let h nj , j = 1, 2, . . . , m, be elements of the group Y such that a 1n h n1 + · · · + a mn h nm = 0.
Substitute y j + h nj for y j for all j in Equation (5) and subtract Equation (5) from the resulting equation. We obtain
where
The left-hand side of Equation (6) no longer contains the function ψ n . In the second step taking elements h n−1,j in such a manner that the equality
holds and reasoning similarly, we exclude the function ψ n−1 from the left-hand side of Equation (6) . By excluding successively the functions ψ i from the left-hand side of Equation (6), after n − 1 steps we come to an equation of the form
and r j are some functions. It should be noted that when we got Equation (7) we chose elements h ij at every step in such a manner that the equalities
were fulfilled. Consider the subgroups
The adjoint to
The character group of the subgroup H i is topologically isomorphic to the factor-group X m /A(X m , H i ), and the adjoint to p i homomorphismp i is a factor mappingp i :
Let us return to Equation (7) . Since α j1 , j = 1, 2, . . . , m, are continuous monomorphisms of the group X, by Lemma 2, the function
is a polynomial on Y . Taking into account that the subgroups g li (H i ), i = l, are dense in Y and (8), we can suppose that in (10) l 12 = · · · = l 1n = h, where h is an arbitrary element of the group Y , i.e. the function ∆ n−1 h ψ 1 (y) is a polynomial on Y . Hence, the function ψ 1 (y) is also a polynomial on Y . For the functions ψ j (y), j = 2, 3, . . . , n we reason similarly.
We also need group analogues of the classical Cramér and Marcinkiewicz theorems. We will formulate them as lemmas.
Lemma 4 ([1])
. Let X be a second countable locally compact Abelian group containing no subgroup topologically isomorphic to the circle group T. Let γ ∈ Γ(X) and γ = γ 1 * γ 2 , where γ j ∈ M 1 (X). Then γ j ∈ Γ(X).
Lemma 5 ([3]
). Let X be a second countable locally compact Abelian group containing no subgroup topologically isomorphic to the circle group T. Let µ ∈ M 1 (X) and the characteristic functionμ(y) is of the formμ (y) = exp{ψ(y)}, y ∈ Y, where ψ(y) is a continuous polynomial. Then µ ∈ Γ(X).
Proof of Theorem 1. Let Y be a character group of the group X. Letμ L (y 1 , . . . , y m ) be the characteristic function of the random vector L. Put a pi =α pi , p = 1, 2, . . . , m, i = 1, 2, . . . , n. Taking into account that the random variables ξ i are independent, the characteristic functionμ L (y 1 , . . . , y m ) is of the formμ
Taking into account that the distribution of the random vector L belongs to the class D m,m−1 , we may write
where R j (y 1 , . . . , y j−1 , y j+1 , . . . , y m ) are continuous functions such that R j (0, . . . , 0) = 1. Put ν i = µ i * μ i . Then we haveν i (y) = |µ i (y)| 2 > 0, the characteristic functions of the distributionŝ ν i (y) also satisfy Equation (11), and all the factors in the left-hand side and right-hand side of Equation (11) are greater then zero. If we prove that all ν i ∈ Γ(X), it follows from this by Lemma 4 , that all µ i ∈ Γ(X) too. Thus, we may assume from the beginning that all factors in the left-hand side and right-hand side of Equation (11) are greater then zero.
Put ψ i (y) = logμ i (y), i = 1, 2, . . . , n, s j = log R j , j = 1, 2, . . . , m. It follows from (11) that the functions ψ i and s j satisfy Equation (5) . Then by Lemma 3, ψ i (y) are polynomial on Y . Applying Lemma 5, we obtain that µ i ∈ Γ(X), i = 1, 2 . . . , n.
Corollaries and generalizations of the main theorem
Assume that X is a locally compact Abelian torsion free group. Then X does not contain a subgroup topologically isomorphic to the circle group T, and multiplication by a nonzero integer is a continuous monomorphism of the group X. Hence, Theorem 1 implies the following statement (compare with [17] ). Suppose that in Theorem 1 α ji , j = 1, 2, . . . , m, i = 1, 2, . . . , n, are topological automorphisms of the group X. Then G i are closed subgroups of the group X m , and condition (2), as easy to see, is equivalent to the following condition:
For any fixed i, l ∈ {1, 2, . . . , n}, i = l, the following equality holds:
Ker (α
We note that if m = 2, and L 1 = ξ 1 + · · · + ξ n and L 2 = α 1 ξ 1 + · · · + α n ξ n , where α i are topological automorphisms of the group X, then condition (12) takes the form:
for all i, l ∈ {1, 2, . . . , n}, i = l. Let X be a locally compact Abelian divisible torsion free group. We recall that an Abelian group G is divisible if, for every natural n and every g ∈ G, there exists x ∈ G such that nx = g. An important example of a locally compact Abelian divisible torsion free group is a group of the form R n × Σ n a , where Σ a is an a-adic solenoid (a compact Abelian group such that its character group is topologically isomorphic to the group of rational numbers Q considering the discrete topology), n is a cardinal number. Any connected locally compact Abelian divisible torsion free group is topologically isomorphic to a group of this type. For the structure theorem for an arbitrary locally compact Abelian divisible torsion free group see [13, (25.33) ]. Obviously, for these groups X multiplication by any nonzero integer, and hence, multiplication by any nonzero rational number, is a topological automorphism. Therefore, we may consider linear forms of independent random variables taking values in X with rational coefficients. Corollary 1 for such groups can be significantly improved. Namely, condition (2) or the equivalent condition (12) , can be omitted. Proof. It is easy to see that the character group of a locally compact Abelian divisible torsion free group is also a locally compact Abelian divisible torsion free group. The proof of Theorem 1 is based on Lemma 3 and group analogues of theorems by Cramér and Marcinkiewicz (Lemmas 4 and 5). Since X does not contain a subgroup topologically isomorphic to the circle group T, Lemmas 4 and 5 hold for the group X. We retain the notation used in the proof of the Theorem 1. Reasoning as in the proof of Theorem 1, we come to Equation (5) .
Consider integer-valued vectors α i = (α 1i , . . . , α mi ), i = 1, 2, . . . , n. Since multiplication by any nonzero rational number is a topological automorphism of the groups X and Y , it is easy to see that condition (2) or equivalent condition (12), are not fulfilled if and only if the vectors α i and α l are collinear for some i = l. We assume for simplicity that we have the only subset of collinear vectors, and they are the vectors α q , . . . , α n , and the vectors α 1 , . . . , α q are not collinear. The general case may be considered similarly. Let α i = c i α q , i = q + 1, q + 2, . . . , n, where c i are nonzero rational numbers. Put
Equation (5) with this notation takes the form
The non-collinearity of the vectors α i , i = 1, 2, . . . , q, implies that the topological automorphisms α pi , p = 1, 2, . . . , m, i = 1, 2, . . . , q, already satisfy condition (2) or equivalent condition (12) . Now, the conditions of Lemma 3 are satisfied. By Lemma 3, the functions ϕ i (y), i = 1, 2, . . . , q, are polynomial on Y . Applying Lemma 5, we obtain that µ i ∈ Γ(X), i = 1, 2, . . . , q − 1. Moreover, exp{ϕ q (y)} is the characteristic function of a Gaussian distribution. Taking into account that multiplication by c i , i = q + 1, q + 2, . . . , n, are topological automorphisms of the group Y , and applying Lemma 4, we get that µ i ∈ Γ(X), i = q, q + 1, . . . , n.
It should be noted that if in Theorem 2 m = 2, i.e. we have two independent linear forms L 1 and L 2 of n independent random variables ξ i , and the coefficients of the linear forms α ji , j = 1, 2, . . . , m, i = 1, 2, . . . , n, are nonzero integers, then, as it was proved in [4] , the statement of Theorem 2 remains true if we omit the condition that X is a divisible group.
In the article [16] A. M. Kagan and G. J. Székely introduced a notion of Q-independence and proved, in particular, that the Skitovich-Darmois theorem holds true if instead of independence Qindependence is considered. Then in the article [10] a notion of Q-independence for random variables with values in a locally compact Abelian group was introduced. In [10] it was proved, in particular, that a group analogue of the Skitovich-Darmois theorem (see [7] ) remains true if instead of independence Q-independence is considered.
Let ξ 1 , . . . , ξ n be random variables with values in the group X. We say that the random variables ξ 1 , . . . , ξ n are Q-independent if the characteristic function of the random vector ξ=(ξ 1 , . . . , ξ n ) is represented in the formμ
where q(y 1 , . . . , y n ) is a continuous polynomial on the group Y n . We also suppose that q(0, . . . , 0) = 0. We will prove now that, exactly as in the case of the Skitovich-Darmois theorem, Theorem 1 holds true if we change the condition of independence of the random variables ξ i for Q-independence. The following statement holds. Proof. We retain the notation used in the proof of Theorem 1, and reason as in the proof of Theorem 1. Taking into account the Q-independence of random variables ξ i , the characteristic function of the random vector L is of the form
where q(y 1 , . . . , y n ) is a continuous polynomial on the group Y n , and instead of Equation (11) we get the equation
where p(y 1 , . . . , y m ) is a continuous polynomial on the group Y m . Following the proof of Theorem 1, we want to conclude from () that all distributions µ i are Gaussian. To do this we need to know that the statements of Lemma 2 and 3 remain true in the case when we add a polynomial to the right-hand side of Equations (3) and (5) . It is easy to see that it is true. The proofs of the lemmas are almost the same. The only difference is that the degrees of polynomials ψ(y) and ψ i (y) are changed. Theorem 3 and the reasoning used in the proof of Theorem 2 imply the following analogue of Theorem 2 for Q-independent random variables. Remark 1 . Assume that in Theorem 1 m = 2, i.e. we have two independent forms L 1 and L 2 of n independent random variables ξ i . Suppose that α ji , j = 1, 2, i = 1, 2, . . . , n, are topological automorphisms of the group X. Then, as it was proved in [7] , all µ i are Gaussian distributions. In so doing we do not suppose that condition (2) or equivalent condition (12) is valid.
Considering this we will formulate the following question. Does Theorem 1 hold true if we omit condition (2) or (12) in the case when the coefficients α ji are topological automorphisms of the group X? Remark 2 . Discuss the case when a locally compact Abelian group X contains a subgroup topologically isomorphic to the circle group T. The simplest example of such a group is X = T. Then, as it was proved in [2] , there exist independent non-Gaussian random variables ξ 1 and ξ 1 with values in the group X with nonvanishing characteristic functions such that the linear forms L 1 = ξ 1 + ξ 2 and L 2 = ξ 1 − ξ 2 are independent, i.e. the distribution of the random vector L = (L 1 , L 2 ) belongs to the class D 2,1 . Condition (12) in this case takes the form: multiplication by 2 is a topological automorphism of the group X. Obviously, it is not true.
Consider a more complicated example. Let X = T 2 . The main theorem proved in [18] implies the complete description of topological automorphisms α of the group X which possess the following property: there exist independent non-Gaussian random variables ξ 1 and ξ 1 with values in the group X with nonvanishing characteristic functions such that the linear forms L 1 = ξ 1 + ξ 2 and L 2 = ξ 1 + αξ 2 are independent, i.e. the distribution of the random vector L = (L 1 , L 2 ) belongs to the class D 2,1 . Condition (12) in this case takes the form: I − α is a topological automorphism of the group X. This condition for such α is not true. As follows from the results of [12] , the same is also true for the group X = R × T.
In connection with the above, the following question arises. Let X be an arbitrary second countable locally compact Abelian group, i.e. generally speaking, X can contain a subgroup topologically isomorphic to the circle group T. Assume that condition (2) or (12) in the case when coefficients α ji are topological automorphisms of the group X, is valid. Does Theorem 1 hold true in this case? In other words, does Theorem 1 hold true if we omit the condition: the group X contains no subgroup topologically isomorphic to the circle group T. It is interesting to remark that if m = 2, i.e. we have two independent linear forms, the number of independent random variables n = 2, and the coefficients α ji are topological automorphisms of the group X, as it was proved in [9] the answer too this question is positive.
