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We consider a model describing Bose-Josephson junction (BJJ) coupled to a single bosonic mode
exhibiting a quantum phase transition (QPT). Onset of chaos close to QPT is observed from semi-
classical dynamics of collective modes and from spectral statistics. A detailed analysis of entangle-
ment entropy and multifractal nature of states reveals a non-ergodic to weakly ergodic crossover
at a critical energy. We identify the imprint of collective pi-oscillation as many body quantum
scar (MBQS), which leads to the deviation from ergodicity. Persistence of phase coherence in non-
equilibrium dynamics of such initial state corresponding to the pi-mode is an observable signature
of MBQS which can be relevant for experiments on BJJ.
Introduction.–Ergodicity in closed quantum system has
attracted attention in recent years due to its implication
in variety of interesting phenomena related to the non-
equilibrium dynamics of quantum many body system
[1, 2]. The emergence of steady states in non-equilibrium
dynamics of certain many body systems and its corre-
spondence to the generalized Gibbs ensemble is an ev-
idence of such ergodic behaviour [3–7]. The eigenstate
thermalization hypothesis (ETH) has been proposed to
explain ergodicity at the level of individual eigenstates of
many-body spectrum [8, 9] and its connection with ran-
dom matrix theory (RMT) has thoroughly been explored
theoretically [10–13]. However, there are certain many
body systems which fail to thermalize and remain local-
ized giving rise to many body localization (MBL) [14–17]
phenomena. The transition from MBL to delocalization
can exhibit ergodic nature by tuning the parameters like
disorder strength, interaction etc and even dynamically
in presence of drive [18–24]. As an alternate route to
thermalization and delocalization, underlying chaotic be-
haviour has also been investigated in certain many body
systems [25, 26]. Because of easy tunability of parame-
ters, the ultracold atomic system has become a testbed
to study both the MBL and non-equilibrium many body
dynamics related to ergodic behaviour [19, 27–33].
Apart from localized and extended states, multifrac-
tal wavefunction has also been observed in disordered as
well as other many body systems such as interacting spin
system near the quantum criticality [34–36]. Existence of
such states hinders the many body system from complete
thermalization and gives rise to non-ergodic behaviour.
Transition from non-ergodic to ergodic behaviour and
consequence of such multifractal states particularly in
context of anomalous thermalization attracts much at-
tention and deserves further investigation [37–42].
Apart from above mentioned phenomena, there can
be other means by which a quantum system can deviate
from ergodicity and certain states may lead to breakdown
of ETH hypothesis. In a recent experiment on chain of
ultracold Rydberg atoms [43], the appearance of revival
phenomena for certain specific initial states indicating
the deviation from ergodicity has been attributed to the
existence of MBQS and its underlying mechanism has
been analyzed theoretically in a series of recent works
[44–48]. Motivated by this experiment, the quantum scar
has also been identified theoretically in other spin mod-
els [49, 50]. Quantum scar in single particle wavefunc-
tion can be identified as reminiscence of unstable clas-
sical periodic orbits which was first studied in the con-
text of chaotic stadium [51]. However in quantum many
body system, the correspondence between scarred state
and unstable classical orbits is not very straightforward.
Identifying such scarred states corresponding to the un-
stable dynamical branch of collective coordinates in many
body system and their effect in ergodicity are the main
focus of present study.
In this work, we investigate the ergodic behaviour and
non-equilibrium dynamics of a BJJ coupled to a single
bosonic mode undergoing a quantum phase transition
(QPT). Above QPT, we identify a separatrix at criti-
cal energy Ec between the non-ergodic and weakly er-
godic states. We quantify the ergodic behaviour of the
states from entanglement entropy which is summarized in
Fig.1. Interestingly, the presence of a dynamical steady
state known as pi-oscillation of BJJ [52] at an energy E0
gives rise to deviation from ergodic behavior and im-
print of unstable pi-mode is identified as scar in wave-
function. Within single mode approximation, BJJ with
fixed number of bosons N can be described as two site
Bose-Hubbard model (BHM) [53], HBJJ = −J2 (a†LaR +
a†RaL) +
U
2N [nˆL(nˆL − 1) + nˆR(nˆR − 1)], where J and U
represent the hopping strength and on-site interaction
respectively while aL/R and nˆL/R denote boson annihila-
tion and number operators in respective sites. The steady
states and dynamics of isolated BJJ has been studied ex-
tensively both experimentally [54–56] as well as theoret-
ically [52, 53, 57–62] while in recent years, driven and
dissipative dynamics of BJJ has also been investigated
through different theoretical approaches [63–67].
Model.–BJJ coupled to a bosonic bath can be effec-
tively written as a spin system coupled to a single bosonic
ar
X
iv
:1
91
2.
06
59
3v
1 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 13
 D
ec
 20
19
2Ergodic
MF
2
1
-1
-2
-3
0
0 1 2 3 4 5
E E
E
FIG. 1. Relative entanglement entropy Sen/Smax (in color
scale) of eigenstates with energy density E across the QPT.
The solid red line denotes the classical ground state energy.
Black dashed and dashed-dotted lines represent energy Ec and
E0 corresponding to unstable FP(II) and FP of pi-oscillation
respectively. Parameters chosen: S = 30, ω0 = 3 and U = 0.5
mode [67] given by
H = −JSˆx + U
2S
Sˆ2z +
λSˆz
2
√
2S
(b+ b†) + ~ω0b†b (1)
Where λ is the coupling strength and b is boson annihila-
tion operator of the bath mode with energy ~ω0. The spin
operators Sˆx = (a
†
RaL + a
†
LaR)/2 and Sˆz = (nˆR − nˆL)/2
are written in the Schwinger boson representation of the
spin system with magnitude S = N2 and we redefine the
coupling strength as γ ≡ λ2/ω0. In all the figures, energy
(time) is scaled by J (1/J) where ~ = 1 unless otherwise
specified.
Semiclassical analysis.– For S = N2  1, the spin sys-
tem is treated semiclassically described by the wavefunc-
tion |Ψsc〉 = |z, φ〉 ⊗ |α〉 where |z, φ〉 and |α〉 represent
the coherent states of spin and boson sectors respectively
[68]. The variables z = cos θ and φ are canonical conju-
gate of each other which describe the orientation of clas-
sical spin vector ~S = (S sin θ cosφ, S sin θ sinφ, S cos θ)
while α =
√
2S(q + ıp)/2 where q and p are the dimen-
sionless coordinates of harmonic oscillator. The corre-
sponding classical Hamiltonian is given by
Hcl = −
√
1− z2 cosφ− U
2
z2 +
λ
2
zq +
ω0
2
(q2 + p2)(2)
We scale Hcl and classical energy E by S to make them
intensive. For U > 0 in isolated BJJ, the on-site interac-
tion is anti-ferromagnetic and the spin vector is aligned
along the x-axis giving magnetization z = 0. Whereas in
the presence of bosonic mode, the renormalized interac-
tion U˜ = U − γ/4 can effectively become ferromagnetic
due to which, system undergoes a QPT at γc = 4(1 +U)
to a state having finite magnetization (z 6= 0). Such
transition has also been confirmed from a full quantum
analysis for relevant physical quantities [69]. The equa-
tions of motion (EOM) for collective coordinates can be
obtained from Hamilton’s equations,
~˙X =
∂Hcl
∂ ~P
, ~˙P = −∂Hcl
∂ ~X
(3)
where ~X = {φ, q} and ~P = {z, p} are canonical con-
jugates of each other [67, 69]. The fixed points (FP)
obtained from the EOM and their stability are ana-
lyzed near QPT [67]. For γ > γc, we categorize the
FPs as: I. symmetry broken: {z = ±
√
1− (1/U˜)2, φ =
0, q = ±√γz2/4ω0, p = 0}, II. symmetry unbroken:
{z = 0, φ = 0, q = 0, p = 0} and III. corresponds to
pi-oscillation: {z = 0, φ = pi, q = 0, p = 0} [52, 67].
The stable FPs corresponding to I and III are visible
in Fig.2(a). At QPT, the symmetry unbroken steady
state (II) undergoes a bifurcation to symmetry broken
states (I) and becomes unstable for γ > γc. Frequency of
pi-oscillation can be calculated from linear stability anal-
ysis of FP III [67, 69]. An instability of pi-oscillation sets
in when the frequency becomes imaginary at a critical
coupling strength,
γu = (ω
2
0 − ω2su)2/ω20 (4)
where one can obtain γu > γc by tuning ω0. The mani-
festation of unstable pi-oscillation above QPT influencing
the ergodic properties of the system is the present focus
of this work.
Ergodicity and chaos:– Phase space trajectories corre-
sponding to semiclassical dynamics of BJJ can be stud-
ied from solving Eq.3. In Fig.2(a), the phase portrait
reveals chaotic dynamics near QPT indicating ergodic
behavior. To analyze the system quantum mechanically,
we obtain eigenvalues En and eigenfunctions |ψn〉 of the
Hamiltonian (Eq.1) using the basis states |mz, n〉, where
mz is the eigenvalue of Sˆz of spin S and n is the eigen-
value of the number operator for bosonic mode which is
truncated to Nmax for numerical calculation. The eigen-
vectors and corresponding eigenvalues can be divided
into even and odd sector of parity operator Πˆ = eıpiPˆ
where Pˆ = nˆ − Sˆx + S. To investigate the signature of
chaos at the quantum level, we study the spectral prop-
erties. We sort the eigenvalues En of each parity sector
in ascending order and obtain the normalized distribu-
tion P (δ) of the level spacing δn = En+1 − En following
the usual prescription [70]. According to BGS conjec-
ture [71], the level spacing distribution of chaotic sys-
tem follows Wigner-Dyson statistics whereas Poissonian
statistics P (δ) = exp (−δ) can be observed in regular
(integrable) regime [70, 72]. Below the critical point
γ < γc for weak coupling strength, the level spacing
follows Poisson distribution as evident from Fig.2(c).
On the other hand for γ > γc, Wigner distribution
of level spacing P (δ) = piδ2 exp
(−piδ2/4) correspond-
ing to Gaussian orthogonal ensemble (GOE) of RMT
is observed (see Fig.2(d)). Onset of chaos is also evi-
dent from the average value of level spacing ratio de-
3fined as r˜n = min(δn, δn+1)/max(δn, δn+1) which shows
a crossover from Poissonian limit given by 〈r˜〉 ∼ 0.386
to GOE limit given by 〈r˜〉 ∼ 0.530 across QPT as seen
in Fig.2(b). Such spectral analysis indicates underly-
ing chaotic behavior above QPT, however detail study
of eigenvectors can reveal more interesting phenomena
related to ergodicity and non-equilibrium phenomena.
(a) (b)
(c) (d)
0.2
0.530
0.386
2.1
FIG. 2. Onset of chaos:(a) Classical phase portrait for
γ/γc = 1.11, ω0 = 3.0 and U = 0.5. b) Crossover of 〈r˜〉
from Poissonian (red solid line) to GOE values (blue dashed
line) by tuning γ. c) and (d) Level spacing distributions for
γ < γc and γ > γc respectively. Parameters chosen: S = 25,
ω0 = 1.0 and U = 0.5.
Crossover from multifractal to weakly ergodic states.–
Next we investigate statistical properties of energy eigen-
states in order to quantify degree of ergodicity according
to their energy. Since the Hamiltonian describes a cou-
pling between a large spin and bosonic mode, we study
the entanglement entropy (EE) of the spin sector which
is relevant for understanding non-equilibrium properties
of the BJJ. By tracing out the bosonic degrees, we ob-
tain the reduced density matrix of the spin sector ρˆs =
TrB |ψ〉〈ψ| and corresponding EE Sen = −Trρˆslogρˆs. To
quantify the ergodic nature of a state, we compare it with
the EE of maximally random state partitioned into sub-
systems A and B [73]. Maximum EE corresponding to
smaller subsystem A can be written as,
Smax ' log(DA)−DA/2DB (5)
where DA(B) is dimension of subsystem A(B). For the
present system DA = 2S + 1 , DB = Nmax + 1 repre-
sent dimensions of spin and bosonic sector respectively.
Relative EE Sen/Smax is obtained for eigenstates with in-
creasing energy E and varying the coupling γ across the
QPT which is shown as color scale plot in Fig.1. This
is one of the main result of the present work which sum-
marizes the ergodic behavior of the BJJ across QPT. It
is evident from the Fig.3(b) that the states with energy
E < Ec have less EE which suggests the existence of
non-ergodic states with multifractality.
(a) (b)
(c) (d)
FIG. 3. Non-ergodic to weakly Ergodic crossover: a) EE, b)
IPR (I2), c) D2 and (d) D∞ of eigenstates for γ/γc = 2.5
(black crosses) and 3.5 (green circles). The blue dashed line
denotes Smax in a) and the GOE limits in b),c),d). The Red
dashed-dotted line at Ec denotes the separatrix. Parameters
chosen: S = 30, ω0 = 3.0 and U = 0.5.
Next we investigate multifractal behavior of eigen-
states |ψn〉 from the scaling of generalized moments
Iq =
∑N
j=1 |〈ψn|j〉|2q ∼ N−τq , where |j〉 represents an
orthonormal basis which is chosen to be the computa-
tional basis |mz, n〉 with dimensionality N . Degree of
delocalization of a state in the chosen basis can be quan-
tified from the exponent τq = Dq(q − 1) where Dq is
the fractal dimension [35]. For localized state Dq = 0,
whereas for completely extended state Dq = 1 and
0 < Dq < 1 signify non-ergodic multifractal state [74].
Fractal dimension can also be calculated directly from
Rnyi entropy as SR(q,N ) = − 1q−1 log(
∑
n |ψn|2q) where
Dq = limN→∞ SR(q,N )/logN for sufficiently large N .
It has been observed that Dq has finite size effect and it
deviates from unity for extended state with finite dimen-
sionality [75]. For eigenstates with varying energy E, in-
verse participation ratio (IPR) I2, fractal dimensions D2
and D∞ are shown in Fig.3 and compared with the GOE
limit [12, 76]. A clear change of ergodic nature of states at
energy Ec = −1 is evident from Fig.3. Eigenstates with
E < Ec are multifractal and non-ergodic with less EE.
On the other hand the states above Ec are weakly ergodic
since fractal dimension, EE, IPR approach to the lim-
iting values of complete random state and forms an en-
ergy independent band like structure. From semiclassical
analysis, we notice that the symmetry unbroken FP(II)
has an energy Ec which separates symmetry unbroken
states (E > Ec) and symmetry broken states (E < Ec)
corresponding to an excited state quantum phase tran-
sition (ESQPT) [69, 77–80]. The non-ergodic states can
4be distinguished from weakly ergodic states using non-
equilibrium dynamics [69].
(a) (b)
FIG. 4. Suppression of chaos : a) 〈r˜〉 with increasing γ/γc for
different ω0; b) EE for different γ/γc = 1.25 (blue crosses),
1.45 (red squares), 2.1 (green circles) and blue dashed line
denotes Smax. Vertical line denotes energy E0 of pi oscillation.
Parameters chosen: S = 25, U = 0.5 and ω0 = 3.0 for b).
Quantum scar of pi-oscillation.–Apart from non-
ergodic states, the presence of dynamical states of collec-
tive motion can also influence the ergodicity. Although
for E > Ec states are weakly ergodic, the FP(III) cor-
responding to pi-oscillation with energy E0 = 1 exists
in this region. Stable pi-mode exists above QPT and
becomes dynamically unstable at γu(> γc). In this re-
gion we observe a dip in EE at an energy E = E0 (see
Fig.4(b)) which signifies the presence of stable FP in
semiclassical dynamics. Such dip at E0 vanishes when
this dynamical state becomes unstable for γ > γu. Sta-
bility region of pi-oscillation can be increased by tun-
ing the frequency ω0 of the bosonic mode. For fixed
γ, enhanced stability of pi-mode leads to suppression of
chaos which is evident from the behavior of 〈r˜〉 shown
in Fig.4(a). We also observe that eigenstates near en-
ergy E ≈ E0 have large overlap with the coherent state
|pi〉 = |z = 0, φ = pi〉 ⊗ |q = 0, p = 0〉 describing
the FP of pi-oscillation. Such overlap still persists even
when this FP becomes dynamically unstable (γ > γu) al-
though the amplitude of overlap decreases (see Fig.5(b)).
From the Husimi distribution of reduced density matrix
Q(z, φ) = 1pi 〈z, φ| ρˆS |z, φ〉 for states near E ≈ E0, we no-
tice (in Fig.5(a)) significant probability density around
φ = ±pi which can be identified as scar of pi-oscillation.
Effect of such quantum scar can also be observed from
anomalous behavior of non-equilibrium dynamics. Time
evolution of the |pi〉 state exhibits interesting features
compared to any other arbitrary state at similar energy
(see Fig.6). Survival probability of this state shows os-
cillatory behavior and in long time deviates significantly
away from the GOE limit compared to other initial states
(see Fig.6(a)). Also Husimi distribution of the final state
retain the scar of |pi〉 (see Fig.6(c)). From the phase op-
erator φˆ [69, 82] defining the relative phase between two
sites of BJJ, we calculate 〈cosφ〉 quantifying the phase
coherence [81–83] which is retained during the time evo-
lution of |pi〉 in contrast to its decay in ergodic dynamics
(see Fig.6(b)). Persistence of phase coherence for such
special state can serve as an experimentally observable
effect of quantum scar.
(b)
1
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FIG. 5. a) Husimi distribution for eigenstate at E ≈ E0 for
γ = 3.5γc > γu; b) overlap of energy eigenstates with |pi〉. pi-
mode becomes unstable at γu = 1.33γc. Parameters chosen:
S = 25, U = 0.5 and ω0 = 3.0.
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FIG. 6. Time evolution of |pi〉 and arbitrary state |z =
0.60, φ = pi/2〉 ⊗ |q = 0.40, p = 0.0〉 at E ≈ E0 shown by
a) survival probability F (t) and b) phase coherence. Inset in
a) shows long time behaviour of F (t) compared with GOE
limit. c), d) show Husimi distribution of |pi〉 and arbitrary
state respectively after sufficient time t = 25. Parameters
chosen: S = 30, γ = 1.8γc > γu, U = 0.5 and ω0 = 3.0.
Conclusion.–BJJ coupled to a single bosonic mode
constitutes an interesting model exhibiting QPT,
crossover from non-ergodic multifractal to weakly
ergodic states at a critical energy and anomalous
thermalization related to quantum scar. We identify
quantum scars related to pi-oscillation of collective
dynamics which gives rise to anomalous thermalization
and suppression of ergodicity. In non-equilibrium
dynamics, phase coherence is retained for special choice
of initial state corresponding to pi-mode, which is in
5stark contrast to ergodic dynamics of arbitrary initial
state. This is a detectable signature of MBQS relevant
for experiments on BJJ [83]. This model can also be
realized in experiment by coupling a BJJ with cavity
mode similar to the experiments in [84], and also in
circuit QED setup [85]. Present study elucidates how
underlying collective dynamics influences the overall
ergodic behavior and its imprint in MBQS.
We thank Hans Kroha for discussion.
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1SUPPLEMENTARY MATERIAL
Quantum Phase Transition (QPT)
From the semi classical analysis, it is clear that the model (Eq.1 in the main text) describing a Bose Josephson junction
(BJJ) coupled to a bosonic mode undergoes a quantum phase transition at a critical coupling strength γc = 4(1+U) [1].
We confirm the existence of QPT using full quantum mechanical analysis by calculating relevant physical quantities
from the ground state |Ψg〉. As seen from Fig.1, sharp change in ground state energy, magnetization 〈Sˆz〉/S (number
imbalance), boson number 〈n〉 and peak in entanglement entropy (EE) at γc signify the QPT. It can be easily seen
that the the results obtained for different quantities converge towards those obtained from the semi classical analysis
for large values of spin S.
(a) (b)
(c) (d)
FIG. 1. Quantum phase transition: a) ground state energy, b) magnetization c) mean occupation number of bosons and (d)
entanglement entropy as a function of coupling strength γ for different values of spin S. solid curves in a), b) and c) show the
classical values. Parameters chosen for all figures are ω0 = 2.0 and U = 0.5
FIG. 2. Fractal dimension D2, D8 and D∞ of ground state |Ψg〉 for variation of γ across the QPT. Parameters chosen are
S = 30, ω0 = 2.0 and U = 0.5.
It is also possible to capture the QPT from sharp change in the fractal dimensions (Dq) of ground state |Ψg〉 in
an appropriately chosen basis and tuning γ as shown in Fig.2. Before the QPT, the symmetry unbroken state is
classically described by large spin aligned along the x-axis and vacuum state for boson. Therefore such state will
show characteristics of localization for coupling γ < γc in |mx, n〉 basis where mx is eienvalue of Sˆx. Whereas for
γ > γc, the ground state spreads over many basis states which gives rise to a growth in Dq. A sudden growth in the
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2values of Dq near QPT implies structural change in the wavefunction at the quantum critical point.
Dynamical equations of motion
The equations of motion obtained for collective coordinates {z, φ, q, p} [1] are given by
z˙ = −
√
1− z2 sinφ (1a)
φ˙ =
z√
1− z2 cosφ+ Uz +
√
γω0
zq
2
(1b)
q˙ = pω0 (1c)
p˙ = −√γω0 z
2
− qω0 (1d)
From the above equations, we find that the stable steady state {z = 0, φ = 0, q = 0, p = 0} undergoes a pitchfork
bifurcation at QPT, thus becoming unstable for γ > γc and followed by formation of two new symmetry broken steady
states which are represented by {z = ±
√
1− (1/U˜)2, φ = 0, q = ∓√γz2/4ω0, p = 0} [1]. Stability analysis of the
steady state {z = 0, φ = pi, q = 0, p = 0} corresponding to the pi oscillation gives the frequency [1],
ω2 =
1
2
(
ω20 + ω
2
su ±
√
(ω20 − ω2su)2 − ω20γ
)
where ω2su = 1− U (2)
This frequency becomes imaginary at γu (Eq.4 in the main text) indicating dynamic instability of pi oscillation.
Excited State Quantum Phase Transition (ESQPT)
Present model undergoes a excited state phase transition (ESQPT) above QPT (γ > γc) similar to the Dicke model
[2]. The singularity at density of states signifies ESQPT at a critical energy density [2–5]. In this case, the singularity
in derivative of density of states signifies ESQPT at E = Ec = −1. This also corresponds to the energy of unstable
symmetry unbroken steady state above QPT, which separates the symmetry broken states with energy E < Ec from
symmetry unbroken states for E > Ec. This can be captured from the pair gap between energy of consecutive odd
and even parity states which is defined as ∆ = E2n − E2n−1 where n = 1, 2.... The pair gap ∆ is vanishingly small for
symmetry broken sector with E < Ec as shown in Fig.3(d). We also calculate other physical quantities depicted in
Fig.3 which confirm the ESQPT and separatrix between symmetry broken and unbroken states at Ec.
(a) (b)
(c) (d)
FIG. 3. Signature of ESQPT captured by plotting a) expectation of Sˆx/S, b) imbalance factor (magnetization) 〈Sz/S〉, c)
fluctuations in Sˆz and (d) pair gap with scaled energy E for S = 30. Red dashed lines demarcates the ESQPT energy i.e
E = Ec. Parameters chosen for all figures are γ/γc = 3.0, ω0 = 2.0 and U = 0.5. The red dashed line demarcates the energy
at which ESQPT occurs i.e E ≈ Ec.
3Non equilibrium dynamics of non-ergodic vs ergodic states
In this section, we show how the non-ergodic and weakly ergodic regime can be distinguished from non equilibrium
dynamics. We compare various physical quantities obtained from time evolution of two initially chosen coherent states
|z, φ〉 ⊗ |α〉 with energy E < Ec and E > Ec as shown in Fig.4 and Fig.5.
(a) (b)
FIG. 4. Dynamics of different initial states corresponding to Non-ergodic vs ergodic regime. Time evolution of expectation
values of observables a) for initial state with |z = 0.85, φ = 0.0〉 ⊗ |q = −2.05, p = 0.0〉 having energy E = −1.939 < Ec and b)
for initial state with |z = 0.85, φ = 0.0〉 ⊗ |q = 0.59, p = 0.0〉 having energy E = 1.536 > Ec. Parameters chosen are S = 30,
γ/γc = 3.0, U = 0.5 and ω0 = 2.0.
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(c) (d)
FIG. 5. a) shows ρˆS at t=0 with same initial condition in spin sector {z = 0.85, φ = 0.0}. b) and c) shows ρˆS at time t = 30
for |z = 0.85, φ = 0.0〉 ⊗ |q = −1.45, p = 0.0〉 with E = −1.939 < Ec and for |z = 0.85, φ = 0.0〉 ⊗ |q = 0.59, p = 0.0〉 with
E = 1.536 > Ec respectively. d) shows time evolution of EE for E < Ec (black dashed curve) and E > Ec (red solid curve)
where blue dashed line denotes Smax. Parameters chosen: S = 30, γ/γc = 3.0, U = 0.5 and ω0 = 2.0.
For initial state with E < Ec, the magnetization 〈Sz/S〉 oscillates around a finite non-zero value which is indicative
of the symmetry broken sector whereas for E > Ec, it decays to zero and the other components of spin coincide with
it indicating thermalization (see Fig.4). We study the reduced density matrix corresponding to the spin sector ρˆS in
the Sz basis after sufficiently long time starting from these two initial states shown in Fig.5. For E < Ec, non-ergodic
dynamics is reflected in non-diagonal and localized form of the final density matrix (Fig.5(b)). On the other hand
4for E > Ec, density matrix takes the diagonal form (Fig.5(c)) indicating thermalization to microcannonical ensemble
however certain fluctuations are observed due to weak ergodicity of the states. The time evolution of entanglement
entropy (EE) in the ergodic regime approaches to Smax (Eq.5 in main text) whereas it deviates significantly for
E < Ec as shown in Fig.5. Similar distinction has also been observed from the long time behaviour of survival
probability.
Phase Coherence:
In BJJ, phase coherence between its two site is an important phenomena which signifies the macroscopic wave nature
of the condensate. It is an interesting aspect to study the behaviour of phase coherence in non-equilibrium dynamics
particularly in the ergodic regime. Quantum mechanically it can be calculated from the phase operator defining the
relative phase between the two site [6]. We can construct an orthonormal phase state basis consisting of 2S+ 1 phase
states with φm = φ0 + 2pim/(2S + 1) where m is a natural number ∈ [0, 2S] ,
|φm〉 = 1
2S + 1
S∑
n=−S
exp(ınφm) |n〉 (3)
where φm ∈ [−pi, pi]. The probability distribution is given by p(φm) = | 〈φm|Ψ〉 |2 with
∑
m p(φm) = 1. Then the
phase coherence can be quantitatively measured by computing 〈cosφ〉 = ∑m p(φm) cosφm. The decay of 〈cosφ〉
from unity to zero implies complete loss of phase coherence (〈cosφ〉 = 0) from perfect coherence(〈cosφ〉 = 1). from
our numerical study, we observe that phase coherence is retained during time evolution in the non-ergodic regime
(E < Ec) while it is lost for initial state with E > Ec which is expected due to ergodic evolution. This phenomena
can be used to distinguish between the non-ergodic and ergodic regime experimentally.
Quantum Scars:
As discussed above in the context of semiclassical dynamics, the steady state corresponding to the pi-oscillation above
QPT remains stable in the range γc < γ < γu. We study the imprint of pi-oscillation from the Husimi distribution
of the wavefunction at E ≈ E0 for increasing γ. In the stable region (γc < γ < γu), we observe that the probability
amplitude of Husimi distribution is very localized at φ = ±pi (see Fig.6(a)) and above the instability point (γ ≥ γu), we
observe spreading of the probability distribution as seen from Fig.6(b). Significantly above the dynamical instability
(γ > γu), interesting pattern in the Husimi distribution is observed as a reminiscence of dynamical orbits, as well the
finite probability distribution around φ = ±pi which can be identified as scar of pi-oscillation (see Fig.6(c)).
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FIG. 6. Husimi distribution of eigenstate at E ≈ E0 for a) γ/γc = 1.25, b) γ/γc = 1.8 and c) γ/γc = 3.5. Parameters chosen:
S = 30, U = 0.5 and ω0 = 3.0. The unstable coupling strength γu/γc = 1.33.
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