Matrix-vector multiplication
Partition A ∈ R m×n elementwise, column-wise, and row-wise
The matrix-vector product y = Ax can be written as 
Interpretation: a ij gain factor from the jth input x j to the ith output y i . (e.g., a ij = 0 means that jth input has no influence on ith output.)
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When the input deviation x = x − x 0 is "small", the output deviation
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Rank of a matrix and inversion
• the set of vectors { v 1 , . . . , v n } is independent if α 1 v 1 + · · · + α n v n = 0 only if α 1 = · · · = α n = 0
• rank of a matrix -number of lin. indep. columns (or rows)
Interpretation: A not f.r.r. -there are redundant outputs • Inversion problem: given y ∈ R m , find x, such that y = Ax.
Interpretation: design an input that achieves a desired output.
• When is the inversion problem solvable? Is the solution unique?
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Solution may not exist, be unique, or there may be ∞ many solutions.
(Why it is not possible to have a finite number of solutions?)
Interpretations:
• Control: x is a control input, y is a desired outcome • Estimation: x is a vector of parameters, y is a set of measurements Typically in control, the solution is nonunique and we aim to find the "best" one.
in estimation, there is no solution and we aim to find the "best" approximation.
Inverse of a matrix
If m = n = rank(A), then there exists a matrix A −1 , such that
Then for all y ∈ R m y = (AA −1 )
The inversion problem is solvable and the solution is unique. Q: Can you find a matrix representation of a linear function f , from given values y 1 , . . . , y n of f at given points x 1 , . . . , x n ? If so, how?
Linear algebra and optimization (L1)
Review of linear algebra 9 / 32
Vector and matrix norms Mathematical formalisation of the geometric notion of size or distance.
Norm is a function x : x → R that satisfies the following properties:
Examples:
• Vector 2-norm:
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Least-squares solution
Assumption m ≥ n = rank(A), i.e., A is full column rank. The inversion problem typically has no solution.
The least-squares solution
The matrix
is called pseudo-inverse of A.
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Notes • x ls is a linear function of y (given by the pseudo inverse matrix A + )
where e is zero mean Gaussian random vector with covariance σ 2 I Then x ls is the best linear unbiased estimator for x 0 .
Least-norm solution
Assumption n ≥ m = rank(A), i.e., A is full row rank.
The inversion problem has infinitely many solution.
The least-norm solution
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Set of all solutions
where x p is a particular solution, i.e., Ax p = y .
Note that x ln = A ⊤ (AA ⊤ ) −1 y is a particular solution
Moreover, x ln is the minimum 2-norm solution.
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Inner product
• The inner product of two vectors a, b ∈ R n is defined as
• Matrix-matrix product H = GF , F : R p×n , G : R n×m gives pm inner products between the rows of G and the columns of F Subspace, basis, and dimension • A new bases is given by the columns t 1 , . . . , t n of T ∈ R n×n .
• The coordinates of x in the new basis are x 1 , . . . , x n , such that
transforms standard basis coordinates x into T -coordinates
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Similarity transformation
• Consider linear operator f : R n → R n , given by f (x) = Ax, A ∈ R n×n .
• Change standard basis to basis defined by columns of T ∈ R n×n .
• The matrix representation of f changes to T −1 AT : Av i = λ i v i , for i = 1, . . . , n written in a matrix form is
Diagonalization by similarity transformation 
