Abstract: Gamma frailty survival models have been extensively used for the analysis of multivariate failure time data such as clustered failure time data and recurrent event data. Estimation and inference procedures in these models often center on the nonparametric maximum likelihood method and its numerical implementation via the EM algorithm. Despite its popularity and well celebrated success in dealing with incomplete data problems, the EM algorithm uses Newton's method and involves matrix inversion and hence may not fare well in highdimensional situations. To address this problem, we propose a class of profile MM algorithms with good convergence properties. As a key step in constructing minorizing functions, the high-dimensional objective function is decomposed into a sum of separable low-dimensional functions. This allows the algorithm to bypass the difficulty of inverting large matrix and facilitates its pertinent use in high-dimensional problems. Simulation studies show that the proposed algorithms perform well in various situations and converge reliably with practical sample sizes. The method is illustrated using data from a colorectal cancer study.
Introduction
In many biomedical studies involving failure data, there may be more than one failure time on each study subject or study subjects having univariate failure times may be grouped in a manner that leads to dependencies within groups (Kalbfleisch and Prentice (2002) ). This gives rise to multivariate failure time data or clustered failure time data. In such contexts, it is of substantial interest to assess the strength and nature of dependencies among multiple failure times. Shared frailty or random effect models have been commonly used to account for the dependence of correlated failure times (Clayton (1978) ; Clayton and Cuzick (1985) ; Oakes (1989) ; Zeng, Chen and Ibrahim (2009) ). In particular, the proportional hazards model (Cox (1972) ) with gamma frailty was used to incorporate covariates by Nielsen, et al. (1992) , Klein (1992) , and Andersen et al. (1997) . Shared frailty or random-effects have also been used to jointly model both recurrent events and the terminal event ( Liu, Wolfe and Huang (2004) ; ; Zeng and Lin (2009) and Zeng, Lin and Lin (2008) ). The computation involved in frailty models with survival data is usually intensive since the unknown parameters characterizing the nonparametric baseline cumulative hazard function is of the same magnitude as the sample size and hence large. The existing approaches rely on the EM algorithms which use Newton's method and involve matrix inversion and may not perform well in these high-dimensional situations.
As a generalization of celebrated EM algorithm (Dempster, Laird and Rubin (1977) ), the minorization-maximization (MM) algorithm (Becker, Yang and Lange (1997) ; Lange, Hunter and Yang (2000) ) increases the likelihood at each iteration and reliably converges to the maximum from well-chosen initial values (Hunter and Lange (2004) ). The MM principle is an important and useful tool for optimization problems and has a broad range of applications in statistics because of its conceptual simplicity, ease of implementation and numerical stability. The MM principle has been applied in quantile regressions ), the BradleyTerry model (Hunter (2004) ), variable selection (Hunter and Li (2005) ; Yen (2011)), constrained estimation (Mkhadri, N'Guessan and Hafidi (2010) ), sparse logistic PCA (Lee and Huang (2013) ), distance majorization ), and the generalized heron problem ). For a more detailed review, we refer to a recent discussion paper ). In this paper, we propose a class of profile MM algorithms for gamma frailty models with survival data. As a key step in constructing minorizing functions, the high-dimensional objective function is decomposed into separable low-dimensional functions. This allows the algorithms to bypass the difficulty of inverting large matrix and facilitate their pertinent use in high-dimensional situations. Furthermore, as pointed out by a referee, the decomposition meshes well with the regularized estimation in sparse high-dimensional models, as demonstrated in our numerical studies in Section 5.
The rest of the paper is organized as follows. In Section 2, we introduce gamma frailty survival models and briefly review the existing EM algorithms. Section 3 presents three profile MM algorithms. In Section 4, we establish the convergence properties of these algorithms under mild regularity conditions. Section 5 provides simulation studies to assess their practical performance. Section 6 illustrates the method using data from a colorectal cancer study. Some concluding remarks and discussions are given in Section 7.
Gamma frailty survival models
For ease of exposition, we illustrate the proposed method with clustered failure time data although a parallel approach can be similarly developed for other types of data such as multivariate failure time data, recurrent event data, and joint modeling of recurrent events and the terminal events. Let T ij , C ij and X ij = (X ij1 , . . . , X ijq )
T denote the survival time, the censoring time, and a vector of covariates, respectively, for the j-th individual in the i-th cluster, for j = 1, . . . , M i , and i = 1, . . . , B. We assume that the right-censoring is noninformative satisfying that C ij is independent of T ij given X ij . Data consist of Y obs = {(Y ij = T ij ∧ C ij , I ij , X ij ), i = 1, ..., B, j = 1, ..., M i }, where Y ij is the observed time and I ij = I(T ij C ij ) is the censoring indicator. Conditional on a cluster-specific frailty ω i , the frailty model postulates that the instantaneous hazard rate function of T ij λ(t|X ij , ω i ) = lim ∆t→0 P (t T ij < t + ∆t|T ij t, X ij , ω i ) ∆t
where λ 0 (t) is an unspecified baseline hazard rate and β is a vector of unknown regression parameters. We assume that the frailty ω has a gamma distribution with mean 1, variance θ and density
Note that θ measures the heterogeneity between clusters and a larger θ indicates a stronger intra-cluster dependence.
The model parameters consist of θ, β, and the nonparametric component λ 0 (·). The estimation and inferences in this model center on the nonparametric maximum likelihood method and for the asymptotic properties of the nonparametric maximum likelihood estimator, see for example, Murphy (1995) , Parner (1998) , and . As the frailty model can be casted under the framework of incomplete data problems, the EM algorithm is often used to obtain the nonparametric maximum likelihood estimate. The complete data log-likelihood function is written as
where
The EM algorithm iterates between the M-step and the E-step upon convergence. In the M-step, (2.2) is maximized with respect to θ which is straightforward. The maximization of (2.3) with respect to β and Λ 0 is more challenging since it involves the nonparametric component Λ 0 . As a profile EM method which is different from the direct maximization of nonparametric likelihood (Murphy (1995) ; ), Klein (1992) proposed to first find the nonparametric maximum likelihood estimator of Λ 0 (t) for any given β, and then substituting it into (2.3). This results in the log profile likelihood of β:
the risk set of the subjects who are alive at t, d (i) is the number of subjects who died at time Y (i) and S (i) is the sum of their covariate vectors. Note that (2.4) takes the form of the log partial likelihood in the Cox model, the maximization of β can be conveniently carried out by a standard Cox regression program. In the E-step, ω i and log(ω i ) in (2.2) and (2.4) are replaced with their conditional expectations:
and ψ(·) denotes the digamma function.
A class of profile MM algorithms
The modified EM algorithm relies on Newton's method and matrix inversion to update the nonparametric maximum likelihood estimates in the M-step. The success of the algorithm relies on the concavity of the log profile likelihood (2.4). When the constructed log profile likelihood is not concave or the number of covariates is large, the algorithm will lose its numerical advantages since the M-step involves nontrivial maximization and inverting a large matrix is needed. Alternatively, the MM principle provides Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) a powerful tool for developing optimization algorithms. Due to its flexibility in constructing minorizing functions, a high-dimensional objective function can be decomposed into separable low-dimensional functions which leads to numerically convenient solutions in the maximization step. This motivates us to develop a class of MM algorithms for gamma frailty survival models.
The minorization-maximization principle
We first briefly review the minorization-maximization (MM) principle.
Let (α) be the objective function to be maximized, where α denotes the unknown vector of parameters, α ∈ Θ, and Θ the parameter space. The MM method iterates between the minorization step and the maximization step until convergence. The minorization step first constructs a surrogate function Q(α|α (t) ) such that
where α (t) denotes the current estimate ofα in the t-th iteration. Note that Q(·|α (t) ) function always lies under (·) and is tangent to it at the point α = α (t) . The maximization step then updates α (t) by α (t+1) which maximizes the surrogate function Q(·|α (t) ) instead of (α). Note that
The MM algorithm increases the objective function at each iteration and possesses the ascent property driving the target function (α) uphill.
The first profile MM algorithm
We now propose MM algorithms for the nonparametric maximum likelihood estimation in the gamma frailty survival models. Under the assumption that the censoring time is independent of the failure time and the frailty given the covariates, the log likelihood function is
It follows that where X is a subset of the real line R, ϕ() be concave function, f (·) is an arbitrary real-valued function defined on X and g(·) is a density function
) is a density function, we apply Jensen's inequality to equation (3.2). By calculation, we construct the following surrogate function for 1 (θ, β, Λ 0 |Y obs ):
and
0 ) separates the parameters θ and (β, Λ 0 ) into (3.3) and (3.4), respectively. In the maximization step, updating θ is straightforward while it is more challenging to update (β, Λ 0 )
Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) due to the presence of the nonparametric component Λ 0 . Following Johansen (1983) and similarly as in Klein (1992) , we consider the profile estimation approach and first profile out
0 ) for any given β. This gives the estimate of Λ 0 given β:
0 ) yields the function
which involves only β. It is easy to see that it. This MM algorithm much resembles its EM counterpart (Klein (1992)) as they utilize similar minorizing and profiling steps. We refer to this MM algorithm as MM1. The algorithm is stated as follows:
Step
0 ) be initial values of (θ, β, Λ 0 ).
Step 2. Update the estimate of θ via maximizing (3.3). Update the estimate of β using a standard Cox regression program to maximize (3.6).
Step 3. Using the updated estimate of β, compute the estimate of Λ 0 (t ij ) via (3.5).
Step 4. Iterate steps 2 and 3 until convergence.
The second profile MM algorithm
The MM1 or its EM counterpart relies on the fact that after profiling out Λ 0 , the resulting function such as (3.6) is concave. When this does not hold, directly using Newton's method to maximize
will be difficult especially when there exist a large number of covariates.
In such situations, it is of interest to develop MM algorithms which can avoid the concavity requirement and bypass Newton's method and matrix inversion. This is exactly where the MM principle best exhibits its advan-
0 ), we further construct minorizing functions to decompose the high-dimensional maximization into separate low-dimensional ones. We first utilize the supporting hyperplane inequality
0 ) by the surrogate function
where c is a constant not depending on β. As in Ding, Tian and Yuen (2015), we next apply Jensen's inequality to the concave function − exp(·)
In the end, the minorizing function for
From equation (3.9), it can be seen that the objective function to be maximized is decomposed into a sum of q univariate functions. The resulting MM algorithm only involves q + 1 separate univariate optimizations in its maximization step and matrix inversion is not needed. We refer to this algorithm as MM2. The algorithm is stated as follows:
Step 2. Update the estimate of θ via (3.3). Update the estimate of β p based on (3.9) for p = 1, . . . , q.
The third profile MM algorithm
Both MM1 and MM2 are developed regardless of whether an analytic form of 1 (θ, β, Λ 0 |Y obs ) is available or not. In the gamma frailty model, however, the integral is tractable and 1 (θ, β, Λ 0 |Y obs ) can be explicitly written as
,
I ij is the observed number of deaths in the i-th cluster.
We now develop an MM algorithm based on 2 (θ, β, Λ 0 |Y obs ) for the nonparametric maximum likelihood estimation of (θ, β, Λ 0 ). First, we use the inequality (3.7) to minorize the last term of 2 (θ, β, Λ 0 |Y obs ) and obtains the surrogate function
. Next, we profile out Λ 0 for any given (β, θ) and estimate Λ 0 (t ij ) by
Substituting (3.11) into (3.10) yields the surrogate function
which only involves paramters β and θ. From (3.12), we can see that the
0 ) resulted from the profiling step now does not take the form of the log-partial likelihood in the Cox model and hence standard Cox regression programs can not be used to solve the function. Furthermore, the function is not a concave function of (θ, β) in general. In this situation, it is not difficult to imagine that maximizing the multi-dimensional function (3.12) by Newton's method may be challenging especially when the number of parameters is large and inverting large matrix is infeasible. This again illustrates the utilities of developing MM algorithms which can separate a high-dimensional function into a sum of univariate functions and thus bypass matrix inversion.
To construct a minorizing function for Q *
0 ), we first apply the supporting hyperplane inequality (3.7) to the last term. This gives the surrogate function
For the term − exp(X T rs β)/θ with negative coefficients, as in Lange and
Zhou (2014), we use the arithmetic-geometric mean inequality
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) in inequality (3.13), we obtain the surrogate func-
14)
where θ and β are separated. To separate the parameters β 1 , . . . , β q , we further minorize the two concave functions − exp(X T rs β) and − exp(2X T rs β) in (3.14) using Jensen's inequality by rewriting X
15)
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for p = 1, . . . , q. By its construction, the frailty parameter θ and the regression parameters β 1 , . . . , β q are separated from each other in (3.15). Accordingly, the maximization step involves q+1 separate univariate optimizations.
We refer to this algorithm as MM3. The algorithm is stated as follows:
Step 2. Update the estimate of θ via (3.16). Update the estimate of β p based on (3.17) for p = 1, ..., q.
Step 3. Using the updated estimate of θ and β, compute the estimate of Λ 0 (t ij ) via (3.11).
Convergence properties of the proposed MM algorithms
In this section, we establish convergence properties of the proposed three MM algorithms. We first present a lemma (Vaida (2005) ) which gives general and verifiable conditions for proving the convergence of an MM sequence. Let (·|Y obs ) be the function to maximize and Q(α|α (k) ) be the minorizing function, where α is the parameter vector and α (k) be its current estimate. Denote the maximizer of Q(·|α) by M (α). We list the following regularity conditions.
C1. The parameter space Ω is an open set in R d .
C2. (·|Y obs ) is differentiable, with continuous derivative (·|Y obs ).
C3. The level set Ω c = {α ∈ Ω : (α|Y obs ) c} is compact in R d . (k) ) is continuous in both α and α (k) , and differentiable in α.
C4. Q(α|α
C5. All the stationary points of (·|Y obs ) are isolated.
C6. There exists a unique global maximum of Q(·|α (k) ).
Under the above conditions, we have the following lemma.
(ii) If C1-C6 hold, then for any starting value α (0) , α (k) → α * when k → ∞, for some stationary point α * . Moreover, M (α * ) = α * , and if
For the convergence of the proposed MM algorithms, we give the following condition.
Condition A.
(i). max
(i 1 , j 1 ) and (i 2 , j 2 ) such that I ij = 1, t i 1 j 1 t ij , t i 2 j 2 t ij and for any r ∈ O and s ∈ O c = O 0 − O, X i 1 j 1 r − X ijr > 0 and X i 2 j 2 s − X ijs < 0.
(iii). Stationary points for 1 (θ, β, Λ 0 |Y obs ) are separated. 
0 }, the sequence {θ
0 } generated by the MM algorithm which updates the estimates by (3.3), (3.5) and (3.6) are convergent.
Proof of Theorem 1. By the construction of MM1,
where the minorizing function
0 ) satisfies the conditions in (3.1),
The initial minorizing function consists of
0 ) in (3.6) which is a unimodal function. This shows
0 ) has a unique global maximum and verifies the condition C6. Conditions C1, C2, and C4 easily follow from the forms of 1 (θ, β, Λ 0 |Y obs ) and 
It is easy to see that for any value of (β, Λ 0 ) with max Similarly, we establish the convergence properties for MM2 and MM3.
Theorem 2. Assume that Condition A holds. For any initial value {θ (0) , β (0) ,
0 } generated by the MM algorithm which updates the estimates by (3.3), (3.5) and (3.9) are convergent.
Theorem 3. Assume that Condition A holds. For any initial value {θ (0) , β (0) ,
0 } generated by the MM algorithm which updates the estimates by (3.11), (3.16) and (3.17) are convergent.
The proofs of Theorems 2 and 3 are given in Supplementary Materials.
Numerical experiments
We conduct two sets of simulation studies to assess the finite-sample performance of the proposed MM algorithms. The simulations were run in a desktop with Intel(R) Core(TM) i7-2600 and CPU 3.40 GHz. The R codes are available from the authors upon request. The stopping criterion is set to be
We generate B i=1 M i observations from the proportional hazards gamma frailty model (2.1), with λ 0 (t) = α = 5 and ω i simulated from a gamma distribution with mean 1 and shape parameter 1/θ.
In the first set of simulations, we consider the non-regularized setting and the covariates X = (X 1 , . . . , X q ) are generated from independent uniform distribution between 0 and 0.5. The censoring times are generated to yield a censoring proportion of 30%. To illustrate the advantages of the proposed MM algorithms in high-dimensional settings, we let q = 30 or 40. The true coefficient vector β is set to be (−5 Tables   1-4 . For the un-accelerated algorithms, all three MM algorithms converge faster than the EM algorithm and MM1 is the fastest. We also observe that accelerated algorithms indeed substantially save run times, especially MM2 and MM3. For the accelerated algorithms, all three accelerated MM algorithms converge faster than the accelerated EM algorithm and accelerated MM2 or MM3 is the fastest. In terms of estimation accuracy, the unaccelerated MM2 and MM3 algorithms perform the best, exhibiting small biases and empirical standard deviations in all situations.
In the second set of simulation studies, we illustrate the utility of the proposed algorithms fo the regularized estimation in sparse high-dimensional to evaluate the estimation accuracy. We calculate the relative model error which is the ratio of the model error of the regularized estimator and that of the oracle estimator. Based on 500 replications, the median of relative model errors (MRME) and the average number of correctly and incorrectly identified zero coefficients are summarized in Table 4 . We find that the proposed MM2 and MM3 algorithms mesh well with the SCAD and yield good results in simultaneous parameter estimation and variable selection. As in the simulation studies, the proposed MM algorithms and the EM algorithm gave similar estimates of θ and β and hence we only report the estimates based on the MM1 algorithm. For interval estimation, we repeately generate bootstrap samples and obtain bootstrap estimates (θ * g ,β * g ), g = 1, ..., G with G = 1000. We construct the normal-based bootstrap confidence interval and the bootstrap percentile interval as follows. The normal-based 100(1 − α)% bootstrap interval for θ is given by (θ * ±z α/2ŝ e * (θ)), whereθ This follows from the fact that To prove the convergence of the MM2 algorithm, we first need to verify the convergence conditions for the inner loop MM algorithm constructed for max-
0 ). It is easy to check that conditions C1, C2, C4 hold. The concavity of Q 13 (β|θ (k) , β (k) , Λ
0 ) as a function of β shows that condition C5 holds. By (3.8) and (3.9), we can see that condition C6 is satisfied. It remains to verify condition C3. It is to prove that the set By Condition A (ii), there exist the pairs (i, j), (i 1 , j 1 ), and (i 2 , j 2 ) such that I ij = 1, t i1j1 t ij , t i2j2 t ij and for any r ∈ O and s ∈ O c = O 0 − O, X i1j1r − X ijr > 0 and X i2j2s − X ijs < 0. It follows that as m → ∞, Q 13 (β 0 |θ (k) , β (k) , Λ
0 ) → −∞.
Since β 0m ∈ Ω c , we have Q 13 (β 0 |θ (k) , β (k) , Λ
0 ) c. This yields contradiction and hence Ω c is bounded. It follows that
