Objective: Automatic quantification of perifoveal vessel densities in optical coherence tomography angiography (OCT-A) images face challenges such as variable intra-and inter-image signal to noise ratios, projection artefacts from outer vasculature layers, and motion artefacts. This study demonstrates the utility of deep neural networks for automatic quantification of foveal avascular zone (FAZ) parameters and perifoveal vessel density of OCT-A images in healthy and diabetic eyes.
Introduction
Diabetic retinopathy (DR) is the most prevalent retinal vascular disease worldwide, affecting a third of people with diabetes (1) . It ranks as the fifth most common cause of world-wide blindness and of global moderate to severe vision impairment (2) . The pathophysiology of DR involves damage to the inner retinal microcirculation leading to the disruption of the blood retinal barrier and capillary bed closure (3, 4) . Studies have shown that retinal ischemia secondary to capillary non-perfusion occurs in the early stages of diabetic retinopathy and is associated with disease severity and progression (5) . In addition, decreased macular capillary density and enlargement of the foveal avascular zone (6) showed correlation with visual acuity in DR patients (7, 8) . Therefore, quantitative assessment of vascular changes at the capillary level may result in early DR detection, better disease severity stratification and timely intervention before the onset of irreversible vision loss.
For the past 50 years, fluorescein angiography (FA) has been the gold standard modality for assessing retinal vascular diseases allowing accurate detection of large and medium sized vessels (9) . However, it requires injection of a toxic dye and capillary visibility by FA is affected by poor contrast from background choroidal fluorescence and light scattering in the retina. This poor capillary visualization increases with retinal depth making FA less suitable for deep capillary plexus detection. (10) . Optical coherence tomography angiography (OCT-A) is a depth-resolved, noninvasive, and dye-free imaging modality that uses flow-based contrast to visualize the multi-layered retinal circulation. By utilizing a custom built OCT-A prototype, our group has shown that OCT-A images provide histology-like anatomical information about human retinal capillary networks (11) (12) (13) . Recently, several studies have shown favourable comparisons between OCT-A and FA imaging in normal subjects (14) and patients with retinal vascular disease including DR (15, 16) .
Early efforts aimed at OCT-A perifoveal vessel density quantification utilized manual vessel tracing methods (14) , but the process can be labour intensive and subject to intra-and interobserver variability (17) . Fully automated techniques are being explored, but face challenges such as variable intra-and inter-image signal to noise ratios, projection artefacts from outer layer vasculature onto deeper layers, incorrect layer segmentation and motion artefacts (18) (19) (20) . OCT-A signal intensity thresholding has been the foundation of most automated segmentation efforts thus far and progress has been made in applying additional filters for more accurate results (21, 22) .
Improvements in automated segmentation and quantification of OCT-A images of the retinal
vasculature may aid in its wider spread adoption and potential applications.
Our group has previously demonstrated a novel automated deep learning method to segment and quantify retinal images from our prototype OCT-A machine using deep neural networks (DNN) (19) . In this study, we expand upon the application of the algorithm in several ways: We utilize larger fields of view that are more clinically useful (2x2mm and 3x3mm) and locations (centered on the FAZ) from the original 1x1mm (perifoveal) to retrain the DNN, validate the DNN for 2 commercial OCT-A systems, include OCT-A images from eyes with DR, and automatically quantify FAZ parameters. To our knowledge, this is the first paper to validate an automated retinal vessel segmentation of OCT-A images with manual segmentation across multiple platforms.
Methods
The protocol for this study was approved by the human research ethics committees of Simon Fraser 
Inclusion criteria
Subjects classified as diabetic were diagnosed with DR according to the ETDRS criteria by an experienced retina specialist. Subjects that comprised the control group showed no evidence of retinal or ocular pathology on examination. All subjects were screened for clear ocular media, ability to fixate, and competence to provide informed consent prior to imaging.
Optical coherence tomography instrumentation
Three OCT-A systems were used in this study: one prototype and two commercially available machines. The clinical prototype OCT-A system used in this study was designed and built by the Biomedical Optics Research Group (BORG) at Simon Fraser University using a 1060 nm sweptsource (Axsun Inc, Billerica, MA) with a 100 kHz A-scan rate. The axial resolution was ∼6 μm in tissue and the estimated focal waist (1/e 2 Gaussian radius) was ∼7.3 μm at the retina. The details of this acquisition system have previously been published (24) . One commercial OCT-A system used in this report was the RTVue XR Avanti (Optovue Inc., Fremont, CA) which is an 840 nm spectral domain system with an A-scan rate of 70 kHz. The XR Avanti has a reported axial resolution of 5μm and a transverse resolution of 15μm(25). A second commercial OCT-A system used was the ZEISS Angioplex (Carl Zeiss Meditec, Dublin, CA) which also uses an 840 nm spectral domain source and has an A-scan rate of 68 kHz. The reported axial and transverse resolution is 5 µm and 15 µm respectively (26) .
Imaging protocols
Standard imaging procedures differed among the three OCT-A systems. For the prototype OCT-A system, three repeat acquisitions at each B-scan location were acquired over a 2x2mm area centered on the Foveal Avascular Zone (FAZ) sampled in a 300×300 (×3) grid, which required ∼3.15s for image acquisition. The real-time speckle variance (sv) OCT processing and display of the OCT-A images was performed using our open source software (27, 28) . For the RTVue-XR Avanti system, 
Processing of OCT-A images
Post-processing of the image data acquired with the 1060nm prototype OCT-A system started with automated motion correction. Coarse axial motion artefact was corrected using cross-correlation between adjacent frames then translational sub-pixel registration (29) was then performed on each set of corresponding B-scans to further eliminate any inter-scan motion artefact. The inner limiting membrane (ILM) and posterior boundary of the outer plexiform layer (OPL) were then segmented automatically in 3D using an automated graph-cut algorithm (30) . Automated segmentations were examined and corrected when necessary by a trained researcher using Amira (version 5.1; Visage Imaging, San Diego, CA, USA). The OCT-A scans were then summed in the axial direction between the segmented layers to produce a projected en face image. The en face images were then automatically notch filtered and contrast-adjusted using adaptive histogram equalization.
Both commercial images were processed with the systems' built-in image processing software. Briefly, for the Optovue system, the split-spectrum amplitude-decorrelation angiography (SSADA) method was used for extracting the OCT-A information. The algorithm split the spectrum into 11 sub-spectra and detected blood flow by calculating the signal amplitude-decorrelation between two consecutive B-scans of the same location. Both horizontally acquired and vertically acquired images were registered and averaged. For the Zeiss system, OCT microangiography (OMAG) was used as the OCT-A algorithm, which incorporates both the phase and intensity information of the B-scans. The inner limiting membrane (ILM) and posterior boundary of the outer plexiform layer (OPL) were also used as the segmentation boundaries for both commercial devices as well (26) .
Manual tracing methods
One masked, trained rater (FC) segmented all OCT-A images using a Samsung ATIV Smart PC Pro 700T tablet (FC) and GNU Image Manipulation Program (GIMP). The segmentations were reviewed and accepted by two other trained raters (MH and ZM).
Algorithm training methods
The automated segmentation of the blood vessels in the OCT-A images was performed by classifying each pixel into vessel or non-vessel class using deep convolutional neural networks. A detailed description of the DNN architecture has been previously published (19) . Briefly, original OCT-A en face images and the corresponding manual segmentations were used as inputs to train the deep neural network. An equal number of vessel and non-vessel pixels were extracted from each image to create a balanced training set. The trained network then segmented the test datasets by assigning a grayscale value, with higher values representing higher confidence of the pixel being a vessel. The prototype and commercial devices were trained separately due to inherent differences in the original images such as the image size. All datasets were trained on a mixed training set comprised of both healthy and diabetic images. The first half of the dataset was used to train the deep neural network, which was then used to segment the second half of the dataset. The process was repeated with the datasets reversed. Due to an icon in the bottom left corner of some data, a mask was applied over the area and it was disregarded in further analysis.
Segmentation performance analysis
The automated deep learning segmentation was thresholded using Otsu's method to create a binary output (31) . Segmentation performance was then evaluated by pixel-wise comparison against the manually segmented images. The accuracy, sensitivity, and specificity were calculated for each pixel in the dataset and presented as a mean average. For each dataset the number of true positive (TP), true negative (TN), false positive (FP), and false negative (FN) pixels were used to calculate the accuracy ((TP+TN)/(TP+FP+FN+TN)), sensitivity ((TP/(TP+FN)), and specificity (TN/(TN+FP)).
Clinical outcome measures
Four FAZ morphometric parameters (area, maximum and minimum diameter, and eccentricity) as well as perifoveal vessel density were calculated from the automated segmentation results. The FAZ was found as the largest connected non-vessel area. The centroid for this area was then used to determine the maximum and minimum diameter. Eccentricity was calculated as = √1 − 2 2 where is the minimum radius and is the maximum radius of the ellipse made by the maximum and minimum diameter. Before capillary density measurements were calculated for the automated segmentations a gamma correction filter was applied to ensure vessel connectivity after binarization. Additionally, all erroneously segmented pixels within the FAZ area were set to a nonvessel classification. Perifoveal vessel density was then calculated as the proportion of measured area occupied by pixels which were classified by the algorithm as a vessel.
Paired t-tests and Intraclass Correlation Coefficients (ICC) were used to compare the means and agreement between segmentation methods, respectively, of the four FAZ morphometric parameters and perifoveal vessel density. A Student's t-test assuming heteroscedasticity was used to compare automatically segmented eyes with and without DR. Results for the prototype and commercial OCT-A systems were assessed separately.
Results

Demographics
A total of 81 eyes from 46 subjects were imaged as per the study protocol. Both eyes were imaged for all subjects imaged with the prototype and Optovue system. Three eyes were excluded from both the control and diabetic groups of the prototype system due to excessive motion artefacts (5 or more per image). Only one eye (chosen randomly) was imaged per subject with the ZEISS Angioplex system, with the exception of 3 control subjects and 2 diabetic subjects. The demographics for all study subjects are included in Table 1 . Deep Neural Network algorithm performance 
Fig 2. Sample automated segmentations of OCT-A images from control eyes using a deep neural network.
As some data within the Optovue RTVue XR Avanti dataset contained an icon in the lower left corner, a mask was applied and can be seen in the lower left corner of the automated segmentation results (white).
Fig 3. Sample images showing the effects of low quality input data on the automated segmentation.
Due to the low signal-to-noise ratio within the FAZ, some areas (for example the area within the red box) were erroneously segmented. Additionally, a horizontal motion artefact can be seen cutting through the FAZ which was also incorrectly segmented in areas (yellow arrows).
Clinical outcome measures
Representative control images from all systems using both segmentation methods for the FAZ perimeter, minimum diameter, and maximum diameter are shown in Fig 4 . Table 2 shows the results for the clinical outcome measures in both systems. No significant difference existed between the means of the clinical parameters derived from the manual and automated segmentations of images from the OCT-A systems. All statistical measures are reported in Table 2 . The mean (± STD) of the clinical outcome parameters (FAZ area, minimum diameter, maximum diameter, eccentricity and perifoveal vessel density) are shown for both healthy and diabetic eyes and both OCT-A systems. The p-value from the paired t-test and the Intraclass Correlation Coefficient (ICC) value is also shown to compare manual and automated methods.
For all three OCT-A systems, eyes with DR had significantly lower perifoveal vessel density, greater maximum diameter, and greater FAZ eccentricity compared to the healthy eyes (p<0.05).
Eyes with DR and normal eyes did not have any statistically significant differences in the FAZ area or minimum diameter in any system. Representative diabetic images from all systems using both segmentation methods for the FAZ perimeter, minimum diameter, and maximum diameter are shown in Fig 5 . FAZ parameters such as FAZ perimeter (yellow), maximum diameter (green) and minimum diameter (red) are shown for example diabetic data from 3 OCT-A systems using both manually and automated segmentations. As the data within the Optovue RTVue XR Avanti dataset contained an icon in the lower left corner, a mask was applied and can be seen in the lower left corner of the manual segmentation (black) and automated segmentation results (white).
Discussion
This study demonstrates the ability of a machine-learning based automated segmentation algorithm to segment the vessels of both healthy and diabetic eyes imaged with prototype and commercial OCT-A devices. The major findings of the study are: 1) Pixel-wise, the accuracy of the automated segmentation was comparable to that of a manual rater in all three OCT-A platforms, 2) Deep learning based segmentation can reliably quantify the perifoveal vessel density compared to manual segmentation across multiple OCT-A platforms and 3) Deep learning based segmentation has the capacity to reliably quantify the FAZ area, eccentricity, maximum and minimum diameter compared to manual raters across OCT-A platforms.
The fovea centralis is the anatomical area responsible for the highest visual acuity. With the exception of the foveola, the metabolic demands of the fovea centralis are met by a unique arrangement of superficial retinal capillaries (32) . These end-arterial capillaries lack anastomoses which make this retinal eccentricity especially vulnerable to ischemic insult by retinal vascular diseases, including DR (33) . Perifoveal vessel ischemia and FAZ enlargement are well-documented observations of macular ischemia in DR and are correlated to disease severity and progression (6) (7) (8) .
While FA remains the current clinical standard for evaluating macular ischemia, its invasive nature and potential adverse events makes it challenging to incorporate in regular screening and frequent follow-up of patients with DR. OCT-A is an alternative non-invasive, label-free imaging modality that has been favorably compared to histological representation and FA in the visualization of perifoveal circulation in healthy subjects and patients with DR. Accurate methods of quantification and analysis of OCT-A images are of great research and clinical interest. Optovue's built-in automated vessel segmentation extrapolates skeletonized outputs to show vessel density maps (34, 35) . Potential limitations to this method include underestimating vessel density in areas with thicker vessels and decreased sensitivity to capillary dropout (36) . A more recently published approach by Schottenhamml et al. (36) takes advantage of a 'vesselness' filter to exploit the interconnective nature of the retinal vasculature and generate more detailed vessel segmentations; however, inaccuracies seem to result with vessel shape at vertices. The deep learning based method used in this report takes advantage of the 2-dimensional spatial structure of training images and was able to accurately mimic manual segmentations. Pixel-wise, the accuracy of the automated segmentation outputs compared to manual ranged from 76-91%, which is comparable to a reported inter-rater manual segmentation of ~83% agreement (19) .
Perifoveal vessel non-perfusion is defined as the pathological disruption of perifoveal circulation with subsequent enlargement of inter-vessel distances between perifoveal vessel networks (7) . It has been suggested that early perifoveal vessel non-perfusion could be present and represent an important biomarker in the absence of obvious DR on clinical examination(37) OCT-A has been shown to be able to delineate the perifoveal vessel networks precisely and consistently in patients with DR (38) . This serves as a motivation to develop an automated tool that can accurately and reliably quantify the perifoveal vessel density. We found no statistically significant difference in the means of the perifoveal vessel densities when comparing measurements derived from the automated and manual segmentations. In comparing diabetic and healthy eyes, the automated outputs from both systems found a significantly lower (p<0.01) perifoveal vessel density in the DR eyes. This suggests that perifoveal vessel density calculated using deep learning based segmentation might be a clinically useful tool in the evaluation and follow-up of ischemic changes in DR.
The FAZ approximately delineates the location of the foveola within the fovea centralis.
The absence of retinal vasculature is believed to help optimize the image on central cones (39) .
Increased FAZ area has been well-correlated with decreased visual acuity (8) and the severity of capillary nonperfusion (5, 7) in patients with DR. Although there is high inter-individual variability in FAZ metrics for healthy eyes, longitudinal progression of the FAZ morphology may be a useful biomarker for DR (21) . Improved visualization of the FAZ, enabled by OCT-A has allowed researchers to further study this area as it relates to DR (40) , retinal vein occlusion (41) , and aging (34) . To assess the clinical utility of the automated segmentations in calculating FAZ morphometric parameters, the FAZ area, minimum and maximum diameter, and eccentricity were calculated using both the manual and automated segmentations. No significant difference existed between the means of any morphometric parameters derived from the manual and automated segmentations. For all three systems, the diabetic eyes were found to have a greater FAZ maximum diameter, and greater eccentricity compared to the healthy eyes while no significant difference in FAZ area or minimum diameter was noted. This lack of correlation is likely due to the high interindividual variability. A non-circular FAZ shape has been shown to be a sensitive marker for early DR (42, 43) and may be a more reliable biomarker as indicated by the greater eccentricity in DR eyes.
This study demonstrates the ability of a deep learning based automated segmentation algorithm to reliably segment the perifoveal microvasculature and provide clinically useful FAZ morphological measures. A limitation of this study is a restricted sample size for the diabetic groups. Additionally, as the performance of a deep learning based approach is limited by the quality of the training data, our automated segmentation performance is limited by image quality and manual vessel segmentations. Although the manual segmentations were reviewed by two trained raters in an attempt to mitigate manual segmentation error, the segmentations were reviewed on a holistic level whereas the machine learns on a pixel-by-pixel basis. Another limitation is the need for a database of segmented images for each field of view and each machine. Most commercial machines allow the imaging of various different fields of view (for example 3x3, 6x6, and 8x8mm), of which we only chose to use 2x2mm and 3x3mm to analyze in this study. Experimentally, performance variability in the vessel thickness occurred when the training set and the segmented images were from different fields of view, therefore a training set is needed for each field of view.
