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Abstract
The incompatibility between numerical stability and high time-frequency localization for Weyl–Heisenberg sys-
tems at critical density is formulated in the context of joint time-frequency analysis. By using the essential support
and the entropy of time-frequency transforms (Windowed Fourier, Wigner and Radar–Ambiguity transform) for
the description of time-frequency localization it is shown that for the class of Weyl–Heisenberg frames with given
frame bounds the lower bounds on essential support and entropy both exceed the corresponding lower bounds for
the class of square integrable functions. The stability-localization antagonism is expressed as a relation between the
bounds on the time-frequency localization and the frame bounds describing the class of Weyl–Heisenberg frames.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
A central result in time-frequency analysis is the Balian–Low theorem [1,5,9]. To recall this theorem
we define the Weyl–Heisenberg system
WH(g,α,β) := {gα,βn,m: n,m ∈ Zd}, (1)
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208 P. Korn / Appl. Comput. Harmon. Anal. 18 (2005) 207–214consisting of time-frequency translations gα,βn,m(t) := e2πiβ(m,t)g(t − αn), generated by g ∈ L2(Rd) with
lattice parameters α,β ∈ R+. The Balian–Low theorem states, for dimension d = 1, that, if the Weyl–
Heisenberg systemWH(g,α,β) with α ·β = 1 allow a numerically stable decomposition of f ∈ L2(Rd),
f (t) =
∑
n,m∈Zd
cn,mg
α,β
n,m(t), (2)
where the cn,m are expansion coefficients, then at least one of the functions t → tg(t) or ω → ωgˆ(ω) is
not square integrable. Hence the generating function “maximizes” Heisenberg’s uncertainty principle if
α · β = 1. This lack of time-frequency localization of the generating function is inherited by the build-
ing blocks of the decomposition, the time-frequency translations. The representation (2) is numerically
stable if WH(g,α,β) constitutes a frame (see, e.g., [4,6]). More precisely, the Weyl–Heisenberg system
WH(g,α,β) constitutes a Weyl–Heisenberg frame with respect to α,β and with generating function
g ∈ L2(Rd) and frame bounds (Ag,Bg) if there exist constants Ag,Bg ∈ R+, Ag  Bg , such that for all
f ∈ L2(Rd) holds
Ag‖f ‖22 
∑
n,m∈Zd
∣∣(f,gα,βn,m)2∣∣2  Bg‖f ‖22. (3)
A necessary condition for the existence of Weyl–Heisenberg frames is that the lattice density satisfies
(α · β)−1  1. At the critical density (α · β)−1 = 1, every Weyl–Heisenberg frame is a Riesz basis and
uses the least number of building blocks for the expansion (2). At higher density, every Weyl–Heisenberg
frame is necessarily “overcomplete” (see, e.g., [6] for these results).
The Balian–Low theorem states that for Weyl–Heisenberg systems at critical density, the properties of
numerical stability and high time-frequency localization exclude each other. The purpose of this paper is
to show how this incompatibility can be extended to the framework of joint time-frequency analysis and
to give a quantitative formulation of this incompatibility.
2. Results
The formulation of the stability-localization antagonism in the context of joint time-frequency analysis
requires the replacement of the Fourier transform pair in the Balian–Low theorem by a time-frequency
transform, which we have chosen to be the Windowed Fourier transform. Our results remain valid for the
Wigner and the Radar–Ambiguity transform (see Remark 5(b) below).
In the following we assume that d  1. The Windowed Fourier transform of f ∈ L2(Rd) with respect
to the window φ ∈ L2(Rd) \ {0} is defined by
Fφf (t,ω) :=
∫
Rd
f (x)φ¯(x − t)e−2πi(ω,x) dx.
We intend to compare the time-frequency localization of square integrable functions that generate Weyl–
Heisenberg frames at critical density with the time-frequency localization of solely square integrable
functions in terms of essential support and entropy of the Windowed Fourier transform.
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Lebesgue measure if for ε  0 holds∫∫
M
∣∣Fφf (t,ω)∣∣2 dt dω (1 − ε)‖f ‖22‖φ‖22. (4)
The essential support contains the complete signal energy except for an ε-dependent fraction. The un-
certainty principle suggests that the essential support cannot be arbitrarily small. This is the content of
the following result of Gröchenig [6, Theorem 3.3.3]. Suppose that the Windowed Fourier transform of
f ∈ L2(Rd) has essential support in M ; then there holds for the Lebesgue measure of M and for all p > 2
λ2d(M) (1 − ε) pp−2
(
p
2
) 2d
p−2
. (5)
We compare the lower bound in (5) with the lower bound on size of the essential support of Weyl–
Heisenberg frames that satisfy a priori frame bounds.
Definition 1. Let A,B ∈ R+. By FBA (α,β) we denote the set of g ∈ L2(Rd) that generate a Weyl–
Heisenberg frame (i.e., the systemWH(g,α,β), defined in (1), satisfies (3)) and for whose frame bounds
holds Ag A and Bg  B .
We note that g ∈ FBA (α,β) implies that WH(g,α,β) ⊂ FBA (α,β). This allows to extend results that
are valid for the generating function to the whole frame.
Theorem 2. Let (α · β)−1 = 1. Suppose that the Windowed Fourier transform of g ∈ FBA (α,β) has es-
sential support in M . Then for every p > 2 there exists a constant 0 < KA,B(p) < 2 such that for the
Lebesgue measure of M holds
λ2d(M) (1 − ε) pp−2
(
p
2 −KA,B(p)
) 2d
p−2
. (6)
The stability-localization antagonism appears as an increase of the lower bound on the size of the
essential support.
An alternative description of the time-frequency localization is given by the entropy of the Windowed
Fourier transform, which for f,φ ∈ L2(Rd) \ {0} is defined by
Ef,φ := −
∫∫
Rd
|Fφf (t,ω)|2
‖f ‖22‖φ‖22
ln
|Fφf (t,ω)|2
‖f ‖22‖φ‖22
dt dω, (7)
with 0 ln 0 ≈ 0. A sharp peak of the Windowed Fourier transform makes Ef,φ negative, and a slow decay
makes Ef,φ positive, i.e., the smaller the entropy, the higher the time-frequency localization. Lieb [8] has
established the following lower bound on the entropy for f,φ ∈ L2(Rd) \ {0}:
Ef,φ  1. (8)
Theorem 3. Let (α · β)−1 = 1. Then there exists a constant 0 < KA,B  1 such that for g ∈ FBA (α,β)
holds
Eg,φ  1 +KA,B. (9)
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tropy of the Windowed Fourier transform, exceeds the average information content of square integrable
functions by an amount that depends on the frame bounds.
The proofs of Theorems 2 and 3 are based on a version for FBA (α,β) of the following L2-inequality
due to Lieb [8]. For 1 p < ∞ and f ∈ L2(Rd) it holds that∫∫
R2d
∣∣Fφf (t,ω)∣∣p dt dω{ ( 2p )d‖f ‖p2 ‖φ‖p2 , if p  2, ( 2
p
)d‖f ‖p2 ‖φ‖p2 , if p  2. (10)
If Fφf is highly localized, then the left-hand side of (10) is large for large p and small for small p. Lieb’s
inequality establishes limits on the time-frequency localization by showing that the left-hand side of (10)
is uniformly bounded above and below. For p 
= 2 equality in (10) is possible if and only if f and φ are
suitably chosen Gaussians [8]. For p = 2, equality is guaranteed for every f ∈ L2(Rd) by the isometry of
the Windowed Fourier transform. The following version of Lieb’s inequality for FBA (α,β) can therefore
be viewed as another instance of the stability-localization antagonism.
Lemma 4. Let (α ·β)−1 = 1 and 1 p < ∞. Then there exist constants 0 <CA,B(p) < (2/p)d for p > 2
and cA,B(p) > 0 for p < 2 such that for g ∈ FBA (α,β)∫∫
R2d
∣∣Fφg(t,ω)∣∣p dt dω{ (( 2p )d −CA,B(p))‖g‖p2 ‖φ‖p2 , if p > 2, (( 2
p
)d + cA,B(p))‖g‖p2 ‖φ‖p2 , if p < 2. (11)
Remark 5. (a) The existence of optimal functions for Theorems 2, 3 and for Lemma 4 is an open problem.
We were not able to prove (or disprove) that at critical density there exist generating functions g ∈
FBA (α,β) which attain equality in (6), (9) or (11). The question is also open for Gröchenig’s result (5). In
the Lieb inequalities ((8) and (10)), equality is possible only for suitably chosen Gaussians (cf. [8]).
(b) In our results the Windowed Fourier transform can be replaced by the Cross–Wigner transform
Wf,g(t,ω) :=
∫
Rd
f
(
t + x
2
)
g¯
(
t − x
2
)
e−2πi(ω,x) dx,
or by the Wigner transform Wf :=Wf,f , with f ∈ FBA (α,β), g ∈ L2(Rd) (cf. Remark 7). Due to the
different form of the energy conservation property of this transform, the essential support condition (4)
for the Cross–Wigner transform reads as follows:∫∫
M
Wf,g(t,ω)dt dω (1 − ε)‖f ‖22‖g‖22.
A similar remark holds for the Radar–Ambiguity transform.
(c) Theorems 2, 3 and Lemma 4 do not persist in the high-density case. For (α · β)−1 > 1, a Gaussian
provides an example of a function that generates a Weyl–Heisenberg frame and that attains equality in
Lemma 4. This implies that there exist frame bounds (A,B) for which the FBA (α,β)-bounds in The-
orems 2 and 3 coincide with the corresponding L2-bounds. The stability-localization antagonism for
Weyl–Heisenberg frames breaks down at high density. This is consistent with the Balian–Low theorem.
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Lemma 6. FBA (α,β) is a closed subset of L2(Rd).
Proof. A dilation argument [4, p. 109] shows that it is sufficient to consider FBA (1,1). Let the sequence
(gn)n∈N ⊆ FBA (1,1) converge in L2(Rd) to g ∈ L2(Rd). We assume that the limit g is not in FBA (1,1).
The Zak transform of f ∈ L2(Rd) is defined by
Zf (t,ω) :=
∑
k∈Zd
f (t + k)e2πi(k,ω).
A function f ∈ L2(Rd) belongs to FBA (1,1) if and only if its Zak transform satisfies [6, Corollary 8.3.2]
A |Zf |2  B almost everywhere on Q := [0,1)2d .
The assumption implies that there exist sets M,N ⊆ Q of positive measure such that either |Zg|2 < A
on N or |Zg|2 >B on M . We consider the case |Zg|2 <A on N first.
Define η := inf{√A − |Zg(t,ω)|: (t,ω) ∈ N}. The sequence (Zgn)n∈N converges to Zg in L2(Q)
because the Zak transform is unitary [6, Theorem 8.2.3]. A result of Riesz shows that a subsequence
(Zgk)k∈N converges to Zg almost everywhere. From Egorov’s theorem [7, Theorem 11.32] we obtain
that for every ε > 0 there is a set Qε ⊆ Q, with λ2(Q\Qε) < ε, such thatZgk converges toZg uniformly
on Qε . The intersection Qε ∩ N has positive measure provided ε < λ2(N). This shows that for 0 < ε <
λ2(N) there exists a set Qε ⊆ Q with λ2(Q \Qε) < ε, and that for 0 < δ < η there is an index k′(δ) ∈ N
such that for k > k′(δ) it holds that∣∣Zgk(t,ω)∣∣< ∣∣Zg(t,ω)∣∣+ δ < ∣∣Zg(t,ω)∣∣+ η√A on Qε ∩N.
This is a contradiction. If the Zak transform satisfies the inequality |Zg|2 > B on a set of positive mea-
sure, a contradiction can be derived analogously. 
Proof of Lemma 4. Define for arbitrary, but fixed, A,B ∈ R+, A B:
MA,B(p) := sup
{
‖h‖−p2 ‖φ‖−p2
∫∫
R2d
∣∣Fφh(t,ω)∣∣p dt dω: h ∈ FBA (α,β)
}
. (12)
We assume that MA,B(p) = (2/p)d . Let ‖φ‖2 = 1. Then there exists a sequence of the form gn =
hn/‖hn‖2 with hn ∈ FBA (α,β) such that
lim
n→∞
∫∫
R2d
∣∣Fφgn(t,ω)∣∣p dt dω = ( 2
p
)d
. (13)
We note that gn ∈ FDC (α,β) with C = A/B , D = B/A and ‖gn‖2 = 1.
Consider the case p > 2. Let f ∈ L2(Rd), ‖f ‖2 = 1. In his proof of (10), Lieb [8] has shown that an
application of the Hausdorff–Young inequality yields for almost every t ∈ Rd( ∫ ∣∣Fφf (t,ω)∣∣p dω)1/p = ∥∥f̂ Ttφ∥∥p  CH‖f Ttφ‖p′ = CH |f |p′ ∗ |φ−|p′(t), (14)
R2d
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proceeds by showing that from (14) with Young’s inequality it follows that∥∥|f |p′ ∗ |φ−|p′∥∥b  CY∥∥|f |p′∥∥a∥∥|φ|p′∥∥a = CY , (15)
where a := 2/p′, b := p/p′. The constants CH := (p′1/p′p−1/p)d/2 and CY := (a1/aa′−1/a′ ×
b′1/2b′b−1/2b)d/p′ are the sharp constants from the Hausdorff–Young and Young inequalities, respec-
tively. Combining (14) and (15) and using CHCY = (2/p)d , the upper bound in (10) follows. Thus (13)
requires that for almost every t ∈ Rd
lim
n→∞
‖ĝnTtφ‖p
‖gnTtφ‖p′ = CH (16)
and
lim
n→∞
∥∥|gn|p′ ∗ |φ−|p′∥∥b = CY . (17)
Denote by G := {ϕu,v: u,v ∈ Rd} the set of time-frequency translations ϕu,v(x) := e2πi(v,x)ϕ(x − u)
of the Gaussian ϕ(x) := (2π−d)1/4e−(x,x) with u,v ∈ Rd . We assume first that φ ∈ G, i.e., φ = ϕu,v
for some u,v ∈ Rd . Let (εl)l∈N be a sequence of positive real numbers that is converging to zero and
jl(x) := (εlπd)−1/2e−(1/εl)(x,x).
Since (gn)n∈N is bounded in L2(Rd), the Banach–Alaoglu theorem guarantees that a subsequence
(gk)k∈N is converging weakly to some g ∈ L2(Rd). Define Gtk := gkTtφ and Gt := gTtφ. The weak
convergence implies that (Ĝtk(ω))k∈N converges almost everywhere to Ĝt (ω) because e−2πi(ω,·)Ttφ(·) ∈
L2(Rd) for almost every t,ω ∈ Rd . Using the convolution theorem,
ĵl ∗Gtk(ω) = jˆl(ω)Ĝtk(ω),
we observe that for t ∈ Rd , (ĵl ∗Gtk(ω))k,l∈N converges almost everywhere to Ĝt (ω). The Cauchy–
Schwarz inequality and an elementary estimate yield for all k, l ∈ N and for almost every t ∈ Rd∣∣ĵl ∗Gtk(ω)∣∣= ∣∣jˆl(ω)∣∣∣∣Ĝtk(ω)∣∣ ∣∣jˆl(ω)∣∣‖gk‖2‖φ‖2 K(1 + |ω|)−γ ,
with K > 0, γ > 1. By the dominated convergence theorem (ĵl ∗Gtk)k,l∈N converges in Lp(Rd) to Ĝt for
almost every t ∈ Rd . From the Lp-Fourier inversion we obtain that (jl ∗ Gtk)k,l∈N converges in Lp′(Rd)
to Gt . Thus for almost every t ∈ Rd it holds that
lim
k,l→∞
‖ĵl ∗Gtk‖p
‖jl ∗Gtk‖p′
= ‖Ĝ
t‖p
‖Gt‖p′ .
As l → ∞, ‖ĵl ∗Gtk‖p and ‖ĵl ∗Gt‖p converge to ‖Ĝtk‖p and ‖Ĝt‖p , respectively, for almost every
t ∈ Rd and all k ∈ N. Hence we obtain that
lim
k→∞
‖Ĝtk‖p
‖Gtk‖p′
= lim
k,l→∞
‖ĵl ∗Gtk‖p
‖jl ∗Gtk‖p′
.
With (16) it follows for almost every t ∈ Rd that
lim
k→∞
‖ĝkTtφ‖p
′
= ‖ĝTtφ‖p
′
= CH . (18)‖gkTtφ‖p ‖gTtφ‖p
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assumed that φ ∈ G, the weak limit g is a Gaussian function, i.e., g(x) = Ke−(x,Lx)+(l,x), with K ∈ C and
L being any symmetric, real, positive definite matrix and l ∈ Cd .
From (18) it follows that (|gk|p′ ∗ |φ|p′(t))k∈N converges almost everywhere to |g|p′ ∗ |φ|p′(t). Using
Lebesgue’s dominated convergence theorem we derive that (jˆl · (|gk|p′ ∗ |φ|p′))k,l∈N converges in Lp′(Rd)
to |g|p′ ∗ |φ|p′ . Permuting the order of the limits yields
lim
k →∞
∥∥|gk|p′ ∗ |φ|p′∥∥p′ = limk,l →∞∥∥jˆl · (|gk|p′ ∗ |φ|p′)∥∥p′ = ∥∥|g|p′ ∗ |φ|p′∥∥p′ . (19)
From (19), (17) and Young’s inequality it follows that ‖|g|p′‖a = ‖g‖2 = 1. The weak convergence of
(gk)k∈N and ‖gk‖2 = ‖g‖2 imply the strong convergence in L2(Rd) to the Gaussian g. Lemma 6 yields
that g ∈ FDC (α,β) for α ·β = 1. This contradiction to the Lyubarski–Seip–Wallsten theorem (cf. [6, The-
orem 7.5.3]) proves the upper bound in (11) with CA,B(p) := (2/p)d − MA,B(p), under the assumption
that φ ∈ G.
Now let φ ∈ L2(Rd)\{0} be arbitrary and g ∈ FBA (α,β). Since G is dense in L2(Rd) [6, Lemma 1.5.3],
for ε > 0 there is a hε ∈ G such that ‖φ − hε‖ < ε. From Fφg = Fφ−hεg + Fhεg, it follows with the
triangle inequality that ‖Fφg‖p  ‖Fφ−hεg‖p +‖Fhεg‖p . By applying (10) and the already proven result,
we have
‖Fφg‖pp
‖g‖p2

(
2
p
)d
‖φ − hε‖p2 +
((
2
p
)d
−CA,B(p)
)
‖hε‖p2

(
2
p
)d
εp +
((
2
p
)d
−CA,B(p)
)(‖φ‖2 + ε1/p)p.
This completes the proof for p > 2. For p < 2 the proof is based on the converse Hausdorff–Young and
Young inequalities [2,3]. The assumption cA,B(p) = 0 leads in an analogous way to a contradiction. 
Remark 7. The previous proof extends immediately to the Cross–Wigner transform Wg,φ with g ∈
FBA (α,β), φ ∈ L2(Rd), because Wg,φ(t,ω) = 2de4πi(t,ω)Fφg(t,ω). In case of the Wigner transform
Wg with g ∈ FBA (α,β), we choose a φ ∈ L2(Rd) such that ‖g − φ‖2 < ε. This implies that ‖Wg‖p ‖Wg,g−φ‖p +‖Wg,φ‖p . The assertion follows by applying (10) to the first term and by using the estimate
for the Cross–Wigner transform for the second term. The proof for the Radar–Ambiguity transform is
analogous.
The proofs of Theorems 2 and 3 differ from the proofs of the corresponding L2-results ((5) and (8))
only in the application of Lemma 4 instead of (10).
Proof of Theorem 2. From Hölder’s inequality and Lemma 4 we obtain for every p > 2:
(1 − ε)‖g‖22‖φ‖22 
∫∫
M
∣∣Fφg(t,ω∣∣2 dt dω

(∫∫
R2d
∣∣Fφg(t,ω∣∣2· p2 dt dω)
2
p
(∫∫
R2d
1
p
p−2
M (t,ω)dt dω
) p−2
p

(
(2/p)d −CA,B(p)
) 2
p ‖g‖22‖φ‖22λ2d(M)
p−2
p .
With KA,B(p) := 2 − (2d − pdCA,B(p))1/d the asserted lower bound follows. 
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 1. Thus
ln
|Fφf (t,ω)|2
‖f ‖2‖φ‖2  0,
and the entropy is well defined. We assume that the entropy is finite. Define for ε > 0
Fε(t,ω) := 1
ε
( |Fφf (t,ω)|2
‖f ‖22‖φ2‖22
− |Fφf (t,ω)|
2(1+ε)
(‖f ‖2‖φ‖2)2(1+ε)
)
,
F (t,ω) := −|Fφf (t,ω)|
2
‖f ‖22‖φ2‖22
ln
|Fφf (t,ω)|2
‖f ‖22‖φ2‖22
.
The elementary inequality 1 + ε lnx  xε shows that Fε  F . Define
G(ε) :=
∫∫
R2d
Fε(t,ω)dt dω. (20)
From Lemma 4 it follows after a straightforward computation for all p > 2 that
G(ε) 1 +CA,B(p)
1 + ε . (21)
For ε → 0, Fε converges pointwise to F . The function F is integrable because the integral of F equals
the (finite) entropy Ef,φ . The dominated convergence theorem implies that limε→0 G(ε) = Ef,φ . With
KA,B := sup{CA,B(p): p > 2} and (21) the asserted inequality follows. 
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