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1.はじめに
17 
人類は，非常に長い間 (20世紀の半ばまで)，情報量の単位を持たずに過ごしてきた。それは，
同じ情報でも人によって「感じる量」が異なるため，誰もが納得するような情報の量を定義する
ことが難しかったからであろう。ょうやく， 1948年になってシャノン[1]が，情報量(=シャノ
ン・エントロピー)を定義し， ピットという情報量の単位を生み出した。
しかしながら，この「ビット」という単位は，対数の底を2としたときの単位であり，対数の
底をeとしたとき(自然対数)の単位(ナット)や，これを 10としたとき(常用対数)の単位
(ハートレー)等，情報量の単位は対数の底によって異なるため，単位の統一性に欠けていた。
もちろん，対数の底の交換公式により，これらの単位は相互に変換可能であるが，やはり複数の
単位が存在することは，情報量の議論を複雑化させる要因となっていた。
一方で，上記のシャノン・エントロピー[l]は，情報源を構成する要素数ηの影響を受けるた
め，その最大値がnによって異なるという性質を有している。シャノン・エントロピーEは，
すべての確率あがPl= pz =，…九 =1/nで等しいときに， log nで最大となるため，同じ
ように何が起こるか全く予想がつかない状況，すなわちすべての確率九がl/nで等しい(最も
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「偶然性J[2Jが大きL、〉状況であったとしても，nの影響を受けてしまうのである。例えば n
=2のとき情報量の最大値はE= log 2であるのに対して，n = 10のときはE= log 10で，両
者は明らかに異なる値となる。これは，筆者[3Jが指摘しているように，シャノン・エントロビー
Eに「偶然性」のみならず「多様性」が含まれていることを意味する。
そこで，シャノン・エントロビーE(情報量)の最小値を開区間の 0，最大値を閉区聞の 1，す
なわち (0，1Jに基準化(正規化〕するための指標として，正規化シャノン・エントロビー Sが
広く知られている。この正規化シャノン・エントロビーSは， シャノン・エントロピーEを
log n (ハートレー・エントロビー[4])で割った指標であり， シャノン・エントロビーEから
「多様性」を取り除く役割を果たしている。正規化シャノン・エントロビー Sにより， 1多様性」
を含まない「偶然性J[2Jのみの指標となるのである。
本研究では， こうした正規化シャノン・エントロビー Sの考え方を，条件っきエントロビー
と，その期待値(あいまい度)，および相互情報量にも導入することにより，それぞれ「基準化
条件っきエントロピーJ1基準化あいまい度J1基準化相互情報量」を新たに提案する。これによ
り，条件っきエントロビー，あいまい度，相互情報量から多様性を取り除くとともに，正規化シャ
ノン・エントロビー Sと同様に，これらの値を (0，1]に基準化(正規化)することを試みる。
さらに，対数の底の交換公式により，上記の「正規化シャノン・エントロビーJ1基準化条件っ
きエントロビーJ1基準化あいまい度J1基準化相E情報量」の底を要素数Nへと変換すること
により，変換前の単位がビット(底が2)であれ，ナット(底が e)であれ，ハートレー(底が
10)であれ，すべて底がNに統一されるという視点を提示する。その上で，対数の底をNとし
たときの情報量(エントロビー)として，新たに ISービット」の単位を提案する。
2.情報理論におけるシャノン・エントロビーの単位
任意の情報源において，それを構成する n個の要素(事象i，i 宮 1，2，…， n)の生起確率が
あであるとき，事象tが起こったということを知ることによって得られる情報量Ejは，次のよ
うに定義される。
Ej = log (1/ρ;) = -log ρt 
、 』 ?? ???
したがって，この情報源全体X(= {Xj})では，平均として(2 )式の情報量を得ることが期待
され， これ(平均情報量E)は，シャノン・エントロビー[1]に相当する。 (2)式は，すべての
確率あが l/nで等しいときにE= log n (bit)で最大となり，何が起こるかが全くわからない
状態を意味する。
n 
E =Zlpt・log(1/Pa)=-zlpz-log pi ( 2 ) 
最も単純な 2値信号 (n= 2)の場合，平均情報量Eは，
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E=ρ1・log0/ρ) +P2' log 0/P2) (3) 
として表される。ここで，対数の底を 2Cすなわち，情報量の単位を 「ビットj) とすれば，そ
の値は，P¥ = P2 = 12のとき ，E = 1 Cビット)で最大となり， ρ¥= 1. P2 = 0のときと
ρ¥ = 0， P2 = 1のとき，E = 0 Cビット)で最小となる。
C 2 )式やC3 )式の平均情報量Eは，一般に 「情報量」と呼ばれる。したがって，単に 「情報
量」 といった場合，通常はこの平均情報量ECシャノン ・エントロビー)を意味する。ただし，
前述のように，このEは対数の底によって値が異なり，底を 2としたときの単位が 「ビットj，
これをeとしたとき (自然対数)の単位が 「ナットj，10としたとき (常用対数)の単位が「ハー
トレー 」であるため，単位の統一性に欠けるという問題点が存在する。
3.通信路モデルにおける各種情報量
3，1 通信路モデルにおける条件っきエントロビーとあいまい度
図1のような通信路モデルにおいて，入力シンボル Xiと出力シンボル%が，それぞれ aiとbj
の確率で生起し，Xjが入力されたときにめが生起する 「条件っき確率」が九であるとすると，
通信路行列Pは，p = Cρρで表される。
通信路行列 (条件っき確率)
入力シンボルXi |ーp=同) f ー出力シンボルYj
図 I 通信路モデル
また，入力確率ベクトルaをa= Cαl' a2，…! ail…， am)，出力確率ベクトルbをb= Cb¥. 
b2， ." bj，…， b，)とすれば，bの要素bjC出力確率)は，
m 
b1=αl-PIJ+G2-P2J+，..，+am-pml=Zl tzs-pv b = a'p C 3 ) 
として表される。
一方，出力シンボル Yjが受信されたという条件のもとでの入力シンボル Xiの条件っき確率
ρCxjy)は 「後向きの条件っき確率」と呼ばれ，
ρCxjy) = a;'Pi/bj C 4 ) 
となる。
ここで， もし入力情報を全く知らないとすれば，出力 シンボルの有するエントロピ-HCY)
は，
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( 5 ) 
これが出力シンボルを知ったときに得られる情報量となる。であり，
そのときに出力シンボルの有もし入力シンボルが何であるかを知っていれば，しかしながら，
入力シンボルがXiであるという条件のもとでの出力シンボルの条件っきするエントロピーは，
これは下式のように表される。
H(Y/17z)=-zlpz:1・logρij 
エントロビーH(Y/町)となり，
( 6 ) 
入力シンボルの持つエントロピ-H(X)は，同様に，出力情報を全く知らない場合，
(7) 
出力シンボルが3うであるということそ知ったもとでの入力シンボルの条件っきエン
トロピ-H()仁川，)は，後向きの条件っき確率ρCxJy)を川いて，
m 
H (X) = -L: aj・logai 
であるが，
( 8 ) 
m ai-ヵi ~ bi 
H(X/勾〉 z-AP(州)同ρ(的/yj〉zzltLlog芯J
となる。
これらはさらに，上記の前向きと後向きの条件っきエントロビーの平均を考えることができ，
後向さのあいまい度それぞれ前向さのあいまい度H(Y/X) CYのX に閲するあいまい度)，
( 9 ) 
、?
?
?????、 、
と呼ばれるo
n m n n 
~， b( H (X/y) = ，~，豆 ai.Pi( log云ケ
ム ・・ ""1 Y 1J 
H(X/Y) (Xの Yに関するあいまい度)
1:川…(ω仰灯附Y/X)幻 = 一F山山α《げ山i川川Hれ(打附削Zωト)=戸へ=一へ一~叩tH (X/Y) =一
相E情報量3.2 
図 1の通信路モデルにおいて，入力情報を全く知らないときの出力シンボルに関する情報量
出力シン
入力情報を
入力シンボルが久であることを知ったもとで，
ボルがめであることを知ったときに得られる情報量がH(Y/X)であることから，
知ることによって平均として，
(エントロビー)を H (Y)とすれば，
、 、 ， ??????、 、1 ( Y ; X) = H ( Y) -H ( Y / X) 
(前向きの)l'相互
下記のように変換することができる。
この情報量J(y;X)は，
(前向きの)相互情報最は，
の情報が予め得られていたと考えることができる。
情報量」と呼ばれる。
(11)式によって定義される
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IC Y; X) = H ( Y)-H ( Y / X) 
n m n m n 
=151片 logbj-51ag-H(Y/zJ=-jzl bf log科+5151Gt・ρがlogPjj 
m m n 
=ー さ1151Gz-P21・logbj+主ljzlaz-h・logpij
m n V~~ 
=ZIjzlM2110gτ (12) 
一方， 前向きの相E情報量と同様に，後向きの相互情報量ICX;Y)を考えることができ， v ~ 
れは入力シンボルが引であることを知ったときの情報量のうち，出力シンボルがめであること
を知ることによって予め得られていた分の情報量を意味する [5J。後向きの相互情報量ICX;y) 
は，下記のように変換することができる。ただし， (13)式のH(X)は， 出力情報を全く知らな
いときの入力シンボルに関する情報量(エントロビー)である。
I(X; Y) = H(X)-H(X/Y) 
mη 
=-21af log as-21科'H(X/Yj) 
m m ~ 
= -.L;. ai' log ai- .L;. .L;. ai，pjj・logτケ
= 1 1=ιJ = 1 U 目 ]Jij
m n m n 口2
= -L; L;α;" Pi( log aj-，~， ，~， aj・Pi(log三ケ・1，.
m n n 
=511Zlath10g号
= ICY;X) (13) 
これより，後向きの相互情報量ICX;Y)は， 前向きの相互情報量ICY;X)と等しくなるこ
とがわかる。
4， 正規化シャノン・エントロビーと対数の底
シャノン・エントロビーE (平均情報量)には， 前述のように， r何が起こるか」の偶然性[2J
のみならず， r起こりうる事象の数がどれだけ多いか」という多様性[3Jが含まれているため，偶
然性と多様性の総合的な大きさを捉えようとするときには適しているが，偶然性(確率面でのあ
いまいさ)のみを捉えようとするときには適していなかった。
したがって，分析の対象となる要素(事象)の個数(多様性)が固定されている場合は問題が
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ないが， もし要素数nが異なる複数の離散型確率分布の聞で，それらの偶然性を比較しようと
するならば，こうした要素数nによる影響を排除するような処理が必要である。例えば，n = 3 
とn=9の場合を考えてみると，両者ともすべての生起確率が l/nで等しいとすれば(この
とき Eは最大となる)，前者の情報量(ピット〕は E= log3与1.585，後者は E= log 9 = 
2・log3 !:; 3.170となるため，両者のEは明らかに異なる。シャノン・エントロビーEは，要素
数nの増加にともない，単調に増加するのである。しかしながら，両者とも，どの要素(事象)
が起こるのか全く予想がつかず，最も偶然性の大きい状態であり，相対的には同等の(最大の)
偶然性を有している[3Jと考えられるのである。
したがって，前述の(2)式から「偶然性」のみを抽出する必要のある場合には，シャノン・エ
ントロピ-Eをlognで割った「正規化シャノン・エントロピー」が一般に用いられる。これ
は， (14)式によって定義され， I相対エントロピー」とも呼ばれる [6J。
S =-zlpr log ps/log n (14) 
(14)式の logn (右辺の分母〉は「ハートレー・エントロピーJ[4Jに相当し，前述の「多様性」
の大きさを表している。したがって，正規化シャノン・エントロビーSは，シャノン・エント
ロビー Eをハートレー・エントロピーで割った指標として位置づけられる。これにより，
(0， log nJであったシャノン・エントロビーEが， (0，1]の値(正規化シャノン・エントロピ-
s)へと基準化(正規化)されると同時に，より純粋な偶然性の指標へと変換されるのである。
ここで，対数の底の交換公式を用いれば，上記の(14)式は(15)式のように変換される[7]。
n 
s=一回ZIPt・logpJ log n =一.ZIPt・lognPi (15) 
(15)式は，情報源の要素数nによって，対数の底がnへと置き換えられることを示している。
例えば，シャノン・エントロビーEの単位が， ピットであれば対数の底が2から，ナットであ
れば Gから，ハートレーであれば 10から，それぞれnへと置き換えられるのである。これによ
り， ピットであれ，ナットであれ，ハートレーであれ，すべての生起確率が l/nのとき，正規
化シャノン・エントロビーSは， s = 1に統一されるのである。
5. r基準化条件っきエントロビー」と「基準化あいまい度」の提案
シャノン・エントロビーEと同様に， 3節で述べた「条件っきエントロビー」や「あいまい度」
にも「多様性」が含まれており，これらはやはり要素数nの影響を受けることになる。そこで，
条件っきエントロビーやあいまい度を，より純粋な「偶然性」の指標にするためには，そこから
「多様性」を取り除く必要がある。
こうした考え方に基づき，本研究では，前節で述べた「正規化シャノン・エントロビー」と同
様のアプローチをとることにより，まず(16)式の「前向きの基準化条件っきエントロビー」と，
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(17)式の「後向きの基準化条件っきエントロビー」を提案する。すなわち，前向きの条件っきエ
ントロビーと，後向きの条件っきエントロビーを，それぞれ多様性の大きさを表すハートレー・
エントロビーClognまたは Iogm)で割ることにより，そこから「多様性」を取り除くのであ
る。
lS(γ/xJ寸(山/!ogn = 幻 IogP;/ 1山
s (X/y) = H (X/Yj)/ log m =一，Zlp(zz/Y1)・IogP CXJめ)/!ogm 
(16) 
(17) 
これにより，前向きの基準化条件っきエントロビーs(Y/X)と，後向きの基準化条件っきエ
ントロピ-S (X/Yj)は，どちらも (0，1]へと基準化(正規化)される。
さらに，本研究では(16)式や(17)式の期待値をとることにより， (18)式の|前向きの恭準化あ
いまい度」と， (19)式の I後向きの基準化あいまい度Jを提案する。
S (Y/X) = H (打ヂ/同n一一 ZIGaIJ(Y/zz) 
=-5115lGz-h・IogP;/ Iog n (18) 
、?
??，?????
?
??
??
? ?
?
???
??
?『
??
?ょ
?
? ???
?
?
?
?
?
? ?
??????
(19) 
上記の前向きの基準化あいまい度S(Y/X)左後向きの基準化あいまい度s(X/刊について
も，前向きのあいまい度と後向きのあいまい度を，それぞれ IognとIogmで割るこどによっ
て，当然のことながら (0，1]へと基準化(正規化)されるのである。
6. r基準化相互情報量」の提案
前節の議論と同様に，相互情報量にも「偶然性」のみならず「多様性」が含まれており，要素
数 η の影響を受けるため.ζ こでは相互情報畳から多様性を取り除くこと(これを「基準化相
互情報量」と呼ぶことにする)を考えることにする。その際，相互情報量には，前向きの相互情
報量I(y;X)と後向きの相互情報量I(X;y)があるため，それぞれの構迭を考えてみると，
前者は(11)式のように， I( Y; X) = H ( y) -H ( Y / X)，すなわち出力情報のエントロビーと
前向きのあいまい度の差，後者は(13)式のように， I(X; Y) = H(X)-H(X/Y)，すなわち
入力情報のエントロビーと後向きのあいまい度の差となっていることがわかる。
上記のような相互情報量(J(Y; X)とI(X;Y))の構造をふまえると，基本的には前向きの
基準化相互情報量 S(Y; X)を， S (y; X) = S ( y)-S ( Y/ X)とし，後向きの基準化相互情
報量S(X; Y)については SCX; Y) = S (X) -S (X/ y)とすることが自然な流れであろう。
しかしながら， もし前向きの基準化栢互情報量 S(Y; X)と後向きの基準化相互情報量 S
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(X; Y)を，それぞれ上記のように設定したとすると，
|IH(げ任川Y止げ…;X
ICX; Yつ)士吉=H (X)ν/logm 一H (X/Y)ν/logm = {H(X)-H(X/Y)}/logm (21) 
となるため，前向きの相互情報量払後向きの相互情報散も等しいという相主主情報量の性質が一
般には成立しなくなってしまう。 m=nのとき(通信路行列が正方行列のとき)は，これが成
立するが，m手 nのときは成立しなくなってしまうのである。
そこで，本研究では常にS(Y; X) = S (X; Y)が成立するような，前向きの基準化相互情報
量S(Y;X)と後向きの基準化相互情報量S(X; Y)を考えることにする。もちろん，基準化条
件っきエントロピーや基準化あいまい度も「前向き」と「後向き」が異なるので，基準化相互情
報量についても「前向き」と「後向き」が異なっても問題がないという立場も考えられるが，本
研究では相互情報最の最も粛要な性質として， I前向きJと「後向き」が等しくなるという性質
を位置づけ，SCY;X)=S(X;Y)が成立するような「基準化相互情報量Jを考えるのである。
ここで，情報量(エントロビー)を基準化 CiE鋭化)することは，前述のように，その最小値
を開区間の 0，最大値を閉区間の1，すなわち (0，1]へと変換することを意味する。そのために
は，元の情報量(エントロピー)をその最大値(Iognあるいは logm)で割る必要がある。
そこで，相互情報量の場合の最大値を考えてみよう。まず，前向きの基準化相互情報量
S (Y; X)については，H(Y)の最大値が lognで，H (Y/X)の最小値が Oであるため，
S (Y;X)の最大値も lognとなる。一方，後向きの基準化相互情報量S(x; y)については，
H(X)の最大値が logmで，H (X/Y)の最小値がOであるため，S(Y;X)の最大備も logm
となる。しかしながら，相瓦情報量は，前述のように ICX;Y) = ICY;X)であるため，その
最大値は， S (X; Y)の最大値と S(Y; X)の最大値のうち小さい方の値 (m孟nのとき logn 
で，m 三五 nのとき logm) となる。したがって m註 η のとき N=n，m 孟nのとき N=m
とすれば，相互情報量の最大値は logNとなる。
上記のことをふまえ，本研究では新たに下記のような「基準化相互情報量」を提案する。
lS(YXHI(Y;X)/IFMM/X)}/logN 
S (X; Y) = 1 (X; Y)/ log N = {H (X) -H (X/Y)} / log N 
(22) 
(23) 
(22)式のs(Y; X)が「前向きの基準化相互情報量」であり， (23)式のs(X; y)が「後向き
の基準化相互情報量」である。これにより，前向きの基準化相互情報量と後向きの基準化相互情
報量が等しくなるという相互情報量の重要な性質を維持しながら，それを (0，1]へと基準化(正
規化)することができるのである。
さらに，対数の底の交換公式により， (22)式の S(Y; X)と(23)式のs(X; Y)は，下記のよ
うに変換される。
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s ( y;X) = J( Y; X) / log N 
m n 1J 
=tzljzl(叫ん/log N)' log号
m 1) 
丸 (24) 
s (X; Y) = J(X; Y) / log N 
m n n.. 
=25121(MilogN〉log号
m n 1) 
=511ElMbb号
= J(y;X) (25) 
これより， 前向きの基準化相互情報量S(Y; X)と後向きの基準化相互情報量S(X; y)にお
ける対数の底が， ともにNへと変換されると同時に， このように対数の底を変換しても，両者
が等しくなることを確認することができる。
7. 各種エントロビーの基準化(正規化)による対数の底と単位の統一
本研究では， ここまで「正規化シャノン・エントロビー」の考え方に基つ怠， それぞれ前向き
と後向きの「基準化条件っきエントロビーJ1基準化あいまい度J，および「基準化相互情報量」
元は (0，log nJあるいは (0，log mJであったエントロビー(情報を提案してきたが， これらは，
量)を， ハートレー・エントロビー[4Jで割り， (0，1]へと基準化(正規化)することで， より
純粋な偶然性の指標へと変換することを意図した指標である。また，対数の底の交換公式により，
これらの指標を，対数の底を要素数nあるいはmへと変換することができる。すなわち， 7G 
(変換前)のエントロピー(情報量)の単位が， ピット(底が 2)であれ， ナット(底がe)であ
れ，ハートレー(底が 10)であれ， すべて底がnあるいはm(以下， いずれの場合も単に INJ
と記述する) に統一されるのである。
一方で， これまで情報理論には，上記のように対数の底によってa情報量の単位がピットであっ
たり， ナットであったり，ハートレーであったりするため，単位の統一性がとれていないという
問題点があった。もちろん，対数の底の交換公式により， いずれの単位にも変換可能であるが，
やはり複数の単位が存在することは，議論を複雑化させてしまう要因となる。
そこで，本研究では上記のようなエントロビー(情報量)の基準化(正規化)により，対数の
底がnに統一されることに注目し，対数の底をNにしたエントロビー(情報量)の単位として，
新たに IS-ピットJ(S-bit)を提案する。 ここで， S-ピットの ISJは， Standardized (基準
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化された〉の頭文字であり，エントロビー(情報量〉を (0，1]へと基準化(正規化)することを
意味する。
このように，エントロビー(情報量)を，ハートレー・エントロビー[4Jで割って基準化(正
規化)することにより，それがビットかナットかハートレーかという単位の不統ーが解消され，
S ビットの単位へと統一される。しかも，エントロビー(情報量)の値が (0，1]へと基準化
(正規化)されるため，巣なる要素数Nのエントロビー(情報量)が比較可能になるのさらに，
それぞれのエントロビー(情報量)から， 1多様性Jが取り除かれ，より純粋な|偶然性」の大
きさを表す指標へと変換される。そういった意味で，本研究で提案する Sビットの単位は多く
の利点を持つのである。
8.おわりに
本研究では，情報環論における各種エントロビー(各様情報量)の単位が，対数の底によって
異なるという問題意識に基づき， こうした単位の不統一を解消すると同時に， これらの値を
(0，1]へと基準化(正規化)すべく，新たに「基準化条件っきエントロビーJ1基準化あいまい
度J1基準化相互情報量」を提案した。これらは， 1条件っきエントロビーJ1あいまい度J1相互
情報量」を，それぞれハートレー・エントロビー[4Jで割った上で，対数の底の交換公式により，
底を要素数Nに変換したエントロビー(情報景)であり，その単位として新たに ISーピット」
を提案した。こうした ISビット」の単位へと各様ιントロビー(各種情報員)を変換するこ
とにより，元の単位がビヴト(底が 2)か，ナヴト(底が e)か，ハートレー(底が 10)かにか
かわらず，すべて底が要素数Nに統一されるのである。
さらに，上記の 18ー ビット」では，エントロビー(情報量)の値がすべて (0，1]へと基準化
(正規化)されるため，異なる要素数Nのエントロピー(情報量)が比較可能になることを指摘
した。今後は，本研究で提案した「基準化条件っきエントロビーJ1基準化あいまい度J1基準化
相互情報量」に対して，最大エントロピー原理[6Jを導入し，これまでのさまざまなエントロビー・
モデル[8Jを， 1某準化エントロビー・モデルJへと拡張していきたい。
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