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We present a generalization of Density Functional Theory (DFT) to non-equilibrium non-isothermal
situations. By using the original approach set forth by Gibbs in his consideration of Macroscopic
Thermodynamics (MT), we consider a Functional Thermo-Dynamics (FTD) description based on
the density field and the energy density field. A crucial ingredient of the theory is an entropy func-
tional, which is a concave functional. Therefore, there is a one to one connection between the density
and energy fields with the conjugate thermodynamic fields. The connection between the three lev-
els of description (MT, DFT, FTD) is clarified through a bridge theorem that relates the entropy
of different levels of description and that constitutes a generalization of Mermin’s theorem to ar-
bitrary levels of description whose relevant variables are connected linearly. Although the FTD
level of description does not provide any new information about averages and correlations at equi-
librium, it is a crucial ingredient for the dynamics in non-equilibrium states. We obtain with the
technique of projection operators the set of dynamic equations that describe the evolution of the
density and energy density fields from an initial non-equilibrium state towards equilibrium. These
equations generalize time dependent density functional theory to non-isothermal situations. We also
present an explicit model for the entropy functional for hard spheres. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4811655]
I. INTRODUCTION
In his foundation of statistical mechanics,1 Gibbs intro-
duced the notion of ensembles in phase space as a tool for
describing the macroscopic properties of matter in terms of
its molecular structure. He made thorough use of the con-
cept of entropy in order to construct the equilibrium ensem-
bles. Much later, Jaynes2 advocated under the name of the
Principle of Maximum Entropy (PME) the information the-
oretical point of view that regards the ensembles as those
probability distributions that are the least biased according to
the available macroscopic information. Although the PME al-
lows one to construct equilibrium ensembles, it has an even
larger scope because it allows to construct dynamic theories
that describe not only the equilibrium state but also the ten-
dency towards equilibrium starting from a non-equilibrium
state. This is achieved by separating the time dependent en-
semble that obeys the Liouville equation in two contributions,
a relevant ensemble (or local equilibrium ensemble) that rep-
resents the least biased information that is compatible with
the time dependent macroscopic information, and a remain-
ing contribution.3 By solving for the remaining contribution,
a closed equation for the relevant ensemble is obtained and,
as a consequence, a closed exact dynamic equation for the
macroscopic information. This process may be implemented
with the help of projection operators and the resulting theory
is usually referred as the Mori-Zwanzig theory,4, 5 although
the number of important contributions by different authors is
very large.3, 6–11
One important concept in statistical mechanics is that of
level of description of a given system. A level of description
is characterized by a set of phase functions named relevant
variables (or macrostates, or macroscopic variables, or col-
lective variables, or coarse-grained (CG) variables, or reac-
tion coordinates, etc.). A given system may be described at
different levels of description and each level has character-
istic timescales. At the coarsest level, one has Macroscopic
Thermodynamics (MT) characterized by the dynamical in-
variants of the system. While the theory of MT summarizes
an enormous number of experimental observations, it is lim-
ited by the fact that it deals with big homogeneous portions of
material.12 In order to study equilibrium states statistically in-
homogeneous at molecular scales, the powerful density func-
tional theory (DFT) was formulated in the second half of last
century.13 DFT allows one to describe the structures of flu-
ids and solids and their phase changes with a very high accu-
racy. In this way, a wealth of phenomena ranging from wet-
ting of liquids on surfaces14 to phase transitions in solids15–17
can be addressed. DFT is based on a theorem first enunciated
by Mermin.18 Mermin’s theorem18 has two parts, in fact, that
can be understood as independent theorems. In the first part,
it is shown that the connection between the one-particle dis-
tribution function, i.e., the average density field, and any ex-
ternal potential is bijective. For every external potential there
is a unique density profile and vice-versa. The proof requires
the construction of a functional of the density field named the
density functional. The second part of the theorem shows that
0021-9606/2013/139(3)/034106/14/$30.00 © 2013 AIP Publishing LLC139, 034106-1
034106-2 Anero, Español, and Tarazona J. Chem. Phys. 139, 034106 (2013)
one can obtain the macroscopic free energy of the system by
evaluating the density functional at the equilibrium value of
the density field. This equilibrium density is the one that min-
imizes the density functional. In the present paper, we show
that Mermin theorem18 can be generalized substantially and
that it emerges basically from the principle of maximum en-
tropy. We show that every level of description has its own
entropy function and describe how the different entropies of
each level of description are related to each other.
We focus in the present paper on a level of description
named Functional Thermo-Dynamics (FTD), which is char-
acterized by the density field and the energy density field as
relevant variables. One of the basic objects of the theory of
the FTD level of description is the entropy functional, which
is a functional of the density and energy density fields and that
contains, in very much the same way as the density functional
of DFT, all the information about the molecular structure of
the fluid/solid system. When applied to a homogeneous equi-
librium state, DFT recovers the thermodynamic magnitudes
of MT, but it goes beyond it, since from DFT we may ex-
tract the spatial correlations between the particles in a homo-
geneous system. Similarly, when applied to a (homogeneous
or inhomogeneous) equilibrium state, the FTD reproduces all
the results of DFT, but it opens the access to the time evolu-
tion of the relevant variables and allows to describe dynamical
non-isothermal situations.
The construction of dynamic equations based on DFT
has been a subject of high interest in recent years. This
dynamic density functional theory (DDFT) has been con-
structed under different approaches an approximations. Usu-
ally, colloidal suspensions governed by a Smoluchovski over-
damped dynamics have been considered in the framework
of DDFT.19–21 Also, kinetic theory has been used as starting
point for the derivation of DDFT.22–27 Recently, Hughes and
Burghardt28 have developed a hydrodynamic theory that in-
cludes correlations starting from a kinetic equation in which
the collision operator is modelled phenomenologically with
a Fokker-Planck operator. The use of the maximum entropy
principle in order to close hierarchies of dynamic equations
based on a kinetic description has been considered in a num-
ber of works29, 30 We have contributed to the field by de-
riving DDFT from projection operators31 starting from the
underlying Hamiltonian dynamics. We pursue further in the
present paper this line by using the general theory of projec-
tion operators32 in order to construct the dynamic theory that
describes the evolution in time of the density and energy den-
sity fields for simple fluids at molecular scales.
There is very recent and exciting work addressing the ex-
tension of DDFT towards non-isothermal situations. In par-
ticular, Schmidt has presented a formulation based on an
internal energy functional that depends on the number and
entropy density fields, both defined in microscopic terms.33
From this general and rigorous formulation, he proposes phe-
nomenological transport equations for these variables within
the framework of linear irreversible thermodynamics. It is
of high interest to provide a microscopic basis for the phe-
nomenological approach and, in particular, provide for molec-
ular expressions for the transport coefficients appearing in the
transport equations. This is the approach that we take in the
present work where it turns out that an entropy functional, in-
stead of an internal energy functional, is the natural functional
within the technique of projection operators from which the
transport equations are derived in a straightforward manner
from the microscopic dynamics. Very recently Wittkowski,
Löwen, and Brand have presented a similar theory based on
projection operators, which addresses the non-isothermal dy-
namics of mixtures of colloidal particles.34
II. GENERAL FRAMEWORK
A. Macrocanonical phase space
Let us consider an isolated system made of N classical
particles moving according to Hamilton’s equations with a
time-independent Hamiltonian. The microstate of the system
is zN corresponding to the positions and momenta of all the
particles. The collection of all microstates zN is the phase
space N. As it is well-known, the fact that we cannot specify
the initial conditions of a system of many degrees of free-
dom with absolute precision requires the use of a probability
density ρN(zN) in phase space. Note that in many instances
we do not even know with exact precision how many parti-
cles constitute our system. In that case, we need to use the
union of all phase spaces N with different number of par-
ticles. The microstate is specified by saying in what N the
system is and what particular zN of that N the system has.
We may call the collection of phase spaces  = {N, N
= 1, . . . , ∞}, the macrocanonical phase space, with the pro-
viso that we are not dealing with any exchange of particles
with a reservoir but rather with our ignorance about the num-
ber of particles that constitute our system. The probability
density is normalized in such a way that P(N) = ∫ dzNρN(zN)
is the probability of finding the system in the phase space
of N particles. The full set of probability densities {ρN(zN),
N = 1, . . . , ∞} gives the statistical description of the sys-
tem at the microscopic level. In each phase space, N the
probability density ρN(zN, t) evolves according to the corre-
sponding Liouville equation ∂ tρN(zN, t) = iLNρN(zN, t) with
its own N-particle Liouville operator. This implies that ∂ tP(N)
= ∂ t
∫
dzNρN(zN, t) = 0. There are no “jumps” in the dynamics
from one phase space to another and the probability of hav-
ing a given number of particles is time independent. This is
another way to see that the system does not exchange parti-
cles with any reservoir. The averages of phase functions of N
particles are defined as
〈F 〉t =
∞∑
N=1
∫
dzNFN (zN )ρN (zN, t). (1)
Here, FN(zN) is a phase function defined in the phase space
of N particles. One example of these phase functions is
the Hamiltonian HN(zN). The above average has obviously a
“macrocanonical look.” Usually, we will denote with a trace
the sum over microstates, that is,
Tr[· · · ] =
∞∑
N=1
∫
dzN · · · . (2)
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The system may be described at different levels of de-
scription depending on the amount of information available
macroscopically or mesoscopically. A level of description is
fully determined by a set of functions in the phase space of the
system. We denote the macrostate with a set of phase func-
tions A(z) = {AN(zN), N = 1, . . . , ∞}. The variables A(z) that
characterize a given level of description will be referred to as
relevant variables or coarse-grained variables. The coarse-
grained variables A(z) may be discrete variables or fields, and
they may have vector or tensorial character.
B. The relevant ensemble and the entropy
of a level of description
We will construct in this paper the entropy associated to
several levels of description by using the maximum entropy
principle first used by Gibbs.1 This well-known method intro-
duces the entropy functional of the ensemble density as
S[ρ] = −Tr
[
ρ(z) ln
(
ρ(z)
ρ0
)]
= −
∞∑
N=1
∫
dzNρN (z) ln ρN (z)
ρ0N
, (3)
where the quantum mechanical factor ρ0N = 1/(h3NN !) gives
the correct dimensionless form to the argument of the loga-
rithm an ensures the correct Boltzmann counting and proper
account of the indistinguishability of particles. Usually the
Boltzmann constant kB appears in front of (3). By not includ-
ing this factor, we are measuring the entropy functional in
units of kB.
The basic idea of the maximum entropy principle2 is that
in order to find the least biased probability density ρ(z) in
phase space (i.e., the least biased ensemble) when only par-
tial information is known about ρ(z), one should maximize the
entropy functional (3) subject to the constraints of this partial
information. The entropy functional represents, from an infor-
mation theory point of view, the “amount of uncertainty” of a
distribution function2 and by maximizing it subject to what-
ever is known, we are taking the distribution which is “maxi-
mally noncommittal with regard to missing information, and
that it agrees with what is known, but expresses maximum un-
certainty with respect to all other matters” in Jaynes words.2
The ensemble that maximizes the entropy (3) subject to the
partial information that we have about the system is named
the relevant ensemble ρ(z).
We will consider in this paper that the partial information
known about the ensemble ρ(z) is given by the average a of
the relevant variables A(z), that is,
Tr[ρ(z)A(z)] = a. (4)
Many ρ(z) are compatible with this restriction. The least bi-
ased is the one that maximizes (3). Standard maximization of
(3) with the constraint (4) and the normalization of ρ(z) leads
to the relevant ensemble
ρ(z) = ρ
0
Z[λ] exp{−λA(z)}. (5)
This is a condensed notation for the collection of probability
densities,
ρN (zN ) =
ρ0N
Z[λ] exp{−λAN (zN )} N = 1, · · ·∞. (6)
Also, λAN(zN) should be understood as the scalar product in
a general sense of the conjugate variables λ and the CG vari-
ables AN(zN). For example, in the case of field CG variables,
there is an integral over space of the two fields λ and AN(zN).
In the case of vector or tensor variables, full contraction over
the indices is implied so as to produce a scalar. The dimen-
sionless partition function is defined as
Z[λ] ≡ Tr[ρ0 exp{−λA(z)}]. (7)
We assume that the phase functions A(z) are such that the in-
tegral in the partition function actually exists. The Lagrange
multiplier λ is obtained by requiring that the generalized
canonical ensemble (5) fulfills the constraint (4). This require-
ment can be written as
∂[λ]
∂λ
= a, (8)
where we have introduced the dimensionless thermodynamic
potential of the present level of description as
[λ] = − ln Z[λ]. (9)
The implicit equation (8) allows one to obtain λ(a). In fact,
there is a one to one correspondence between λ and a, as can
be shown by taking the derivative of Eq. (8) with respect to λ:
∂2[λ]
∂λ∂λ
= −〈δAδA〉λ
= −
∞∑
N=1
∫
dzNδAN (zN )δAN (zN )ρN (zN ), (10)
where δA = A(z) − a and the average 〈· · · 〉λ is performed
with ρ(z). This shows that [λ] is a concave functional of λ
because the Hessian matrix of second derivatives, being the
negative of a covariance, is negative definite.35, 36 Equation
(10) also means that the Jacobian of the change of variables
from λ to a is
∂a
∂λ
= −〈δAδA〉λ. (11)
The covariance 〈δAδA〉λ is a definite positive matrix, and,
therefore, the Jacobian of the change of variables from λ to
a can be inverted to provide λ[a]. Therefore, there is a one to
one connection between the pair of conjugate variables λ and
a. This argument is valid for any pair of conjugate variables.
Mermin’s theorem18 is a particular case of this general case
for the DFT level of description ensuring that there is a one
to one connection between the density field and the external
potential (or chemical potential).
The fact that second derivatives of the thermodynamic
potential are a covariance matrix ensures that they form a pos-
itive semi-definite matrix. For arbitrary relevant variables, it
could happen that Av = 0 for some vector v. If this is the case,
then the covariance matrix has a zero eigenvalue and is not,
strictly speaking, invertible. Note that, in this case, the par-
tition function satisfies Z[λ] = Z[λ + αv] for any scalar α.
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Therefore, the thermodynamic potential [λ] is translation-
ally invariant in the direction of v. In the space of λ, the ther-
modynamic potential has a “canyon” shape in the direction of
v and not a “hump” with a global maximum. Nevertheless,
one still has a one to one connection between the averages a,
that live in the plane av = 0, and the parameters λ that live in
the plane λv = 0. In this subspace, one has strict concavity of
the thermodynamic potential.
Once the relevant ensemble has been obtained, the en-
tropy function (or functional) at a given level of description
is defined by the result of evaluating the Gibbs entropy func-
tional (3) at the relevant ensemble (5), with the result
S[a] ≡ S[ρ] = −[λ[a]] + λ[a]a. (12)
We observe that the entropy and the dimensionless thermody-
namic potential are Legendre transform of each other (up to
signs). By taking the derivative of (12) with respect to a and
using Eq. (8), we have the expression conjugate to Eq. (8),
∂S[a]
∂a
= λ[a]. (13)
It should be clear that the framework presented has nothing to
do with equilibrium states. In particular, the relevant ensem-
ble ρ is not an equilibrium ensemble in general and, therefore,
a are not the equilibrium averages of the CG variables A(z).
Only if the relevant variables are the dynamical invariants of
the microscopic dynamics then the relevant ensemble, that de-
pends on the microstate through these dynamical invariants, is
a stationary solution of the Liouville equation and, therefore,
an equilibrium ensemble.
C. The bridge theorem
In this section, we show how the entropies (12) of two
levels of description are related. We consider two levels of
description characterized by the set of phase functions Y(z),
X(z). We assume that X(z) = X (Y (z)) and, therefore, the
x-level is less detailed than the y-level of description (which,
in turn, is less detailed than the microscopic level described
by z). We may refer to y as fine grained (FG) variables and
x as CG variables. The basic question that we want to an-
swer in this subsection is what is the connection between the
functional form of the entropy Sx(x) and the entropy Sy(y) of
each level of description? Although we may consider a gen-
eral functional X (y) form connecting the relevant variables of
different levels of description, we restrict ourselves to a linear
relationship of the form
X(z) = AY (z), (14)
where A is a rectangular constant matrix. It turns out that this
connection between levels of descriptions is, in fact, quite
common and, in particular, the levels of MT, DFT, and FTD
have relevant variables connected in a linear way.
The maximization of the entropy functional (3) is subject
to give prescribed averages y = Tr[ρY] or x = Tr[ρX], which
give the two relevant ensembles of each level of description:
ρy(z) = ρ0
exp{−λyY (z)}
Zy(λy)
,
(15)
ρx(z) = ρ0
exp{−λxX(z)}
Zx(λx)
,
where λy and λx are the Lagrange multiplier enforcing the
constraints,
y = Tr[ρyY ],
(16)
x = Tr[ρxX],
respectively. In addition, we will enforce that the averages are
related according to x = Ay. This implies, for example, that
the average of the CG variable X(z) with respect to the relevant
ensemble of the FG y-level is precisely x, that is,
Tr[ρyX] = x. (17)
This is a condition on the possible values that y may take,
given x.
The entropies of each level of description are given by
(12), which now take the form:
Sy(y) = ln Zy(y) + λy(y)y,
(18)
Sx(x) = ln Zx(x) + λx(x)x.
Consider now the maximum y∗ of Sy(y) subject to the restric-
tion (17). The state y∗ is obviously a function of x appearing
in the restriction (17). It is easily shown that by evaluating
Sy(y) at y∗, we obtain precisely Sx(x), that is,
Sy(y∗(x)) = Sx(x). (19)
In order to prove this, let us maximize without constraints the
function,
Sy(y) − μTr[ρyX] = Sy(y) − μTr[ρyAY ]
= Sy(y) − μAy, (20)
where μ is the set of Lagrange multipliers enforcing (17). The
derivative of this function equated to zero is
λy(y∗) − μA = 0. (21)
This is an implicit equation for y∗ that will depend parametri-
cally on μ. The actual value of μ is obtained by requiring the
fulfilment of the constraint (17) that now becomes
Tr[ρy∗AY ] = x → Ay∗ = x. (22)
In this way, for every particular x, we have a given μ(x). Fi-
nally, the entropy of the y-level evaluated at this particular
maximum becomes
Sy(y∗) = ln Zy(λy(y∗)) + λy(y∗)y∗
= ln Tr[exp{−λy(y∗)Y }] + λy(y∗)y∗
= ln Tr[exp{−μ(x)AY }] + μ(x)Ay∗
= ln Tr[exp{−μ(x)X}] + μ(x)x
= φ(x). (23)
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We have to still prove that φ(x) = Sx(x). Consider again (22)
now with the relevant ensemble ρy∗ (15) corresponding to y∗,
that is,
Tr[ρ0 exp{−λy(y∗)Y }X]
Tr[ρ0 exp{−λy(y∗)Y }] = x. (24)
Use Eq. (21) in this last equation to obtain
Tr[ρ0 exp{−μ(x)X}X]
Tr[ρ0 exp{−μ(x)X}] = x. (25)
This is to be compared with the second equation in (16) that
takes the form:
Tr[ρ0 exp{−λx(x)X}X]
Tr[ρ0 exp{−λx(x)X}] = x. (26)
Because the connection between the averages x and the con-
jugate variables λx(x) is unique, it follows that μ(x) = λx(x)
and, therefore, φ(x) = Sx(x), that is,
Sy(y∗) = Sx(x). (27)
The bridge theorem can be expressed in very compact
form as follows:
max
Tr[ρAy]=x
S[ρ] = max
x=Ay
[
max
Tr[ρY ]=y
S[ρ]
]
. (28)
In words, the left-hand side finds the maximum of the Gibbs
entropy functional S[ρ] for those ensembles in the subset sat-
isfying Tr[ρY] = y and then the maximum in the smaller, but
fully contained subset of ensembles fulfilling x = Ay, while
the right-hand side finds the maximum in the set Tr[ρAy]
= x directly. Dwandaru and Schmidt37 have recently consid-
ered this double maximization process when relating the DFT
and MT levels of description. In the entropy language, their
Eqs. (43) and (44) in Ref. 37 become
max S[ρ]
Tr[ρH ]=E
Tr[ρH ]=N
= max∫
drn(r)=N
⎡
⎣ max S[ρ]Tr[ρH ]=E
Tr[ρnˆr]=n(r)
⎤
⎦ . (29)
The left-hand side is just the usual macroscopic thermody-
namic entropy, while the term inside brackets of the right-
hand side is the entropy functional at the DFT level of de-
scription. Equation (29) is just a particular realization of the
general bridge theorem (28).
In conclusion, if we know the entropy of a FG level of de-
scription, we automatically know the entropy of any CG level
of description whose CG variables are linear combinations of
the FG variables. The recipe is simple: maximize the entropy
of the FG level subject to the constraint that the average of the
FG variables gives the CG variables, and substitute back this
maximum value into the entropy of the FG level. The result is
the entropy at the CG level.
The bridge theorem (23) is a generalization of the second
part of Mermin’s theorem18 that allows one to connect the
entropies of different levels of descriptions provided that the
relevant variables of each level are connected in a linear func-
tional form. When the level of description is DFT the above
theorem is just the original Mermin theorem.18 The bridge
theorem (23) can be of great importance as a guiding tool for
the construction of the entropy functional of detailed levels of
description if we know the corresponding entropy at CG lev-
els of description (like macroscopic thermodynamics or den-
sity functional theory). In a similar way, it allows to compute
the entropy of MT from molecular models that we may con-
struct for the entropy at the DFT or FTD levels of description.
D. The time-dependent projection operator technique
For completeness, we summarize in this section the time-
dependent projection operator technique as presented in the
classical textbook by Grabert.32 This is the method that we
will use to obtain the dynamic equations for the relevant vari-
ables. While the method is described in Ref. 32 for a fixed
number N of particles, it is valid also for the macrocanoni-
cal phase space by just understanding the trace symbol ac-
cording to Eq. (2). The method provides formally exact evo-
lution equation for any arbitrary dynamic variable. Physics
enters in the theory by the very selection of the relevant vari-
ables, which are in general assumed to be slowly varying in
time. The projection operator method can be understood, at
its most fundamental level, as a way to approximate the ac-
tual time dependent ensemble ρ t, which is the solution of the
Liouville equation with an approximate ensemble ρt of the
relevant type (5).3 The aim is to derive equations of motion
for the time dependent average ai(t) of a set of relevant vari-
ables Ai(z). The time dependent average is
ai(t) = Tr[ρt (z)Ai(z)], (30)
where z is the microscopic state of the system and ρ t(z) is the
non-equilibrium solution of the Liouville equation. As it is
shown in Ref. 32, the Liouville equation can be re-written in
the following exact form:
∂
∂t
ai(t) = vi(t) +
∫ t
0
dt ′
∑
j
Kij (t, t ′)λj (t). (31)
This exact equation is actually a closed equation for ai(t). The
reversible term is given by
vi(t) = Tr[ρt iLAi], (32)
where iL is the Liouville operator and the relevant ensemble
ρt is of the form (5), with a time dependent conjugate variable
λ(t). The conjugate variables λ are selected in such a way that
the averages of A(z) performed with the real and with the rele-
vant ensemble coincide. The conjugate variables are, through
Eq. (13), the derivatives of the entropy function of the given
level of description. Note that if only the reversible term vi(t)
would be present in Eq. (31), we would be approximating the
actual ensemble that it is a solution of the Liouville equation
with a relevant ensemble of the form (5) where the conju-
gate field λ(t) is now a function of time. The error in this ap-
proximation is, in fact, the memory term which describes irre-
versible behaviour. The irreversible term in Eq. (31) involves
the memory kernel Kij(t, t′) whose explicit form can be found
in Ref. 32. Equation (31) is a closed exact equation for ai(t)
but its integro-differential character makes it difficult to treat
in general. Nevertheless, the exact transport equation (31) can
be approximated by a memory-less equation whenever a clear
separation of time scales exists between the evolution of the
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averages and the decay of the memory kernel. In this case, we
assume that, within the time in which the kernel decays, the
relevant variables have not changed appreciably. Under this
assumption, one obtains the Markovian equation,32
a˙i(t) = vi(t) +
∑
j
Dij (t) ∂S
∂aj
(t), (33)
where we have used (13) and where the dissipative matrix is
given by the Green-Kubo formula,
Dij (t) =
∫ ∞
0
dt ′Tr[ρt (Qt iLAj )Gtt ′(Qt iLAi)], (34)
where the so-called projected current is given by
Qt ′ iLAk(z) = iLAk(z) − Tr[ρt ′ iLAk]
− [Ai(z) − ai(t ′)]∂vk(t
′)
∂ai(t ′)
. (35)
Gt ′t is given by a time ordered projected propagator.32 Under
the assumption that the relevant variables are slow, one can
take an approximation in which terms of order iLA3 are ne-
glected. The result of this procedure is that the projected dy-
namics Gtt ′ is approximated by the actual dynamics exp {iLt}
(see Ref. 38 for an alternative approach). Note that the dissi-
pative matrix in Eq. (34) depends in general on the relevant
variables through the relevant ensemble. The dissipative ma-
trix Dij is a correlation matrix and, due to the Wiener- Khint-
chine theorem, it is positive definite.32 This leads to a very
general feature of the dynamic equation (33) obtained with
the projection operator method: They automatically ensure
that the entropy (12) of the given level of description is al-
ways a non-decreasing function of time. Indeed, by taking the
time derivative of the entropy S(a), using the chain rule and
the dynamic equation (33), and noting that the drift term vi(a)
gives a vanishing contribution,32 we obtain
˙S(a) =
∑
ij
λiDijλj ≥ 0, (36)
which is a reflection of the second law of thermodynamics for
the given level of description.
III. FUNCTIONAL THERMODYNAMICS
In this section, we consider the level of description of
FTD, which is specified by the averages of the density field
and the energy density field. The microscopic expressions of
these variables are
nˆr(z) =
N∑
i=1
δ(r − ri),
(37)
eˆr(z) =
N∑
i=1
eiδ(r − ri).
Here, ei is the energy of particle i, which is defined as
ei = p
2
i
2mi
+ 1
2
∑
j 
=i
φ(rij ) + V ext(ri), (38)
where φ(r) is the (pair-wise) interparticle potential and V ext(r)
is any external potential acting on the particles. The averages
of these phase functions with respect to the relevant distribu-
tion in the macrocanonical phase space are denoted by
n(r) =
∞∑
N=0
∫
dzNρN (zN )nˆr(zN ),
(39)
e(r) =
∞∑
N=0
∫
dzNρN (zN )eˆr(zN ).
The relevant ensemble (5) has the form
ρN (z) =
ρ0
ZFTD[λ, β]
exp
{
−
∫
dr (λ(r)nˆr(z) + β(r)eˆr(z))
}
.
(40)
Here, λ(r) and β(r) are the Lagrange multipliers associated
to each constraint in (39). The normalization factor is the di-
mensionless partition function defined as
ZFTD[λ, β] =
∞∑
N=0
∫
dzNρ
0 exp
{
−
N∑
i=1
(λ(ri) + β(ri)ei)
}
.
(41)
This partition function is a functional of both fields λ, β,
which are the conjugate fields of the number density and en-
ergy density, respectively. By inserting (40) into (39), we may
find the connection between the Lagrange multipliers λ(r),
β(r) and the averages n(r), e(r). This connection can be ex-
pressed as
δFTD[λ, β]
δλ(r) = n(r), (42)
δFTD[λ, β]
δβ(r) = e(r),
where the dimensionless thermodynamic potential of the
functional thermodynamics level of description is given by
FTD[λ, β] ≡ − ln ZFTD[λ, β]. (43)
By taking functional derivatives of Eqs. (42) with respect to
λ(r), β(r), we obtain
δ2FTD[λ, β]
δλ(r)δλ(r′) = 〈δnrδnr′ 〉
[λ,β],
δ2FTD[λ, β]
δλ(r)δβ(r′) = 〈δnr′δer′ 〉
[λ,β], (44)
δ2FTD[λ, β]
δβ(r)δβ(r′) = 〈δerδer′ 〉
[λ,β].
The average 〈· · · 〉[λ,β] is performed with the relevant ensem-
ble (40). Note that the Hessian matrix of second derivatives
is given in terms of covariances performed with the relevant
ensemble. The covariance matrix is a strictly positive definite
matrix in the following sense. Take a “vector” of the form
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(vr, ur) and construct the quadratic form
∫
dr
∫
dr′(vr, ur)
(
〈δnrδnr′ 〉[λ,β] 〈δnrδer′ 〉[λ,β]
〈δerδnr′ 〉[λ,β] 〈δerδer′ 〉[λ,β]
)(
vr′
ur′
)
=
〈(∫
dr (vrδnr + urδer)
)2〉[λ,β]
> 0, (45)
which is always a positive quantity for all (vr, ur) 
= 0. A par-
ticular concern may arise with the following vector (vr, ur)
= (1, 1), for which∫
drvrδnr = N − 〈N〉[λ,β],
(46)∫
drurδer = HN (z) − 〈HN 〉[λ,β].
Should the average be made with the canonical39 or micro-
canonical ensemble, instead of the relevant ensemble (40),
we would have N − 〈N〉can = 0 for example. In this case, the
covariance matrix would have been positive semi-definite be-
cause it would have an eigenvector with null eigenvalue.39 In
that case, there would be no inverse and would not be possi-
ble to ensure a one-to-one connection between the fields n(r),
e(r) and λ(r), β(r). Nevertheless, even in this singular case,
it is possible to show that a one-to-one connection exists in
the non-singular subspace characterized by normalized fields
satisfying ∫
drn(r) = N,
(47)∫
dre(r) = E,
and normalized conjugate fields∫
drα(r) = α,
(48)∫
drβ(r) = β.
That is, for every n, e satisfying (47) there is one and only
one α, β satisfying (48). Obviously, we do not have to deal
with this subtlety because the averages are performed with
the “macrocanonical” relevant ensemble (40) for which the
terms (46) do not vanish. We have then a one-to-one connec-
tion between n(r), e(r) and λ(r), β(r).
The entropy at the functional thermodynamics level is de-
fined as the result of evaluating the entropy functional (12) at
the relevant ensemble (40). The resulting entropy functional
of the functional thermodynamics level of description is
SFTD[n, e] = −FTD[λ, β] +
∫
dr [λ(r)n(r) + β(r)e(r)] .
(49)
Here, λ, β should be understood as functionals of n, e. The
functional derivatives of the FTD entropy functional satisfy
the following relationships:
δSFTD[n, e]
δn(r) = λ(r), (50)
δSFTD[n, e]
δe(r) = β(r),
and are given precisely by the conjugate variables.
A. The temperature
At this point, it proves convenient to perform the mo-
menta integrals in the partition function (41), with the result
ZFTD[λ, β] =
∞∑
N=0
1
N !
∫ N∏
i=0
dri
3(ri)
× exp
⎧⎨
⎩−
N∑
j=1
[λ(rj ) + β(rj )φj ]
⎫⎬
⎭ , (51)
where the local thermal wavelength is defined as
(r) ≡
(
h2β(r)
2mπ
) 1
2
. (52)
The functional derivative in (42) now becomes
e(r) = 3n(r)
2β(r) + φ(r), (53)
where we have introduced the average potential energy field
as
φ(r) = Tr
[
ρ
N∑
i=0
φiδ(r − ri)
]
, (54)
and φi = 12
∑
j 
=i φ(rij ) + V ext(ri) is the potential energy of
particle i. It is natural to define the average kinetic energy
field as k(r) = e(r) − φ(r) in such a way that the physical
meaning of the Lagrange multiplier β(r) becomes transparent
as proportional to the inverse of the kinetic energy field. Note
that we may introduce the microscopic kinetic density field as
ˆkr(z) =
N∑
i=1
p2i
2mi
δ(r − ri), (55)
and, therefore,
k(r) = 〈 ˆkr〉λ,β = 3n(r)2β(r) , (56)
where 〈 · 〉λ, β is an average performed with the relevant en-
semble (40). By defining the temperature field T(r, t) as 2/3
of the kinetic energy per particle divided by the Boltzmann
constant, we have the interpretation of the field β(r, t) as
proportional to the inverse of the temperature, that is, β(r, t)
= 1/kBT(r).
IV. DENSITY FUNCTIONAL THEORY
We would like to relate the FTD level of description just
introduced with the DFT level of description. To this end we
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formulate in this section DFT within the framework of the
maximum entropy principle, which is a slightly different pre-
sentation from usual ones.13, 40 The level of description of
DFT is characterized by the density field and the total energy,
which are the averages of the following phase functions:
nˆr(z) =
N∑
i=1
δ(r − ri),
(57)
HN (z) =
N∑
i=0
p2i
2mi
+ UN (zN ).
The potential of interaction UN between the particles includes
any external field Vext(r). The averages of the macrostate vari-
ables will be denoted with n(r), E and these are assumed to be
given.
The conjugate variables corresponding to n(r), E are λ(r),
β. The relevant ensemble (5) at the DFT level of description
takes the form
ρN (z) =
ρ0
ZDFT [λ, (β)]
exp
{
−βHN (z) −
∫
drλ(r)nˆr(z)
}
,
(58)
where we have introduced the partition function of the DFT
level of description as
ZDFT [λ, (β)] =
∞∑
N=0
∫
dzNρ
0 exp
{
−βHN −
N∑
i=1
λ(ri)
}
.
(59)
By its very structure, the conjugate variable λ(r) could be in-
terpreted as an additional (adimensionalized) external field,
but we prefer to distinguish the nature of the Lagrange mul-
tiplier from the external potential because for other variables
different from the density, the conjugate variable cannot be
simply interpreted as an external potential. Note that if the
Hamiltonian dynamics contains the external potential, then
the relevant ensemble (58) is not the equilibrium ensemble
of the system, which is only recovered when the Lagrange
multiplier λ(r) is constant.
The partition function (59) is a functional of the con-
jugate variable λ(r) and a function of β. The notation
ZDFT[λ, (β)] emphasizes the functional dependence with a
square bracket, whereas the parenthesis reminds us that β is a
scalar, not a function.
The connection (8) between the conjugate variables and
the given averages is now
δDFT[λ, (β)]
δλ(r) = n(r), (60)
∂DFT[λ, (β)]
∂β
= E,
where the dimensionless potential at the DFT level is
DFT[λ, (β)] ≡ − ln ZDFT [λ, (β)]. (61)
The first equation in Eqs. (60) involves the functional deriva-
tive with respect to the field λ(r), whereas the second equa-
tion involves a usual partial derivative. One way to solve these
equations is by assuming in the first equation that β is a pa-
rameter allowing to solve λ(r) as a functional of n(r) that de-
pends parametrically on β. Substituting this functional into
the second equation, we obtain an implicit equation between
β and E.
Finally, the entropy of the DFT level of description is ob-
tained after inserting the relevant ensemble (58) into the Gibbs
entropy functional (12) with the result
SDFT[n, (E)] = −DFT[λ, (β)] +
∫
drλ(r)n(r) + βE.
(62)
It is natural to define a dimensionless Helmholtz potential ac-
cording to
FDFT[n, (β)] ≡ [λ, (β)] −
∫
drλ(r)n(r), (63)
where in the last equation λ(r) should be understood as a func-
tional of n(r) and a function of β, i.e., λ[n, (β)](r). The func-
tional (63) is the usual free energy functional of DFT up to
factors of β−1 = kBT.
The DFT level of description can be obtained from the
functional thermodynamics level of description because the
CG variables of the former can be obtained as linear combina-
tions of the fine grained variables nr(z), er(z). Therefore, the
bridge theorem (23) applies and, consequently, if we know
the explicit form of the entropy functional (49) at the FTD
level of description, we know the entropy functional (62) at
the DFT level of description. The entropy of the DFT level of
description can be obtained according to the bridge theorem
(23) from the entropy of the FTD level by maximizing the last
one subject to give the restrictions
n(r) = n0(r), (64)∫
dre(r) = E.
The unconstrained functional to maximize is now
SFTD[n, e] −
∫
drλ(r)n(r) − β0
∫
dre(r). (65)
The maximum occurs at n∗(r), e∗(r), which are the solutions
of
δSFTD[n∗(r), e∗(r)]
δn(r) = λ(r), (66)
δSFTD[n∗(r), e∗(r)]
δe(r) = β0.
The profiles n∗(r), e∗(r) depend on λ(r), β0 and, after sub-
stitution into the constraints (64), we obtain the dependence
of λ(r), β0 on n0(r), E. Therefore, we have the profiles n∗(r),
e∗(r) as functions of n0(r), E, that is,
n∗(r) = n0(r), (67)
e∗(r) = e∗(r)[n0(r), (E)].
According to the bridge theorem (23), substitution of (67) into
the FTD entropy leads to the DFT entropy, that is,
SDFT[n0(r), (E)] = SFTD(n0(r), e∗(r)[n0(r), (E)]). (68)
034106-9 Anero, Español, and Tarazona J. Chem. Phys. 139, 034106 (2013)
This equation gives the explicit relationship between the en-
tropies of the two levels of description. Note that by com-
paring (59) and (41) we arrive at the following relationship
between the dimensionless grand potentials (61) and (43):
DFT[λ(r), (β0)] = FTD[λ(r), β0]. (69)
That is, the dimensionless grand potential at the DFT level is
obtained from the dimensionless grand potential at the FTD
level by simply setting the Lagrange multiplier to a constant
β(r) = β0 in the latter.
V. DYNAMIC TRANSPORT EQUATIONS FOR FTD
We now particularize the general dynamic equation (33)
to the case that the relevant variables are the number and en-
ergy density fields, which are assumed to be the only slow
variables in the system. Microscopically these variables are
defined in Eq. (37). The averages of these phase functions
with respect to the solution ρ t(z) of the Liouville equation are
denoted by
n(r, t) = Tr[ρt nˆr], (70)
e(r, t) = Tr[ρt eˆr].
The time derivatives of the relevant variables, i.e., the terms
iLAi appearing in Eqs. (32) and (34), now become
iLnˆr(z) = −
∑
i
vi∇δ(r − ri),
(71)
iLeˆr(z) = −
∑
i
viei∇δ(r − ri)
+ 1
4
∑
ij
Fij (vi + vj )[δ(r − ri) − δ(r − rj )].
By using the usual trick32
δ(r − ri) − δ(r − rj ) = −∇
∫ 1
0
drij δ(r − rj − rij ),
(72)
we may express the time derivatives as divergences of fluxes,
that is,
iLnˆr(z) = −∇ ˆJr(z), (73)
iLeˆr(z) = −∇ ˆQr(z),
where the current ˆJr and heat flux ˆQr have the usual micro-
scopic expressions
ˆJr(z) =
∑
i
viδ(r − ri),
(74)
ˆQr(z) =
∑
i
vieiδ(r − ri)
+ 1
4
∑
ij
Fij (vi + vj )
∫ 1
0
drij δ(r − rj − rij ).
Now, we consider the reversible part vi(t) in Eq. (32), which
takes the form
Tr[ρt iLnˆr] = 0, (75)
Tr[ρt iLeˆr] = 0,
because both terms include a Gaussian momentum integral of
an even power of the velocity. In the irreversible part, for the
same reason, the projected currents (35) are simply
Qt iLnˆr = −∇ · ˆJr(z), (76)
Qt iLeˆr = −∇ · ˆQr(z).
The dissipative matrix in Eq. (34) becomes now of the
form Dij −→ ∇r∇r′Mr,r′ with
∇r∇r′
(
MJJrr′ M
JQ
rr′
MQJrr′ M
QQ
rr′
)
=∇r∇r′
⎛
⎝
∫∞
0 dt
′Tr[ρt ˆJr′ ˆJr(t ′)]
∫∞
0 dt
′Tr[ρt ˆQr′ ˆJr(t ′)]∫∞
0 dt
′Tr[ρt ˆJr′ ˆQr(t ′)]
∫∞
0 dt
′Tr[ρt ˆQr′ ˆQr(t ′)]
⎞
⎠ .
(77)
The final dynamic equations (33) take in the FTD level of
description the form
∂tn(r, t) = −∇r
∫
dr′MJJrr′ ∇r′
δS
δn(r′, t)
−∇r
∫
dr′MJQrr′ ∇r′
δS
δe(r′, t) ,
(78)
∂te(r, t) = −∇r
∫
dr′MQJrr′ ∇r′
δS
δn(r′, t)
−∇r
∫
dr′MQQrr′ ∇r′
δS
δe(r′, t) ,
where partial integrations have been performed. The non-
local hydrodynamic equations (78) are one of the main results
of the paper. These equations, being in divergence form, con-
serve the total number of particles and total energy defined as
N =
∫
drn(r),
(79)
E =
∫
dre(r).
At the same time, they have as a Lyapunov functional the en-
tropy functional (49), a property that is inherited from the gen-
eral property (36) and that can be explicitly checked. Equa-
tions (78) describe the tendency towards equilibrium in an
isolated system.
Of course, in order for these equations to be useful, it is
necessary to have explicit expressions for the entropy func-
tional S[n, e] and for the dissipative matrix of transport coeffi-
cients Mr,r′ . The latter is given in Eq. (77) in terms of Green-
Kubo expressions involving correlations (computed with the
relevant ensemble and, therefore, dependent functionally on
n, e) of the microscopic fluxes. In Secs. VI–VII, we present
several models for these quantities.
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VI. MODELS FOR THE FTD ENTROPY
The functional form of the entropy at the FTD level con-
tains all the information about the equilibrium profiles of
number and energy densities and also of the static correla-
tions of these variables. In order to obtain these quantities
it is necessary to have explicit models for the entropy func-
tional. In DFT, different approaches have been considered in
order to produce suitable functional models ranging from the
Local Density Approximation (LDA), the Square Gradient
Approximation (SGA),41 the Weighted Density Approxima-
tion (WDA),42 Taylor expansions around a reference system43
up to the modern models based on the fundamental measure
theory.17, 44 While similar schemes may be developed at the
FTD level, we restrict in the present work to three simple
models, the ideal gas, the hard sphere fluid, and the local
model.
A. Ideal gas
In the case of an ideal gas, the grand partition function,
Eq. (41), can be explicitly computed:
ZidFTD[λ, β] =
∞∑
N=0
1
N !h3N
×
[∫
dr
(
2mπ
β(r)
) 3
2
exp {−λ(r) − β(r)V (r)}
]N
= exp
{∫
dr
3(r) exp {−λ(r) − β(r)V (r)}
}
,
(80)
where the local thermal wavelength is defined in Eq. (52). The
dimensionless grand potential is
idFTD[λ, β] = −
∫
dr
3(r) exp {−λ(r) − β(r)V (r)} .
(81)
The functional derivatives with respect to λ and β are
δidFTD[λ, β]
δλ(r) =
1
3(r) exp {−λ(r) − β(r)V (r)} ,
(82)
δidFTD[λ, β]
δβ(r) =
1
3(r) exp {−λ(r) − β(r)V (r)}
×
[
3
2β(r) + V (r)
]
.
Because of (42), we have
1
3(r) exp {−λ(r) − β(r)V (r)} = n(r),
(83)
3n(r)
2β(r) + n(r)V (r) = e(r).
Therefore, we may obtain the conjugate variables in explicit
form as function of the relevant variables:
β(r) = 3
2
n(r)
e(r) − n(r)V (r) ,
(84)
λ(r) = −3
2
n(r)V (r)
e(r) − n(r)V (r) − ln[
3(r)n(r)].
With these results we may now simply compute the entropy
(49) for the ideal gas, with the final result
S idFTD[n, e] = −
∫
drn(r)
[
ln[3(r)n(r)] − 5
2
]
. (85)
Here, the thermal wavelength is a function of the fields n, e
through β (i.e., Eq. (52)).
We may use the bridge theorem in order to obtain the
entropy of the MT level of description. By maximizing (85)
subject to the constraints that n(r), e(r) give prescribed val-
ues N, E, we obtain a homogeneous solution n∗(r) = n y e∗(r)
= e, which implies β(r) = β0. By evaluating the entropy func-
tional (85) at these equilibrium solutions, we obtain the well-
known Sackur-Tetrode entropy for the ideal gas:
S idMT(N,E) = N ln
[
V
N3
]
+ 5
2
N. (86)
B. Hard spheres
A system of hard spheres is characterized by the fact that
its total energy is fully kinetic, a fact also referred as the hard
sphere system being athermal. There are many good approxi-
mations for the hard sphere free energy functional at the DFT
level.41, 44 For this reason, we would like to use this DFT infor-
mation in order to formulate the entropy functional of a hard
sphere system at the level of FTD. This is actually possible
precisely because the system is athermal.
In DFT we have from (59), after integrating over
momenta:
ZhsDFT [λ, (β0)]
=
∞∑
N=0
1
N !
∫ N∏
i
dri
(
2mπh2
β0
) 3
2
× exp
{
−
N∑
i=1
(λ(ri) + β0V (ri))
}
f (r1, · · · , rN ), (87)
whereas in FTD we have from (41), after integrating over mo-
menta:
ZhsFTD[λ, β]
=
∞∑
N=0
1
N !
∫ N∏
i
dri
(
2mπh2
β(ri)
) 3
2
× exp
{
−
N∑
i=1
(λ(ri) + β(ri)V (ri))
}
f (r1, · · · , rN ),
(88)
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where we have introduced the function (related to the Meyer
function):
f (r1, . . . , rN ) ≡ exp
⎧⎨
⎩−
N∑
i=1
β(ri)12
∑
j
φhsij
⎫⎬
⎭ . (89)
It is obvious that (87) is obtained from (88) by taking in the
latter a constant value for the field β(r) = β0. In the above
expressions, φhsij is the hard sphere potential for particles i, j.
This potential is zero if the spheres do not overlap, and infinite
if they overlap. As a consequence, f(r1, . . . , rN) is zero if any
two spheres overlap and 1 otherwise, irrespective of the value
of β(r). Therefore, Eq. (88) can be written as
ZhsFTD[λ, β]
=
∞∑
N=0
1
N !
∫ N∏
i
dri
(
2mπh2
β0
) 3
2
× exp
{
−
N∑
i=1
(
λ(ri) + β(ri)V (ri) + 32 ln
β(ri)
β0
)}
× f (r1, . . . , rN )
= ZhsDFT
[
λ + (β − β0)V + 32 ln
β
β0
, (β0)
]
. (90)
This expression is valid for any β0. Therefore, if we know the
functional form of ZhsDFT [λ, (β0)] for a hard sphere system
at the DFT level of description, then we automatically know
the functional form of ZhsFTD[λ, β] at the FTD level. The di-
mensionless grand canonical potential at both levels, DFT and
FTD, is also related as
hsFTD[λ, β] = hsDFT
[
λ + (β − β0)V + 32 ln
β
β0
, (β0)
]
.
(91)
Now, from Eqs. (42), we readily obtain the result:
n(r) = δ
hs
DFT
δλ(r)
[
λ + (β − β0)V + 32 ln
β
β0
, (β0)
]
,
(92)
e(r) = 3n(r)
2β(r) + n(r)V (r).
The last identity is a reflection that the hard sphere system has
only kinetic energy.
Let us assume that we know the functional form of the
free energy density functional F hsDFT [n, (β)] introduced in
(63) for the case of a hard sphere. We may take the functional
derivative,
δF hsDFT [n, (β)]
δn(r) = λ[n, (β)](r), (93)
that can be formally inverted in order to get n[λ, (β)](r) as a
functional of λ(r). With this input information, we can obtain
the grand potential through Eq. (63) as
hsDFT [λ, (β)]≡F hsDFT [n[λ, (β)], (β)]+
∫
drλ(r)n[λ, (β)](r).
(94)
Then, Eq. (91) allows us to obtain
hsFTD[λ, β] = hsDFT
[
λ + (β − β0)V + 32 ln
β
β0
, (β0)
]
= FDFT
[
n
[
λ + (β − β0)V + 32 ln
β
β0
]
, (β0)
]
+
∫
dr
(
λ(r) + (β − β0)V + 32 ln
β(r)
β0
)
× n
[
λ + (β − β0)V + 32 ln
β
β0
, (β0)
]
(r).
(95)
Finally, we need to take the Legendre transform of this in or-
der to obtain the entropy functional according to Eq. (49), that
is,
ShsFTD[n, e]
= −hsFTD[λ, β] +
∫
dr [λ(r)n(r) + β(r)e(r)]
= −F hsDFT [n, (β0)] −
∫
dr
(
λ(r)+(β − β0)V + 32 ln
β(r)
β0
)
× n(r) +
∫
dr [λ(r)n(r) + β(r)e(r)]
= −F hsDFT [n, (β0)] −
∫
dr
3
2
n(r) ln β(r)
β0
−
∫
dr(β(r) − β0)V (r)n(r) +
∫
drβ(r)e(r)
= −F hsDFT [n, (β0)] + β0
∫
drV (r)n(r)
−
∫
dr
3
2
n(r)
[
ln
β(r)
β0
− 1
]
. (96)
This gives the explicit exact form of the entropy functional
ShsFTD[n, e] of a hard sphere system, provided that the free en-
ergy functional F hsDFT [n, (β0)] of the hard sphere is known.
Note that in this expression, F hsDFT [n, (β0)] is the free energy
density in the presence of the external field, and, therefore,
F 0hsDFT [n, (β0)] ≡ F hsDFT [n, (β0)] − β0
∫
drV (r)n(r) (97)
is the intrinsic (zero external field) free energy of the hard
sphere system. Finally, we end up with the following remark-
ably simple and exact result for the entropy functional of the
hard sphere system
ShsFTD[n, e] = F 0hsDFT [n, (β0)] +
∫
dr
3
2
n(r)
[
ln
β(r)
β0
− 1
]
,
(98)
where β(r) is, from (92), the following function of n(r), e(r):
β(r) = 3
2
n(r)
e(r) − n(r)V (r) , (99)
and β0 is arbitrary. One check that we may perform on this ex-
pression is the ideal gas limit. In the limit in which the radius
of the hard sphere vanishes, the free energy F 0hsDFT [n, (β0)] of
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the hard sphere is just the dimensionless free energy of the
ideal gas, which is
F idDFT [n, (β0)] =
∫
drn(r) [ln 30n(r) − 1] . (100)
If we substitute this free energy functional into (98), we
end up with the correct ideal gas result (85) for the entropy
functional.
C. Local model
We consider finally a local model for the entropy func-
tional, which is of the form
SFTD[n, e] =
∫
drs(n(r), e(r)), (101)
where the entropy density s(n, e) is an a priori unknown
function. We may use, however, the bridge theorem (23)
and compute the entropy of the macroscopic thermodynam-
ics level of description. By maximizing (101) subject to the
restrictions ∫
drn(r) = N,
(102)∫
dre(r) = E,
we obtain the equations
∂s
∂n
(n(r), e(r)) = λ0,
(103)
∂s
∂n
(n(r), e(r)) = β0,
where λ0, β0 are the Lagrange multipliers enforcing (102).
The solution of (103) is n∗(r), n∗(r) = n0, e∗(r) = e0. The
constants n0, e0 are obtained by the requirement that the
fields n∗(r) = n0, e∗(r) satisfy (102), giving n0 = N/V and
e0 = E/V , where V is the volume of the system. The entropy
at the macroscopic thermodynamics level is then, according to
the bridge theorem (23),
SMT(N,E) = SFTD[n∗, e∗]
= V s(n0, e0). (104)
Therefore, we obtain that the function s(n, e) is given by the
entropy of the macroscopic thermodynamics level of descrip-
tion through
s(n, e) = 1
V
SMT(V n, V e). (105)
VII. THE TRANSPORT COEFFICIENTS
The transport coefficients introduced in (77) are given in
terms of time integrals of correlations of fluxes, where the en-
semble to be used is the relevant ensemble. Because the rel-
evant ensemble is a functional of the fields n(r), e(r) through
the conjugate variables λ(r), β(r), the transport coefficients
inherit this functional dependence. This poses the problem of
computing the transport coefficients in a molecular dynamics
simulation. Indeed, what can be computed in MD are equilib-
rium time averages that sample the equilibrium ensemble (at
constant λ, β). It is apparent that unless some approximations
are taken, it is impossible to explore the functional space of
the fields n(r), e(r) in order to obtain the functional depen-
dence of the transport coefficients.
The main observation is that we expect that the corre-
lations of ˆJr, ˆQr appearing in (77) decay in molecular length
scales. In situations where the gradients of the conjugate fields
λ(r), β(r) vary in length scales much larger than the molecu-
lar correlation lengths (as in near equilibrium situations), we
may expect a local approximation for the evolution equations.
Consider, for example, the first term in the density equation in
(78). In a local approximation, we assume∫
dr′MJJrr′ ∇r′λ(r′, t) ≈
[∫
dr′MJJrr′
]
∇rλ(r, t). (106)
The approximation holds because in the molecular length
scale of decay of the correlation of ˆJr, the gradient of λ(r)
hardly changes.
Under this local approximation, Eqs. (78) take the local
form
∂tn(r, t) = −∇D(r, t)∇ δS
δn(r) − ∇C(r, t)∇
δS
δe(r) ,
(107)
∂te(r, t) = −∇C(r, t)∇ δS
δn(r) − ∇K(r, t)∇
δS
δe(r) .
The local transport coefficients are defined as
D(r, t) =
∫
dr′MJJrr′ =
∫ ∞
0
dt ′Tr[ρt ˆJˆJr(t ′)],
C(r, t) =
∫
dr′MJQrr′ =
∫ ∞
0
dt ′Tr[ρt ˆJ ˆQr(t ′)], (108)
K(r, t) =
∫
dr′MQQrr′ =
∫ ∞
0
dt ′Tr[ρt ˆQ ˆQr(t ′)],
where the total mass and heat fluxes are the microscopic phase
functions
ˆJ =
∫
drˆJr =
∑
i
vi ,
(109)
ˆQ =
∫
dr ˆQr =
∑
i
viei + 14
∑
ij
Fij (vi + vj )rij .
The coefficients (108) depend in a functional form on the
fields n(r), e(r) because of the functional dependence of the
relevant ensemble with which we compute the correlations
in the Green-Kubo expressions (77). The relevant ensemble
ρt , in situations where the space variation of the gradients is
small, can be approximated with an ordinary equilibrium en-
semble ρeq with global parameters λ, β matched at the local
values of the fields n(r), e(r).32 In this way, the above coeffi-
cients become functions of the local values of the fields n(r),
e(r). Being computed with the equilibrium ensemble, the cor-
relations become translationally invariant, i.e., independent of
the explicit value of r. Of course, they depend on the posi-
tion implicitly through the dependence on the local fields of
the matched equilibrium ensemble. The transport coefficients
may be now computed with ordinary molecular simulations.
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To this end, it seems appropriate to avoid the Dirac delta func-
tion by averaging the correlation functions over a small vol-
ume V . In this way, Green-Kubo expressions for the transport
coefficients result:
D = 1
V
∫
dr
∫
dr′MJJrr′ =
1
V
∫ ∞
0
dtTr[ρeq ˆJˆJV (t)],
C = 1
V
∫
dr
∫
dr′MJQrr′ =
1
V
∫ ∞
0
dtTr[ρeq ˆJ ˆQV (t)],
K = 1
V
∫
dr
∫
dr′MQQrr′ =
1
V
∫ ∞
0
dtTr[ρeq ˆQ ˆQV (t)].
(110)
Here, the
ˆJV (t) =
∑
i
δV (i)vi ,
(111)
ˆQV (t) =
∑
i
δV (i)viei
+ 1
4
∑
ij
Fij (vi + vj )
∫ 1
0
drij δV (rj − rij ),
where δV (r) takes the value 1 if particle r is inside the vol-
ume V and zero otherwise. We expect that the value of the
transport coefficients is insensitive to the particular value of
V provided that V is much smaller than the simulation box
(in order to avoid surface effects). The transport coefficients
D, S, K are functions of the local thermodynamic state λ(r),
β(r) of the system, through the equilibrium ensemble ρeq that
has its intensive parameters matched to the local values. The
dissipative matrix is positive definite because for any vector
(a, b), we have
(a, b)
(
D C
C K
)(
a
b
)
= 1
V
∫ ∞
0
dtTr
[
ρeq ˆR ˆR(t)
]
> 0,
(112)
where ˆR = a ˆJ + b ˆQ. The last inequality follows from the
Wiener-Khintchine theorem that ensures that the time inte-
gral of an auto-correlation is always positive. The eigenval-
ues being positive, translate into the conditions D > 0, K > 0,
DK > C2 for the transport coefficients. The coefficient D(r)
is a self-diffusion coefficient, the coefficient C(r) that couples
thermal gradients with density variations in time is connected
to a Soret coefficient, while K(r) is related to the thermal con-
duction coefficient. It should be stressed that the above equa-
tions are for a single component fluid, not a mixture.
VIII. DISCUSSION
Equations (107) are one of the main results of the present
paper. They constitute the generalization of time-dependent
DFT to non-isothermal situations for simple fluids. It may
look that these equations have the deceptively simple appear-
ance of the equations of thermo-diffusion obtained in standard
irreversible thermodynamics.45 However, it should be stressed
that the present equations may describe structural changes at
nanoscales because the entropy functional is in general able
to describe the structured density and energy profiles. Note
that the local approximation adopted for the transport coeffi-
cients does not obliges us to take a local approximation for
the entropy functional. Local transport coefficients seem to
be a good approximation whenever the derivatives of the en-
tropy functional are smooth. However, the derivatives of the
conjugate variables being smooth do not imply that the fields
n(r), e(r) are almost constant. On the contrary, they will dis-
play the ordered structure of a molecular fluid at nanoscales.
Of course, if one is not interested in these ordering effects, we
may use the approximate local functional (101) that wipes off
all molecular correlations and will give a poor description of
the behaviour of the system at molecular length scales. The
local model for the entropy is useful if one is interested in
large scale dynamics. By using the local entropy functional,
one recovers the usual linear irreversible thermodynamic re-
sult based on the local equilibrium assumption.45
In the present formulation, that has been derived for an
isolated Hamiltonian system, only the tendency towards equi-
librium can be described. This implies that the evolution equa-
tions describe the tendency of the fields n(r), e(r) towards the
equilibrium state that maximizes the entropy functional sub-
ject to the conservation restrictions (79). The entropy func-
tional contains all the information about profiles and cor-
relations, and, therefore, the succession of states towards
equilibrium display the non-equilibrium local structure of the
system. Examples of systems for which this may be useful
are the dynamics of liquid/solid systems with sudden increase
or decrease of temperature in some region of the system for
which the decay towards the new equilibrium state compat-
ible with the new total energy is described. Of course, most
systems of experimental interest are not isolated but rather in-
teracting with the surroundings, either with some global forc-
ing or through boundary conditions. In particular, if station-
ary temperature gradients are to be established, contact with
thermal reservoirs needs to be accounted for in the descrip-
tion. The same framework of projection operators used in the
present work can be used in order to include the description
of the interaction with the “uninteresting surrounding” that
corresponds to a thermal bath. In this case, additional terms
accounting for the interaction with the thermal bath appear
in the dynamic equations. These terms play the role of “mi-
croscopically derived” boundary conditions. We will present
this finding in a future publication, but the main message is
that the structure of the equations in the bulk is the same as
the one that we present in this paper. In this way, possible ap-
plications of the present work arise in nanoscale dynamics of
melting solids, non-isothermal flow in nano-capillaries (i.e.,
carbon nanotubes), evaporation of nanodroplets, etc.
The scope of the present theory is limited by the very se-
lection of n(r), e(r) as relevant variables. In a Markovian de-
scription like the one advocated here, this selection implicitly
assumes that any other variable in the system is sufficiently
fast as compared to the time scale of evolution of n(r), e(r).
Otherwise, the memory kernels would contain long lived con-
tributions and the Markovian assumption leading to memory-
less partial differential equations would not apply. In partic-
ular, no convective motion should be present in the system,
in the sense that any motion is rapidly relaxed towards zero
velocity, in a time scale much shorter than the evolution of
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the density and energy densities. If this is not the case, then
it is necessary to include an additional conserved variable,
the momentum density field. The resulting description leads
to the equations of non-isothermal functional hydrodynamics
and will be discussed elsewhere.
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