We characterise the homogeneous and isotropic gauge invariant and quasifree states for free Dirac quantum fields on Robertson-Walker spacetimes in any even dimension. Using this characterisation, we construct adiabatic vacuum states of order n corresponding to some Cauchy surface. We then show that any two such states (of sufficiently high order) are locally quasi-equivalent. We propose a microlocal version of the Hadamard condition for spinor fields on arbitrary spacetimes, which is shown to entail the usual short distance behaviour of the twopoint function. The polarisation set of these twopoint functions is determined from the Dencker connection of the spinorial Klein-Gordon operator which we show to be equals the (pull-back) of the spin connection. Finally it is demonstrated that adiabatic states of infinite order are Hadamard, and that those of order n correspond, in some sense, to a truncated Hadamard series and will therefore allow for a point splitting renormalisation of the expected stress-energy tensor.
I Introduction
In many cases of physical interest, for example the early stages of the universe or stellar collapse, one faces the problem of constructing quantum field theories on a non-static curved space-time. As a preparation for more complicated models such as QED, we shall study the quantised Dirac field on such backgrounds.
We find it convenient to work in the algebraic framework of quantum field theory, which started with the work of R. Haag and D. Kastler [10] , for an overview see [9] . In this approach one deals with a net of C * -algebras {A(O)} O⊂M of observables localised in a space-time region O ⊂ M . The algebra A = ∪ O⊂M A(O) is called the 'quasilocal algebra'. Quantum states in this framework are positive normalised linear functionals on A. One of the major difficulties of QFT on curved space-times is to pick out physically reasonable states. It has become widely accepted by now that states exhibiting the particular singularity structure of a Hadmard elementary solution are good candidates for physical states at least for free quantum field theories in curved spacetime. They allow for a point-splitting renormalisation of the stress-energy tensor T µν [30] . R. Verch [28] has shown that in case of the quantised Klein-Gordon field, Hadamard states are quasi-equivalent and he has also shown local definiteness in the sense of Haag et. al. [11] .
Numerous papers have been devoted to the study of Hadamard states for free scalar field theories, especially since the important discovery, of M. Radzikowski [23] , that (quasifree) Hadamard states can be characterised by the Wave Front set of their twopoint function. Apart from its conceptual value, this criterion is much easier to check in many cases where an explicit expression of the twopoint function cannot be obtained.
It seems that less work has been done for spinor fields in this direction. This is not due to conceptual problems but rather because the microlocal analysis of multicomponent fields is technically more involved. The extension of the techniques developed for scalar fields to multicomponent fields seems desirable. We propose a microlocal characterisation of Hadamard states for the quantised Dirac field on a globally hyperbolic spacetime, which is very similar to the corresponding condition for scalar fields. This definition is shown to imply the usual short distance singularity of the twopoint function. Making use of a result of a theorem by N. Dencker [3] and the equations of motion, one can moreover determine the 'most singular components' of the twopoint function, mathematically speaking its 'Polarisation set', a concept which refines the notion Wave Front set of a vector-valued distribution. As side-result, the propagation of singularities for the spinorial Klein-Gordon operator is obtained in Prop. V.1.
While the former results apply to Dirac fields over arbitrary globally hyperbolic spacetimes, we then restrict our attention to Dirac fields over N + 1 dimensional Robertson-Walker spacetimes. We characterise the homogeneous quasifree and gauge invariant states and establish a criterion which enables one to decides whether two such states are locally quasiequivalent. Our main objective is to define a class of states which look locally like the vacuum on a distinct Cauchy surface, which we call 'adiabatic states'. In order to illustrate the main problem, note that if a spacetime has a timelike surface orthogonal Killing vector field, one can fix a ground state by projecting on the positive frequent solutions of the Dirac equation. This strategy is however not appropriate on a general globally hyperbolic space-time, because positive and negative frequent modes (determined at an instant of time) will mix when propagated. Or, to put it differently, the Hamiltonian is not diagonal with respect to positive and negative frequent modes and instead, they have to be determined dynamically off the Cauchy surface. This is achieved by a factorisation of the spinorial Klein-Gordon operator into positive and negative frequency parts, which has been considered before in W. Junker's work on adiabatic vacuum states for the Klein-Gordon field [15] , see also [19, 27] . The construction involves a series of subsequent approximation steps, which when halted after a finite number n of iterations will yield an approximate state, which we call an 'adiabatic state of order n'. It is shown that an adiabatic state (of infinite order) is of Hadamard type, while (contrary to the claim made in [15] ) those of order n are not in general. They are however demonstrated to be locally quasiequivalent to a Hadamard state for high enough orders. Using the general results above, we show that they correspond in some sense to a truncated Hadamard series and therefore allow for a point-splitting renormalisation of T µν in much the same way as Hadamard states. It would be interesting to find a microlocal characterisation of these classes of states, a possible framework might be provided by the local Sobolev spaces defined in [14] .
Some of our results in the context of Robertson-Walker spacetimes can be generalised to arbitrary globally hyperbolic spacetimes, for example the construction of Hadamard states and a similar criterion for local quasiequivalence, based on the theory of pseudodifferential operators. For these and related issues we refer to a forthcoming paper.
It should be noted that independent of our work, M. Radzikowski has investigated a similar definition of Hadamard states for spinor fields and also considered the propagation of singularities [24] . We are very grateful to him for making his results available to us prior to publication. After this paper had been submitted for publication, we have learnt that our result Thm. V.1 has been obtained independently by K. Kratzert [18] . We are grateful to him for communicating his results to us and especially for pointing out a minor error in our proof.
II The Dirac field on Robertson-Walker spacetimes II.1 Spinors and representation theory
The homogeneous and isotropic space-times in N + 1 dimensions are of the form M κ = R × Σ κ , the spatial section Σ κ is an N -dimensional sphere S N for κ = +1, the Euclidean space R N for κ = 0 and the (real) hyperbolic space H N for κ = −1. The line-element on these space-times is
where f κ (θ) is sin θ for κ = +1, 1 for κ = 0 and sinh θ for κ = −1, and dΩ 2 N −1 is the line-element on S N −1 . The above space-times are models for a closed, flat or hyperbolic universe with positive, zero or negative curvature.
The spaces Σ κ are homogeneous for the groups
Moreover, Σ +1 and Σ −1 are dual in the sense of Riemannian symmetric spaces. We shall omit the superscript κ when not necessary and assume that N is odd, N ≥ 3 in order to simplify the exposition. Let τ be the unique fundamental representation of K on the 2 (N −1)/2 -dimensional complex vector space E and letτ (k) = τ (k −1 ) T be the representation acting on the dual vector space. Spinor resp. cospinor fields over Σ are cross-sections in the associated vector bundles
By C ∞ (Σ, E τ ) we denote the spaces of smooth spinor fields. Note that there is a one-to-one correspondence between spinor fields f and smooth E-valued
). An action of G on spinor fields is given by
and U is in fact the representation of G induced by the unitary representation τ of the closed compact subgroup K. It is known to be unitary and strongly continuous [1] . The representation space of U is L 2 (Σ, E τ ), the space of square integrable sections of E τ w.r.t. the in inner product
where d N x is the invariant Haar measure on the coset space. For later convenience, we have inserted a factor R(t) N (it is of no relevance for the present discussion). The decomposition of U into unitary irreducible representations (UIR's) is well-known from the theory of induced representations, see e.g. [1] . Let L be a UIR of K and denote byĜ(L) the set of all UIR's U of G such that their restrictions to K contain L with a multiplicity m(L, U ) greater than zero. Let dµ(U ) denote the Plancherel measure on G. Then the representation induced by L decomposes into a direct integral,
Thus, in order to determine the decomposition of U into UIR's, one has to know the representation theory of G as well as the branching rules for UIR's of G into those of K (in our case L = τ ). For Σ = S N , H N , the analysis has been carried out in [2] , whereas for R N it can be worked out from the wellknown representation theory of semi-direct products (see below). We mention the results relevant to our work.
The representations of Spin(N + 1) inĜ(τ ) are labelled by a natural number n ∈ N 0 and a sign s, It is known [31, vol II, that the multiplicity of τ in the restrictions to K of these representations is 1. The direct integral Eq. (4) is just a direct sum,
The group G = Spin(N ) ⋊ R N is a regular semidirect product in the sense of [1] and R N is abelian. Hence the assumptions of [1, XVII, §1, Thm. 5] are met and we find that the UIR's of G are given by U (k,L) , where k denotes an orbit of the maximally compact subgroup K = Spin(N ) in the dual group R N ∼ = R N (that is to say the K-orbit of (k, 0, . . . , 0), k ∈ R + ) and L is an UIR of the stabilizer subgroup of k, i.e. of Spin(N − 1) for k > 0 and Spin(N )
if and only if τ ∈K(L) (we employ the same notation as above). UIR's of Spin(N − 1) are characterised by their highest weight, i.e. each L is labeled by a tuple (l 1 , . . . , l n ) of either all integers or half-odd integers such that
Similarly, τ has highest weight (
2 ), and we may conclude by the wellknown branching rules of Spin(N ) into Spin(N − 1) [12] that
i.e. L must be one of the fundamental spinor representations τ ± of Spin(N − 1). By Frobenius reciprocity Eq. (4), the multiplicity of τ in U (k,s) is the same as the multiplicity of τ s in τ |Spin(N − 1), i.e. it is 1. For k = 0 we find U (0,L) |K = L, so in this case L = τ , and hence m(τ, U ) = 1 for all U ∈Ĝ(τ ). Inserting the Plancherel measure for Spin(N ) ⋊ R N (see Appendix), we thus find
for the direct integral Eq. (4).
In this case, the UIR's of Spin(N, 1) containing τ upon restriction to K are labeled by a number k ∈ R + and their helicity s. As in the case κ = +1, m(τ, U ) = 1 [31] and the direct integral Eq. (4) reads
The representations can be related to the spectral decomposition of the (spatial) Dirac operator / ∇ on E τ derived from the biinvariant Riemannian metric on G/K. The (generalised) eigenfunctions of this operator,
can be found in terms of special functions. The labels ( k, s) mean
and s = ±1. For an explicit representation of these functions, we refer to [2] in the cases when κ = −1, +1, whereas the case κ = 0 is treated in the appendix. The eigenfunctions transform in the representation U (k,s) , as may be readily concluded by looking at the quadratic Casimir on G/K, see [2] for the cases κ = −1, +1. The flat case is discussed in the appendix of this paper.
Later on, we will need to know the commutant of the representation U .
Theorem II.1. Let B be a bounded operator on L 2 (Σ, E τ ) commuting with any operator U(g), g ∈ G. Then for smooth, compactly supported spinor fields f, h
for some essentially bounded measurable function B onĜ(τ ).
corresponding to the representation U . Since one can form the weak closure under the direct integral,
This means that B ∈ U (G) ′ is given by an integral of the type Eq. (5) for some
k , as we wanted to show.
III The Dirac equation on M κ
Let us now analyse the Dirac equation on Robertson Walker spacetimes (we omit reference to κ when not necessary). The spinor bundle DM over M is simply E τ ⊕ E τ on each spatial surface Σ and similarly, D * M = Eτ ⊕ Eτ . For later purposes it will be useful to separate out the spatial part of the Dirac operator / ∇ on (M, g). Making an appropriate choice of gamma matrices, and decomposing
one can write the Dirac operator as the following 2 by 2 matrix operator.
Let us define the spinors
is a unitary matrix and ω k = m 2 + k 2 /R 2 are the instantaneous frequencies of the mode. The spinor fields u (±,s) k diagonalise the Hamiltonian H, given by the matrix operator
in the sense that they form a complete set of orthogonal (generalised) eigenfunctions with positive/negative energy ω k and helicity s at the corresponding instant of time.
where
is the N -dimensional helicity operator. In order to solve the initial value problem for the Dirac equation with data on a Cauchy surface Σ, we have to find the causal propagator S / , uniquely fixed by the properties
The causal propagator may be regarded as a map S / :
, where we mean the causal past/future of a spacetime region [4] . Due to spatial homogeneity, the causal propagator can be obtained by solving an ordinary initial value problem only. In order to obtain the equation in question, we calculate
From this it may be seen that (denoting the Dirac conjugate of a spinor by a bar)
will be the unique causal propagator if V (s) k is a matrix solution to the initial value problem
It is apparent that in the limit m → 0, W (s) k will approach a diagonal matrix for k > 0. Therefore in this limit positive and negative frequence modes will not mix when propagated in time. For nonzero mass and nonconstant R mixing will however occur and give rise to particle creation. The fact that W 
defined by Eq. (9) can be seen to satisfy
for smooth and compactly supported spinor fields. This operator will hence extend to an isometry of the corresponding L 2 -spaces of initial data.
IV Local algebras for the Dirac field and invariant states
IV.1 Local algebras of observables
The Dirac field on a globally hyperbolic manifolds can be quantised in a straightforward manner. For convenience, we review the basic steps here, details can be found in [4] , which we follow closely.
, where we mean the spaces of square integrable spinor/cospinor fields, w.r.t. the inner product defined in Eq. (3) and extended to sections in DM in the obvious way. In an invariant notation it reads
The field algebra F is the uniquely defined C * -algebra CAR(K) generated by field operators Ψ(f ),Ψ(h) smeared with square integrable spinor/cospinor fields f ∈ K and h ∈ K ′ subject to the following (equal time) canonical anticommutation relations (CAR's)
The group action U of G on classical spinor/cospinor fields in E τ extends, by means of the isomorphism DM = E τ ⊕ E τ , naturally to an action U on the space of smooth spinor fields and, by standard results on the CAR to an action by *-automorphisms α g , g ∈ G on F . The (N + 1)-smeared field operators are defined by
where f now is a smooth and compactly supported spinor field on M . The field operators satisfy the usual field equations resp. anticommutation relations, i.e. in unsmeared form
for details see [4] . From this it follows at once that the above definition is actually independent of the choice of Cauchy surface. The algebras of fields localised in a spacetime region O are defined to be the C * -algebras F (O) generated by field operators smeared with test functions supported in O. The local algebras of observable fields are given by
even , where we mean the subalgebras generated by products of an even number of fields. From the support properties of the causal propagator, one can easily deduce that
in other words the collection A(O) constitues a causal net.
IV.2 Invariant, quasifree states
A state ω on A is said to be isotropic if ω(X) = ω(α g X) for all g ∈ G and X ∈ A. It is said to be gauge invariant and quasifree if there exists an
The term 'gauge invariant' refers to the fact that only monomials with the same number of Ψ andΨ fields have a nonzero expectation value in the state ω. Alternatively speaking, the state must be invariant under the automorphism defined by
The quasifree, gauge invariant, isotropic states on A are characterised as follows.
Theorem IV.1. The isotropic, gauge invariant, quasifree states of A are parametrised by operators of the form
almost everywhere.
Proof. The theorem can be easily deduced from the knowledge of the commutant of U . By Eq. (10), the state is isotropic if and only if [B, U (g)] = 0 for any g ∈ G. The operator B has the block matrix form
, hence the state is isotropic iff [B ij , U (g)] = 0 for all g ∈ G and i, j = 1, 2. Hence, using Thm. II.1, we conclude that B ij must be given by essentially bounded, measurable functions in k. Eq. (12) is obvious from 0 ≤ B ≤ I, which is needed for the state ω to be positive.
A quasifree state gives ω rise to a representation π of A on the antisymmetric Fock space F over K⊕K ′ . In algebraic terms, this correspondence is the content of the so called GNS-theorem, which says that every algebraic state ω on a C * algebra gives rise to a representation π ω on a Hilbert space F , such that the (algebraic) state corresponds to a vector state arising from a cyclic vector Ω ∈ F. In our case, Ω is the Fock-vacuum in F and the representation is given by
b and d are the creation operators on F for particles and antiparticles corresponding to the respective copies of K, subject to the usual anticommutation relations, 
where we mean the matrix norm in C 2 .
Note that in all cases κ = −1, 0, +1 the spectral function P N goes as k N −1 for large k, so local quasiequivalence can be decided if the drop off of the integrand for large k is known.
Proof. To prove the theorem, one may use a criterion, due to Powers and Strömer [22, Thm. 5 .1] which says that two states ω 1,2 on the CAR-algebra are quasiequivalent if and only if
where we mean the Hilbert-Schmidt norm in K. Let us choose a region O of the form D(C), where we mean the domain of dependence of some compact open subset C of a Cauchy surface Σ with a C 1 boundary, i.e. the set of all x ∈ J ± (C) such that every past/future directed timelike curve starting at x hits C. Let us first show that the restrictions of the states to a subalgebra A(O), O = D(C) are quasiequivalent. Regions of this particular shape are convenient, because the algebras A(O) are then isomorphic to the algebras CAR(K C ) constructed from the Hilbert space K C = L 2 (C, DM ) which is a closed subspace of K. Hence the restriction of the states to a region of that shape are quasiequivalent, ω 1 ↾O ∼ = ω 2 ↾O, if and only if Eq. (13) holds true, but now with the understanding that the Hilbert-Schmidt norms are calculated in K C . Using the inequality
(we mean the trace-class norm) and picking an orthonormal basis {f (n) } of spinors in L 2 (C, DM ), one concludes that the states ω 1 and ω 2 are locally quasiequivalent if
where we have used the Cauchy-Schwarz inequality. Because the sum/integral is absolutely convergent, we can perform summation over n first. We find,
The sum over p, s, k at fixed k of the integrand is independent of x and equals spectral function P N (k). Denoting by E the spectral projection on the closed subspace K C one thus obtaines the estimate
and the same estimate holds for ( ′′ can be shown using essentially the same methods as in [19, Sec. 5] .
V Definition of Hadamard states for Dirac fields
We find it convenient for our purposes to formulate the Hadamard property of a state in terms of the microlocal properties of its associated twopoint function. The definition is slightly more complicated in our case than for a scalar field because of the vector character of the Dirac-fields. The reader not familiar with the technical ingredients of the definition will find some notation and results from microlocal analysis in the appendix.
the spatio-temporal twopoint functions of a state ω, which we assume to be distributions. Furthermore, in order to lighten the notation, let us introduce the notation (x 1 , ξ 1 ) ∼ (x 2 , ξ 2 ), if x 1 and x 2 can be joined by a null-geodesic c such that ξ 1 =ċ(0) and ξ 2 =ċ(1). We write x 1 ≻ x 2 resp. x 1 ≺ x 2 if the point x 1 comes after or before x 2 according to the parameter on this curve. Moreover, we shall write ξ ⊲ 0 if ξ is future-directed and ξ ⊳ 0 if it is past-directed.
Definition V.1. A quasifree state ω is said to be 'Hadamard' if
To prove that a given quasifree state is a Hadamard state we only have to investigate the Wave Front set of its two-point function. This is of great advantage because, as we shall see, this information is much easier accessible in our case than the knowledge of the singular behaviour of / G (±) in position space. Using the propagation of singularities theorem for vector valued distributions for the spinorial Klein-Gordon operator (R means the scalar curvature of g)
the microlocal singularity structure of the twopoint functions can be described in more detail. Note that the operator P is trivially of real principal type in the sense of Def. VII.3, because it has metric principal symbol p(x, ξ) = −g µν (x)ξ µ ξ ν . Let us now calculate the Dencker connection associated to the Dirac operator.
Proposition V.1. The Dencker connection D P for the operator P is the partial connection in the pull-back of the vector bundle DM × Ω 1/2 to N ⊂ T * M given by
where π :
is the line bundle of half-densities over M , X p is the Hamiltonian vector field over T * M corresponding to p(x, ξ), i Xp is the insertion operator and N is the set of all (x, ξ) such that g µν (x)ξ µ ξ ν = 0.
Proof. The Dencker connection can be calculated from Eq. (31), takingp = 1. Introducing an (N + 1)-bein e a µ for the metric g and gamma matrices {γ a , γ b } = 2η ab and going to local coordinates, we find
where C abµ = e ν a ∂ µ e νb − e ν b ∂ µ e νa . The Hamiltonian vector field corresponding to p reads in local coordinates
The expression for the Dencker connection can be immediately obtained from these formulae and the action of the differential of the projection map, dπ(∂/∂x µ ) = ∂/∂x µ , dπ(∂/∂ξ µ ) = 0.
Theorem V.1. Any Hadamard state has the following Polarisation set:
Here, unprimed spinor indices refer to the point x 1 , whereas primed ones correspond to x 2 and J (x 1 , x 2 ) A B ′ is the bispinor of parallel transport in the bundle DM along a null geodesic joining x 1 and x 2 .
Proof. We aim at using the propagation of singularities theorem, Thm. VII.1, combined with a deformation argument due to Fulling, Narcowich and Wald [7] , first applied in a similar context in [17] .
Since / G (±) satisfy the Dirac equation, by the Lichnerowicz formula,
they also satisfy
where by t we mean the transpose of an operator, w.r.t. the natural pairing between spinor and cospinor fields. Hence, by thm. VII.1, the polarisation set of / G (±) must be a union of Hamiltion orbits corresponding to the operators P ⊗ I and I ⊗ P t . By the previous lemma, sections over N , annihilated by D P are pull-backs to T * M of sections in DM over null-geodesics which are parallel with respect to ∇. Therefore, two elements (x 1 , ξ 1 , x 2 , ξ 2 , w A B ) and
where λ is a complex number. Now let x ∈ M and Σ be a Cauchy surface of M through that point. Then there is there is a convex normal U of x and a convex normal neighbourhood N of Σ, containing U , with the property that there is another spacetime (M ,ĝ) with Cauchy surfaceΣ and a corresponding causal normal neighbourhoodN with the properties that: (a) (N , g) is isometric to (N ,ĝ) and (b)M contains a Cauchy surfaceΣ 1 and a a convex flat neighbourhoodÛ 1 contained in a convex normal neighbourhoodN 1 ofΣ 1 such that D(Û 1 ) ⊃Û , whereÛ corresponds to U under the isometry. By the propagation of singularities theorem, it will be enough to show that / G (±) ↾U×U has the desired Polarisation set, because any pair of null related points can be transported along a null geodesic into a region of that kind. Let /Ĝ (±) ↾N ×N be the pull-back of the twopoint functions to the deformed spacetime (N ,ĝ). By the propagation of singularities theorem and the equations of motion on the deformed spacetime it will induce a Hadamard distribution on all ofM . Furthermore /Ĝ (±) ↾Û×Û will have the required Polarisation set if /Ĝ (±) ↾Û1×Û1 has, again by the propagation of singularities theorem. ButÛ 1 ⊂M is contained in a flat portion of spacetime, so effectively our theorem has to be shown for Minkowski space only. So let / G (±) mink be twopoint functions of a Hadamard state in Minkowski space. By our Thm. V.2, all Hadmard states differ by a smooth piece only, so we might restrict attention to
Now it is not difficult to see from the definition of the Polarisation set that one must have
We have
so using that / ξ is a principal symbol of (i/ ∂ + m), by the definition of the Polarisation set one can conclude that / ξw = w/ ξ = 0, where (x 1 , ξ, x 2 , −ξ) ∈ WF(/ G (±) mink ). Since the form of w is already restricted by Eq. (17), it is easy to see that these equations imply η µν ξ µ β ν = 0 and c = 0. Moreover, multiplying the equation / β/ ξ = 0 by the matrix γ α1 . . . γ αN−1 γ N +2 ǫ α1...αN−1σρ and taking the trace, we find that ξ ρ β σ − ξ σ β ρ = 0. Since ξ = 0, this implies / β = w = λ · / ξ, which in Minkowski space is just the condition on the Polarisation that was claimed.
In [29, 17] , the authors give a different definition of the Hadamard condition for Dirac fields in terms of the singular behaviour of the associated Green functions in position space. It seems worthwhile to investigate the relation between the two definitions. The definition of [29, 17] may be stated as follows. Let
where σ means the (signed) squared geodesic distance between the points x 1 , x 2 ,
for some global time function t. As usual, we mean the bidistribution obtained by smearing with smooth spinor fields first and then taking ǫ to zero. The bispinors U j , V j are determined recursively by the N + 1 dimensional analogue of the Hadamard transport equations [20] for the spinorial Klein Gordon operator P and depend on the geometry of the spacetime alone. By construction,
is a solution to the spinorial Klein-Gordon equation
n (x 1 , x 2 ) is only defined for points which can be joined by a unique geodesic line, so in fact one has restrict attention to such points. For a precise formulation of this see [16, 29] . The essence of the definitions in [29, 17] is now that a state is called of Hadamard typ if its associated twopoint function satisfies
to which we may add the same relation for '−'. We shall now show that this property follows from our microlocal definition. This observation has been made first by M. Radzikowski for the scalar field and his proof can be adjusted to the spinor case as well, although the situation is slightly more complicated.
Theorem V.2. Let ω be a Hadamard state in the microlocal sense of Def. V.1. Then its twopoint functions also satisfy Eq. (18).
Proof. Let us denote by / E A,R,F,F the advanced, retarded, Feynman, anti-Feynman parametrices of the spinorial Klein-Gordon operator P . They are known to be uniquely determined modulo a C ∞ kernel by the relations
and their Wave Front sets. For a proof see [13, Thm. 6.5.3] , where the case of a scalar operator with metric principal part is treated. Inspection of the proof shows that it may be extended to operators with metric principal part acting in vector bundles such as P . In particular, we need
In view of the Lichnerowicz identity P = (i/ ∇ − m)(−i/ ∇ − m) one also defines the advanced, retarded, Feynman and anti-Feynman parametrices for the Dirac operator by
It follows from the definitions that
By the anticommutation relations, one infers that
Our aim is now to prove that / G F,F is equals / S F,F modulo a smooth kernel. To this end, we first show that the Wave Front sets are equal,
In order to see why this must be true, consider first points such that x 1 / ∈ J − (x 2 ). Then, because / S A must be zero for such points by the well-known support properties of / E A , one concludes from Eq. (15) that (x 1 , ξ 1 , x 2 , ξ 2 ) will be in the Wave Front set of / G F if and only if ξ 1 ⊲0. The same reasoning can be applied for x 1 ∈ J − (x 2 ), this time using the representation / G F = −i/ G (−) + / S R and again exploiting the microlocal Hadamard condition, Eq. (15) . Hence one obtains that (x 1 , ξ 1 , x 2 , ξ 2 ) is in the Wave Front set of / G F if and only if (x 1 , ξ 1 ) ∼ (x 2 , ξ 2 ) and ξ 1 ⊲ 0 for x 1 ≻ x 2 resp. ξ 1 ⊳ 0 if x 1 ≺ x 2 , which is just the set Eq. (19) . The Wave Front set of / GF is obtained in just the same manner. Now, by definition we have / G F + / GF = / S A + / S R . From the relation [13, II, Eq. 6.6.1]
On the other hand / E F and / EF are the distinguished parametrices of P which have precisely the Wave Front set given in Eq. (19) . Since these sets are disjoint, we must have WF(/ G F − / S F ) = ∅, in other words / G F − / S F ∈ C ∞ , as we wanted to show. Hence,
It can be extracted from the analysis of the propagators in [6, 8] that
at least in the case N + 1 = 4. This is because the same bispinors U j , V j occur in all propagators, while only the ǫ-terms differ. In higher dimensions, the situation is completely analogous. This together with Eq. (20) proves the theorem.
VI Adiabatic states VI.1 Definition of adiabatic states
In this section we shall define a class of adiabatic states of Hadamard type. By term 'adiabatic' we mean that any of these states should give a reasonable mathematical description of the concept of 'empty space' in the very small, i.e. in spacetime regions which are very small compared to the curvature radius. Before we comment on this point let us first give the construction. The main ingredient is a factorisation of the spinorial Klein-Gordon operator into positive and negative frequency parts, i.e. a decomposition
where T is a pseudodifferential operator (PDO) of class OP 1 (Σ × I, DM ) (I = [t 0 , t 1 ] denoting some arbitrary small time interval) with principal symbol
and n is the normal vector field and h is the induced metric on Σ(t). For the various classes of operators/symbols, we refer the reader to the appendix. In order to find such an operator, let us first note the fact that if T (s) (the arguments of this function being (t, k)) is a 2 by 2 matrix valued symbol of class S n (I, R), then the operator defined by
is of class OP n (Σ × I, DM ). To see this note that one can alternatively write this operator as
where ∆ = / ∇ / ∇ and Ξ is the helicity operator introduced in (7). Since ∆ 1/2 is a positive elliptic PDO of first order with homogeneous principal symbol, one may apply [25, XII, §1] to conclude that T is indeed a PDO of class OP n (Σ×I, DM ). Inserting the ansatz Eq. (23) into Eq. (21), one can obtain the following 2 by 2 matrix system of ordinary differential equations.
Although Eq. (24) seems to suggest that one is dealing with an ordinary initial value problem for equations of first order, we must stress that the situation is more complicated. In fact because of the drop off properties in k required from the the matrix T (s) uniformly in some time interval, one is in general not free to choose arbitrary initial data. This problem, seemingly rather technical, goes actually right to the heart of problem of defining a suitable (i.e. physical) split between the positive and negative frequencies, as we shall see below.
Instead, we shall take a different route and try to find T (s) as an expansion in powers of k. where τ n ∈ S 1−n (I, R) and matrix valued. In order to get an operator with the right principal symbol we set τ 0 = ω k . We then define τ n successively in such a way that the n'th partial sum T n in Eq. (25) solves Eq. (24) modulo S 1−n (I, R). This can be achieved by setting
Following this procedure we can calculate terms of arbitrary high order in the asymptotic expansion for T . Any symbol with this expansion will give rise to an operator T factorising the spinorial Klein-Gordon operator. Moreover, by construction, this operator will have the same principal symbol as |H|, i.e. Eq. (22) holds true. We come to the definition of adiabatic states. Suppose one can find a symbol Q ∈ S −2 (I, R) with a principal symbol (2ω) −2 taking values in the positive 2 by 2 matrices, solving the following matrix equation (we omit the helicity superscrips):
where we have set L ± = H ± T and H = diag[ω, −ω]. Then set B = L * + QL + and define B(t) to be the corresponding operator in OP 0 (Σ(t), DM ). For any time t one has 0 ≤ B(t) ≤ I as an operator on L 2 (Σ(t), DM ), so B(t) defines a quasifree, homogeneous and gauge invariant state on the algebra of observables. We will call such a state an adiabatic state (of infinite order). The twopoint functions are given by
where Q(t) ∈ OP −2 (Σ(t), DM ) is the hermitian operator corresponding to Q. Let us now look in more detail at Eq. (26) . Firstly, by taking the matrix adjoint, one observes that Q can be taken to be hermitian. We now want to argue that this equation will always have a positive solution for any k greater some k 0 , and that in fact Q ∈ S −2 (I, R) with (2ω) −2 a principal symbol. One may regard Eq. (26) as a linear equation for the entries of the matrix Q, the expression on the right hand side corresponding to the linear operatioñ
where L i denote 2 by 2 matrices. It is clear that Eq. (26) will have a unique solution if L is invertible. Inserting the definitions one finds that
Assuming thatṘ(t) does not vanish, one concludes that L −1
is dominated by its upper triangular part for large k, and will thus have an inverse in S 0 for any k larger than some k 0 . Hence L has a matrix inverse in S −1 and the discussion shows that one obtains a unique solution Q ∈ S −2 to Eq. (26) which has a principal symbol (2ω) −2 . As Q will be dominated by its principal symbol, it is also seen to be a positive definite hermitian matrix for large k. There is no reason why the above equation should have a solution for small k, and if so, why it should be positive. This deficit may be overcome by an appropriate change of T for small k, in such a way that there is a positive, hermitian solution to the above equation for all values of k. That one can indeed do so seems to be intuitively clear and we omit the (slightly tedious) proof of this fact.
After these mathematical elaborations, some remarks concerning the status of the above construction are in order.
1. The construction depends on (a) a choice of Cauchy surface Σ(t) and (b) an extrapolation of the symbol of B to small values of k. (a) corresponds to the fact that the notion of 'devoidness of particles' is an essentially local one, which is another way of saying that particle creation must occur. By construction, the symbol B depends on time derivatives ∂ n t R(t) of arbitrary high order, so in fact the adiabatic state depends on the geometry of M in an infinitesimal neighbourhood of Σ(t). (b) expresses in a mathematical fashion that an adiabatic state as defined above is an adequate description of 'emptiness' only in a neighbourhood of small radius (which might be located around any point in Σ(t), due to spatial homogeneity). Together, (a) and (b) are the mathematical counterpart of the well-known fact that the notion of 'vacuity' can be defined ultimately only in an arbitrary small neighbourhood of spacetime. For particles of arbitrary high energy, i.e. in the short distance regime, different adiabatic states represent the same concept, as the corresponding symbols B have the same asymptotics to arbitrary high orders in k. On the contrary, no physical meaning can be assigned to the above adiabatic states on large scales, as our definition is inherently ambiguous for small k. In the following section adiabatic states will be shown to satisfy the microlocal Hadamard condition.
2. From the above construction, one can see that B has the expansion
so to zeroth order, B(t) projects on the positive frequent modes on the Cauchy surface Σ(t). If R was a constant function in an infinitesimal neighbourhood of t, then no further terms of lower order follow, and the resulting vacuum state is just the familiar one from Minkowski-space theory. If R is however not equal to a constant, the state obtained when retaining the contribution of lowest order will not have the right short distance behaviour expected from a physical state, i.e. will not be of Hadamard type, as we shall see below.
4. The above defined adiabatic states will in general not be pure, because the operator B(t) is not a projection unless R is constant in an infinitesimal neighbourhood of t. (B(t) is a projection if the matrix symbol B(t) takes values in the projectors on C 2 ). This is in contrast with the adiabatic states of Lüders and Roberts, which are pure. We do however not regard this as particularly disturbing because our states should give a description of the concept of 'empty space' in an arbitrary small neighbourhood of spacetime only. As explained above, the adiabatic states come close to a pure state on such regions, but we see no reason why they should be pure on the whole spacetime.
5. Following the strategy of Lüders and Roberts [19] for the scalar KleinGordon field, [32] propose another definition of adiabatic states for the Dirac field. We do have some doubts as to whether their definition really yields a positive state, moreover the rôle of positive and negative frequent modes remains obscure in their treatment. It is therefore difficult to see how their definition relates to ours. In view of the analysis carried out in this paper, we do not believe that their states are of Hadamard type, as suggested by the authors (even the adiabatic states of Lüders and Roberts are not).
Let T n ∈ S 1 (I, R) be the matrix valued symbol obtained after n iterations in Eq. (25), and define the symbols Q n , B n the corresponding symbols in the same fashion as above. The operator B n (t) ∈ OP 0 (Σ(t), DM ) then defines a quasifree state ω n , which we shall call an adiabatic state of order n. Proof. In the next section, we show that any adiabatic state of infinite order is Hadamard, so for the first claim it is sufficient to show that adiabatic states of order n are locally quasiequivalent to such a state. By definition, K n (t) = B(t) − B n (t) is a symbol of order −(n + 1) at some instance of time t, so in particular,
The criterion on local quasiequivalence, Thm. IV.2 then immediately proves that the states are locally quasiequivalent if n > N . Now let t ′ be arbitrary. Then the kernel K n ( x, y), x, y ∈ Σ(t ′ ) is the integral kernel associated to the operator K n (t ′ ) ∈ OP(Σ(t ′ ), DM ) defined by the symbol
A close inspection of the analysis carried out in [21] allows one to conclude that
results on the Schwartz kernels of PDO's, e.g. in [25, II, Prop. 2.7] then show that the kernel associated to K n (now dropping the reference to the time) is of class C n−N +1 for n ≥ N − 1, and that in any local coordinate system on Σ
Noticing that locally c 1 | x − y| 2 ≤ σ( x, y) ≤ c 2 | x − y| 2 then gives the result.
The theorem in combination with Thm. V.2 shows that
so in a sense the adiabatic states are given by a truncated Hadamard series. Hence, for n ≥ N + 1, adiabatic states will allow for a point-splitting renormalisation of the stress-energy tensor T µν as described e.g. in [30] , but such of lower order will not. In other words, we see that any adiabatic vacuum state which allows for a point splitting renormalisation of the stress-energy tensor will be locally quasiequivalent to a Hadamard state.
VI.2 The Hadamard property of adiabatic states
The main result in this section is that adiabatic states as defined in the previous section are of Hadamard type. Proof. In order to prove that / G (±) has the Wave Front set described in Def. V.1, we shall employ the following result due to W. Junker [15, Thm 3.12] . This result has originally been obtained for scalar fields, but a careful analysis of the proof shows that it can be adapted to the spinor case. We present here a modified version which is tailored to our situation. Theorem VI.2. Let Q(t) be an elliptic PDO on Σ(t). Let I be an interval containing t and A ∈ OP(Σ×I, DM ) such that there exist PDO's L ± ∈ OP(Σ× I, DM ) which have the property L ± (in µ ∇ µ ± A) = P mod C ∞ and
where Q L± is defined in Eq. (30) . Then the spinorial bidistributions
Let us set A = T in the '+' case and A = T * in the '−' case and Q as in the definition of the twopoint functions, Eq. (27) . Then Eq. (21) and the adjoint of this equation provides us with an operator L + = −in µ ∇ µ + T in the first case and L − = −in µ ∇ µ − T * in the second case. By construction the principal symbol of T is such that the assumptions of the theorem are met. Furthermore, noticing that / E(−i/ ∇ − m) = / S and using the fact that the Wave Front set cannot become larger upon acting with a PDO on a distribution, we get
where the explicit expression of / G (±) from Eq. (27) has been used. By the anticommutation relations / G (+) + / G (−) = iS / . Let us assume that the causal propagator / S has Wave Front set C = {(x 1 , ξ 1 , x 2 , ξ 2 ) : (
thus in fact equality must hold in the above inclusions. It remains to show that / S has indeed Wave Front set C, as claimed above. First notice that the causal propagator has a restriction to any Cauchy surface, and in fact
where n is the normal to Σ and I ↾Σ means the identity on the Cauchy surface. From [15, Thm. 2.22], one knows that
where φ : Σ → M is the embedding map. Now assume that (x 1 , ξ 1 , x 2 , ξ 2 ) ∈ C but not in the Wave Front set of / S. Then, by the propagation of singularities theorem, also (x 1 , ξ 1 , x 1 , ξ 1 ) / ∈ WF ′ (/ S). Let us choose x 1 to lie in the Cauchy surface Σ. By the above inclusion it is then easy to see that also (x 1 , dφ
But the latter set is actually equal to
and so must contain any element of that form, a contradiction.
VII Appendix

VII.1 Spinors on flat space and representation theory
In this appendix we find the (generalized) eigenfunctions of the spatial Dirac operator / ∇ on R N . To this end, we first write this operator in polar coordinates,
where / ∇ N −1 is the Dirac operator on S N −1 . The eigenfunctions of this operator [26] ,
may be used to find the spectral decomposition of Dirac operator on R N . We first setξ
In order to find the eigenfunctions of / ∇ we insert the ansatz
klm . This leads to the differential equation
for a kl (and similarly b kl ). The unique regular solutions to these equations are given by Bessel functions,
The normalisation factor in Eq. (28) is determined from the condition
one finds c(kl) = k/2. In this work we also need the spectral function (Plancherel measure) defined by
From the expression Eq. (29) and behaviour of Bessel functions at θ = 0 it is seen that only the term with l = 0 will contribute, leading to the result
where Ω N −1 is the area of the sphere S N −1 .
VII.2 Notions and results from microlocal analysis
For convenience we mention some results and definitions from the theory of distributions and the theory of pseudodifferential operators (PDO's). If not indicated otherwise, these may be found in standard textbooks, for example see [25, 13] . PDO's generalise ordinary differential operators in the sense that they give meaning to fractional powers of derivatives. They are defined in terms of so-called symbols. We shall not give the most general definition of a symbol here, since only a certain class of symbols is important for this work.
Definition VII.1. Let O be a subset of R n and m be a real number. Then a symbol of order m is a function a ∈ C ∞ (O, R n ) such that for every compact subset K of O the following estimate holds There is the notion of the asymptotic expansion of a symbol which is an important tool for constructing PDO's. Suppose a j ∈ S mj (O, R n ) for j = 1, 2, . . . with m j monotonously decreasing to minus infinity. Then there exists a ∈ S m0 (O, R n ) such that for all From the transformation properties of the principal symbol it is clear that the definition can be carried over to the case of distributions with values in a vectorbundle E. WF pol (u) is then seen to be a linear subset of π * E, π : T * M → M being the canonical projection in the fibres of the cotangent bundle. The Wave Front Set WF(u) of a distribution is obtained by taking all points (x, ξ) ∈ T * M such that the fibre over this point in WF pol (u) is nontrivial. The microlocal properties of the bidistributions considered in this work are more conveniently described in terms of their primed Polarisation set, which is obtained from the usual one by reversing the sign of the covectors in the second slot.
There is an important theorem on the Polarisation set of distributions u satisfying P u ∈ C ∞ for differential operators P of real principal type, which goes under the name 'propagation of singularities' [3, 13] . Such operators are defined as follows: Definition VII.3. A k × k system P of differential operators on a manifold M with principal symbol p 0 (x, ξ) is said to be of real principal type at (y, η) if there exists a k × k symbolp 0 (x, ξ) such that p 0 (x, ξ)p 0 (x, ξ) = q(x, ξ)1 k in a neighbourhood of (y, η), where q(x, ξ) is scalar and of real principal type.
One sets
If f is a C ∞ function on Q P with values in C k , then one defines
X q being the Hamiltonian vector field of q,
One can prove that D P is a partial connection along the Hamiltonian vector field restricted to Q P . Since there is some arbitrariness in the choice of the symbol p, the partial connection is not uniquely defined. One can however prove that the remaining arbitrariness is irrelevant in what follows.
Definition VII.4. A Hamilton orbit of a system P of real principal type is a line bundle L P ⊂ N P |c, where c is an integral curve of the Hamiltonian field on Q P and L P is spanned by the sections f satisfying D P f = 0, i.e. L P is parallel with respect to the partial connection.
Theorem VII.1. Let P be of real principal type and u a vector-valued distribution. Suppose (x, ξ) / ∈ WF(P u). Then, over a neighbourhood of (x, ξ) in Q P , WF pol (u) is a union of Hamilton orbits of P .
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