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In this work we investigate the typical bifurcation of symmetric periodic orbits near the
origin of a family of reversible systems x˙ = f(x, µ). We are assuming that Dxf(0, 0) has
only purely imaginary eigenvalues ±iw1, ...,±iwk. Incorporated with putting f into normal
form, a modified version of Liapunov-Schmidt reduction can be applied to obtain the reduced
bifurcation equations. We then focus on the cases in ressonance, i.e, wj = njw0, where w0 is
a nonzero real number and nj is an integer for each j. Some codimension-two bifurcations are
illustrated for the system in non-semisimple resonance with nj = 1, 2. A few codimension-one
cases are also illustrated.
ii
RESUMO
Neste trabalho apresentamos um estudo dos tipos de bifurcac¸o˜es de o´rbitas perio´dicas
sime´tricas, pro´ximo da origem, de uma famı´lia de sistemas revers´ıveis x˙ = f(x, µ). Supomos
que Dxf(0, 0) tem apenas autovalores imagina´rios puros da forma ±iw1, ...,±iwk. Colocamos
f em sua forma normal e uma versa˜o modificada do me´todo de reduc¸a˜o de Liapunov-Schmidt
e´ aplicado para obter as equac¸o˜es de bifurcac¸a˜o reduzidas. Os casos em ressonaˆncia, i.e,
wj = njw0, onde w0 e´ um nu´mero real na˜o nulo e nj e´ um inteiro positivo para cada j,
sa˜o enta˜o focalizados. Algumas bifurcac¸o˜es de codimensa˜o 2 sa˜o ilustradas para o sistema
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Introduc¸a˜o
A Teoria de Sistemas Dinaˆmicos Revers´ıveis tem sido alvo de estudo, nas u´ltimas de´cadas,
por um grande nu´mero de matema´ticos e f´ısicos. Um sistema x˙ = f(x) e´ denominado
revers´ıvel se existe uma aplicac¸a˜o R :M →M que satisfaz:
DRxf(x) = −f(Rx)
No nosso trabalho, focalizamos o estudo da dinaˆmica de tais sistemas em torno de pontos
de equil´ıbrio, atrave´s da teoria de Formas Normais e do me´todo de reduc¸a˜o de Liapunov-
Schmidt.
Tais sistemas surgem em diversos problemas pra´ticos na f´ısica e na engenharia. Em [20]
encontramos va´rios exemplos de sistemas revers´ıveis.
Objetivo
O objetivo deste trabalho e´ investigar a existeˆncia e os tipos de bifurcac¸o˜es de o´rbitas
perio´dicas sime´tricas de famı´lias a k-paraˆmetros de sistemas revers´ıveis expressados por
x˙ = f(x, µ), µ ∈ Rk.
Em geral, a teoria de formas normais nos fornece uma boa simplificac¸a˜o desse estudo.
Atrave´s dela podemos eliminar termos na˜o lineares irrelevantes para o nosso estudo. Estes
termos sa˜o chamados de monoˆmios na˜o-ressonantes.
Em particular, estudamos sistemas que variam em torno de um certo valor do paraˆmetro
(µ = 0).
1
2Exibiremos alguns tipos de bifurcac¸o˜es representadas genericamente por famı´lias a 1 e 2
paraˆmetros. Neste ponto, o me´todo de reduc¸a˜o de Liapunov-Schmidt e´ de grande utilidade.
Estrutura dos To´picos Apresentados
O presente trabalho esta´ dividido da seguinte maneira:
• No cap´ıtulo 1, desenvolvemos a Teoria de Formas Normais. O me´todo consiste em
encontrar mudanc¸as de coordenadas formais de tal maneira que o sistema dinaˆmico
fique em uma forma ”mais simples”que o original. Desta maneira o seu estudo torna-se
mais fa´cil. As principais refereˆncias utilizadas neste cap´ıtulo foram [1], [3], [6], [23],
[21], e [17].
Na sec¸a˜o 1.1, fazemos uma introduc¸a˜o, abordando elementos ba´sicos da Teoria de
Formas Normais e apresentando alguns exemplos.
Na sec¸a˜o 1.2, apresentamos a versa˜o da Teoria de Formas Normais para o caso de cam-
pos vetoriais com paraˆmetros. Esta versa˜o difere da apresentada na sec¸a˜o 1.1 apenas
pelo fato de se permitir que as mudanc¸as de coordenadas dependam do paraˆmetro.
Tambe´m apresentamos exemplos.
Na sec¸a˜o 1.3, adequamos o me´todo para o caso revers´ıvel. O principal resultado e´ que
a forma normal respeita a reversibilidade.
• No cap´ıtulo 2, apresentamos o me´todo de reduc¸a˜o de Liapunov-Schmidt. Sua utilidade
esta´ no fato de que ele reduz o problema inicial, em dimensa˜o infinita, para um pro-
blema em dimensa˜o finita. As principais refereˆncias utilizadas neste cap´ıtulo foram [8],
[13], e [17].
Na sec¸a˜o 2.1, damos uma primeira visa˜o do me´todo em dimensa˜o finita, apresentando
os conceitos ba´sicos.
Na sec¸a˜o 2.2, estendemos o me´todo para o caso de dimensa˜o infinita. Aqui sa˜o
necessa´rias algumas hipo´teses extras.
Na sec¸a˜o 2.3, adequamos o me´todo para o caso revers´ıvel. Observamos que as o´rbitas
perio´dicas sa˜o determinadas pelos zeros de uma aplicac¸a˜o M no espac¸o de soluc¸o˜es X.
Aplicando o teorema da func¸a˜o impl´ıcita, reduzimos M = 0 para M |Q = 0, onde Q e´
3um subespac¸o (nu´cleo generalizado) de X. Quando o campo vetorial e´ colocado na sua
forma normal (que comuta com a parte semi-simples de A0 = Dxf(0, 0)) de ordem m,
a aplicac¸a˜o reduzida M |Q = 0 tem imagem em Q ate´ ordem m. Com este resultado,
as equac¸o˜es que determinam as bifurcac¸o˜es podem ser expressadas explicitamente.
• No cap´ıtulo 3 e suas sec¸o˜es aplicamos os teoremas e resultados citados para estudar
os tipos de bifurcac¸o˜es de o´rbitas perio´dicas sime´tricas pro´ximas da origem, e estas
bifurcac¸o˜es teˆm codimensa˜o 1 ou 2. Em particular, consideramos alguns casos com
ressonaˆncia. As principais refereˆncias utilizadas neste cap´ıtulo foram [8], [12], e [17].
CAPI´TULO 1
Formas Normais
Um campo vetorial em uma variedade C∞,M, e´ uma aplicac¸a˜o f :M → TM no fibrado







e´ uma base em TxM.
Dado um campo vetorial f, defina a equac¸a˜o diferencial
x˙ = f(x).




Um difeomeorfismo Φ :M →M define o campo vetorial
(Φ∗f)(x) = (DΦ(x))−1f(Φ(x)), x ∈M,
onde DΦ(x) e´ a diferencial da aplicac¸a˜o Φ(x). Nos referimos ao campo Φ∗f como o pull-back
de f por Φ.
Dois campos f, g sa˜o conjugados se existe um difeomorfismo Φ tal que
g = Φ∗f.
A ide´ia natural e´ levar o campo vetorial f, por uma transformac¸a˜o, a uma forma mais simples
para o seu estudo.
Se existem vizinhanc¸as U, V de x0 ∈ M e um difeomorfismo local Φ : U → V tal que
g(x) = (Φ∗f)(x),∀x ∈ U enta˜o os campos f e g sa˜o ditos localmente conjugados em uma
vizinhanc¸a de x0.
4
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Um ponto x0 ∈ M tal que f(x0) = 0 e´ dito singular (ou cr´ıtico), caso f(x0) 6= 0, e´ dito
na˜o-singular.
Se dois campos f, g sa˜o conjugados enta˜o os pontos singulares de f sa˜o levados em
pontos singulares de g e o´rbitas perio´dicas de f, em o´rbitas perio´dicas de g (preservando-se
o per´ıodo).
Neste cap´ıtulo apresentaremos a Teoria de Formas Normais e a utilizaremos para simpli-
ficar o estudo de famı´lias de sistemas revers´ıveis da forma x˙ = f(x, µ).
1.1 Uma visa˜o geral
Apresentaremos a teoria geral de formas normais. As principais refeˆrencias sa˜o [1], [6] e [23].
Consideremos um campo vetorial de classe Cr no Rn representado por
w˙ = G(w) (1.1)
com r ≥ 4.
Suponha que (1.1) tem ponto cr´ıtico em w = w0.
Primeiramente encontraremos uma transformac¸a˜o linear de coordenadas que coloque
(1.1) em uma forma mais simples.
a) transladamos o ponto cr´ıtico para a origem:
v = w − w0,
Assim (1.1) e´ conjugado a
v˙ = G(v + w0) = H(v). (1.2)
b) Isolando a parte linear do campo (1.2):
v˙ = DH0(v) +H(v) (1.3)
onde H(v) = H(v)−DH0(v) (observe que H(v) = O(|v|2) ).
c) Seja T a mudanc¸a de base que transforma DH0 em sua forma canoˆnica de Jordan (real).
Assim, pela transformac¸a˜o v = Tx vem que
x˙ = T−1DH(0)Tx+ T−1H¯(Tx)
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x˙ = Jx+ F (x) (1.4)
onde J e´ a forma de Jordan de DH0 e F (x) = T
−1H¯(Tx). Assim a parte linear de
(1.2) foi simplificada o ma´ximo poss´ıvel pela transformac¸a˜o v = Tx.
d) Vamos simplificar a parte na˜o linear F (x). Tomando-se a expansa˜o de Taylor para F (x)
temos
x˙ = Jx+ F2(x) + ...+ Fr−1(x) +O(|x|r) (1.5)
onde Fi(x) representa os termos de ordem i na expansa˜o de Taylor de F (x). Introduzimos
a mudanc¸a de coordenadas
x = y + h2(y) (1.6)
onde h2(y) e´ de ordem 2 em y.
e) Da´ı, derivando (1.6) obtemos
x˙ = (id+Dh2(y))y˙ = Jy+Jh2(y)+F2(y+h2(y))+ ...+Fr−1(y+h2(y))+O(|y|r) (1.7)
Cada termo Fk(y+ h2(y)) pode ser reescrito como Fk(y) +O(|y|k+1) + ...+O(|y|2k). Da´ı
a expressa˜o acima se reescreve como
(id+Dh2(y))y˙ = Jy + Jh2(y) + F2(y) + F˜3(y)...+ F˜r−1(y) +O(|y|r)
onde os termos F˜k(y) representam os termos O(|y|k) modificados pela transformac¸a˜o de
coordenadas.
Agora, para y suficientemente pequeno, (id + Dh2(y))
−1 existe e pode ser representado
por uma expressa˜o em se´rie como
(id+Dh2(y))
−1 = id−Dh2(y) +O(|y|2).
Assim, obtemos
y˙ = Jy + Jh2(y)−Dh2(y)Jy + F2(y) + F˜3(y)...+ F˜r−1(y) +O(|y|r). (1.8)
Ate´ aqui h2(y) foi tomada completamente arbitra´ria. Agora, escolhemos uma forma es-
pec´ıfica para h2(y) de forma a simplificar os termos O(|y|2) o tanto quanto poss´ıvel. Devemos
escolher h2(y) tal que
Dh2(y)Jy − Jh2(y) = F2(y) (1.9)
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que elimina F2(y) em (1.8).
A equac¸a˜o (1.9) pode ser vista como uma equac¸a˜o funcional tendo como inco´gnita, a
func¸a˜o h2(y). Ela e´ conhecida como equac¸a˜o homolo´gica. Queremos motivar o fato de que,
quando vista de forma correta, esta e´ de fato uma equac¸a˜o linear agindo num espac¸o vetorial
linear. Concluiremos isto da seguinte maneira:
1. definindo o apropriado espac¸o vetorial linear;
2. definindo o operador linear nesse espac¸o;
3. descrevendo a equac¸a˜o linear a ser solucionada nesse espac¸o vetorial linear.
Passo 1 : O espac¸o Hk dos monoˆmios a valores vetoriais de grau k.
Seja {u1, ..., un} base de Rn e z = (z1, ..., zn) coordenadas com respeito a essa base.








j=1αj = k, 0 ≤ αj ∈ Z.
Nos referimos a estes objetos como monoˆmios a valores vetoriais de grau k. O conjunto de
todos eles forma um espac¸o vetorial que denotaremos Hk. Uma base o´bvia para Hk consiste
dos elementos formados quando consideramos todas as possibilidades de monoˆmios de grau
k que multiplicam cada ui, i.e, {(zα11 zα22 ...zαnn )ui;
∑n
j=1αj = k} e assim a dimensa˜o de Hk e´
dimHk = n.
(
n+ k − 1
k
)
onde n e´ a dimensa˜o do espac¸o vetorial Rn.
Exemplo 1.1. {e1, e2} base canoˆnica de R2. Denotando as coordenadas com respeito a essa































Passo 2: Vamos reconsiderar a equac¸a˜o (1.9) E´ claro que h2(y) pode ser visto como um
elemento de H2. E´ fa´cil verificar que a aplicac¸a˜o h2(y) 7→ Dh2(y)Jy− Jh2(y) e´ linear de H2
em H2.
Analogamente, para qualquer elemento hk(y) ∈ Hk, e´ verdade que hk(y) 7→ Dhk(y)Jy −
Jhk(y) e´ linear de Hk em Hk.
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Definimos o operador homolo´gico associado a J por LJ(hk(y)) = −(Dhk(y)Jy−Jhk(y)).
Passo 3: A soluc¸a˜o de (1.9).
Voltamos ao problema de resolver (1.9). E´ claro que F2(y) pode ser visto como elemento
de H2. Por a´lgebra elementar, sabemos que H2 pode ser (na˜o unicamente) representado como
H2 = LJ(H2)⊕W2 (1.10)
onde W2 e´ o espac¸o complementar de LJ(H2).
Resolver (1.9) e´ como resolver a equac¸a˜o Ax = b em a´lgebra linear.
Se F2(y) esta´ na imagem de LJ(·), enta˜o todos os termos da forma O(|y|2) podem ser
eliminados de (1.9). Em qualquer caso, podemos escolher h2(y) tal que restam apenas os
termos O(|y|2) que esta˜o em W2,.
Denotaremos estes termos por F r2 (y) ∈ W2 (r denota o termo “ressonante”). Assim (1.8)
pode ser simplificada para
y˙ = Jy + F r2 (y) + F˜3(y)...+ F˜r−1(y) +O(|y|r).
Neste ponto, podemos esclarecer a frase “simplificar os termos de segunda ordem”. Ela
significa introduzir uma mudanc¸a de coordenadas tal que, no novo sistema de coordenadas,
os termos de segunda ordem esta˜o no espac¸o complementar a LJ(H2). Se LJ(H2) = H2, enta˜o
todos os termos de segunda ordem podem ser eliminados. Podemos repetir este processo
(passos 1,2 e 3 ) para os termos de ordem 3, 4, 5, ... e da´ı obtemos o seguinte Teorema:
Teorema 1.2. (Forma Normal) A equac¸a˜o (1.5) pode ser transformada, por meio de uma
sequeˆncia de mudanc¸as de coordenadas anal´ıticas, em





onde F rk (y) ∈ Wk, 2 ≤ k ≤ r − 1, e Wk e´ o espac¸o complementar de LJ(Hk).
A equac¸a˜o acima e´ dita estar na sua forma normal.
Observac¸a˜o 1.3. Observe que:
1. Os termos F rk (y), 2 ≤ k ≤ r − 1, sa˜o referidos como os termos ressonantes.
2. A estrutura dos termos ressonantes em (1.11) e´ determinada totalmente pela parte
linear do campo vetorial (no sentido em que basta conhecer J para encontrarmos Wk =
(LJ(Hk))
C e cada termo F rk (y) como combinac¸a˜o linear dos elementos da base de Wk).
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3. Deve estar claro que simplificando-se os termos de ordem k, na˜o modificamos os termos
de ordem menor. Entretanto, termos de ordem maior sa˜o afetados. Isto acontece em
cada passo da aplicac¸a˜o do me´todo.
Exemplo 1.4. Encontraremos a forma normal para um campo em R2 na vizinhanc¸a de um





















































































































































































































































sa˜o l.i., os termos de segunda or-
dem que sa˜o combinac¸o˜es lineares destes 4 vetores podem ser eliminados. Para determinar
a natureza dos termos de segunda ordem que na˜o podem ser eliminados (F r2 (y)) precisamos
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computar o espac¸o complementar de LJ(H2). W2 tem dimensa˜o igual a 2. A representac¸a˜o
matricial de LJ(·) nessa base e´ dada por
0 0 0 1 0 0
−2 0 0 0 1 0
0 −1 0 0 0 1
0 0 0 0 0 0
0 0 0 −2 0 0
0 0 0 0 −1 0

Um modo de determinar W2 e´ encontar dois vetores em R6 linearmente independentes e or-
togonais a cada coluna da matriz acima, ou, em outras palavras, dois autovetores linearmente
independentes a esquerda associados a zero (vTA = 0). Os vetores(




0 0 0 1 0 0
)














Da´ı uma forma normal ate´ segunda ordem e´ dada por
x˙ = y + a1x
2 +O(3)
y˙ = a2xy + a3x
2 +O(3)































. Com esta escolha para W2 a forma normal e´ dada
por

















x˙ = y +O(3)
y˙ = a1x
2 + b2xy +O(3)
Observac¸a˜o 1.5. A fim de verificar a condic¸a˜o de invertibilidade de LJ encontraremos seus
autovalores.
Suponhamos que DH0 e´ diagonaliza´vel e seus autovetores sa˜o e1, ..., en correspondedo aos
autovalores λ1, ..., λn. Seja J sua forma de Jordan. Enta˜o segue que
Jei = λiei, i = 1, ..., n.





j=1αj = k, αj ≥ 0,
onde no´s consideramos todos os poss´ıveis termos xα11 ...x
αs
s de grau k multiplicando cada ei,








j=1αj = k, αj ≥ 0,
enta˜o um simples ca´lculo mostra que
LJ(hk(x)) = Jhk(x)−Dhk(x)Jx = [λi −
∑s
j=1αjλj]hk(x).




Agora podemos visualizar o problema. Para que o operador LJ(·) seja invert´ıvel, ele na˜o




A equac¸a˜o acima e´ dita ser uma ressonaˆncia e ela e´ a origem do nome “termos ressonantes”
para os termos na˜o-lineares que na˜o podem ser removidos na forma normal. O inteiro
∑s
j=1
αj e´ chamado de ordem de ressonaˆncia.
No caso em que J na˜o e´ diagonal, podemos verificar que os autovalores de LJ(·) ainda
sa˜o da forma λi −
∑s
j=1αjλj.
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Observac¸a˜o 1.6. Aqui introduziremos um produto interno em Hk e verificaremos algumas










αej, onde pαj e













onde α! = α1!α2!...αn!.





onde δij e δαβ sa˜o os s´ımbolos de Kronecker.
O operador LA∗, e´ o operador adjunto de LA com respeito ao produto interno [·, ·] em
Hk para cada k ≥ 2, onde A∗ e´ o operador adjunto de A com respeito ao produto interno






















































para qualquer α, β, i, j com |α| = |β| = k e 1 ≤ i, j ≤ n. Da´ı,
LA (x









































(−∑nl=1 αlall + aii)α!, se i = j e α = β,
−αlalmβ!,
se i = j; βl = αl − 1,
βm = αm + 1 para qualquer l 6= m;











(−∑nl=1 βlall + aii) β!, se i = j e β = αβ,
−βmalmα!,
se i = j; αl = βl + 1,
αm = βm − 1 para qualquer s 6= l,m;
ajiα! se i 6= j com α = β,
0 caso contra´rio.
As duas expresso˜es acima sa˜o iguais.
Podemos colocar uma ordem nos elementos da base de Hk, {xαej| |α| = k, 1 ≤ j ≤ n}.
Faremos isto por uma ordenac¸a˜o lexogra´fica reversa, i.e,
xαei < x
βej , se e somente se (i, α1, α2, ..., αn) > (j, β1, β2, ..., βn) ,
onde (i, α1, α2, ..., αn) > (j, β1, β2, ..., βn) se e somente se i > j ou i = j e o primeiro
componente de desigualdade, αs 6= βs, satisfaz αs > βs, 1 ≤ s ≤ n. Escrevemos i ∼ (j, α) se
xαej e´ o i−e´simo elemento da base com respeito a ordenac¸a˜o lexogra´fica reversa.
Seja dk = dimHk e Uk = {u1, ..., udk} uma base ortogonal de Hk. Usaremos a base Uk
da forma
ui (x) = x
αej, |α| = k, 1 ≤ j ≤ n,
onde i ∼ (j, α) esta´ na ordem lexogra´fica reversa para i = 1, ..., dk.
Lema 1.7. Se A e´ triangular superior (respec., inferior) com elementos da diagonal {λ1, ..., λn},
enta˜o LA e´ triangular inferior (respec., superior). Em ambos os casos os elementos da dia-
gonal de LA sa˜o λj −
∑n
l=1αlλl onde i ∼ (j, α) .
Teorema 1.8. Seja A = S + N a decomposic¸a˜o Jordan-Chevalley S − N de A. Enta˜o
LA = LS + LN e´ a decomposic¸a˜o S −N do operador LA.
Demonstrac¸a˜o. Seja {e1, ..., en} base de Cn tal que nessa base,
A =





0 · · · λsIs +Ns

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onde λi sa˜o os autovalores de A, Ii e´ a matriz identidade ni×ni, Ni =

0 1 · · · 0
0
. . . . . .
...
...
. . . . . . 1
0 · · · 0 0
 ;
i = 1, ..., s; n1 + ...+ ns = n. Pela unicidade da decomposic¸a˜o S −N temos
S =





0 · · · λsIs
 , N =





0 · · · Ns

Pela Observac¸a˜o (1.5) LS e´ diagonal e pelo lema anterior, LN e´ triangular inferior com zeros
na diagonal. Assim, LS e´ semi-simples e LN e´ nilpotente. E´ fa´cil verificar que LS e LN
comutam (detalhes em [6] ).
1.2 Formas Normais para Campos com Paraˆmetros
Consideremos o campo
x˙ = f(x, µ); x ∈ Rn, µ ∈ I ⊂ Rp; (1.12)
onde I e´ um aberto de Rp e f e´ de classe Cr em cada varia´vel. Suponha, sem perda de
generalidade, que f(0, 0) = 0. O nosso objetivo e´ transformar (1.12) em sua forma normal
pro´ximo do ponto cr´ıtico em ambos espac¸os de fase e paraˆmetros. A melhor maneira de se
fazer isto e´ proceder de modo ana´logo aos sistemas sem paraˆmetros, a na˜o ser em permitir
que os coeficientes da transformac¸a˜o dependam dos paraˆmetros.
Exemplo 1.9. x ∈ R2 e Dxf(0, 0) tem autovalores λ(0) = ±iω(0). Da´ı podemos encontrar







para µ suficientemente pequeno.
Assim, pelo teorema da func¸a˜o impl´ıcita, o ponto cr´ıtico varia de maneira Cr com µ (para
µ suficientemente pequeno) tal que, se necessa´rio, podemos introduzir uma mudanc¸a de coor-
denadas (dependendo do paraˆmetro) tal que x = 0 e´ ponto cr´ıtico para todo µ suficientemente
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pequeno. Tomando-se
Reλ(µ) = |λ(µ)| cos(2piθ(µ))
Imλ(µ) = |λ(µ)| sin(2piθ(µ))
e´ fa´cil ver que (1.13) assume a forma






















onde cada f i e´ na˜o linear em x e y. Frequentemente, omitiremos a dependeˆncia do paraˆmetro
de λ, θ, etc, para simplificar a notac¸a˜o. Quando a parte linear de campos vetoriais teˆm au-















































onde F 1(z, z¯;µ) = f 1(x(z, z¯), y(z, z¯);µ)+if 2(x(z, z¯), y(z, z¯);µ) e F 2(z, z¯;µ) = f 1(x(z, z¯), y(z, z¯);µ)−
if 2(x(z, z¯), y(z, z¯);µ) .
Assim precisamos realmente estudar a equac¸a˜o
z˙ = |λ| e2piiθz + F 1(z, z¯;µ) (1.15)
pois a segunda coordenada de (1.14) e´ simplesmente a conjugada complexa da primeira com-
ponente.
Iremos enta˜o colocar (1.15) na forma normal e transforma´-la novamente para as varia´veis
x, y. Expandindo (1.15) em sua se´rie de Taylor temos
z˙ = |λ| e2piiθz + F2 + F3 + ...+ Fr−1 +O(|z|r , |z¯|r), (1.16)
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onde Fj e´ polinoˆmio em z, z¯, de ordem j com coeficientes dependendo de µ.
Simplificando os termos de segunda ordem: Tomamos a transformac¸a˜o z 7→ z+ h2(z, z¯),




















λz + λh2 − ∂h2
∂z¯
·













Da´ı, temos das duas equac¸o˜es acima e de (1.17) que




z¯ + λh2 + F2 +O(3). (1.18)











+ F2 = 0. (1.19)








e´ linear, do espac¸o dos monoˆmios em z, z¯ nele
mesmo. No´s denotaremos este espac¸o por H2. F2 pode ser vista como um elemento deste
espac¸o. Assim, resolver (1.19) e´ um problema de a´lgebra linear. Temos H2 = ger{z2, zz¯, z¯2}.






















































Assim, nessa base a aplicac¸a˜o linear e´ diagonal e sua matriz e´
−λ(µ) 0 0
0 −λ¯(µ) 0
0 0 λ(µ)− 2λ¯(µ)

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Para µ = 0 deve ser o´bvio que λ(0) 6= 0 e λ(0) = −λ¯(0), assim, para µ suficientemente
pequeno λ(µ) 6= 0 e λ(µ)− 2λ¯(µ) 6= 0. Da´ı, para µ suficientemente pequeno, todos os termos
de segunda ordem podem ser eliminados de (1.16).
Simplificando os termos de terceira ordem:
Temos que z = λz + F3 +O(4).
Tomamos a transformac¸a˜o z 7→ z + h3(z, z¯), onde h3 e´ de terceira ordem em z e z¯, com







λz + λh3 − ∂h3
∂z¯
·
z¯ + F3(z, z¯) +O(4)
)
=
















+ F3 = 0. (1.20)






















































































Agora, em µ = 0, λ(0)+ λ¯(0) = 0 e da´ı a segunda coluna acima e´ nula; entretanto, nenhuma
das colunas remanescentes e´ identicamente nula em µ = 0. Enta˜o, para µ suficientemente
pequeno, os termos de terceira ordem que na˜o sa˜o da forma z2z¯ podem ser eliminados. Assim,
a forma normal e´
z˙ = λz + c(µ)z2z¯ +O(4);
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onde c(µ) e´ uma constante que depende de µ.
Simplificando os termos de quarta ordem: Note que, em cada ordem, a simplificac¸a˜o






= 0 (e consequentemente temos uma coluna nula na
matriz de LJ) para algum h = z
nz¯m, onde m + n e´ a ordem do termo a ser simplificado.
Da´ı,
λznz¯m − (nλznz¯m +mλ¯znz¯m) = 0,(
λ− nλ−mλ¯) znz¯m = 0
Em µ = 0, λ = −λ¯, assim na˜o deve ocorrer que 1 +m − n = 0. E´ fa´cil ver que isto nunca
acontece se m e n sa˜o nu´meros pares. Assim, todos os termos de ordem par podem ser
removidos e a forma normal e´ dada por
z˙ = λz + c(µ)z2z¯ +O(5);
para µ em alguma vizinhanc¸a de µ = 0. Observe ainda que para obter essa forma, o campo
precisa ser pelo menos C5.
Em coordenadas cartesianas temos:
λ(µ) = α(µ) + iω(µ)
c(µ) = a(µ) + ib(µ)
x˙ = αx− ωy + (ax− by)(x2 + y2) + o(5)
y˙ = ωx+ αy + (bx+ ay)(x2 + y2) + o(5)
Em coordenadas polares,
r˙ = αr + ar2 + ...
θ˙ = ω + br2 + ...
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1.3 Formas Normais de Sistemas Revers´ıveis
Aqui apresentaremos a Teoria de Formas Normais aplicada a sistemas revers´ıveis. As prin-
cipais refereˆncias sa˜o [6], [18] e [21].
Definic¸a˜o 1.10. Um difeomorfismo R : Rn → Rn e´ uma involuc¸ao se R2 = I.
Teorema 1.11 (Montgomery-Bochner). Seja G um grupo compacto de difeomorfismos
de uma variedade M de classe Ck (k ≥ 1) ou anal´ıtica. Suponha que cada difeomorfismo
de G e´ de classe Ck ou anal´ıtico. Enta˜o na vizinhanc¸a de um ponto fixo estaciona´rio,
coordenadas admiss´ıveis podem ser escolhidas tais que os difeomorfismos sejam lineares.
Assim se considerarmos G = {I, R}, em consequeˆncia do Teorema de Montgomery-
Bochner, obtemos que toda involuc¸a˜o, na vizinhanc¸a de um ponto fixo, pode ser linearizada.
Portanto, em nosso trabalho estaremos sempre supondo que R : Rn → Rn e´ uma involuc¸a˜o
linear.
Definic¸a˜o 1.12. Um sistema dinaˆmico x˙ = f(x) tal que (DR)(x)f(x) = −f(R(x)) e´ dito
R-involutivo ou R-revers´ıvel.
Como estamos supondo R linear a igualdade acima se reescreve como Rf(x) = −f(Rx).
Observe da definic¸ao˜ acima que se x(t) e´ uma soluc¸a˜o do sistema, enta˜o Rx(−t) tambe´m
e´ soluc¸a˜o. Assim, a involuc¸a˜o pode ser vista como uma simetria neste sistema envolvendo
espac¸o e tempo.
Definic¸a˜o 1.13. Uma o´rbita perio´dica sime´trica e´ a o´rbita de uma soluc¸a˜o perio´dica x(t)
com Rx(−t) = x(t+ θ).
Seja R uma involuc¸a˜o linear em Rn e Aµ, µ ∈ Rk, uma famı´lia C∞ de transformac¸o˜es
lineares R-involutivas em Rn. Tome A = A0.
Seja f ∈ C∞(Rn × Rk,Rn) uma famı´lia de aplicac¸o˜es R-involutivas com f(0, µ) = 0 e
Df(0, µ) = Aµ, ∀µ ∈ Rk.
Usaremos a notac¸a˜o f(x, µ) = fµ(x). Para uma func¸a˜o g ∈ C∞(Rn,Rn), seja Tmg o seu
polinoˆmio de Taylor de grau m e T˜mg a parte homogeˆnea de grau m em Tmg.
Seja ainda Φ∗g o pull-back de g por Φ, isto e´, (Φ∗g)(y) = (DΦ(y))−1g(Φ(y)). A∗ denotara´
a adjunta de A.
Temos assim o seguinte teorema da forma normal parame´trica:
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Teorema 1.14. Para cada m ≥ 2, existe uma vizinhanc¸a Ωm da origem em Rk e uma
aplicac¸a˜o Φ ∈ C∞(Rn × Ωm,Rn) tal que para cada µ ∈ Ωm,
RΦµ = ΦµR,
Φ∗µfµ = Aµ + gµ,
onde g ∈ C∞(Rn×Ωm,Rn), Dxgµ(0) = 0, R◦Tmgµ = −Tmgµ◦R e Tmgµ◦etA∗ = etA∗◦Tmgµ,
∀t ∈ R.
Nos passos (A)− (C) apresentamos uma demonstrac¸a˜o.
(A) Para l ∈ N, sejam
Hl = {h : Rn → Rn; cada componente hi e´ um polinoˆmio homogeˆneo de grau l}.
H±l = {h ∈ Hl; Rh(x) = ±h(Rx)}.
Em Hl defina os operadores lineares:
(LAµ)(h)(x) = Aµh(x)−Dh(x).Aµ(x), h ∈ Hl, µ ∈ Rk.
Enta˜o a imagem desse operador restrito a H+l e´
Rl(Aµ) = {(LAµ)h; h ∈ H+l }, para cada µ ∈ Rk.
Temos enta˜o que Rl(Aµ) ⊂ H−l para cada µ ∈ Rk. De fato, tome h ∈ H+l e considere
a func¸a˜o h˜(x) = h(Rx). Temos que
Dh˜(x) = D(h(x)) = (Dh)(Rx)R
e como h(Rx) = R(h(x)) segue que h˜(x) = R(h(x)) e da´ı
(Dh)(Rx)R = (Dh˜)(x) = R(Dh)(x).
Assim, se h ∈ H+l , vale que (Dh)(Rx) = R(Dh)(x)R−1. Agora, tome (LAµ)h ∈ Rl(Aµ),
da´ı,
(LAµ)(h(Rx)) = Aµh(Rx)−Dh(Rx)Aµ(Rx) = AµR(hx)−Dh(Rx)Aµ(Rx) =
= AµR(hx)−RDh(x)R−1Aµ(Rx) = −RAµ(hx) +RDh(x)Aµ(x) =
= −R(Aµh(x)−Dh(x)Aµ(x)) = −R(LAµ)(h(x)).
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Portanto, Rl(Aµ) ⊂ H−l , ∀µ ∈ Rk.
Seja Wl um subespac¸o complementar a Rl(A) em H
−
l , isto e´,
H−l = Wl ⊕Rl(A).
Tome {(LA)hj}sj=1 uma base de Rl(A); assim, para µ em uma vizinhanc¸a suficiente-
mente pequena Ωl da origem em Rk temos que
H−l = Wl ⊕ ger{(LAµ)hj}sj=1. (1.21)
Podemos supor que Ωl+1 ⊂ Ωl, 1 ≤ l ≤ m− 1.
(B) Usaremos induc¸a˜o sobre l para encontrar hlµ ∈ H+l , wlµ ∈ Wl, com µ ∈ Ωl. Um
difeomorfismo Φµ e´ enta˜o constru´ıdo com T˜lΦµ = h
l
µ e T˜lΦ
∗fµ = wlµ para 2 ≤ l ≤ m.





Sejam enta˜o Φ1µ = I, g
1




µ foram encontrados. Defina












∗fµ) = (LAµ)T˜lΦµ + T˜l[(Tlfµ − Aµ)Tl−1Φµ −Dx(Tl−1Φµ − I).(Tl−1(Φ∗fµ)− Aµ)] =
= (LAµ)T˜lΦµ + T˜l[(Tlfµ − Aµ)Φl−1µ −Dx(Φl−1µ − I).(gl−1µ − Aµ)] (1.22)
Observe que se R ◦ fµ = −fµ ◦ R enta˜o R ◦ Tjfµ = −Tjfµ ◦ R, ∀µ, ∀j e o termo entre
colchetes em (1.22) anticomuta com R se Φl−1µ comuta com R. De fato, temos que
[(Tlfµ − Aµ)Φl−1µ −Dx(Φl−1µ − I).(gl−1µ − Aµ)](Rx) =
= (Tlfµ − Aµ)RΦl−1µ (x)−RDx(Φl−1µ − I)R−1.(gl−1µ − Aµ)(Rx) =
= −R(Tlfµ − Aµ)Φl−1µ (x)−RDx(Φl−1µ − I)R−1R.(gl−1µ − Aµ)(x) =
= −R[(Tlfµ − Aµ)Φl−1µ −Dx(Φl−1µ − I).(gl−1µ − Aµ)](x).
Assim, de acordo com a decomposic¸a˜o (1.21) podemos encontrar um u´nico wlµ ∈ Wl e
hlµ como a u´nica combinac¸a˜o linear de h1, ..., hs tal que T˜lΦµ = h
l
µ, ∀µ ∈ Ωl, e o lado
direito de (1.22) e´ igual a wlµ. Apo´s encontrar h
l
µ para 2 ≤ l ≤ m, podemos construir
um difeomorfismo Φµ tal que R ◦ Φµ = Φµ ◦R e T˜lΦµ = hlµ para 2 ≤ l ≤ m.
SEC¸A˜O 1.3 • FORMAS NORMAIS DE SISTEMAS REVERSI´VEIS 22
(C) Um produto interno pode ser constru´ıdo no espac¸o de polinoˆmios homogeˆneos escalares
como no espac¸o de polinoˆmios homogeˆneos vetoriais, isto e´, Hl. Assim, Wl pode ser
escolhido como o nu´cleo do operador (LA)
∗ = LA∗ : H−l → H+l . Isto e´, cada wlµ pode ser
escolhido de forma a comutar com etA
∗
, ∀t ∈ R. De fato, tome wlµ ∈ Wl = Ker(LA∗).
Da´ı, A∗wlµ(x) = Dw
l
µ(x)A






























wlµ(x), ∀t ∈ R. (1.23)
Reciprocamente, derivando-se a igualdade (1.23) em relac¸a˜o a t e tomando-se t = 0
obtemos que A∗wlµ(x) = Dw
l
µ(x)A
∗(x) e logo wlµ ∈ Ker(LA∗). Portanto,




wlµ(x), ∀t ∈ R.
Dizemos que um campo vetorial revers´ıvel fµ com fµ(0) = 0, Dxfµ(0) = Aµ, A0 = A,
esta´ em sua forma normal de ordem m ≥ 2, se Tmfµ◦etA∗ = etA∗ ◦Tmfµ. Seja A∗ = S∗+N∗ a
decomposic¸a˜o Jordan-Chevalley S−N de A∗. Os operadores nilpotente N∗ e semi-simples S∗
tambe´m tornam LN∗ nilpotente e LS∗ semi-simples em H
−
l . Ale´m disso, LN∗ e LS∗ comutam.
Assim, LA∗ = LS∗+LN∗ e´ a decomposic¸a˜o S−N de LA∗ em H−l . Temos enta˜o, o seguinte
teorema:
Teorema 1.15. Para m ≥ 2, um campo vetorial revers´ıvel fµ esta´ na sua forma normal de
ordem m se e somente se Tmfµ ◦ etS∗ = etS∗ ◦ Tmfµ e Tmfµ ◦ etN∗ = etN∗ ◦ Tmfµ, ∀t ∈ R.
Demonstrac¸a˜o. Segue diretamente da definic¸a˜o.
CAPI´TULO 2
O Me´todo de Reduc¸a˜o de
Liapunov-Schmidt
O Me´todo de Reduc¸a˜o de Liapunov-Schmidt simplifica o estudo de certas aplicac¸o˜es
possibilitando a reduc¸a˜o da dimensa˜o do seu domı´nio de definic¸a˜o. O livro texto usado neste
cap´ıtulo foi [8].
2.1 Uma Primeira Visa˜o do Me´todo
Introduziremos o me´todo no caso em que a dimensa˜o e´ finita.
Consideremos o sistema
Φi(y, α) = 0, i = 1, ..., n; (2.1)
onde Φ : Rn × Rk+1 → Rn e´ de classe C∞; y = (y1, ..., yn) a varia´vel em (2.1); α =
(α0, ..., αk) o vetor de paraˆmetros, com α0 = λ o paraˆmetro de bifurcac¸a˜o e α1, ..., αk
paraˆmetros auxiliares.
Assumiremos que Φi(0, 0) = 0, ∀i e tentaremos descrever as soluc¸o˜es para este sistema,
localmente, em vizinhanc¸a da origem.
Seja (dΦ)0,0 a matriz jacobiana de Φ na origem.
Se o posto de (dΦ)0,0 e´ n, segue do Teorema da Func¸a˜o Impl´ıcita que (2.1) pode ser
23
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resolvida, unicamente, para y como func¸a˜o de α; em outras palavras, este e´ um caso na˜o-
degenerado, onde na˜o ocorre bifurcac¸a˜o.
Consideraremos o caso degenerado minimal, i.e, o posto de (dΦ)0,0 e igual a n− 1.
(a) Deduc¸a˜o das equac¸o˜es de reduc¸a˜o
Duas escolhas arbitra´rias sa˜o necessa´rias para iniciar o me´todo de reduc¸a˜o de Liapunov-
Schmidt.
Vamos escrever L = (dΦ)0,0 para simplificar a notac¸a˜o.
Precisamos escolher espac¸os vetoriais complementares M e N para KerL e ImL respec-
tivamente, obtendo-se as decomposic¸o˜es:
Rn = KerL⊕M (2.2)
Rn = N ⊕ ImL (2.3)
Seja E a projec¸a˜o de Rn sobre ImL com KerE = N. A projec¸a˜o complementar I − E
tem imagem igual a N e nu´cleo igual a ImL.
A seguinte observac¸a˜o inicia a deduc¸a˜o:
Se u ∈ Rn, enta˜o u = 0⇔ Eu = 0 e (I − E)u = 0.
Assim, o sistema (2.1) pode ser decomposto em um par de equac¸o˜es equivalentes:
EΦ(y, α) = 0 (2.4)
(I − E)Φ(y, α) = 0 (2.5)
A ide´ia ba´sica por tra´s da reduc¸a˜o de Liapunov-Schmidt e´ que (2.4) pode ser resolvido
para n−1 das varia´veis y, e enta˜o se substitu´ımos estes valores em (2.5) temos uma equac¸a˜o
para a varia´vel restante.
Vamos desenvolver esta ide´ia. Primeiramente, aplicamos o Teorema da Func¸a˜o Impl´ıcita
para mostrar que (2.4) pode ser resolvido para n − 1 das varia´veis. Devido a soma (2.2)
podemos decompor y ∈ Rn como y = v + w, v ∈ KerL, w ∈M. Vamos escrever (2.4) como
EΦ(v + w, α) = 0 (2.6)
Mais especificamente, estamos pensando em (2.6) como definindo uma aplicac¸a˜o F :
KerL×M × Rk+1 → ImL onde F (v, w, α) = EΦ(v + w, α).
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Pela regra da cadeia, a diferencial de (2.6) com respeito a`s varia´veis w, na origem, e´
E(dΦ)0,0 = EL = L.
Portanto, a aplicac¸a˜o linear L :M → ImL e´ invert´ıvel.
Da´ı, pelo Teorema da Func¸a˜o Impl´ıcita, temos que (2.6) tem soluc¸a˜o u´nica para w
pro´ximo da origem. Vamos escrever esta soluc¸a˜o como w = W (v, α); assim W : KerL ×
Rk+1 →M satisfaz
EΦ(v +W (v, α), α) = 0 (2.7)
W (0, 0) = 0
Substitu´ımos W em (2.5) para obter a aplicac¸a˜o φ : KerL× Rk+1 → N dada por
φ(v, α) = (I − E)Φ(v +W (v, α), α) (2.8)
Assim os zeros de φ(v, α) esta˜o em correspondeˆncia 1 − 1 com os zeros de Φ(y, α), a
correspondeˆncia sendo dada por: φ(v, α) = 0⇔ Φ(v +W (v, α), α) = 0.
A aplicac¸a˜o φ tem todas as informac¸o˜es que precisamos da reduc¸a˜o de Liapunov-Schmidt,
mas ela tem a desvantagem de ser uma aplicac¸a˜o entre subespac¸os 1-dimensionais de Rn, i.e,
φ : KerL × Rk+1 → N. Em aplicac¸o˜es e´ usual escolher coordenadas expl´ıcitas em KerL e
N e da´ı obter a aplicac¸a˜o g : R×Rk+1 → R. E claro que isto acrescenta escolhas arbitra´rias
ao me´todo, ale´m das escolhas de M e N.
Vamos introduzir coordenadas como se segue.
Sejam v0 e v
∗
0 vetores na˜o nulos emKerL e (ImL)
⊥ respectivamente, onde o complemento
ortogonal e´ tomado com respeito ao produto interno usual de Rn.
Qualquer vetor v ∈ KerL pode ser escrito unicamente como v = xv0, x ∈ R. Definimos
g : R× Rk+1 → R por
g(x, α) = 〈v∗0, φ(xv0, α)〉. (2.9)
Como φ(xv0, α) ∈ N, g(x, α) = 0 ⇔ φ(xv0, α) = 0, logo os zeros de g esta˜o em
correspondeˆncia 1 − 1 com as soluc¸o˜es de Φ(y, α) = 0. E´ importante notar que quando
substitu´ımos a definic¸a˜o (2.8) em (2.9), a projec¸a˜o (I − E) desaparece, i.e, g(x, α) =
〈v∗0, (I − E)Φ(xv0 + W (xv0, α), α)〉 = 〈v∗0,Φ(xv0 + W (xv0, α), α)〉. A raza˜o desta simpli-
ficac¸a˜o e que v∗0 ∈ (ImL)⊥, e para qualquer vetor V ∈ Rn, EV ∈ ImL, dai, 〈v∗0, EV 〉 = 0.
Logo, 〈v∗0, (I − E)V 〉 = 〈v∗0, V 〉.
(b) Uma ”visa˜o geral”da reduc¸a˜o de Liapunov-Schimidt
SEC¸A˜O 2.2 • O ME´TODO EM ESPAC¸OS DE DIMENSA˜O INFINITA 26
Vamos dividir a deduc¸a˜o da equac¸a˜o de reduc¸a˜o (2.9) em 5 passos:
1. Decompor o espac¸o ambiente em componentes relacionadas a L;
2. Transferir esta decomposic¸a˜o para a equac¸a˜o (2.4);
3. Mostrar que (2.4) pode ser resolvida para n− 1 das varia´veis, usando o T.F.I.;
4. Substituir a soluc¸a˜o de (2.4) em (2.5) para obter (2.8);
5. Escolher coordenadas em KerL e (ImL)⊥ para obter (2.9).
A esseˆncia da reduc¸a˜o de Liapunov-Schmidt e´ mostrar que o T.F.I. e´ aplica´vel em
situac¸o˜es onde isso na˜o e´ aparente. Assim, o passo 3 e´ fundamental na reduc¸a˜o. Observe
que nos passos 1 e 5 escolhas sa˜o feitas, enquanto 2 e 4 sa˜o puramente notacionais.
Observac¸a˜o 2.1. Uma visa˜o geome´trica do me´todo de Liapunov-Schimidt e´ apresentada em
[8]. Em particular, esta visa˜o esclarece a identificac¸a˜o do diagrama de bifurcac¸a˜o {(v, α) ∈
KerL× Rk+1 : φ(v, α) = 0} com o conjunto soluc¸a˜o {(y, α) ∈ Rn × Rk+1 : Φ(y, α) = 0} das
equac¸o˜es completas.
2.2 O Me´todo em Espac¸os de Dimensa˜o Infinita
Definic¸a˜o 2.2. Sejam X e Y espac¸os de Banach. Um operador linear limitado L : X → Y
e´ Fredholm se satisfaz:
i) KerL e´ um subespac¸o de dimensa˜o finita de X ;
ii) ImL e´ um subespac¸o fechado de Y com codimensa˜o finita.
Se L e´ Fredholm, definimos o ı`ndice de L como sendo o inteiro i(L) = dimKerL -
codimImL.
Proposic¸a˜o 2.3. Se L : X → Y e´ Fredholm, enta˜o existem subespac¸os fechados M e N de
X e Y respectivamente, tais que
a) X = KerL⊕M
b) Y = N ⊕ ImL
CAP. 2 • O ME´TODO DE REDUC¸A˜O DE LIAPUNOV-SCHMIDT 27
Observac¸a˜o 2.4. Se i(L) = 0 enta˜o dimN = dimKerL; em particular, se KerL = {0}
enta˜o L e´ sobrejetor e pelo Teorema do Gra´fico Fechado, L e´ invert´ıvel.
Para operadores diferenciais, X e Y sa˜o tipicamente subespac¸os do espac¸o de Hilbert





Vamos discutir o uso de complementos ortogonais em (2.3), i.e,
a) M = (KerL)⊥
b) N = (ImL)⊥
Geralmente X e Y na˜o sa˜o completos com respeito ao produto interno (2.10). Por exem-
plo, X pode estar em Ck(Ω) e Y pode estar em C(Ω). Em geral, para um subespac¸o S ⊂ Y
de dimensa˜o infinita, na˜o e´ verdade que Y = S ⊕S⊥. Apesar de S ∩S⊥ = {0}, a soma pode
na˜o ser igual a Y . O problema nestes casos e´ que os elementos que faltam pertencem ao dual
Y∗. Entretanto, a decomposic¸a˜o Y = S ⊕ S⊥ e´ va´lida nos seguintes 2 casos especiais:
1. S tem dimensa˜o finita;
2. S e´ a imagem de um operador diferencial el´ıptico.
No primeiro caso basta aplicar o processo de ortogonalizac¸a˜o de Gram-Schmidt. No
segundo caso, a discussa˜o gira em torno da alternativa Fredholm,
(ImL)⊥ = KerL∗ (2.11)
onde L∗ e´ a adjunta de L.
A fo´rmula acima geralmente e´ va´lida para operadores lineares, desde que o complemento
ortogonal seja tomado em Y∗ e a adjunta seja definida como um operador L∗ : Y∗ → X ∗.
Para os casos em que consideramos, Y∗ e´ um subespac¸o de func¸o˜es generalizadas. O ponto
fundamental em justificar o segundo caso esta´ em que as soluc¸o˜es de equac¸o˜es diferenciais
el´ıpticas sa˜o regulares. Em particular, para estes operadores KerL∗ ⊂ Y .
Assim a decomposic¸a˜o Y = ImL⊕ (ImL)⊥ vale.
Observac¸a˜o 2.5. Quando L e´ um operador diferencial el´ıptico, codim ImL = dimKerL∗,
da´ı, vale a fo´rmula i(L) = dimKerL− dimKerL∗.
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Vamos agora a` “mecaˆnica” da reduc¸a˜o de Liapunov-Schmidt:
Seja Φ : X × Rk+1 → Y , Φ(0, 0) = 0, uma aplicac¸a˜o C∞ entre espac¸os de Banach.
Queremos aplicar o me´todo de reduc¸a˜o de Liapunov-Schmidt para resolver a equac¸a˜o
Φ(u, α) = 0 (2.12)
para u como func¸a˜o de α pro´ximo de (0, 0).






L e´ Fredholm de ı´ndice zero.
Passo 1: Decompondo X e Y :
a)X = KerL⊕M (2.13)
b)Y = N ⊕ ImL
Passo 2: Reescrevendo (2.12) em um par de equac¸o˜es equivalentes:
a)EΦ(u, α) = 0 (2.14)
b)(I − E)Φ(u, α) = 0
onde E : Y → ImL e´ a projec¸a˜o associada a decomposic¸a˜o (2.13.b).
Passo 3: Usamos (2.13.a) para escrever u = v + w, v ∈ KerL,w ∈ M. Aplicamos o
Teorema da Func¸a˜o Impl´ıcita para resolver (2.14.a) para w como func¸a˜o de v e α. Isto nos
conduz a uma func¸a˜o W : KerL× Rk+1 →M tal que
EΦ(v +W (v, α), α) = 0. (2.15)
Passo 4: Definimos φ : KerL× Rk+1 → N por
φ(v, α) = (I − E)Φ(v +W (v, α), α) (2.16)
Passo 5: Escolhemos uma base {v1, ..., vn} para KerL e uma base {v∗1, ..., v∗n} para
(ImL)⊥. Definimos g : Rn × Rk+1 → Rn por:
gi(x, α) = 〈v∗i , φ(x1v1 + ...+ xnvn, α)〉 (2.17)
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Observac¸a˜o 2.6. Discutindo cada passo: Passo 1: A hipo´tese de L ser Fredholm garante
a decomposic¸a˜o. Ale´m disso, KerL e N sa˜o de dim < ∞. Passo 2: Puramente notacional.
Passo 3: Mostraremos que o Teorema da Func¸a˜o Impl´ıcita e´, de fato, aplica´vel. Extra´ımos
uma aplicac¸a˜o F : KerL×M × Rk+1 → ImL de (2.14.a), isto e´,
F (v, w, α) = EΦ(v + w,α)
Derivando, temos que a diferencial de F com respeito a W na origem e´ EL = L. Afirmamos
que L : M → ImL e´ invert´ıvel. No caso de dimensa˜o finita e´ va´lido porque L|M e´ 1 − 1 e
sobrejetora. No caso de espac¸o de Banach, L e´ tambe´m 1−1, mas precisamos de uma hipo´tese
te´cnica adicional para concluir que L e´ invert´ıvel, a saber, que ImL e´ fechado. Entretanto, L
e´ Fredholm por hipo´tese, logo ImL e´ fechado e L e´ invert´ıvel. Assim, o Teorema da Func¸a˜o
Impl´ıcita garante que (2.14.a) pode ser resolvido para w = W (v, α). A soluc¸a˜o obtida depende
C∞ dos paraˆmetros α0, ..., αk. Passo 4: Puramente notacional. Passo 5: Quando escrevemos
(ImL)⊥ estamos usando (pela primeira vez) o fato de que Y e´ munido do produto interno
(2.10). Como L e´ Fredholm de ı´ndice zero, dimKerL = dim (ImL)⊥ e ambas sa˜o finitas.
Proposic¸a˜o 2.7. Se a linearizac¸a˜o de (2.12) e´ um operador Fredholm de ı´ndice zero, enta˜o
as soluc¸o˜es de (2.12) esta˜o (localmente) em correspondeˆncia 1−1 com as soluc¸o˜es do sistema
finito
gi(x, α) = 0, i = 1, ..., n.
onde gi e´ definida por (2.17).
Demonstrac¸a˜o. Pode ser encontrada em [8].
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2.3 O Me´todo Aplicado a Sistemas Revers´ıveis
Seja V um espac¸o vetorial de dimensa˜o finita. Considere uma famı´lia C∞ de campos
vetoriais fµ, R-involutivos em V com fµ(0) = 0 para cada µ ∈ Rk. Tome Aµ = Dfµ(0).
Denote por Y = C0(S1, V ) o espac¸o de Banach das aplicac¸o˜es cont´ınuas de S1 = R/2piZ em






〈u(θ), v(θ)〉 dθ (2.18)
com u, v ∈ Y e 〈., .〉 um produto interno em V.. Suponha que w0 e´ um nu´mero real na˜o nulo.
Estamos interessados em encontrar soluc¸o˜es perio´dicas pro´ximas da origem, do sistema
x˙ = fµ(x) (2.19)
com per´ıodo pro´ximo de 2pi
w0
, quando µ esta´ pro´ximo de 0. Considere a aplicac¸a˜o M :
X × Rk × R→ Y definida por
M(x, µ, w)(t) = wx˙(t)− fµ(x(t)). (2.20)







e da´ı x(wt) e´ soluc¸a˜o de 2.19. Vejamos que e´ 2pi
w




) = y(t)⇔ x(w(t+ 2pi
w
)) = x(wt)⇔ x(wt+ 2pi) = x(wt)
o que e´ verdade ja´ que x(t) e´ 2pi−perio´dica.
Enta˜o, nosso problema se reduz a resolver M = 0 para w pro´ximo de w0, µ pro´ximo de
0. Tome T := DxM(0, 0, w0) : X → Y ; isto e´, T (x)(t) = w0x˙(t) − A0(x(t)). Note que T e´
um operador Fredholm de ı´ndice zero (veja detalhes no Apeˆndice).
Definimos a adjunta de T, T ∗ : X → Y por T ∗(x)(t) = −w0x˙(t)−A∗0(x(t)), de forma que
(Tx, y) = (x, T ∗y).
Iremos supor ao longo do texto que A0 tem apenas autovalores imagina´rios puros. Uma
base complexa {e1, ..., en, e¯1, ..., e¯n} pode ser escolhida de forma que {(e1+e¯1), i(e1−e¯1), ..., (en+
e¯n), i(en − e¯n)} forma uma base ortonormal para V.
Nessa base complexa, A0 esta´ na forma de Jordan complexa e R esta´ tambe´m em uma
forma bem simples.
CAP. 2 • O ME´TODO DE REDUC¸A˜O DE LIAPUNOV-SCHMIDT 31
Ale´m disso, V0 e´ invariante por R, onde V0 e´ a soma direta dos autoespac¸os generalizados
de A0 com autovalores mu´ltiplos inteiros de iw0.Seja
Q = {e
tS0
w0 v0; v0 ∈ V R0 } ⊂ X,
onde S0 e´ a parte semi-simples de A0 e V
R
0 e´ o espac¸o dos vetores reais em V0. Observe que
dimQ = dimV R0 e logo Q tem dimensa˜o finita.
Lema 2.8. TQ ⊂ Q e T ∗Q ⊂ Q
Demonstrac¸a˜o. Tome q(t) = e
tS0
w0 v0 ∈ Q. Da´ı,
T (q(t)) = e
tS0
w0 (S0 − A0)v0 ∈ Q
T ∗(q(t)) = e
tS0
w0 (−S0 − A∗0)v0 ∈ Q
Sejam
X1 = {x ∈ X; (x,Q) = 0}
Y1 = {y ∈ Y ; (y,Q) = 0}
os complementos ortogonais de Q em X e Y respectivamente. O Lema anterior produz o
seguinte lema:
Lema 2.9. Com as notac¸o˜es anteriores temos o seguinte resultado:
1. X = X1 ⊕Q; Y = Y1 ⊕Q
2. T : X1 → Y1 e´ 1− 1 e sobrejetora.
Demonstrac¸a˜o. O primeiro item e´ imediato. Observe que KerT ⊂ Q e pelo lema anterior
TQ ⊂ Q. Da´ı, T e´ injetora. Tome x1 ∈ X1, da´ı (Tx1, Q) = (x1, T ∗Q) = 0 pois T ∗Q ⊂ Q.
Assim, Tx1 ∈ Y1 e logo T (X1) ⊆ Y1. Agora, y1 ∈ Y1 ⇒ (y1, Q) = 0 ⇒ ∃x ∈ X tal que
Tx = y1. Mas TQ ⊂ Q logo x ∈ X1 e da´ı y ∈ T (X1).
Observac¸a˜o 2.10. Nosso processo de reduc¸a˜o e´ baseado no Lema [2.9]. O lema modifica o
me´todo de reduc¸a˜o de Liapunov-Schmidt em que M = 0 e´ reduzida para M |Q = 0, onde Q e´
um subespac¸o de X e Y1 e´ um subespac¸o de ImT.
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Escreva M(q, x1, µ, w) :=M(q+ x1, µ, w) para q ∈ Q, x1 ∈ X1. Pelo Teorema da Func¸a˜o
Impl´ıcita, a equac¸a˜o M |Y1(q, x1, µ, w) = 0 pode ser resolvida para x1 como func¸a˜o de q, µ, w;
denotaremos esta soluc¸a˜o por x1 = x
∗
1(q, µ, w).
Observe que existe uma ac¸a˜o natural de S1 em Y, a saber,
(Ψβx)(t) = x(t+ β), β ∈ S1.




Por outro lado, a involuc¸a˜o R, originalmente definida em V, pode ser estendida para Y ; a
saber,
(R˜y)(t) = Ry(−t).
Olhando para a definic¸a˜o de M, podemos observar que
R˜M(x(t), µ, w) = −M(Rx(t), µ, w)
ΨβM(x(t), µ, w) =M(Ψβx(t), µ, w)
A pro´xima proposic¸a˜o e´ consequeˆncia do Teorema da Func¸a˜o Impl´ıcita.









w0 ϕβ(v0), µ, w);
(c) R˜x∗1(e
tS0




w0 Rv0, µ, w).
Vamos estabelecer a equac¸a˜o de bifurcac¸a˜o reduzida como se segue:
B(v0, µ, w) = 0 (2.21)
onde B : V R0 × Rk × R→ V R0 e´ definida por







w0 M(x∗(v0, µ, w), µ, w)dt
e x∗(v0, µ, w) = e
tS0




w0 v0, µ, w).
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Observac¸a˜o 2.12. Aqui vale justificar o aparecimento da fo´rmula acima:
Vamos definir o seguinte operador em Y :





onde {qi}mi=1 e´ uma base de Q.
Observe que D e´ projec¸a˜o sobre Q com nu´cleo igual a Y1. A projec¸a˜o complementar I-D
sobre Y1 tem nu´cleo igual a Q. Assim temos que
M(q, x1, µ, w) = 0⇔
{
(I −D)M(q, x1, µ, w) = 0
DM(q, x1, µ, w) = 0
Agora, (I −D)M : Q×X1 ×Rk ×R → Y1 e derivando com respeito a variavel x temos que
(I − D)T : X1 → Y1 e´ isomorfismo e pelo T.F.I. obtemos x∗1(q, µ, w) com
(I −D)M(q, x∗1(q, µ, w), µ, w) = 0.
Precisamos resolver DM(q, x∗1(q, µ, w), µ, w) = 0. Mas











w0 M(x∗(v0, µ, w), µ, w)dt = 0
e como S∗0 = −S0 temos que







w0 M(x∗(v0, µ, w), µ, w)dt = 0
Proposic¸a˜o 2.13.
(a) ϕβ(B(v0, µ, w)) = B(ϕβ(v0), µ, w)
(b) RB(v0, µ, w) = B(Rv0, µ, w)
Demonstrac¸a˜o. (a)Temos que
B(ϕβ(v0), µ, w) = B(e
βS0









































w0 v0, µ, w), µ, w)dt
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e fazendo τ = t+ β =⇒ t = τ − β temos que





















w0 v0, µ, w), µ, w)dτ =
= ϕβ(B(v0, µ, w)).
(b) Observe agora que


























w0 M(Rx∗(v0, µ, w), µ, w)dt =
= −B(Rv0, µ, w).




da equac¸a˜o (2.19), pela relac¸a˜o x(t) = x∗(v0, µ, w).
Teorema 2.14. Denote por Fix(R) o conjunto dos pontos fixos de R. Temos o seguinte
resultado:
(a) Para cada µ pro´ximo da origem, (w−w0), se v0 e´ uma soluc¸a˜o de (2.21) enta˜o ϕβ(v0)
e´ soluc¸a˜o para todo β ∈ S1. Ale´m disso, v0 e ϕβ(v0) correspondem a mesma o´rbita
perio´dica de (2.19).
(b) Para cada µ pro´ximo da origem, (w − w0), se v0 e´ uma soluc¸a˜o de (2.21) enta˜o Rv0
tambe´m e´ soluc¸a˜o de (2.21). Ale´m disso, se v0 ∈ Fix(R) enta˜o x(t) = x∗(v0, µ, w) e´
uma o´rbita perio´dica sime´trica de (2.19) com R(x(0)) = x(0).
Enfatizamos que, de fato, se x(t) e´ uma soluc¸a˜o 2pi
w
−perio´dica de (2.19) enta˜oM(x(t), µ, w) =
0 e correspondentemente existe v0 ∈ V R0 com B(v0, µ, w) = 0. Ale´m disso, devido a simetria,
v0 ∈ Fix(R).
Portanto, procurar por pequenas soluc¸o˜es perio´dicas sime´tricas resulta em resolver a
equac¸a˜o
G(v0, µ, w) = 0 (2.22)
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onde G(v0, µ, w) = B(v0, µ, w)|v0∈Fix(R).
Suponha que A0 e´ uma matriz R− involutiva com autovalores apenas da forma ±iw0 e
mu´ltiplos inteiros de ±iw0, digamos, ±in1w0,±in2w0, ...,±inkw0, com nj inteiros positivos.
Assim, dizemos que o sistema esta´ em ressonaˆncia n1 : n2 : ... : nk. Como ja´ vimos, uma
base pode ser escolhida de forma que S0 + S
∗
0 = 0, onde S0 e´ a parte semisimples de A0.
Um produto interno tambe´m pode ser definido de forma que os autoespac¸os generalizados
correspondentes a autovalores distintos sejam ortogonais entre si.
Nessa base, seja Aµ = A(µ) a deformac¸a˜o versal R− involutiva de A0, como descrito em
[23].
A(µ) tem a propriedade de comutar com S0. Agora, considere o sistema R − involutivo
x˙ = f(x, µ) em V = V0 com Dxfµ(0) = Aµ e f estando em sua forma normal de ordem m,
m ≥ 2 para µ ∈ Ωm, como discutido na sec¸a˜o (1.3).
Escreva




0 ◦ f˜(x, µ) = f˜(etA∗0x, µ)
e r(x, µ) = o(|x|m+1) quando x→ 0 uniformemente para µ ∈ Ωm.
Teorema 2.15. Com as notac¸o˜es acima, temos o seguinte resultado:
(a) x∗(v0, µ, w)(t) = e
tS0
w0 v0 + o(|v0|m+1)
(b) B(v0, µ, w) =
w
w0
Sv0 − Aµv0 − f˜(v0, µ) + o(|v0|m+1)
Demonstrac¸a˜o. E´ suficiente provar (a) pois a segunda parte segue imediatamente da definic¸a˜o
de B. Enta˜o consideremos a restric¸a˜o de M a Q:
M(v0, µ, w) :=M(e
tS0
w0 v0, µ, w).
Desde de que q˙ = S0
w0
q; ∀q ∈ Q, e que Aµ, f˜ comutam com e
tS0
w0 obtemos:


























o qual para M˜ (v0, µ, w) := (I −D)M (v0, µ, w) implica que DjM˜ (0, µ, w) = 0 para 0 ≤ j ≤









w0 v0, µ, w
)
, µ, w) ≡ 0;
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diferenciando esta identidade em v0 = 0 temos D
jx∗1(e
tS0
w0 v0, µ, w) = 0 para 0 ≤ j ≤ m para
todo (µ,w) numa vizinhanc¸a de (0, 0). Desta forma,
x∗1(e
tS0
w0 v0, µ, w) = O
(‖v0‖m+1) , (2.23)
e o resultado segue da definic¸a˜o de x∗ (v0, µ, w).
Exemplo 2.16. Considere o campo de vetores em C∞(R4 × R,R4) :
x˙ = f(x, µ), x ∈ R4, µ ∈ R (2.24)
safisfazendo a hipo´tese da reversibilidade, com parte linear
A0 =

0 1 −1 0
0 0 0 −1
1 0 0 1
0 1 0 0

e seja
R : (x1, x2, x3, x4) 7→ (−x1, x2, x3,−x4).
a involuc¸a˜o em questa˜o. Assim a forma normal associada ao campo (2.24) e´ dada por




0 1 −1 0
µ 0 0 −1
1 0 0 1
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onde
f˜1(x, µ) = a1(µ)x
2












f˜3(x, µ) = a1(µ)x
3











+(a1(µ)− 2b2(µ))x2x23 + b1(µ)x33
(2.28)
Os coeficientes a1, a2, b1, b2 dependem diferencialmente de µ. Assim aplicando o teorema
(2.15) em x1 = x4 = 0 temos
G(v0, µ, w) = G(x2, x3, µ, w).
com β = −x2, α = x3, a equac¸a˜o da bifurcac¸a˜o torna-se
0 = wα− β − a1(µ)α3 + 2a2(µ)α2β +O(|(α, β)|5), (2.29)
0 = wβ + µα− a1(µ)α2β + 2a2(µ)αβ2 + b1(µ)α3 + 2b2(µ)α2β +O(|(α, β)|5). (2.30)
Da equac¸a˜o (2.29) temos que β = wα +O(|(α,w)|3). Substituindo em (2.30) temos
0 = b1(µ)α
3 + w2α + µα +O(|(α,w)|4) (2.31)
de forma que ou α = 0 ou µ = −w2−b1(µ)α2+O(|(α,w)|3). Assim o diagrama de bifurcac¸a˜o
de (2.25) usando w e α pode ser facilmente descrito. Note ainda que a soluc¸a˜o α = w = 0
corresponde ao ponto fixo x = 0. Desde que b1 depende diferencialmente de µ seque que se
b1(0) 6= 0 enta˜o b1(µ) 6= 0 para |µ| pequeno. Desta forma, a forma quadra´tica em (2.31) e´
na˜o degenerada e determina o comportamento qualitativo das soluc¸o˜es em torno da origem
(o sinal de b1(0) determina qual bifurcac¸a˜o ocorre).
No pro´ximo cap´ıtulo iremos aplicar os nossos resultados para estudar os tipos de bi-
furcac¸o˜es de o´rbitas perio´dicas sime´tricas pro´ximo da origem, e estas bifurcac¸o˜es sa˜o de
codimensa˜o 1 ou 2. Em particular, os casos ressonantes com nj = 1, 2 sa˜o considerados.
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Tambe´m examinamos o caso ressonante subharmoˆnico 2 : 3. Para todos os casos, exceto
o caso degenerado 1 : 1, colocamos fµ em sua forma normal de ordem 3. No caso degenerado,
tomamos a forma normal de ordem 5.
Nas formas normais obtidas para a ressonaˆncia de ordem 3, escolhemos complemen-
tos na˜o-ortogonais para simplificar algumas componentes dos campos vetoriais modificados.
E´ importante notar que, ao fazer isto, a propriedade comutativa com S0 continua va´lida.
Tambe´m observamos que a Proposic¸a˜o 2.13(a) induz uma simetria Z2 em (2.22). Esta sime-
tria tem um importante papel na resoluc¸a˜o das equac¸o˜es reduzidas.
Uma equac¸a˜o Φ(y, µ) = 0 que determina os diagramas de bifurcac¸a˜o pode ser obtida por
eliminac¸a˜o na resoluc¸a˜o das equac¸o˜es reduzidas. O conjunto de transic¸a˜o da bifurcac¸a˜o e´
definido como B = {µ; Φ(y, µ) = 0 e ∂Φ
∂y
(y, µ) = 0 para algum y}. O conjunto Φ−1µ (0) =
{y; Φ(y, µ) = 0} e´ uma variedade para µ suficientemente pequeno, com µ /∈ B. Descrevendo
este conjunto obtemos os diagramas de bifurcac¸a˜o. Podemos usar me´todos elementares da
Teoria de Singularidades para descrever Φ−1µ (0).
CAPI´TULO 3
Ressonaˆncia
3.1 Na˜o semi-simples 1:1:1
Nesta sec¸a˜o, estudaremos os tipos de bifurcac¸o˜es o´rbitas perio´dicas sime´tricas pro´ximas
da origem para o sistema revers´ıvel em ressonaˆncia na˜o semi-simples 1 : 1 : 1. Consideramos
A como um bloco de Jordan de dimensa˜o 3, visto que, caso contra´rio, ele sera´ de codimensa˜o














a2z1(z2z¯1 − z1z¯2) +O(|z|4),
ia1z1z2z¯1 + b1z
2









z22 z¯3 − z2z3z¯2 + z23 z¯1
)
+
+b1z1z2z¯1 + ib2z2(z2z¯1 − z1z¯2) + 2b3z¯2(z22 − 2z1z3)+
+2b4
(




1 z¯1 + c2z1(z2z¯1 − z1z¯2)+
+ic3z¯1(z
2
2 − 2z1z3) + ic4
(
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e R(z1, z2, z3) = (z¯1,−z¯2, z¯3); onde aj, bj, cj, j = 1, 2, 3, 4 sa˜o nu´meros reais. Escolhemos um
complemento na˜o ortogonal para a forma normal de f de modo a simplificar f˜µ. Ao fazer
isto, f˜µ ainda comuta com S0. Observe que Fix(R) = {(α, iβ, γ)|α, β, γ ∈ R}. A equac¸a˜o de
bifurcac¸a˜o resultante e´
0 = G(α, β, γ, µ1, µ2, w) =
=

σα− β − a1α3 − 83a2α2β +O(|α, β, γ|4);
−µ2α− σβ − γ − b1α3 + (a1 + 2b2)α2β +O(|α, β, γ|4);
−µ1α− µ2β + σγ − c1α3 − (b1 + 2c2)α2β+
+(2c3 − c4)α2γ + g(α, β, γ),
(3.2)
onde σ = w−w0, g conte´m os termos de terceira ordem em (3.1) com coeficientes diferentes
de b1, c1, c2, c3, c4; e termos de ordem maior. A Z2− simetria da equac¸a˜o de bifurcac¸a˜o
aqui pode ser representada por (α, β, γ) → (−α,−β,−γ) . Em (3.2) nas 2 primeiras linhas,
resolvendo-se β, γ em termos de α, σ, µ2 obtemos
β = σα− a1α3 +O(|α, σ, µ2|4)
γ = −µ2α− σ2α− b1α3 +O(|α, σ, µ2|4)
e substituindo-se na terceira linha de (3.2) temos que
α3[µ2(a1 + c4 − 2c3) + c1 + 2c2σ] + α(2µ2σ + σ3 + µ1) = O(|α, σ, µ1, µ2|5).
Devido a Z2− simetria, esta equac¸a˜o e´ ı´mpar em α; e assim no´s podemos resolver α2 em
termos de σ, µ1, µ2. O conjunto de bifurcac¸a˜o consiste dos paraˆmetros µ1, µ2 em que α
2 tem
mu´ltiplos zeros. Alguns ca´lculos mostram que este conjunto e´ B = {(µ1, µ2)|µ21+ 3227µ32 = 0}. A
medida que (µ1, µ2) varia sobre B ele sofre uma bifurcac¸a˜o de codimensa˜o 1, como indicado no
diagrama abaixo, Figura 3.1 (assumindo c1 > 0). Observe que (σ, α) e (σ,−α) representam
a mesma o´rbita perio´dica, e desenhamos o diagrama apenas para α > 0.











































Figura 3.1: Ressonaˆncia na˜o Semi-simples 1:1:1, c1 > 0.
3.2 Na˜o semi-simples 1:1:2





0 0 2iw0 + iµ2
 ,






2ia1z¯2z3 + ia2z1z2z¯1 + 2ia3z2z3z¯3 + 2a4z2(z1z¯2 − z¯1z2)+
+b1z¯1z3 + b2z
2
1 z¯1 + b3z1z3z¯3 + ib4z1(z1z¯2 − z¯1z2) +O(|z|4)
ic1z
2
1 + ic2z1z3z¯1 + c3z3(z1z¯2 − z¯1z2) + ic4z23 z¯3 +O(|z|4),
(3.3)
e R(z1, z2, z3) = (z¯1,−z¯2, z¯3); onde aj, bj, cj, j = 1, 2, 3, 4 sa˜o nu´meros reais.Escolhemos um
complemento na˜o ortogonal para a forma normal de f de modo a simplificar f˜µ. Como no
caso com ressonaˆncia 1 : 1 : 1, temos que Fix(R) = {(α, iβ, γ)|α, β, γ ∈ R}. A equac¸o˜es de
bifurcac¸a˜o sa˜o
0 = G(α, β, γ, µ1, µ2, w) =
=

i[σα− β − a2α3 +O(|α, β, γ|4)];
−[σβ + µ1α + 2a1βγ − a2α2β + b1αγ + b2α3 + b3αγ2 + g2(α, β, γ)];
i[2σγ − µ2γ − c1α2 + 2c3αβγ − c4γ3 +O(|α, β, γ|4)];
(3.4)
onde σ = w − w0, g2 conte´m os termos de terceira ordem com coeficientes diferentes de
a1, a2, b1, b2, b3; e termos de ordem maior na segunda componente. A Z2− simetria nas
equac¸o˜es pode ser expressa por (α, β, γ) → (−α,−β, γ) . Resolvendo-se β em termos de
α, σ, γ na primeira equac¸a˜o em (3.4) obtemos
β = σα− a2α3 +O(|α, σ, γ|4).
e substituindo-se na segunda equac¸a˜o de (3.2) e usando a Z2− simetria mencionada acima,
temos que
α[µ1 + σ
2 + 2a1σγ + b1γ + b2α
2 + b3γ
2 +O(|α, σ, γ|3)] = 0.














+O(|α, σ, µ1|3). (3.5)
Observe que O(|α, β, γ|4) = α2O(|α, β|4) + β2O(|α, β|4) + γO(|α, β, γ|3). Assim a terceira
equac¸a˜o em (3.4) pode ser reescrita como
2σγ − µ2γ − c1α2 − c4γ3 = α2O(|α, γ, σ|2) + γg3(α, γ, σ), (3.6)
onde g3(α, γ, σ) = O(|α, γ, σ|3). Dois ramos de soluc¸o˜es sa˜o obtidas considerando-se (3.5) e
(3.6). O primeiro e´ dado por
α = 0
2σγ − µ2γ − c4γ3 + γg3(0, γ, σ) = 0
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e o segundo ramo e´ determinado pela expressa˜o de γ em (3.5) juntamente com (3.6). α2 pode







(2σ − µ2)(µ1 + σ2) +O(|σ, µ1, µ2|3)
]
.
Os diagramas de bifurcac¸a˜o podem ser obtidos considerando-se o seguinte produto em (3.6),






2σ − µ2 − c4
b21











µ21 +O(|σ, µ1, µ2|3)
]
.
Os zeros duplos de Φ formam o conjunto de bifurcac¸a˜o B. Depois de alguns ca´lculos, obtemos
B = B1∪B2, onde
B1 =
{






















B2 = {(µ1, µ2)|µ1 = 0}
Note que a1, b1, c1 sa˜o os coeficientes dos termos de segunda ordem na forma normal original.
Desenhamos os diagramas de bifurcac¸o˜es para a1, b1, c1, c4 > 0. O primeiro ramo e´ denotado
por Γ1 (em α = 0), o segundo por Γ2. No ponto q temos que a coordenada σ e´ zero de
Φ1.Os pontos p1 e p2 sa˜o os pontos onde coordenadas σ sa˜o zeros de Φ2. E em algum valor
de transic¸a˜o do paraˆmetro, dois dos treˆs pontos q, p1, p2 colidem. A colisa˜o entre p1 e p2
produz uma bifurcac¸a˜o ressonante hiperbo´lica 1 : 1 em II na Figura 3.2, e uma bifurcac¸a˜o
ressonante el´ıptica 1 : 1 em V III na Figura 3.2. A colisa˜o entre p1 e q produz uma bifurcac¸a˜o
ressonante el´ıptica 1 : 2 e a colisa˜o entre p2 e q produz uma bifurcac¸a˜o ressonante hiperbo´lica
1 : 2. Para a1, b1, c1, c4 com sinais diferentes, uma ana´lise similar pode ser feita para obter
os diagramas de bifurcac¸a˜o.















































































































Figura 3.2: Ressonaˆncia na˜o Semi-simples 1:1:2, a1, b1, c1, c4 > 0.
3.3 Na˜o semi-simples 2:2:1





0 0 iw0 + iµ2
 ,








ia2z1z2z¯1 + 2ia3z2z3z¯3 + 2a4z2(z1z¯2 − z2z¯1) + b1z23+
+b2z
2
1 z¯1 + ib3z1(z1z¯2 − z2z¯1) + b4z1z3z¯3 +O(|z|4)
ic1z1z¯3 + ic2z1z3z¯1 + c3z3(z1z¯2 − z2z¯1) +O(|z|4),
(3.7)
e R(z1, z2, z3) = (z¯1,−z¯2, z¯3); onde aj, bj, cj, sa˜o nu´meros reais. Novamente, um complemento
na˜o ortogonal foi escolhido para simplificar a primeira componente de f˜µ. Note que Fix(R) =
{(α, iβ, γ)|α, β, γ ∈ R}. As equac¸o˜es de bifurcac¸a˜o resultantes sa˜o
0 = G(α, β, γ, µ1, µ2, w) =
=

i[2σα− β − a1γ2 − a2α3 + g1(α, β, γ)];
−2σβ − µ1α− b1γ2 − b2α3 − b4αγ2 + g2(α, β, γ);
i[σγ − µ2γ − c1αγ − c2α2γ + 2c3αβγ + g3(α, β, γ)];
(3.8)
onde σ = w−w0, g1, g3 = O(|α, β, γ|4), g2 = (a2−2b3)α2β−4a4αβ4+2a2βγ2+O(|α, β, γ|4).
A Z2− simetria nas equac¸o˜es pode ser representada por (α, β, γ) → (α, β,−γ) . Se nos
restringirmos a γ = 0 tambe´m temos uma Z2− simetria (α, β) → (−α,−β) . Agora, vamos
encontrar os zeros na˜o triviais de G. Primeiramente, resolvemos a primeira equac¸a˜o em (3.8)
e obtemos
β = 2σα− a1γ2 − a2α3 +O(|α, σ, γ|4) = (3.9)
= α[2σ +O(|α, σ|2)]− γ2[a1 +O(|α, σ, γ|2)].
A u´ltima expressa˜o e´ obtida usando-se a Z2− simetria em g1 mencionada anteriormente. A
Z2− simetria tambe´m pode ser usada para reescrever g2 como
g2 = β[(a2 − 2b3)α2 − 4a4αβ3 + 2a2γ2] + α2O(|α, β|2) + β2O(|α, β|2) +O(|α, β, γ|2)
e substituindo-se β em (3.9) na segunda equac¸a˜o de (3.8) temos que
α[4σ2 + µ1 + b2α
2 +O(|α, σ|3)] = γ2[−b1 + 2a1σ − b4α +O(|α, σ, µ1|2)]. (3.10)
Se γ = 0 obtemos o primeiro ramo de soluc¸o˜es, Γ1 = {(α, σ, 0)|4σ2+µ1+ b2α2+O(|α, σ|3) =
0}. Para b2 6= 0, este conjunto gera uma bifurcac¸a˜o ressonante 1 : 1, com o paraˆmetro µ1
variando pro´ximo de zero. Se γ 6= 0, retiramos γ da terceira equac¸a˜o em (3.8) (como g3 =




(σ − µ2) +O(|γ, σ, µ2|2). (3.11)
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σ3 +O(|σ, µ1, µ2|3),
onde O(|σ, µ1, µ2|3) conte´m os termos de terceira ordem diferentes de σ3 e termos de ordem
maior. Agora, em (3.11), α pode ser expresso como func¸a˜o de σ, µ1, µ2 e de (3.10) obtemos
γ2
[
−b1 + 2a1σ − b4
c1
(σ − µ2) +O(|σ, µ1, µ2|2)
]




















µ22 + µ1 +O(|σ, µ1, µ2|3)
]
.
Enta˜o a colisa˜o dos zeros de Φ1 e Φ2 nos da´ o conjunto de bifurcac¸a˜o B. Denote o zero de
Φ1 por q e os dois zeros de Φ2 por p1, p2. Assim p1, p2 colidem em B2 = {(µ1, µ2)|(b2 +
4c21)µ1 = −4b2µ22}. q e p1 (ou p2) colidem em B1 = {(µ1, µ2)|4µ22 + µ1 = 0} . Portanto,
B = {(µ1, µ2)|µ1 = 0} ∪ B1 ∪ B2. Para b2 + 4c21 > 0 e b2 < 0 esboc¸amos o conjunto de
bifurcac¸a˜o B e o diagrama de bifurcac¸a˜o na Figura 3.3. Nesta figura, tambe´m assumimos
que b1 < 0, c1 > 0; o diagrama e´ similar para diferentes sinais de b1, c1. Para b2 > 0 ou b2 < 0
com b2+4c
2
1 < 0, o conjunto de bifurcac¸a˜o B e´ como na Figura 3.4 o diagrama de bifurcac¸a˜o
pode ser esboc¸ado de maneira similar.








































































































































Figura 3.3: Ressonaˆncia na˜o Semi-simples 2:2:1, b1 < 0, b2 < 0, b2 + 4c
2
1 > 0, c1 > 0.







Figura 3.4: Conjunto de bifurcac¸a˜o para b2 > 0 ou b2 < 0 e b2 + 4c
2
1 < 0
3.4 Na˜o semi-simples 1:1











1 z¯1 + a2z1(z1z¯2 − z¯1z2) +O(|z|5)
ia1z1z2z¯1 + a2z2(z1z¯2 − z¯1z2) + b1z21 z¯1+
+ib2z1(z1z¯2 − z¯1z2) +O(|z|5)
(3.12)
e R(z1, z2) = (z¯1,−z¯2); onde aj, bj, sa˜o nu´meros reais. Como f˜µ e´ R−involutiva, cada
coeficiente em f˜µ e´ ou real ou imagina´rio puro. Note que Fix(R) = {(α, iβ)|α, β ∈ R}. As
equac¸o˜es de bifurcac¸a˜o sa˜o
0 = G(α, β, µ, σ) =
=
[
i[σα− β − a1α3 + 2a2α2β +O(|α, β|5)];
−[σβ + µα− a1α2β + 2a2αβ2 + b1α3 + 2b2α2β +O(|α, β|5)];
(3.13)
onde σ = w − w0. Note que aqui, a Z2− simetria nas equac¸o˜es e´ dada por (α, β) →
(−α,−β) .Usaremos σ e α para descrever as bifurcac¸o˜es de o´rbitas sime´tricas. Resolvendo
a primeira equac¸a˜o em (3.13), obtemos β = σα + O(|α, σ|3) e substituindo na segunda
equac¸a˜o obtemos uma equac¸a˜o que e´ ı´mpar em α, devido a Z2− simetria, Assim temos que
α = 0, β = 0 ou
µ = −σ2 − b1α2 +O(|α, σ|3).
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Usando essa relac¸a˜o, esboc¸amos o diagrama de bifurcac¸a˜o na Figura 3.5 para b1 > 0, e Figura
3.6 para b1 < 0.
Como (α, σ) e (−α, σ) correspondem a mesma o´rbita perio´dica, esboc¸amos os diagramas
apenas para α > 0. Na Figura 3.5, µ ≥ 0, a origem e´ a u´nica soluc¸a˜o. A Figura 3.5

















Figura 3.6: Ressonaˆncia na˜o Semi-simples 1:1, b1 < 0.
3.5 Na˜o semi-simples 1:1 degenerada
Nesta sec¸a˜o, discutiremos o caso degenerado da Sec.3.4, isto e´, tomaremos b1 variando
pro´ximo de 0. Seja ν = b1. A equac¸a˜o de bifurcac¸a˜o e´
0 = G(α, β, µ, σ) =
=

i[σα− β − a1α3 + 2a2α2β − a3α5 + 4a4α3β2 +O(|α, β|7)];
−[σβ + µα− a1α2β + 2a2αβ2 + να3 + 2b2α2β − a3α4β+
+4a4α
2β3 + b3α
5 − 4b4α3β2 +O(|α, β|7)]
(3.14)
Resolvendo a primeira equac¸a˜o em (3.14) obtemos
β = σα− a1α3 + 2a2α3σ +O(|α, σ|5).
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e substituindo-a na segunda equac¸a˜o obtemos uma equac¸a˜o que e´ ı´mpar em α. Isto resulta
que
µ+ να2 + [σ + 2a2α
2σ − (a1 − b2)α2]2 + (b3 − b22)α4 +O(|α, σ, µ, ν|5) = 0
Fazendo σ′ = σ + 2a2α2σ − (a1 − b2)α2, obtemos a equac¸a˜o Φ = 0, onde
Φ = µ+ (σ′)2 + να2 + (b3 − b22)α4 +O(|α, σ′, µ, ν|5).
O conjunto de bifurcac¸a˜o e´
B =
{







= {(µ, υ)|µ = 0 ou ν2 = 4(b3 − b22)µ e (b3 − b22)ν < 0}.
Assumimos que b3 − b22 6= 0; e usamos α, σ′ para representar cada o´rbita perio´dica
sime´trica. Os diagramas de bifurcac¸a˜o esta˜o esboc¸ados nas Figuras 3.7 e 3.8 dependendo do


















































Figura 3.7: Ressonaˆncia degenerada na˜o Semi-simples 1:1, b3 − b22 > 0.

















































Figura 3.8: Ressonaˆncia degenerada na˜o Semi-simples 1:1, b3 − b22 < 0.
3.6 Semi-simples 1:2
Em coordenadas complexas, considere em V = {z| z = (z1, z2)},
Aµ =
(
i(w0 + µ1) 0







1 z¯1 + a3z1z2z¯2) +O(|z|4)]
i[b1z
2




e R(z1, z2) = (z¯1, z¯2); onde aj, bj, sa˜o nu´meros reais. Como f˜µ e´ R−involutiva, os coeficientes
de f˜µ sa˜o todos imagina´rios puros. Note que Fix(R) = {(α, β)|α, β ∈ R}. A Z2− simetria
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nas equac¸o˜es pode ser expressa por (α, β)→ (−α, β) .A equac¸a˜o de bifurcac¸a˜o e´
0 = G(α, β, µ, σ) =
=
[
σα− µ1α− a1αβ − a2α3 − a3αβ2 +O(|α, β|4);
2σβ − µ2β − b1α2 − b2α2β − b3β3 +O(|α, β|4);
(3.16)
onde σ = w−w0. Resolvendo a primeira equac¸a˜o em (3.16) e usando a Z2− simetria obtemos
α = 0 ou σ = µ1 − a1β − a2α2 − a3β2 +O(|α, β|3). (3.17)
Substituindo na segunda equac¸a˜o em (3.16), tomando ν = 2µ1 − µ2, temos
α = 0 e β(2σ − µ2 − b3β2) = O(|β|4) (3.18)
ou
β(ν + 2a1β + 2a2α
2 + 2a3β
2 − b2α2 − b3β2)− b1α2 +O(|α, β|4) = 0 (3.19)
Como o lado esquerdo de (3.19) e´ invariante por (α, β) e (−α, β) ele e´ ı´mpar em α, e da´ı











Aqui, assumimos que a1 · b1 6= 0. Usando α, β para representar as o´rbitas perio´dicas, o
diagrama de bifurcac¸a˜o da Figura 3.9 e´ obtido de (3.18) e (3.20). A Figura 3.9, corresponde
ao caso hiperbo´lico; enquanto que a Figura 3.10 corresponde ao caso el´ıptico. (α, σ) e
(−α, σ) correspondem a mesma o´rbita perio´dica sime´trica. De fato, a o´rbita intersecta o










Figura 3.9: Ressonaˆncia 1:2, a1.b1 > 0.










Figura 3.10: Ressonaˆncia 1:2, a1.b1 < 0.
3.7 Semi-simples 2:3
Em coordenadas complexas, considere em V = {z| z = (z1, z2)},
Aµ =
(
i(2w0 + µ1) 0












e R(z1, z2) = (z¯1, z¯2); onde aj, bj, sa˜o nu´meros reais. Como f˜µ e´ R−involutiva, os coeficientes
de f˜µ sa˜o todos imagina´rios puros. Note que Fix(R) = {(α, β)|α, β ∈ R}. A Z2− simetria
nas equac¸o˜es pode ser expressa por (α, β)→ (α,−β) . A equac¸a˜o de bifurcac¸a˜o e´
0 = G(α, β, µ1, µ2, w) =
=
[
2σα− µ1α− a1α3 − a2αβ2 +O(|α, β|4);
3σβ − µ2β − b1α2β − b2β3 +O(|α, β|4);
(3.22)
onde σ = w−w0. Resolvendo a segunda equac¸a˜o em (3.22) e usando a Z2− simetria obtemos





2) +O(|α, β|3). (3.23)
Substituindo na primeira equac¸a˜o em (3.22), tomando ν = 2
3
µ2 − µ1, temos














− a1α3 − a2αβ2 +O(|α, β|4) = 0 (3.25)


























Os diagramas de bifurcac¸o˜es (Figuras 3.11 e 3.12) sa˜o obtidos de (3.24) e (3.26) usando α e










> 0( 2 /3 - a  )2 νb2( 2 /3 - a  )2









> 0( 2 /3 - a  )2 νb2( 2 /3 - a  )2
Figura 3.12: Ressonaˆncia 2:3, (2/3b2 − a2)(2/3b1 − a1) < 0.
APEˆNDICE A
Alternativa Fredholm
Neste apeˆndice, verificaremos que o operador T : X = C1(S1, V ) → Y = C0(S1, V )
definido na sec¸a˜o 2.3, e´ um operador Fredholm de ı´ndice zero.
Primeiramente, verificaremos que ImT e´ fechado em Y . Para isto, basta verificar que T
e´ fechado, isto e´, Graf(T ) = {(x, y) ∈ X × Y : y = Tx} e´ fechado em X × Y .
Tome z = (x, y) ∈ Graf(T ), isto e´, existe sequeˆncia zn = (xn, Txn) ∈ Graf(T ) tal que
zn → z. Assim, xn → x e Txn → y. Queremos mostrar que y = Tx.
De fato, temos que




w0x˙n − A0xn = w0 lim
n→∞
x˙n − A0 lim
n→∞
xn = w0x˙− A0x = Tx.
O fato de que xn → x⇒ x˙n → x˙ e´ demosntrado em [16] na pag 294. Portanto T e´ fechado.
Teorema A.1. Sejam X ,Y espac¸os de Banach e T : D(T ) ⊂ X → Y um operador fechado,
onde D(T ) e´ o domı´nio de T. Se D(T ) e´ fechado em X enta˜o T e´ limitado.
Demonstrac¸a˜o. Veja em [16] na pag 292.
Teorema A.2. Sejam X ,Y espac¸os de Banach e T : X → Y um operador linear. Se T e´
fechado enta˜o T e´ cont´ınuo.
Demonstrac¸a˜o. Veja em [?] na pag 20.
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Pelos dois Teoremas acima, temos que Tx = w0x˙− A0x e´ limitado e cont´ınuo.
Vejamos agora que dimKerT <∞ e codim ImT = dimKerT.
Aqui apresentaremos uma formulac¸a˜o um pouco mais geral, que pode ser encontrada em
[9] ou [10].
Seja A(t) uma matriz n×n, w− perio´dica e cont´ınua em t. Seja f ∈ C0(S1, V ) = Y uma
func¸a˜o cont´ınua e w − perio´dica. Considere a e.d.o. homogeˆnea
x˙ = A(t)x (A.1)
e a equac¸a˜o na˜o homogeˆnea
x˙ = A(t)x+ f(t) (A.2)
Seja X(t) uma matriz fundamental de (A.1) e S(t, s) = X(t)X−1(s) o operador de evoluc¸a˜o.
Suponha que a u´nica soluc¸a˜o w − perio´dica de (A.1) e´ a soluc¸a˜o nula. Isto equivale a dizer
que S(w, 0)x0 = x0 implica x0 = 0 ou ainda que I − S(w, 0) e´ invert´ıvel.
Neste caso, dizemos que o sistema (A.1) e´ na˜o cr´ıtico com relac¸a˜o ao espac¸o Yw = {y ∈
C0(S1, V ) : y e´ w − perio´dica}. Seja Xw = {y ∈ C1(S1, V ) : y e´ w − perio´dica}.
Uma soluc¸a˜o de (A.2) e´ dada por




e esta soluc¸a˜o e´ w − perio´dica se e so´ se
x0 = S(w, 0)x0 +
∫ w
0




Assim, no caso na˜o cr´ıtico, temos que x(t) e´ soluc¸a˜o w − perio´dica se e so´ se




Consideremos agora o caso cr´ıtico. A equac¸a˜o




tem soluc¸a˜o se e so´ se, para toda soluc¸a˜o y0 de








y0S(w, s)f(s)ds = 0.
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Vemos que y0S(w, s) e´ soluc¸a˜o w − perio´dica da equac¸a˜o adjunta
y˙ = −yA(t) (A.3)
se e somente se y0(I − S(w, 0)) = 0.
Lema A.3. (Alternativa Fredholm) A equac¸a˜o na˜o homogeˆnea (A.2) tem soluc¸a˜o w −
perio´dica se e somente se f e´ ortogonal a todas as soluc¸o˜es w − perio´dicas da equac¸a˜o
adjunta (A.3).
Observac¸a˜o A.4. • Pode-se mostrar que a dimensa˜o do espac¸o das soluc¸o˜es w−perio´dicas
da equac¸a˜o homogeˆnea e´ igual a da equac¸a˜o adjunta.
• Se f na˜o for ortogonal a todas as soluc¸o˜es w − perio´dicas da equac¸a˜o adjunta, enta˜o
pode-se mostrar uqe toda soluc¸a˜o de (A.2) e´ na˜o limitada.
Neste caso tomamos T (x)(t) = x˙(t)− A(t)x(t) e temos
KerT = {x ∈ X : x e´ soluc¸a˜o w − perio´dica de (A.1)}
ImT = {g ∈ Yw :
∫ w
0
y(s)g(s)ds = 0, ∀ soluc¸a˜o w − perio´dica, y, de (A.3)}
Assim, dimKerT =codim ImT.
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