In this paper we describe a possible semantics for a large part of the Uni ed Modelling Notation (UML), using structured theories in a simple temporal logic. This semantic representation is suitable for modular reasoning about UML models. We show how it can be used to clarify certain ambiguous cases of UML semantics, and how to justify enhancement or re nement transformations on UML models.
Introduction
The semantic model of UML used here is based on the set-theoretic Z-based model of Syntropy 3] . A mathematical semantic representation of UML models can be given in terms of theories in a suitable logic, as in the semantics presented for Syntropy in 1] and VDM ++ in 6] . In order to reason about real-time speci cations the more general version, Real-time Action Logic (RAL) 6] will be used.
The semantics developed here should complement and be additional to the UML metamodel and OCL constraints on this de ned in 8] .
A RAL theory has the form:
theory Name types local type symbols attributes time-varying data, representing instance or class variables actions actions which may a ect the data, such as operations, statechart transitions and methods axioms logical properties and constraints between the theory elements.
Theories can be used to represent classes, instances, associations and general submodels of a UML model. These models are therefore taken as speci cations: they describe the features and properties which should be supported by any implementation that satis es the model. In terms of the semantics, theory S satis es theory T if there is an interpretation of the symbols of T into those of S under which every property of T holds: S` (') for every theorem ' of T.
In addition to standard mathematical notation such as F for \set of nite sets of", etc, RAL theories can use the following notations:
1. For each classi er or state X there is an attribute X : F(X) denoting the set of existing instances of X 1 . 2. If is an action symbol, and P a predicate, then ]P is a predicate which means \every execution of establishes P on termination", that is, P is a postcondition of . We can also de ne the times that a given condition G becomes true or false for the i-th time: |(G := true;i) and |(G := false;i), for i : N 1 . Temporal operators (sometime in the future), 2 (always in the future) and (next) are also included.
Although for the sake of conciseness we will use Z-style notation for set comprehension, set unions, etc 9], the OCL 8] notation could be used instead. A systematic translation of OCL notation into Z is given in 5].
Temporal logic makes representation and reasoning about dynamic models (state machines, interaction diagrams, etc) more concise than using a formalism such as pure Z. However it would be possible to work just in Z, by using sequences of states to represent the allowed behaviours of objects over time.
We focus on some areas where formalisation helps to clarify the meaning and consequences of certain UML constructs: aggregation, quali cation, statecharts and collaboration diagrams.
Object Models
A UML class C is represented as a theory of the form given in Figure 1 C parameter as they are independent of any particular instance. We can denote att(a) for attribute att of instance a by the standard OO notation a:att, and similarly denote actions act(a;x) by a!act(x). Similarly each association lr can be interpreted in a theory which contains an attribute lr representing the current extent of the association (the set of pairs in it) and actions add link and delete link to add and remove pairs (links) from this set. Axioms de ne the cardinality of the association ends and other properties of the association. In particular, if ab is an association between classes A and B, then ab A B, so membership of ab implies existence for elements of a link.
Normally, subclasses S of a class C are assumed to be static (ie, once an object is created as a member of S it remains in S for the rest of its life in C): 8a : C a 2 S ) 2(a 2 C ) a 2 S) This is not assumed for states S in a statechart, or for speci cally marked`dynamic' subclasses. 2P means that P is true at the present time and always in the future.
Aggregation
There are two main forms of aggregation in UML: simple aggregation, represented by an open diamond at the`whole' end of the aggregation between classes, and composition aggregation, represented by a lled diamond at the`whole' end, or by physical containment of the part classes or model elements within the whole, as in Fusion 2] .
Simple aggregation is limited only by the constraint that there cannot be aggregation symbols at both ends of an association. It may also be reasonable to assume that a simple aggregation cannot be re exive at the instance level: 8a : A : ((a; a) 2 r) where r is an aggregation from A to A.
In 8] a semantics is suggested for composition aggregation, which we will formalise as follows, using ideas from 3]. If there is a composition aggregation ab from a whole class A to a part class B, then:
1. parts b cannot be deleted or removed from a whole object a, whilst a continues to exist: 
Quali ers
There is a certain ambiguity regarding the meaning of quali ers on associations. In the UML notation guide (Version 1.1, page 58) it is stated \an object of the source class together with a value of the quali er uniquely select a partition in the set of target class objects." Considering the example then given, of an association between banks and people, quali ed by account numbers, we could infer that it is impossible for the same person to have more than one bank, contradicting the cardinalities given on the diagram. Instead, we could consider quali cation as an abbreviation of a particular form of association class (Figure 4 ). That is, the quali cation means that each a : A has a This equivalence means that a valid transformation is to introduce the quali cation instead of the explicit association class { this is a useful transformation if c 3 is more restrictive (strictly smaller as a set) than c 2 .
The stronger interpretation suggested in 8] would require the additional constraint 8a : C a 2 S 1^a :G ) (a!e(x) a!t(x))
We assume that distinct transitions from the same source state have non-overlapping guard conditions.
5. The generated actions must occur at some future time (after t has occurred): a!t(x) ) (a!Act 1^ (: : : a!Act m ) : : :) where Act is a list Act 1 ; : : : ; Act m of action invocations on objects associated to a. Transitions with labels of the form after(t) from source state S have an alternative axiom 4 de ning their triggering, which asserts that they are triggered t time units after the most recent entry time |((a 2 S) := true;j) to state S 7] .
Likewise, automatic transitions from a state S execute as soon as the activity of that state terminates. But we already know that t 1 u t 2 e, so a!(t 1 u t 2 )(x)](a:Post 1^a 2 T) in the rst case, and hence, since Post 1 ) Post, we have a!(t 1 u t 2 )(x)](a:Post^a 2 T).
By similar reasoning the same holds in the second case. But this means the conclusion is exactly of the conclusion of axiom 3 of the original model for e, as required.
Axioms 4 in the new model are: a 2 S 1^a :G ) (a!e(x) a!t 1 (x)) a 2 S 2^a :G ) (a!e(x) a!t 2 (x)) But because t 1 t 1 u t 2 and t 2 t 1 u t 2 , this means that a!e(x) a!(t 1 u t 2 )(x) in both cases, which establishes the translation of axiom 4 of the old model. Target Splitting Dual to source splitting, we can replace a single transition t from S to T by two or more transitions for the same event which go to distinct substates of T in particular cases, and may have additional postconditions and generations (left hand side of Figure 5 ).
The re nement mapping in this case is that T is interpreted by T 1 T 2 , and t by t 1 u t 2 .
Sequence Diagrams
There is a mechanical translation of sequence diagrams into assertions on the sending times (m; i) of the i-th instance of a message m, the arrival times !(m; i) of this message instance, and the initiation "(m; i) and termination #(m; i) times of this message instance.
For example, Figure 6 translates to the following assertions, where each message execution lifeline is interpreted by a particular message instance: 
Collaboration Diagrams
The interaction elements of collaboration diagrams can also be interpreted as constraints on (generic) instances of objects and action invocations. Each message label in an interaction corresponds to a particular invocation instance of an action on an object. For example, a message label 1 : m 1 (x 1 ) sent to object obj 1 yields the association of label 1 to an invocation instance (obj 1 !m 1 (x 1 ); i 1 ) for some i 1 : N 1 . The lexicographical ordering of labels determines the ordering of the executions of these invocation instances:
1. If label 2 : m 2 (x 2 ) sent to object obj 2 is an immediate successor of the label 1 message, ie: label 1 = label:x Name] for some integer x and optional string Name], and label 2 = label:y Name 0 ] where y > x, then the sending of (obj 2 !m 2 (x 2 ); i 2 ) strictly succeeds that of (obj 1 denotes the receive time of this message. In the case that all message sends in an interaction are procedural, then we can simplify this semantic representation by translating the interaction into an abstract psuedocode using composite actions such as ; (sequential composition), if e then else (conditionals), for all (unordered iteration), etc.
We illustrate this case with a proof of the correctness of the`state' pattern ( Figure 8) . we obtain that the original behaviour axiom is valid in the new model. The semantics of sequence and interaction diagrams are de ned in a similar way. Indeed there is considerable overlap in the expressiveness of these diagrams, suggesting that they may not be optimal choices for models of dynamic behaviour. It is trivial to show that simple transformations such as adding a class or association are theory extensions in our formalism. Our approach has been chosen to simplify the task of proving transformations correct, but could be further formalised and generalised by using the Z semantics given in 4].
Conclusions
We have proposed an axiomatic semantics of the UML notation, together with examples where this semantics helps to clarify issues of the meaning of UML constructs. Other areas which we have addressed elsewhere include dynamic classi cation (page 69 of 8]), the meaning of interface speci cations and the interpretation of OCL in conventional mathematical notation 5] .
Areas of UML with quite vague and incomplete semantics include Use Cases and Implementation diagrams. A detailed mathematical semantics would probably be inappropriate and irrelevant for such notations, given their roles in development. However the semantics could be useful to validate models { ie., to check that desired properties are true in particular models.
Object models and statecharts together seem to be su cient to provide a fully detailed model of an implementation of a system, hence sequence and collaboration diagrams are in a sense redundant. There is also considerable redundancy between the sequence diagram, interaction and activity diagram notations, and some uni cation of these would be potentially bene cial for methods based on the UML.
