Abstract. In this paper, we prove that the quasihyperbolic metrics are quasiinvariant under a quasisymmetric mapping between two suitable metric spaces. Meanwhile, we also show that quasi-invariance of the quasihyperbolic metrics implies that the corresponding map is quasiconformal. At the end of this paper, as an application of above theorems, we prove that the composition of two quasisymmetric mappings in metric spaces is a quasiconformal mapping.
Introduction
During the past few decades, modern geometric function theory of quasisymmetric and quasiconformal mappings has been studied from several points of view. Quasisymmetric mappings on the real line were first introduced by Beurling and Ahlfors [1] . They found a way to extend each quasisymmetric self-mapping of the real line to a quasiconformal self-mapping of the upper half-planes. This concept was later promoted by Tukia and Väisälä [11] , who introduced and studied quasisymmetric mappings between arbitrary metric spaces. In 1990, based on the idea of quasisymmetry, Väisälä developed a "dimension-free" theory of quasiconformal mappings in infinite-dimensional Banach spaces. See also [18, 19, 20, 21, 22] . In 1998, Heinonen and Koskela [8] showed that these concepts, quasiconformality and quasisymmetry, are quantitatively equivalent in a large class of metric spaces, which includes Euclidean spaces. Since these two concepts are equivalent, mathematicians show much interest in the research of quasisymmetric mappings between suitable metric spaces.
Following analogous notations and terminologies of [7, 8, 22, 12] , now we give the definitions of quasisymmetry and quasiconformality. Definition 1.1. Given a homeomorphism f : X → Y between two metric spaces, f is said to be quasisymmetric if there is a constant H < ∞, for all x ∈ X and all r > 0, Note that here and hereafter we use the distance notation |x − y| in any metric space.
The slightly different formulation used here can be easily turned into the following stronger quasisymmetry condition. Obviously, (1.4) implies quasisymmetry as defined in (1.1). In general, these two notions are not equivalent. However, in any path-wise connected doubling metric spaces we know that (1.1) implies (1.4) . Please refer to [17] .
Quasiconformal mappings are homeomorphisms that distort the shape of infinitesimal balls by a uniformly bounded amount. This requirement makes sense in every metric space. for all x ∈ X, where H f (x, r) is defined in (1.1).
In [8] , Heinonen and Koskela proved that quasiconformal mappings between Ahlfors Q(> 1)-regular metric measure spaces are quasisymmetric, provided that the source is a Loewner space and the target space satisfies a quantitative connectivity condition.
Gehring and others [3, 4] introduced the quasihyperbolic metric. It is an important tool in the research of quasisymmetric and quasiconformal mappings between metric spaces. In [3] (Theorem 3), Gehring and Osgood [3] proved that quasihyperbolic metric is quasi-invariant under any K-quasiconformal mappings of a domain D ⊂ R n . We wish to point out that the use of the term "quasiconformal" in [3] differs from its use in this paper. Their result can be stated as follows: Under suitable geometric conditions (see Section 2), in this paper we shall prove a more general result (Theorem 1.6) for metric spaces. Our proof is based on a refinement of the method due to Väisälä [22] . 
Note that the function ψ depends only on c, c , H and satisfies ψ(t) → 0 as t → 0.
It is clear that the converse to Theorem 1.6 is also an interesting problem. To study this problem, we introduce the following definition. Definition 1.7. Let D ⊆ X be a domain in a metric space X. A point x ∈ D is said to be a cut point if D\{x} is not connected. A domain D is said to be a non-cut-point domain if it has no cut points.
For any two c-convex (see Section 2) and complete metric spaces, we prove that quasi-invariance of the quasihyperbolic metrics implies the corresponding map is quasiconformal. 
where E = f (E) and ϕ is an increasing function, then f is an H-quasiconformal mapping with H = e ϕ(2c) − 1.
In the appendix we will give an example to show the non-cut-point assumption indeed can not be ruled out.
As an application of Theorem 1.6 and Theorem 1.8, we show that the composite mapping of two quasisymmetric mappings in a large class of metric spaces is a quasiconformal mapping. Using the same assumptions as in Theorem 1.9, by combing Theorem 1.9 and Theorem 1.10, we shall now have the following corollary. 
By a curve we mean any continuous mapping γ :
where the supremum is taken over all partitions a = t 0 < t 1 
The length function associated with a rectifiable curve γ :
If γ is a rectifiable curve in X, the line integral over γ of each nonnegative Borel function :
Definition 2.1. Let X be a connected metric space and G X be a non-empty open set. For any x ∈ G, we denote by δ G (x) the distance between x and the boundary of G. That is,
Remark 2.2. In Definition 2.1, the boundary of G is not empty. Otherwise, G is both open and closed which contradicts that X is connected. Hence
For 0 < r < δ(x), the ball U (x, r) is not necessarily contained in G. Thus, we need to consider G as a metric space whose metric is the restriction of the metric of X.
The closed and open balls in G with the center x and the radius r are denoted by:
.
The quasihyperbolic distance between x and y in G is defined by
where γ runs over all rectifiable curves in G joining x and y. If there is no rectifiable curve in G joining x and y, we define This implies that γ ⊆ G. Thus,
With a similar argument, we can deduce that G\D x0 is also open in G. Since G is connected, we have D x0 = G. Therefore, G is rectifiably connected.
Hereafter we will use the abbreviations
The following result gives a basic fact about the function δ(x) which is necessary for our proofs.
Theorem 2.7. Let X be a c-quasiconvex metric space and let G X be a domain. Then
Proof.
(1) By Observation 2.6, we know that G is rectifiably connected. For any rectifiable curve γ joining x and y in G,
So we obtain (1).
For any u ∈ γ, it is clear that
The inequality (2.2) implies that
We claim: γ ⊆ G. Suppose that γ G. From the connectedness of γ, it follows that there is a point
Combing the inequality (2.2), we get dist z, ∂G ≤ tδ(z) which implies δ(z) ≤ tδ(z).
This is a contradiction since 0 < t < 1 and δ(z) > 0. Hence, our claim is proved.
For each u ∈ γ, since γ ⊆ G, the function δ(u) is well defined. Furthermore, we have
Now we prove the left inequality of the inequality (2.1). Since G is rectifiably connected, the set of rectifiable curves joining x and y is not empty. We assume that γ : [a, b] → G is any rectifiable curve joining x and y in G.
Therefore, it follows
where γ s is the arc length parametrization of γ.
From the connectedness of γ, we know that γ has two sub-curves
This proves (2.1).
Theorem 2.8. Let X be a c-quasiconvex metric space and G X be a domain. Suppose that x, y ∈ G and either
|x − y| ≤ δ(x)/(8c) or k(x, y) ≤ 1/8. Then (2.5) 1 2c |x − y| δ(x) ≤ k(x, y) ≤ 2c |x − y| δ(x) .
Proof. If |x − y| ≤ δ(x)/(8c), then (2.5) follows from Theorem 2.7 with t = 1/2. Thus we may assume that |x − y| > δ(x)/(8c) and k(x, y) ≤ 1/8. It follows that k(x, y) ≤ c|x − y|/δ(x).
So we need only to prove the left inequality in (2.5). Letr = k(x, y) ≤ 1/8. From the definition of k(x, y) it follows that, for any > 0, there is a rectifiable curve γ joining x and y in G such that
Here γ s is the arc length parametrization of γ and l(γ) is the length of γ.
Substituting the above estimation into (2.6), we get
Let → 0, we obtainr
which implies the theorem.
Corollary 2.9. Let X be a c-quasiconvex metric space and G X be a domain. Then the quasihyperbolic metric and the metric of X define the same topology in the domain G.
Theorem 2.10. Let X be a c-quasiconvex metric space and G X be a domain. Let γ be a rectifiable path in G and let l k (γ) be the length of γ in the metric space
(1) Let γ s is the arc length parametrization of γ and L is the length of γ.
Now we prove the left inequality in (1) . By the definition of l qh (γ), it is follows that
where g(t) = 1/δ γ s (t) . Let 0 < < 1/2. Since g is continuous, a simple compact argument of γ shows that there is a partition 0 = t 0 < t 1 
For each 1 ≤ i ≤ n, we choose successive points
With the aid of the estimate (2.1) in Theorem 2.7, we get that, for all 1
Here the double sum is at most l k (γ). Since is arbitrary, this yields the desired inequality.
(2) Let a = b be two points in G. Choose a path γ joining a and b with 2k(a, b) , which implies that G, k(·, ·) is 2-quasiconvex.
Quasisymmetry and ring property
In order to prove Theorem 1.6, we need the following fact.
Proof. By Remark (2.1), we know that ∂G = ∅ and δ(x) is well defined. If
It follows that G ⊆ B(x, r) which implies ∂G ⊆ B(x, r). Thus,
which is a contradiction. Hence, G\B G (x, r) = ∅.
Since ∂G = ∅ and 0 < r < δ(x), we can choose a point z ∈ ∂G such that
From the definition of c-quasiconvex of X, there is a curve γ : [a, b] → X joining the points x and z . Set
We claim that γ(t 0 ) ∈ S G (x, r).
Since γ(t 0 ) ∈ G, we know that
If γ(t 0 ) ∈ ∂G, by (3.1), then we get
which contradicts r < δ(x). Thus, we have
If |γ(t 0 ) − x| < r, by the definition of t 0 , then t 0 ∈ W . This is a contradiction since W is an open set. Therefore we have Definition 3.2. We say that a homeomorphism f :
Remark 3.3. Since αr < δ(x) and Fact 3.1, we know that G \f (αU G x,r ) = ∅ which implies Definition 3.2 is well defined.
Proof of Theorem 1. 6 . In what follows, we will divide the proof into four steps, and prove the result step by step.
Step 1. We prove that f has (2H 2 (H + 1), 3)-ring property.
Suppose that x ∈ G and 0 < r < r x, 3 . By Fact 3.1, we know that 
Since f is H-quasisymmetric, it follows from the definition that
Meanwhile, since a ∈ B G (x, r) and y ∈ S G (x, r), we have
With a similar argument, we obtain
Moreover, since |z − y| ≥ |x − y|, by using the definition of H-quasisymmetry, we have
From (3.2) and (3.3), we deduce |f
Let c be any point in B r .
Sice c ∈ B G x,r , it follows that |y − c| ≤ 2r, |z − c| ≥ 2r and
Hence, by the definition of quasisymmetry, we have
So, from (3.4) and (3.5), Claim 1.2 is obtained.
Combing Claim 1.1 with Claim 1.2, we have thus proved that
Since c and z are arbitrary, it follows that 
Here the constant M depends only on H, c, r, 0 .
We distinguish two cases to prove Claim 3.2. 
From the construction of t j , it is clear that
Moreover, since
Combining this estimate with (3.7), we now have
where M 1 depends only on H, c, r, 0 . Since z k ∈ {x k , x j(k) }, by repeated use of the above argument, we can deduce
where M 2 depends only on H, c, r, 0 . Therefore, using (3.8) and (3.9), we now obtain
Therefore, the sequence of {x n } ∞ n=1 is a Cauchy sequence in B r .
Step 3.2.2. We prove z 0 ∈ G . Since X is complete, there is a point B(x, r) .
which contradicts the assumption r < δ(x).
Let us proceed with the proof of Theorem 1.6.
Step 2. We show that f satisfies
for all x, y ∈ G with
Suppose that |x − y| = t · δ(x), where 0 < t < 1/ 3 3 (2c + 1) . Let m be the largest integer with
Since Y is a c -quasiconvex metric space, there is a rectifiable curve γ : [a, b] → Y joining f (x) and z with (3.14)
, it follows that t j > a. Meanwhile, by (3.11) and (3.12), we have r j < r x,2c+1 . which implies γ(b) = z ∈ ∂G . Together with Lemma 3.4, it follows that dist γ(b), f (B j ) > 0. Therefore t j < b.
We prove a < t j < b.
We divide the proof of Claim 2.1 into two steps.
Step 2.1.
is an open neighborhood of t j . Since a < t j < b, there exists a positive number σ > 0 such that
From the definition of t j , it is clear that γ|
Step 2.2. We show that y j ∈ f S G (x, r j ) . By using y j ∈ ∂ Y f (B G j ) and y j ∈ G , we get
, that is |x j − x| < r j and x j ∈ G, then it follows immediately that
Hence x j ∈ S G (x, r j ) and Claim 2.1 is proved.
Since |x 1 − x| = r 1 and |x j−1 − x| ≥ r 1 , j ≥ 2, from the definition of Hquasisymmetry, we have
From the Step 1 of the proof of Theorem 1.6, we know that f has 2H 2 (H +1), 3 -ring property. In view of the fact 3 r j < δ(x) and 3
Summing over these j and noting (3.13) and (3.14), we obtain
Thus the proof of Claim 2.2 is completed.
Since y ∈ G, |x − y| = t · δ(x) and r 0 = t δ(x), we have y ∈ B 0 . Note that f has (2H 2 (H + 1), 3)-ring property. We deduce that
Together with (3.20) and (3.21) , it follows that
Since 3 m+1 (2c + 1)t ≥ 1, we have
Furthermore, 3 3 (2c + 1)t < 1 implies 3 ln 3 < ln 1/(2c + 1)t . Hence
By combing (3.22) with (3.23), we have the desired estimate
Here
It is obvious that θ(t) is an increasing function and θ(t) → 0 as t → 0.
Since θ(t) → 0 as t → 0, we choose a constant t 1 > 0 such that
Define the function φ(t) as follows:
Step 3. We prove that
From the definition of t 1 , it follows t 1 < 1/8. Suppose that x, y ∈ G with k(x, y) ≤ t 1 . Thus, by Theorem 2.8, we have
From the conclusion of Step 2 and (3.25), (3.28), it follows that
Applying Theorem 2.8 again, we get that
This proves Step 3.
Define the function ψ(t) as follows: Then the function ψ has all the properties which are stated in Theorem 1.6.
Step 4. We show that
for all x, y ∈ G.
Step 5.1. We show that
From Fact 3.1, it follows that
Suppose that y 0 ∈ f (B G ) and z ∈ G \f α 0 U 0 are any two points. Since Y is a c 2 -quasiconvex metric space, there exists a rectifiable curve γ : [a, b] → Y jointing y 0 and z with length(γ) ≤ c 2 |y 0 − z|.
, by repeated use of the argument in Step 2 in the proof Theorem 1.6, we deduce that a < t j < b and
Since f is homomorphic, it follows that
From the definition of t j and 5.4, it is clear that
Thus, we have t j < t j+1 . Again, this implies that
In addition, since f has 2H
Summing these inequalities from j = 2 to n, by noting (5.6), we obtain
From the definition (5.1) of n and length(γ) ≤ c 2 |y 0 − z|, it follows that
Since y 0 and z are arbitrary, we obtain (5.9) dist f (B 0 ), G \f (3 n U 0 ) > 3 diameter f (B 0 ) .
Thus, the first inequality of Step 5.1 is obtained. By repeated use of the above argument, we deduce that
that is,
Step 5.2. We claim that
Suppose that
Then there exists a pointỹ withỹ ∈ B G f (x), 3R andỹ ∈ G \f α 0 U 0 . From (5.9), it follows that
which contradictsỹ ∈ B G f (x), 3R . This proves Step 5.2. Denote
Step 5.2 implies that Since g : G → G has 2H 
(5.13) Therefore, the map g • f has 2H 2 2 (H 2 + 1), n -ring property. Combination of Step 1 to Step 4 in the proof of Theorem 1.6 and Theorem 1.8 gives that g • f is a quasiconformal mapping. Hence, Theorem 1.9 is proved.
Appendix
For the sake of completeness, we give an example to show that the assumption of non-cut-point in Theorem 1.8 is necessary. Hence, for all x ∈ (0, ∞),
By Theorem 4.6 of [18] , we know that, ∀x, y ∈ G,
By Theorem 4.7 of [18] , it follows that, for any sub-domain E ⊆ G and ∀x, y ∈ E,
where E = f (E).
