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Abstract
This paper considers a delay differential equation model for the interaction among n species, the adult
members of which are in competition. For each of the n species the model incorporates an infinite distributed
time delay which represents the time from birth to maturity of that species. Thus, the time delays appear in
the adult recruitment terms. The dynamics of the model are determined, and sharp global stability criteria
are established for the interior equilibrium as well as the axial equilibrium.
© 2005 Elsevier Inc. All rights reserved.
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1. The model and its main results
Many species exhibit enormous diversity during their life histories, and they go through two
or more life stages as they proceed from birth to death. Such life history diversity of species can
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332 S. Liu, E. Beretta / J. Math. Anal. Appl. 323 (2006) 331–343be modelled by stage-structured models. In 1990, Aiello and Freedman [3] constructed a single
species stage-structured model by dividing the species into the mature and immature stages and
using a discrete delay to denote the time taken from birth to maturity. Their modelling methods
are followed by many works (Gourley and Kuang [4,5], Qiu et al. [14], Liu et al. [10–13], for
other works, we refer to the survey paper by Liu et al. [9]).
An important assumption behind the above works is that all individuals belong to the same
species that take the identic amount of time to become mature, which seems biologically unrea-
sonable since individuals in a population do not necessarily always mature at the same age [6].
To solve this problem, stage-structure models of distributed delay type were then proposed
(Wolkowicz et al. [15], He et al. [7], Al-Omari and Gourley [1,2]). In these new models, the matu-
rity constants (discrete delays) were replaced by the distributions of maturation times (distributed
delays), and the maturity may occur at any age of the immature according to some probability
density function. Thus the stage-structured model of distributed delay type is a generalization of
those corresponding model of discrete delay type.
This paper is concerned with the following delayed Lotka–Volterra type model for the adult
members of n species xi(t) (i = 1, . . . , n) in competition:{
x˙i (t) = bi
∫∞
0 fi(s)xi(t − s)e−di s ds − xi(t)
∑n
j=1 aij xj (t), t  0,
xi(t) = φi(t) 0, t  0, φi(0) > 0, i = 1, . . . , n.
(1)
Here φ(t) = (φ1, . . . , φn) ∈ UCg as defined by Kuang [8, (7.1), p. 46]. xi(t) denotes the concen-
trations of the mature members of species i, respectively (i = 1,2, . . . , n); di is the death rate of
the immature population of species i. bi is the birth rate of the adult species i and bi , aij , di > 0
are all constants. fi(s) is the probability density function of species i that the maturation time is
between s and s + ds with ds infinitesimal, and ∫ t−∞ fi(s)ds = 1. In this paper, we assume φi(t)
bounded. We denote
Bi = bi
∞∫
0
fi(s)e
−di s ds, i = 1, . . . , n.
When n = 2, system (1) becomes the two species model (1.1) in Al-Omari and Gourley [2],
where the dynamics of the model as well as with a reaction–diffusion extension thereof were
studied, and sharp global stability results for the model were established for each equilibrium
when the delay is finite. It was shown [2] that the long maturation time delay and the large
immature mortality rate of some species will lead to its extinction. On the other hand, the two
species will coexist if there is little interspecific competition and/or significant adult mortality
in both species. These results, actually extended those corresponding conclusions for the two-
species competitive stage-structured model of discrete delay type by Liu et al. [10].
On the other hand, when
fi(s) = δ(s − τi), i = 1, . . . , n,
system (1) reduces to the n adult species model with stage structure of discrete delay type studied
by Liu et al. [11], which takes the form{
x˙i (t) = bie−diτi xi(t − τi) − xi(t)∑nj=1 aij xj (t),
xi(t) = φi(t), yi(t) = ϕi(t), −τ  t  0, i = 1, . . . , n,
(2)
where yi(t) is the ith immature species, τ = max{τi | i = 1, . . . , n}. Liu et al. [11] obtained the
sharp sufficient conditions for the global asymptotic stability of the positive equilibrium as well
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immature mortality of some species may induce its extinction.
The main purpose of this paper is to improve and generalize the corresponding results in [2]
and [11] into system (1). We present our main results as follows. We assume
(H1) Bi >
∑
j =i aij · Bjajj , i = 1, . . . , n,
or
(H2) B1 >
∑
j =i a1j · Bjajj , B1a11 >
Bi
ai1
, i = 2, . . . , n.
Theorem 1.1. Assume (H1) holds, then system (1) has a unique positive equilibrium which is
globally asymptotically stable.
Remark 1.1. Liu et al. [11, Theorem 2.1, p. 1350] obtained the sufficient conditions for the
global asymptotic stability of the positive equilibrium in system (2). Our Theorem 1.1 directly
generalizes it into the stage-structured system of distributed delay type. When n = 2, system (1)
reduces to system (1.1) in Al-Omari and Gourley [2, Theorem 4, p. 2073], where they obtained
the sufficient conditions for the global stability of the coexistence equilibrium. Theorem 1.1
directly generalizes this result.
Theorem 1.2. Assume (H2) holds. For system (1), we have limt→∞ xi(t) = 0 for all i = 2, . . . , n
while limt→∞ x1(t) = B1a11 .
Allowing for relabelling of the axes, from Theorem 1.2 we directly have:
Corollary 1.1. If there is a permutation ϕ of the indices {1,2, . . . , n} after which system (1)
satisfies inequalities (H2), then all but species 1 of (1) will go extinct while species ϕ−1(1) is
asymptotic to
B
ϕ−1(1)
a
ϕ−1(1)ϕ−1(1)
.
Remark 1.2. Liu et al. [11, Theorem 2.1, p. 1350] obtained the sufficient conditions for the
extinction of all but specie 1 in system (2), our Theorem 1.1 directly extends this result into
the more general model (2); Al-Omari and Gourley [2] (see [2, Theorem 2-3]) obtained the
conditions under which one species in (1) with n = 2 will go extinct while the other will converge
to its positive equilibrium for the corresponding single species system of that species. Obviously,
our Theorem 1.2 directly generalizes these results.
This paper is organized as follows. In the next section, we prove the global attractiveness
of the positive equilibrium of system (1) in case n = 1, other preliminaries are also given. In
Section 3, we prove the local stability of the equilibrium for (1). The main results are proved in
Section 4 which is followed with a discussion section.
2. Preliminaries
Using the similar arguments to Lemma 1 of Liu et al. [10, p. 131], we have
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all t > 0, i = 1, . . . , n.
Consider the following system:{
x˙(t) = b ∫∞0 f (s)x(t − s)e−ds ds − cx(t) − ax2(t), t > 0,
x(t) = φ(t) 0, t  0, φ(0) > 0, (3)
where b, a, d > 0, c  0 are positive constants, B = b ∫∞0 f (s)e−ds ds > 0. By Corollary 5.2 of
Kuang [8, p. 30], we have
Theorem 2.1. Given system (3) with the initial conditions, then
(i) limt→∞ x(t) = B−ca if B − c > 0;(ii) limt→∞ x(t) = 0 provided that B − c 0.
Proof. (i) Using the similar arguments to Lemma 2.1, we obtain x(t) > 0, t > 0 for system (3).
Let x∗ = B−c
a
denote the unique positive equilibrium of system (3). Denote u(t) = x(t) − x∗,
thus system (3) takes the form as
u˙(t) = b
∞∫
0
f (s)u(t − s)e−ds ds − cu(t) − 2ax∗u(t) − au2(t).
Constructing the Lyapunov function
V (ut ) = 12u
2(t) + 1
2
b
∞∫
0
f (s)e−ds
t∫
t−s
u2(τ )dτ ds,
we have
V˙ (ut )|(3) = b
∞∫
0
f (s)u(t)u(t − s)e−ds ds − cu2(t) − au2(t)(2x∗ + u(t))
+ 1
2
Bu2(t) − 1
2
b
∞∫
0
f (s)e−dsu2(t − s)ds
<
1
2
b
∞∫
0
f (s)u2(t)e−ds ds + 1
2
b
∞∫
0
f (s)u2(t − s)e−ds ds − cu2(t)
− au2(t)(2x∗ + u(t))+ 1
2
Bu2(t) − 1
2
b
∞∫
0
f (s)e−dsu2(t − s)ds
= (B − c − ax∗)u2(t) − a(x∗ + u(t))u2(t)
= −ax(t)u2(t) 0,
which is negative definite. Hence we prove limt→∞ x(t) = x∗ = B−c , proving (i).a
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V (xt ) = x(t) + b
∞∫
0
f (s)e−ds
t∫
t−s
x(τ )dτ ds,
then we have
V˙ (xt )|(3) = b
∞∫
0
f (s)x(t − s)e−ds ds − cx(t) − ax2(t)
+ Bx(t) − b
∞∫
0
f (s)e−dsx(t − s)ds
= (B − c)x(t) − ax2(t)
−ax2(t)
which is negative definite. Hence by Corollary 5.2 of Kuang [8, p. 30], we have x(t) → 0 as
t → ∞, this proves (ii). 
By Theorem 2.1 and the comparison theorem, we directly have
Corollary 2.1. Given B − c 0 and{
x˙(t) < b
∫∞
0 f (s)x(t − s)e−ds ds − cx(t) − ax2(t), t > 0,
x(t) = φ(t) 0, t  0, φ(0) > 0,
then limt→∞ x(t) = 0.
Given B − c > 0 and{
x˙(t) > b
∫∞
0 f (s)x(t − s)e−ds ds − cx(t) − ax2(t), t > 0,
x(t) = φ(t) 0, t  0, φ(0) > 0,
then for ∀ sufficiently small constant ε > 0 there exists T = T (ε) > 0 such that x(t) > B−c
a
− ε,
t > T .
Given B − c > 0 and{
x˙(t) < b
∫∞
0 f (s)x(t − s)e−ds ds − cx(t) − ax2(t), t > 0,
x(t) = φ(t) 0, t  0, φ(0) > 0,
then for ∀ sufficiently small constant ε > 0 there exists T = T (ε) > 0 such that x(t) < B−c
a
+ ε,
t > T .
Remark 2.1. Al-Omari and Gourley [2] studied the corresponding finite distributed delay system
of (3) and obtained the global attractiveness criteria of this system (see [2, Theorem 2]). However,
our proof methods to Theorem 2.1 are quite different to them, and ours can be easily applied to
the finite distributed delay system of (3).
336 S. Liu, E. Beretta / J. Math. Anal. Appl. 323 (2006) 331–3433. Local stabilities
System (1) has at least n + 1 equilibria, determined by setting x˙i (t) = 0, and these are
E0 = (0, . . . ,0), Ei =
(
0, . . . ,0︸ ︷︷ ︸
i−1 terms
,
Bi
aii
,0, . . . ,0
)
, i = 1, . . . , n,
and the positive equilibrium
E∗ = (x∗1 , . . . , x∗n)= [A−1B]T ,
provided that (H1) holds, here x∗i > 0, i = 1, . . . , n, A = (aij )n×n, B = (B1, . . . ,Bn)T .
Let E = (x˜1, . . . , x˜n) denote some equilibrium of system (1). Then by system (1) we obtain
the characteristic equation at E as follows:∣∣∣∣∣∣∣
g1(E,λ) a12x˜2 · · · a1nx˜n
a21x˜1 g2(E,λ) · · · a2nx˜n
· · · · · · · · · · · ·
an1x˜1 an2x˜2 · · · gn(E,λ)
∣∣∣∣∣∣∣= 0, (4)
where
gi(E,λ) = λ − Fi(λ) +
n∑
j=1
aij x˜j + aii x˜i ,
Fi(λ) = bi
∞∫
0
fi(s)e
−di se−λs ds, i = 1, . . . , n.
Thus, the characteristic equation at the equilibrium E0 = (0, . . . ,0) of system (1) takes the
form as
n∏
i=1
(
λ − bi
∞∫
0
fi(s)e
−di se−λsds
)
= 0,
by the similar arguments to the local analysis of E0 in Al-Omari and Gourley [2] we obtain the
existence of a real positive root λ in each of these, thus E0 here is unstable.
For the axial equilibrium Ei of system (1), we only study E1 since the other equilibria can be
studied analogously.
Lemma 3.1. E1 is locally asymptotically stable provided that (H2) holds.
Proof. By (4), the characteristic equation of (1) at E1 is(
λ − b1
∞∫
0
f1(s)e
−d1s−λs ds + 2B1
)
·
n∏
i=2
(
λ − bi
∞∫
0
fi(s)e
−di s−λs ds + B1ai1
a11
)
= 0.
Since b1
∫∞
0 f1(s)e
−d1s ds = B1 < 2B1, and by (H2) bi
∫∞
0 fi(s)e
−di s ds = Bi < B1ai1a11 , using
Theorem 2.1 of Kuang [8, p. 70], the characteristic equation at E1 only has negative real parts,
proving Lemma 3.1. 
For the positive equilibrium of system (1), we have
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Proof. By (4), we obtain the characteristic equation at E∗,∣∣G(λ)∣∣= 0, (5)
where
G(λ) =
⎛⎜⎝
g1(E∗, λ) a12x∗2 · · · a1nx∗n
a21x
∗
1 g2(E
∗, λ) · · · a2nx∗n
· · · · · · · · · · · ·
an1x
∗
1 an2x
∗
2 · · · gn(E∗, λ)
⎞⎟⎠ .
For (5), we multiply Bj
ajj x
∗
j
on the j th column of G(λ), j = 1, . . . , n. Thus we obtain its equiv-
alent equation |H(λ)| = 0 with
H(λ) =
⎛⎜⎜⎝
h1(E∗, λ) a12a22 B2 · · ·
a1n
ann
Bn
a21
a11
B1 h2(E∗, λ) · · · a2nann Bn· · · · · · · · · · · ·
an1
a11
B1
an2
a22
B2 · · · hn(E∗, λ)
⎞⎟⎟⎠
with
hi
(
E∗, λ
)= Bi + Bi
aiix
∗
i
[
λ − Fi(λ) + Bi
]
, i = 1, . . . , n.
We claim that the real part of the roots of (5) must be negative. Otherwise there exists a root
λ0 for (5) with Re(λ0) 0.
Let λ0 = u + iv, u,v ∈ R, then we have u  0. Consider Re[ji(λ0)] where ji(λ) = λ −
Fi(λ) + Bi , i = 1, . . . , n. We have
Re
[
ji(λ0)
]= u− Re[Fi(λ0)]+ Bi
= u+ Bi − Re
{
bi
∞∫
0
fi(s)e
−di s[e−us(cosvs + i sinvs)]ds}
= u+ Bi − bi
∞∫
0
fi(s)e
−di se−us cosvs ds
 u+ Bi − bi
∞∫
0
fi(s)e
−di s ds = u 0.
Thus Re[hi(λ)]  Bi , i = 1, . . . , n, this implies |hi(λ)|  Bi . Recalling the condition (H1),
the complex matrix H(λ) is diagonally dominant. This implies |H(λ)| = 0, a contradiction.
Hence all the roots for the characteristic equation (5) must have negative real parts, proving
Lemma 3.2. 
4. Proof of the main results
Since Lemmas 3.1, 3.2 have proved the local asymptotic stabilities of E1 and E∗, respectively,
to prove the main results, it suffices to prove their global attractiveness (for Theorem 1.1 we
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decreasing ultimately upper bounded vector sequence of the solution as well as an increasing
below bounded one, thus to complete the proof, it is sufficient to verify that the limits of these
two sequences coincide.
Proof of Theorem 1.1. Consider the ith equation of system (1). By Corollary 2.1, for the suffi-
ciently small constant ε, there exists a constant Ti1 = Ti1(ε) such that
xi(t) < wi1 = Bi
aii
+ ε, t > Ti1, i = 1, . . . , n.
Denote T1 = max1in{Ti1}. Replacing the above inequalities into (1), we have
x˙i (t) > bi
∞∫
0
fi(s)xi(t − s)e−di s ds − aiix2i (t) − xi(t)
∑
j =i
aijwj1, t > T1, i = 1, . . . , n.
Noting by (H1) Bi − ∑j =i aijwj1 > 0 for the sufficiently small ε (i = 1, . . . , n), by Corol-
lary 2.1, for sufficiently small ε, ∃Ti2 = Ti2(ε) > T1 such that
xi(t) > wi1 =
[
Bi −
∑
j =i
aijwj1
]/
aii − ε, t > Ti2, i = 1, . . . , n. (6)
Note that wi1 <wi1, i = 1, . . . , n. Denoting T2 = max1in{Ti2} and replacing (6) into (1), thus
we have
x˙i (t) < bi
∞∫
0
fi(s)xi(t − s)e−di s ds − aiix2i (t) − xi(t)
∑
j =i
aijwj1, t > T2, i = 1, . . . , n.
Since Bi −∑j =i aijwj1 >Bi −∑j =i aijwj1 > 0, using Corollary 2.1, for the sufficiently small
ε > 0, ∃Ti3 = Ti3(ε) > T2 such that
xi(t) < wi2 =
[
Bi −
∑
j =i
aijwj1
]/
aii + ε, t > Ti3, i = 1, . . . , n. (7)
Note that 0 < wi2 < wi1 for all i = 1, . . . , n. Denoting T3 = max1in{Ti3}, replacing (7) into
(1), thus we have
x˙i (t) > bi
∞∫
0
fi(s)xi(t − s)e−di s ds − aiix2i (t) − xi(t)
∑
j =i
aijwj2, t > T3, i = 1, . . . , n.
By Corollary 2.1, for the sufficiently small ε > 0, ∃Ti4 = Ti4(ε) > T3 such that
xi(t) > wi2 =
[
Bi −
∑
j =i
aijwj2
]/
aii − ε > 0, t > Ti4, i = 1, . . . , n. (8)
Note that wi2 >wi1 for all i = 1, . . . , n. Define T4 = max1in{Ti4}.
Repeating the above arguments, we obtain the decreasing sequences {wik}∞k=1 and the increas-
ing sequences {Ti}∞ , {wik}∞ (i = 1, . . . , n) withi=1 k=1
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[
Bi −
∑
j =i
aijwjk
]
/aii − ε,
wik =
[
Bi −
∑
j =i
aijwjk−1
]
/aii + ε, i = 1, . . . , n, k = 2, . . . , (9)
and ⎧⎨⎩
xi(t) > wik > wik−1 > · · · >wi2 >wi1,
xi(t) < wik < wik−1 < · · · <wi2 <wi1,
t > T2k, i = 1, . . . , n.
(10)
From (10) it implies that the limits of {wik}∞k=1 and {wik}∞k=1 exist.
Denote
wi = lim
k→∞wik, wi = limk→∞wik, i = 1, . . . , n.
Thus we have
wi  lim inf
t→∞xi(t) lim supt→∞
xi(t)wi, i = 1, . . . , n.
To complete the proof, it suffices to prove that
lim
ε→0(wi − wi) = 0, i = 1, . . . , n.
By the definition of wik,wik in (9),
wik+1 − wik+1 = −
∑
j =i
aij (wjk − wjk+1 )/aii + 2ε, i = 1, . . . , n, k = 2, . . . .
Let k → ∞, we have
wi − wi =
∑
j =i
aij (wj − wj)/aii + 2ε, i = 1, . . . , n.
Define
w = (w1, . . . ,wn )T , w = (w1, . . . ,wn)T , Υ = (ε, . . . , ε)T ,
thus we get
w − w = P(w − w ) + 2Υ
with
P =
⎛⎜⎜⎝
0 a12
a11
· · · a1n
a11
a21
a22
0 · · · a2n
a22· · · · · · · · · · · ·
an1
ann
an2
ann
· · · 0
⎞⎟⎟⎠ .
Thus (I − P)(w − w ) = 2Υ , here I is the n × n order identity matrix.
We now verify that the matrix I − P is invertible, i.e., |I − P | = 0.
Multiplying Bi at the ith row of (I − P), i = 1, . . . , n, i.e.,
diag(B1, . . . ,Bn)(I − P) = Q,
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|Q| =
∣∣∣∣∣∣∣∣
B1 −B1 a12a11 · · · −B1
a1n
a11
−B2 a21a22 B2 · · · −B2
a2n
a22· · · · · · · · · · · ·
−Bn an1ann −Bn an2ann · · · Bn
∣∣∣∣∣∣∣∣ .
Using (H1), we get the matrix Q in the above equation is diagonal dominant by column, namely,
Q is invertible, therefore the matrix I − P is also invertible. Thus
(w − w ) = (I − P)−1 · 2Υ,
so we have w − w → 0 as ε → 0.
Therefore we have
lim
t→∞
(
x1(t), . . . , xn(t)
)= w, (11)
where w = limε→0 w = limε→0 w > 0.
By (11) and using the similar arguments to Theorem 2.2 of Liu et al. [11], we can prove that
w is the unique positive equilibrium of system (1), proving Theorem 1.1. 
Proof of Theorem 1.2. We first prove that
Claim 1. There exists some k ∈ {2, . . . , n} such that limt→∞ xk(t) = 0.
Consider the ith (i = 2, . . . , n) equation of (1). By Lemma 2.1, for sufficiently small positive
constant ε, there exists T1 > 0 such that
xi(t) < ui1 = Bi/aii + ε, t > T1, i = 2, . . . , n.
Replacing the above inequality into the first equation of (1), we have
x˙1(t) > b1
∞∫
0
f1(s)x1(t − s)e−d1s ds − a11x21(t) − x1(t)
n∑
j=2
a1j uj1, t > T1.
Since (H2) implies that B1 >
∑n
j=2 a1j uj1 + a1ku1 for the sufficiently small ε > 0, thus by
Lemma 2.1, for the sufficiently small ε > 0, there exists T2 > T1 such that
x1(t) > v1 =
(
B1 −
n∑
j=2
a1j uj1
)/
a11 − ε > 0, t  T2.
Replacing it into the kth equation (k = 2, . . . , n) of (1), we have
x˙k(t) < bk
∞∫
0
fk(s)xk(t − s)e−dks ds − akkx2k (t) − xk(t)ak1v1, t > T2, k = 2, . . . , n.
If Bk − ak1v1  0, then by Lemma 2.1 we have limt→∞ xk(t) = 0, proving Claim 1.
Otherwise, using Lemma 2.1 for the sufficiently small ε > 0, there exists T3 > T2 such that
xk(t) < uk2 = (Bk − ak1v1)/akk + ε > 0, t > T3, k = 2, . . . , n. Note that
uk2 < uk1, k = 2, . . . , n.
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x˙1(t) > b1
∞∫
0
f1(s)x1(t − s)e−d1s ds − a11x21(t) − x1(t)
n∑
j=2
a1j uj2, t > T3.
Since B1 −∑nj=2 a1j uj2 > B1 −∑nj=2 a1j uj1 > 0, by Lemma 2.1, for the sufficiently small
ε > 0, there exists T4 > T3 such that
x1(t) > v2 =
(
B1 −
n∑
j=2
a1j uj2
)/
a11 − ε > 0, t > T4,
noting that v2 > v1.
Repeating the above arguments, we obtain the increasing sequence {Ti}∞i=1, {vm}∞m=1 and the
decreasing sequences {ukm}∞m=1, k = 2, . . . , n, with
vm =
(
B1 −
n∑
j=2
a1j ujm
)/
a11 − ε,
ukm = (Bk − ak1vm−1)/akk + ε, k = 2, . . . , n, m = 2, . . . , (12)
and ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
x˙1(t) > b1
∞∫
0
f1(s)x1(t − s)e−d1s ds − a11x21(t) − x1(t)
n∑
j=2
a1j ujm,
x˙k(t) < bk
∞∫
0
fk(s)xk(t − s)e−dks ds − akkx2k (t) − xk(t)ak1vm−1, t > T2m.
(13)
To prove Claim 1, it suffices to verify that there exist some k0 ∈ {2, . . . , n} and some positive
integer m0 such that Bk0 − ak01vm0  0, which by Lemma 2.1 follows that limt→∞ xk0(t) = 0.
Assume, for contradiction, that Bk − ak1vm > 0 for all k ∈ {2, . . . , n} and m = 1,2, . . . .
By the definition, we get that the limits of the sequences {ujm}∞m=1, j = 2, . . . , n, {vm}∞m=1
exist. Denote
uj = lim
m→∞ujm, v = limm→∞vm.
Then we have uk  ε > 0 for all k = 2, . . . , n.
Denote σ =∑nk=2 a1kak1a11akk > 0. By (12), we have
vm+1 − vm = −
n∑
j=2
a1j
a11
(ujm+1 − ujm) = σ · (vm − vm−1) = · · · = σm−1 · (v2 − v1).
Then we have
vm+1 = v1 +
m∑
l=1
σ l−1 · (v2 − v1). (14)
Consider two cases:
Case 1. σ  1.
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∑m
l=1 σ l−1 → ∞ as m → ∞, thus vm+1 → ∞ as m → ∞, this follows from (12) that
ujm+1 → −∞ as m → ∞, contradicting the assumptions.
Case 2. σ < 1.
From (14) and recall (12), we have
v = lim
m→∞vm+1 = v1 +
v2 − v1
1 − σ = v1 + σ
v1
1 − σ =
v1
1 − σ .
Then by (12) and recalling (H2) it follows that
uk = (Bk − ak1v)/akk + ε =
(
Bk − ak1 v11 − σ
)/
akk + ε
= Bk
akk
+ Cε −
ak1
(
B1
a11
−∑nj=2 a1j Bja11ajj )
akk(1 − σ)
= Bk
akk
+ Cε −
ak1
(
B1
a11
−∑nj=2 a1j aj1a11ajj · Bjaj1 )
akk(1 − σ)
<
Bk
akk
+ Cε −
ak1
(
B1
a11
−∑nj=2 a1j aj1a11ajj · B1a11 )
akk(1 − σ) =
Bk
akk
+ Cε − B1ak1
a11akk
=
(
Bk − B1ak1
a11
)/
akk + Cε,
where
C = 1 + ak1
akk(1 − σ) +
ak1
∑n
j=2 a1j
a11akk(1 − σ) .
It follows from (H2) that Bk − B1ak1a11 < 0 for all k = 2, . . . , n, then by selecting sufficiently small
ε > 0, we get uk < 0, a contradiction, this proves Claim 1.
Claim 2. If there is some k ∈ {2, . . . , n} with limt→∞ xk(t) = 0, then there must exist some
j ∈ {2, . . . , n} \ {k} such that limt→∞ xj (t) = 0.
Select a sufficiently small constant 
 > 0 such that 
 < ε/2, here ε is the sufficiently small
constant selected in the arguments to Claim 1. Then for the 
, there exists T0 > 0 such that
xk(t) < 
/(1 + a1k/akk) for all t > T0.
By replacing ε with 
, and Tm, m = 1, . . . , with Tm + T0, j = 2, . . . , n with j ∈ {2, . . . , n} \
{k}, and repeating the arguments of Claim 1, we can get that there exists some j ∈ {2, . . . , n}\ {k}
such that limt→∞ xj (t) = 0.
Repeating the arguments of Claim 2, we can prove limt→∞ xj (t) = 0 for all j = 2, . . . , n.
Then using the similar arguments to Theorem 2.2 in [10] we can prove limt→∞ x1(t) = B1/a11.
This proves Theorem 1.2. 
5. Discussion
In this paper, we study the stage-structured competitive model (1) of distributed delayed
type, which is an extension of both the discrete delayed stage structured model studied by Liu
S. Liu, E. Beretta / J. Math. Anal. Appl. 323 (2006) 331–343 343et al. [11], and the two-species model Al-Omari and Gourley [2]. We give the global asymptotic
stability criteria for the coexistence equilibrium as well as the axial equilibrium where all but one
species go extinct. These results generalize the corresponding results in Liu et al. [11] for the n
species discrete delay type stage-structured system and those in Al-Omari and Gourley [2] for
two species distributed delay type stage-structured system.
Comparing the corresponding Theorem 2.1 in [11] for system (2) with Theorem 1.1 for (1),
we find out that the term Bi = bi
∫∞
0 fi(s)e
−di s ds, i = 1, . . . , n, in our results are corresponding
to the bie−diτi in [11].
From our results, we can get that the large immature mortality rate di , i = 2, . . . , n, can
lead to the extinction of these species in that large immature morality rate di can decrease Bi
and thus system (1) satisfies (H2), implying their extinction. On the other hand, as pointed by
Al-Omari and Gourley [2], the weighted average maturation time which is dependent on fi(s)
(i = 1, . . . , n) may also have negative affect on the coexistence of species in (1). These results are
similar to those obtained for the discrete delay type system (2) where there are exact maturation
time τi for each species i (i = 1, . . . , n).
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