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Kurzfassung
In dieser Dissertation wird das Zusammenspiel zwischen Symmetrie-gebrochenen und durch
Quantenfluktuationen ungeordneten Phasen der Materie im Kontext frustrierter Quanten-
magnete untersucht, und weiterhin eine mikroskopische Theorie für die optische Anregung
von Magnonen in Spin-Orbit-gekoppelten Antiferromagneten entwickelt.
Zunächst konstruieren wir neue Phasen durch die Ankopplung von zusätzlichen Freiheitsgra-
den an Kitaevs Z2-Quantenspinflüssigkeit. Hierbei können Majorana-Mean-Field-Theorien
benutzt werden, um Phasendiagramme aufzustellen und auftretende Phasen zu charak-
terisieren. Im Kitaev-Kondo-Gitter, in dem Leitungselektronen an die lokalen Momente
des Kitaev-Modells koppeln, finden wir bei kleinen Kondo-Kopplungen eine fraktionali-
sierte Fermi-Flüssigkeit (FL∗), die sich durch die Koexistenz von gewöhnlichen elektroni-
schen Quasiteilchen und fraktionalisierten Anregungen der Spinflüssigkeit auszeichnet. Der
Übergang zwischen FL∗ und einer gewöhnlichen Fermi-Flüssigkeit wird durch eine supra-
leitende Phase verdeckt. Diese zeigt nematische Triplett-Paarung, die von den Majorana-
Fermionen im Kitaev-Modell vermittelt wird.
Im Bilayer-Kitaev-Modell, in dem zwei Lagen der Kitaev-Spinflüssigkeit mit einer antifer-
romagnetischen Wechselwirkung gekoppelt werden, finden wir in Abhängigkeit der Schich-
tungsgeometrie sowohl direkte Übergänge aus der Spinflüssigkeits-Phase zu einem trivialen
dimerisierten Paramagneten, als auch weitere
”
Makrospin“-Phasen. Diese werden anhand
effektiver Ising-Modelle diskutiert. Unsere Ergebnisse legen weiterhin die Existenz einer
π-Flux-Phase mit spontaner Interlagen-Kohärenz nahe.





modulierten Dreiecksgitter, für das aktuelle numerische Studien die Koexistenz von kol-
linearer Néel-Ordnung und kooperativen Paramagnetismus auf einem Untergitter finden.
Wir untersuchen den Mechanismus für diese
”
partielle Unordnung“ anhand eines effekti-
ven Modells für die ungeordneten Spins, welches durch das Ausintegrieren von Magnonen
der kollinearen Ordnung hergeleitet wird. Dieses effektive Modell hat zwei konkurrierende
Grundzustände, und es liegt nahe, dass damit verbundene Quantenfluktuationen schließlich
zur Unordnung führen.
Schließlich untersuchen wir die Anregung von niederenergetischen Magnonen in Spin-Orbit-
gekoppelten Antiferromagneten durch ultrakurze Laserpulse am Beispiel von Sr2IrO4. Wäh-
rend die Relaxationsdynamik des Systems auf langen Zeitskalen semiklassisch modelliert
werden kann, stellt der Anregungsprozess ein Nicht-Gleichgewichtsproblem dar. Durch das
Ausintegrieren von hochenergetischen Magnonen unter der Annahme einer Symmetrie-
erlaubten Kopplung zwischen elektrischem Feld und Spins leiten wir effektive Felder her,
welche die niederenergetischen Magnonen anregen. Dies kann als ein generalisierter
”
in-




In this PhD thesis, we study the interplay between symmetry-breaking order and quantum-
disordered phases in the milieu of frustrated quantum magnets, and further show how the
excitation process of long-wavelength (semi-)classical modes in spin-orbit coupled antifer-
romagnets crucially depends on the nature and interactions of the underlying quantum
quasiparticles.
First, we focus on Kitaev’s exactly solvable model for a Z2 spin liquid as a building block for
constructing novel phases of matter, utilizing Majorana mean-field theory (MMFT) to map
out phase diagrams and study occurring phases. In the Kitaev Kondo lattice, conduction
electrons couple via a Kondo interaction to the local moments in the Kitaev model. We
find at small Kondo couplings a fractionalized Fermi liquid (FL∗) phase, a stable non-Fermi
liquid where conventional electronic quasiparticles coexist with the deconfined excitations
of the spin liquid. The transition between FL∗ and a conventional Fermi liquid is masked by
an exotic (confining) superconducting phase which exhibits nematic triplet pairing, which
we argue to be mediated by the Majorana fermions in the Kitaev spin liquid.
We moreover study bilayer Kitaev models, where two Kitaev honeycomb spin liquids are
coupled via an antiferromagnetic Heisenberg interaction. Varying interlayer coupling and
Kitaev coupling anisotropy, we find both direct transitions from the spin liquid to a trivial
dimer paramagnet as well as intermediate “macrospin” phases, which can be studied by
mappings to effective transverse-field Ising models. Further, we find a novel interlayer
coherent π-flux phase.
Second, we consider the stuffed honeycomb Heisenberg antiferromagnet, where recent nu-
merical studies suggest the coexistence of collinear Néel order and a correlated paramagnet,
dubbed “partial quantum disorder”. We elucidate the mechanism which drives the disorder
in this model by perturbatively integrating out magnons to derive an effective model for the
disordered sublattice. This effective model is close to a transition between two competing
ground states, and we conjecture that strong fluctuations associated with this transition
lead to disorder.
Third, we study the generation of coherent low-energy magnons using ultrafast laser pulses
in the spin-orbit coupled antiferromagnet Sr2IrO4, inspired by recent pump-probe experi-
ments. While the relaxation dynamics of the system at long time scales can be well described
semi-classically, the ultrafast excitation process is inherently non-classical. Using symmetry
analysis to write down the most general coupling between electric field and spin operators,
we subsequently integrate out high-energy spin fluctuations to derive induced effective fields
which act to excite the low-energy magnon, constituting a generalized “inverse Faraday ef-
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To describe and classify matter means to specify an ordering principle which determines
how microscopic degrees of freedom organize to collectively determine macroscopic observ-
able quantities. A widely applicable and successful framework for doing so is the notion of
symmetry-breaking order due to Landau [1, 2]: In the disordered state (say, at high temper-
atures), a given system is invariant under a certain set of transformations which constitute
the symmetry group G of the model – there is no structure to the constituent degrees of
freedom. As an example, one may consider a paramagnet with the local magnetic moments
pointing in random directions, and thus being invariant under rotations of all local mo-
ments. Upon varying an external control parameter (e.g. decreasing temperature), a phase
transition may occur: the system can spontaneously break some of the symmetries in G and
there is an onset of order. In our example, the local moments may align in parallel, giv-
ing rise to a macroscopically observable magnetization and thereby forming a ferromagnet.
Since there is now a specific axis along which all spins point, this state of matter no longer
is invariant under rotations of the local moments.
Crucially, there is a sense of universality to this principle: a few macroscopic local observ-
ables (precisely those which distinguish between possible symmetry-broken states, so called
order parameters) are sufficient to characterize a phase of a given system in thermodynamic
equilibrium, largely independent of the precise nature of the underlying microscopic degrees
of freedom and how they interact with each other. Further, this also implies that the low-
energy response of a system to perturbations can be modelled through the dynamics of
these macroscopic variables. Therefore, remarkably, “general truths about all of nature’s
phases can be obtained by studying classical rather than quantum systems” [3].
Scientific progress is made when examples are found that test the limits or even fall outside a
widely accepted paradigm. In this regard, the importance of the experimentally discovered
integer Quantum hall effect (IQHE) [4] and the fractional Quantum Hall effect (FQHE)
[5] cannot be stressed enough. Placing electrons (confined to two spatial dimensions) in a
magnetic field, these effects show that the transverse conductivity takes quantized values
σxy = νe
2/(2π~) with ν ∈ Z for the IQHE, and rational ν in the FQHE. The former can be
understood in a single-particle description, with the magnetic field giving rise to discrete
Landau levels in the electronic energy spectrum, corresponding to quantized cyclotron or-
bits. In a semiclassical picture it is easy to see that for ν filled Landau levels, there must
be ν skipping orbits of electrons moving along the boundary, each carrying a conductance
quantum of e2/(2π~), and thus giving rise to a integer-quantized Hall conductance. In fact,
it was realized that ν ∈ Z constitutes a topological invariant which allows to classify elec-
tronic wavefunctions according to their non-trivial winding in momentum space [6].
Perhaps even more strikingly, the fractional quantum Hall effect occurs when strong inter-
actions among electrons lift the macroscopically large ground-state degeneracy of partially
filled Landau levels, and give rise to a liquid-like ground state without any broken sym-
metries, thus evading a classification in Landau’s paradigm. As we argue below, such a
7
1 Introduction
quantum disordered state is fundamentally different from a trivially disordered state in that
the ground state carries highly non-local information: the underlying degrees of freedom are
long-range entangled, which is an inherently quantum effect without any classical analogue.
As these non-local properties are invariant under smooth deformations, this organizational
principle may be referred to as topological order [7, 8]. Such topologically ordered states
of matter often have excitations which are significantly different from the underlying mi-
croscopic degrees of freedom, featuring fractionalized quantum numbers and non-trivial
exchange statistics [9, 10, 11]. In the past four decades, topology as emergent as a pow-
erful to understand phases and phenomena in condensed matter. Indeed, the 2016 Nobel
prize in physics was awarded to Thouless, Kosterlitz [12] and Haldane [13] “for theoretical
discoveries of topological phase transitions and topological phases of matter”.
Liquid-like ground states, as found in the FQHE, may also be realized in systems with inter-
acting local magnetic moments, as first pointed out by Anderson [14, 15], and recent exper-
imental progress suggesting that these may indeed be realized in certain materials [16, 17].
More generally, quantum magnets provide a unique platform to study the full interplay of
trivially disordered, symmetry-broken (i.e. magnetically ordered) and topologically ordered
states due to the (strongly) interacting nature of localized underlying microscopic degrees
of freedom.1
It is the principle goal of this thesis to find and study further examples for equilibrium states
of matter which fall outside the paradigm of symmetry-broken states. We also point out that
even for conventional symmetry-broken states, the excitation of slow (hydrodynamic) modes
may evade a (semi-)classical description and instead relies on the nature and interactions
of the underlying quasiparticles. We do so in the milieu of quantum magnets, which we
introduce in the following section, with a particular focus on frustrated interactions.
1.1 Frustrated antiferromagnets
The paradigmatic model for the study of strongly interacting electrons is given by the Hub-
bard model, which describes electrons hopping on a lattice with kinetic energy t. As a result
of screening, the repulsive Coulomb interaction is short-ranged, and in the simplest case
one may neglect all further interactions beyond the onsite coupling. In second-quantized











where U > 0 is the strength of the Hubbard interaction, we define the spin-polarized density
niσ = c
†
iσciσ and 〈ij〉 denotes the summation over nearest-neighbor pairs of the underlying
lattice. Considering the half-filled case, i.e the average number of electrons matching the
number of lattice sites, it is easily seen that in the limit of strong interactions U  t, each
electron occupies a single site, as there is a large energy cost for empty and double-occupied
sites. In this limit, the hopping of the electrons is prohibited: They become localized and
1In this context it is interesting to note that the work by Thouless and Kosterlitz on topological phase
transitions, recognized by the 2016 Nobel prize, is of key relevance to the behaviour of two-dimensional
magnets with planar spins. Haldane was recognized for the discovery of symmetry-protected topological
phases in one-dimensional integer-spin quantum antiferromagnets.
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the system forms an insulating state, the so-called Mott insulator. In this strong-coupling
limit, a configuration of the system is hence uniquely determined by specifying the spin
state ↑, ↓ of each electron at each lattice site, such that the natural degrees of freedom in
the Mott insulator are the electron spins ~Si. While at t = 0, the ground state is massively
degenerate, a finite but small t > 0 allows for hopping processes through which the electrons
can lower their energy, leading to interactions among the spins which lift the ground-state
degeneracy. Carrying out an explicit perturbation theory to second order in t/U , one








The positive sign of the exchange coupling J here implies that the interaction prefers an
antiparallel alignment of the spins.
While the ground state of the quantum S = 1/2 Heisenberg model H can in general not
be found exactly, it is often a good approximation to treat the spins ~Si as classical vectors
of length S, and then lateron (perturbatively) include quantum fluctuations, for example
through the use of a large-S expansion. Performing this classical analysis, it is easily seen
that on bipartite lattices, such as the square lattice or the honeycomb lattice, the classical
Heisenberg model H has a minimum in energy if the spins order indeed in a staggered
collinear manner, as illustrated in Fig. 1.1(a). However if the lattice contains closed loops
of spin-spin interactions with an odd length, one finds that a collinear ordering of the spins
cannot simultaneously minimize the spin-spin interaction ~Si · ~Sj on each nearest-neighbor
bond 〈ij〉. One refers to a system for which not all contributions to the energy HH (1.2)
can be minimized, as being frustrated [18, 19, 20, 21].
On the classical level, frustration can lead to complex non-collinear ordering patterns, with
the simplest example constituting the 120◦-Néel order [see also Fig. 1.1(b)] on the trian-
gular lattice (where all interaction paths have odd lengths) – in this case, one usually
speaks of weak frustration. In other situations, frustrated classical systems can have an
extensive ground state degeneracy. A paradigmatic for such a strongly frustrated system is















~Si and similarly for ~S5. It is thus seen that any configuration in which
the sum of the three spins for each triangle is zero is a minimum energy state. Since the
Kagome lattice is built from corner-sharing triangles, fixing a spin configuration on a given
triangle does not uniquely determine spin configurations on the neighboring lattices, such
that the number of possible ground states is increasing (exponentially) with the system
size. An illustration for this is shown in Fig. 1.1(c). In fact, it can be shown that the
Kagome lattice Heisenberg antiferromagnet does not only possess an extensive discrete
ground state degeneracy, but rather there is an extensive number of continuous variables
which parametrize energy-degenerate ground states [20].
Both examples for frustrated systems discussed above have in common that the frustration
arises as a result of the geometry of the lattice. However, frustration may also be induced on
9
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Figure 1.1: Classical ground states of spin models. (a) The energy of the antiferromagnetic
Heisenberg model on the unfrustrated square lattice is minimized by collinear
Néel ordering. (b) The Heisenberg antiferromagnet on the triangular lattice
leads to the non-collinear 120◦ Néel state, a case of weak frustration. (c) On the
Kagome lattice with Heisenberg interactions, the spins are strongly frustrated
and there is an extensive ground-state degeneracy. Shown here is a coplanar
configuration – fixing a certain ordering pattern in a domain does not uniquely
determine the spin configuration through the lattice, as indicated by the spins
with grey shading. (d) The problem of finding a classical ground state of the
Kitaev model on the honeycomb lattice can be mapped onto finding dimer
coverings (up to a local Z2 degree of freedom), leading to an extensive ground
state degeneracy.
unfrustrated lattices (with even loop lengths) through the particular nature of spin exchange
interactions, the most prominent example being the Kitaev model [22] with bond-dependent

















with 〈ij〉α, α ∈ {x, y, z}, denoting a summation over nearest-neighbor pairs of a given bond
type, and we discuss the ferromagnetic case Kα > 0 for simplicity. Here, the frustration
arises from the fact that a spin cannot simultaneously point in three directions as to min-
imize the interaction energy with its three neighbors. Inspecting the classical version of
HK on e.g. the honeycomb lattice, it can be shown that the problem of finding a ground-







Figure 1.2: Curie-Weiss law for the temperature-dependent inverse susceptibility χ−1 for
frustrated (in blue) and unfrustrated antiferromagnets (in red) [24]. For the
former, the Néel temperature is on the order of the Curie-Weiss temperature
|ΘCW|, while in the latter case TN  |ΘCW|. In the regime TN < T < |ΘCW| the
frustrated system forms a cooperative paramagnet.
shown in Fig. 1.1(d). Since the number of possible dimer coverings grows exponentially
with the system size, it is seen that the Kitaev model possesses an extensive ground-state
degeneracy.
Frustrated magnets can be identified empirically by studying the magnetic susceptibility χ
as a function of temperature T [24, 25]. At high temperatures, the inverse susceptibility is
generically a linear function of the temperature,
χ−1 ∝ T −ΘCW, (1.5)
where ΘCW is the so-called Curie-Weiss temperature which depends on the nature of mag-
netic interactions. For antiferromagnetic Heisenberg-type systems one has ΘCW ∼ −J .
For unfrustrated systems, the Curie-Weiss temperature is on the order of the Néel tem-
perature TN below which the system is in a long-range ordered phase, as opposed to the
high-temperature disordered paramagnetic phase. This phase transition is accompanied by
a cusp-like feature in χ−1 at TN, as shown in Fig. 1.2. (Strongly) frustrated systems however
show a strong deviation of this behaviour: Here, the Néel temperature is small compared to
the Curie-Weiss temperature, TN  |ΘCW|, meaning that the system orders at temperatures
much below the typical energy scale of the interactions as a result of frustration suppress-
ing order. This implies that there is now a finite regime of temperatures TN < T < |ΘCW|
in which the disorder in the system is driven by the frustrating interactions among the
local moments contained in the Hamiltonian H, rather than thermal fluctuations: Even
though the system is not ordered, the spins are correlated. The behaviour in this particular
temperature regime has therefore been dubbed cooperative paramagnetism [19, 26].
So far, our analysis and discussion was focussed on classical versions of the Heisenberg (and
Kitaev) spin model, while we are ultimately interested in quantum, S = 1/2, systems with
inherent quantum fluctuations. For the following discussion, we focus on low temperatures
such that thermal fluctuations can be expected be weak. The large ground-state degeneracy
makes a frustrated system particular susceptible to perturbations of any kind. The inclusion
of quantum fluctuations can be expected to lift this degeneracy and select a unique (up to
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degeneracies due to spontaneous symmetry breaking or of topological origin) ground state.2
There are two main scenarios that can occur:
(i) Fluctuations may select a certain configuration in the ground-state manifold for which
the zero-point energy contribution to the total energy of the system is minimized, thus
leading to long-range magnetic order, constituting a symmetry-broken phase for which
the Landau paradigm is applicable [20]. This constitutes a quantum version of the
“order by disorder” mechanism first discussed by Villain [27].
(ii) Quantum fluctuations may stabilize a state without any long-range magnetic order.
This can be rationalized by noting that the classical degeneracy in frustrated systems
often implies that there are many gapless modes in the (harmonic) spin-wave spectrum
(e.g. in the Kagome lattice, the spin-wave spectrum is gapless on the entire plane),
signalling that there is no energy cost associated with certain fluctuations. This in
turn can lead to divergences in quantum corrections to local observables (such as
any hypothetical order parameter), invalidating the notion of classical order and our
approximation of spins as classical vectors altogether.3
Since we have set out the goal to study phases of matter which are beyond the Landau
paradigm of symmetry-broken states, we henceforth focus on the case where quantum fluc-
tuations destroy magnetic order.
1.2 Quantum spin liquids
The discussion in the previous subsection shows that for states that may arise as a result
of (ii), no (semi-)classical description can be found as a matter of principle. Instead, it
is instructive to think about possible ground-state wavefunctions, or approximations of
these.
For simplicity, we consider antiferromagnetic systems with SU(2) spin rotation symmetry.
One particularly insightful construction of a variational wave function to approximate the
ground state of a frustrated quantum spin model was proposed by Anderson [14]. In this
approach, one considers valence bonds as singlets built from two spins at sites i, j, which
we denote as
|(i, j)〉 = 1√
2
(|↑i↓j〉 − |↓i↑j〉) . (1.6)
A generic wavefunction is then obtained by choosing a certain partition C of valence bonds
connecting sites on the lattice such that each site participates in exactly one valence bond
2Technically, quantum fluctuations may be introduced to a classical spin model in a perturbative manner
by making use of a large-S framework, representing the spin operators as a series of bosonic creation-
and annihilation operators (for a technical exposition, we refer the reader to Appendix B).
3To see this more formally, we can imagine choosing a particular point in the classical ground state manifold
and performing a spin-wave expansion on top of this configuration, obtaining (at the harmonic level)
spin-wave modes with the dispersion ωk. Assuming that there is a classical order parameter O for the
chosen ground state configuration (such as a staggered magnetization), we then evaluate corrections to
this order parameter on the harmonic level, which are typically of the form ∆O ∼
∑
q∈BZ 1/ωq. As a
result of the classical ground-state degeneracy, the spin-wave spectrum will feature many gapless modes
ωq, leading to divergences in ∆O.
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(a) (b)
Valence bond solid (VBS) Resonating valence bonds (RVB)
Figure 1.3: Illustration of valence-bond (purple lines) configurations on the triangular lat-
tice. (a) A valence bond solid which spontaneously breaks the lattice’s trans-
lation and rotational symmetries. (b) A resonating valence bond state, a su-
perposition of many possible coverings, can retain all symmetries of the system.
The wavefunction contains non-local information: Considering a system with
periodic boundary conditions, the parity of bonds cut by a loop (in blue) is
invariant under local resonances (example depicted by arrows), leading to a
four-fold ground state degeneracy on the torus.







|(ik, jk)〉 . (1.7)
A simple class of wavefunctions constructed in this manner are given by so-called Valence
Bond Solids (VBS), where the weight A(C) is only finite for one particular dimer covering, as
depicted in Fig. 1.3(a). These are commonly ground states of trivial quantum paramagnetic
systems which have finite energy gap (as there is an energy cost to exciting a singlet into
a local triplet). It is easily seen that a VBS spontaneously breaks the translational (and
rotational) symmetries of the underlying lattice.
Crucially however, the lattice symmetries may be restored by performing a superposition of
all possible coverings of the lattice, instead of choosing a single covering as the ground state
as for the VBS. What we have obtained in this construction is a Resonating Valence Bond
(RVB) wavefunction, first discussed by Anderson [14]. The (hole-doped) RVB state was
lateron extensively discussed in the context of high-temperature superconductivity in the
underdoped cuprates [15, 29, 30, 31]. Here, a resonance refers to a local re-arrangement of
valence bonds – in the simplest case, we can imagine breaking up two parallel valence bonds
and consecutively forming two orthogonal valence bonds. In particular if only coverings C
are chosen in which only nearest neighbors are forming a valence bond, it is easy to see that
correlations are short-ranged and thus the short-ranged RVB wavefunction may approximate
the ground- state wavefunction of a gapped system.
The crucial conceptual distinction, resulting in a strikingly different phenomenology (to be
discussed below), between VBS and RVB wavefunctions lies in their entanglement structure.
We note that in the simplest case, a VBS state may be written as a product state of
valence bonds, or at least as a product state of local spatial blocks, if there is a more
complicated dimer ordering pattern. In contrast to this, the RVB wavefunction implies
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long range entanglement, which means that it cannot be written as a product state of
spatially local blocks [32]. To see this, we consider a particular valence-bond covering
of the triangular lattice with periodic boundary conditions and draw a line along one of
the periodic directions [33], as shown in Fig. 1.3(b). Resonances, i.e. local changes of the
valence bond configurations, conserve the parity (even/odd) of the number bonds cut by
this line. A moment’s thought reveals that actually changing the parity of the number of
cut valence bonds requires the application of a number of local operators which scales with
the system size. This demonstrates that a given RVB wavefunction contains information
which is non-local in the sense that it cannot be probed by a local observable, and thus
cannot be disentangled into a product state over finite-size blocks.4
By the construction sketched above, the RVB wavefunction may be understood as a rep-
resentative ground state of a local Hamiltonian. If the defining qualitative properties of
such a ground state are invariant under small variations in parameter space, we have thus
found a phase of matter with the absence of any symmetry breaking and a highly non-local
entanglement structure. Abstracting from a particular construction, these phases of matter
are called Quantum Spin Liquids [25, 34].5
Proving that a given Hamiltonian H indeed has a quantum spin liquid ground state is a
highly non-trivial task, and one often needs to resort to numerical methods, which have
yielded evidence for QSLs in Heisenberg models for the Kagome and triangular (with ad-
ditional antiferromagnetic next-nearest neighbor interactions) lattices [35, 36, 37, 38, 39].
Exactly solvable models for quantum spin liquids are scarce and usually found when de-
parting from SU(2)-symmetric Heisenberg models, and often contain only a single exactly
solvable point in parameter space [40, 41]. A rare example of a spin model for which the
ground state can be obtained exactly for all values of the magnetic couplings is the Kitaev
model HK as in Eq. (1.4) [22].
1.3 Fractionalization and topological order
The particular entanglement structure of a quantum spin liquid can give rise to deconfined
fractionalized excitations and topological ground-state degeneracies, two highly exotic phe-
nomena which we will demonstrate below. Here, we again employ valence bonds to foster
an intuitive understanding, while a more formal treatment resorts to the study of appropri-
ate gauge theories, as we will introduce in the context of the Kitaev model in Chapter 2.
Note that the short-range RVB states introduced above allow for a natural insight into the
qualitative properties of gapped Z2 spin liquids, but we emphasize that there are further
classes of QSL, such as gapless Z2 or U(1) spin liquids, for which the notion of a topological
ground-state degeneracy does not apply. However, what all QSLs have in common is the
fact that they are described by a deconfined phase of some gauge theory.
To study excitations, we consider using a local operator to break up a singlet, formally
corresponding to a ∆S = 1 excitation, and thereby creating two S = 1/2 spins. We may
4This rather heuristic argumentation can be formalized by making use of the definition of the entanglement
entropy, which we introduce in Subsec. 2.6.2.
5Having focussed on gapped spin liquids states, we note that the key defining property of long-range
entanglement naturally also implies to gapless spin liquids with power-law decaying correlations in real
space.
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then separate these two excitations, making use of the resonances of valence bonds, with an
energy cost which remains bounded as a function of the distance between the two objects,
implying deconfinement : Transporting one of the spins infinitely far away, we thus see that
the RVB state supports fractionalized excitations (which we dub spinons) in the sense that
they carry a fraction of the quantum number of the local (microscopic) excitation [29, 42].
We can contrast this behaviour with excitations in a trivial quantum paramagnet, such
as a VBS, where we again break up a singlet – while one can formally introduce spinons,
it is easily seen that by separating them, there is an energy cost which diverges with the
distance of the excitations: The system is in a confining phase. We emphasize that any
local operator creates local excitations. It is therefore the particular wavefunction of the
RVB state, which cannot be disentangled into a product-state (or approximation thereof)
which leads to the emergence of fractionalized excitations [33, 34].
We have argued earlier that the long-range entanglement structure in quantum spin liquids
may be understood by noting that the ground-state wavefunction carries information which
cannot be discriminated by local operators. We can expand on this thought by formally
placing the system on a manifold with a non-trivial topology, in the simplest case a torus
obtained by imposing periodic boundary conditions along the x and y directions in the plane.
Again drawing lines along the two periodic directions, we find that by the argument above,
resonances conserve the parity of cut bonds by these lines. The four different combinations
thus define superselection sectors in the Hilbert space which remain invariant under the
application of a local operator [22, 43]. Since the energy of the system is built from local
operators which, as argued earlier, cannot discriminate between configurations with an
even/odd number of bonds cut, we therefore find that there are four orthogonal energy-
degenerate ground states |ψi〉, i = 1, . . . , 4 on the torus.6 Applying this argument to
different manifolds, we find that this degeneracy of the ground state only depends on the
genus (number of handles) of the manifold, and has thus been dubbed topological ground
state degeneracy [45, 7].
As we have argued that both fractionalization and topological order arise from the long-
range entanglement in a QSL, it is perhaps not surprising (but yet even more fascinating)
that these are intimately related [46]. Indeed the number of species of fractionalized exci-
tations (including the vacuum) can be seen to be identical to the number of superselection
sectors and thus the ground-state degeneracy on the torus, and also determines the topo-
logical contribution to quantitative measures of the entanglement structure, which will be
further discussed in Sec. 2.6.
Since degeneracies in conventional ordered phases arise from spontaneous symmetry break-
ing, it has been argued that the topological ground state degeneracy, and more generally
the existence of superselection sectors due to long-range entanglement, defines topological
order as a novel ordering paradigm beyond Landau’s theory of symmetry-broken phases
[47]. While of fundamental interest in their own right, topologically ordered phases of mat-
ter and their excitations are also intensely studied and sought after for the realization of
fault-tolerant quantum computing [48, 22, 11].
It should be noted the defining properties of quantum spin liquids hamper their definite
6Note that the existence of a (topological) ground state degeneracy for gapped systems with an odd-half




Figure 1.4: (a) Dynamical spin structure factor probed by neutron scattering for the Kitaev
material α-RuCl3, showing a robust continuum of excitations at the Γ-point, in
contrast to spin-wave modes, suggesting the presence of fractionalized excita-
tions. (b) Theory prediction for the scattering continum of the antiferromagnetic
Kitaev spin liquid, obtained from the exact solution [49] with phenomenological
adjustments. Figure reproduced from [50].
positive experimental identification, as long-range entanglement and resulting non-local sig-
natures are not (as of now) experimentally accessible. One thus often resorts to thermody-
namic measurements and local probes which can uncover indirect signatures of spin-liquid
physics. As an example, the fractionalized nature of excitations can lead to broad con-
tinua of excitations since a local spin flip can decay into multiple fractionalized excitations
with an arbitrary assignment of momenta, as shown in Fig. 1.4. This is in contrast to sharp
spin-wave modes expected for ordered magnets. However, experimental features potentially
indicative of QSL-type physics may also be of more conventional origin, such as disorder
and the coupling to other excitations in the material, e.g. phonons [21, 51].
1.4 Spin-orbit coupling
The theoretical progress in the understanding of states of matter characterized by topologi-
cal properties goes hand in hand with the experimental search (and potentially synthesis) of
materials which may exhibit these phases. Here, spin-orbit coupling (SOC), the relativistic
interaction between an electron’s spin and orbital angular momentum, has emerged as a
key ingredient.
Even when correlation effects are weak, SOC can be crucial for the realization of topo-
logically protected quantum states of matter, a prominent example being time-reversal
symmetric Z2 topological insulators. In these, spin-orbit coupling allows for Kramers pairs
of opposite spin and momenta, and thus helical edge states may be formed, which is referred
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to as the quantum spin Hall effect [52, 53]. For strongly correlated Mott insulators, one
finds that SOC generates deviations from the SU(2)-symmetric Heisenberg-type magnetic
exchange interactions, and give rise to magnetic anisotropies [54]. A prominent example for
anisotropic exchange interactions generated by SOC is the Dzyaloshinskii–Moriya interac-
tion ∼ ~Dij · ~Si × ~Sj which is symmetry-allowed if the 〈ij〉-bond lacks an inversion center
[54].
A particularly intriguing class of materials for the study of the interplay of SOC and corre-
lation effects is given by the 4d and 5d transition metal compounds. In these, SOC is found
to cooperate with the electronic Coulomb interaction to yield novel Mott insulating ground
states [55], generating spin-orbital entangled local moments. A paradigmatic example is
given by the 5d transition-metal oxide Sr2IrO4 [56], with Jeff = 1/2 moments arranged on
an effective square lattice. The aforementioned Dzyaloshinskii–Moriya interaction gives rise
to a (small) canting of the antiferromagnetically ordered moments.
These 4d and 5d transition metal compounds are further of immense interest in the search
for systems which may realize Kitaev’s honeycomb spin model as defined in Eq. (1.4). Here,
the Ir4+ oxides Na2IrO3 and Li2IrO3 as well as RuCl3 have emerged as the most promising
candidate materials [57, 58]. At the heart of these efforts lies the discovery by Jackeli and
Khaliullin [59] that the effective Jeff = 1/2 local moments in these spin-orbit Mott insulators
realize bond-dependent exchange interactions due to the particular exchange geometry. In
the crystals formed by edge-sharing IrO6 (and RuCl3) octahedra, two distinct 90
◦ hopping
paths between two magnetic ions may destructively interfere, leading to a suppression of the
isotropic Heisenberg interaction. The dominant anisotropic exchange interaction between
the Jeff = 1/2-moments on the three inequivalent bonds is then instead mediated through
the excited level structure and due to a finite Hund’s coupling [58]. Note that in addition
to these bond-dependent Kitaev-type interactions, typically further Heisenberg and off-
diagonal (Γ) exchange interactions are present, such that both the iridates and RuCl3
become magnetically ordered at low temperatures. However, experiments suggest that the
Kitaev interaction has a strong impact on the magnetic excitation spectrum [60, 61, 62, 63],
with e.g. continua of excitations observed in RuCl3 as shown in Fig. 1.4. Strikingly, applying
a tilted magnetic field in RuCl3 appears to give rise to a half-quantized transverse thermal
conductivity, suggesting the presence of a chiral Majorana edge mode [64], consistent with
the theoretical analysis of the Kitaev model in a (weak) magnetic field [22].
1.5 Outline
In the first part of this thesis, we explore novel phases that are induced by coupling ad-
ditional degrees of freedom to a spin liquid. Here, the honeycomb model due to Kitaev
presents itself as an ideal starting point due to its exact solution, which we review and
discuss in Chapter 2. However, the exact solubility of the model is usually spoilt once one
introduce interactions with additional degrees of freedom, and one hence needs to resort to
approximative treatments. In this regard, mean-field treatments based on parton construc-
tions are of particular use as they allow us to describe phases of matter with fractionalized
excitations. We review previous parton mean-field theories and introduce a novel SO(4)
Majorana formalism, unifying some previous approaches, in Chapter 3. Having mean-field
methods targeted for the Kitaev model at hand then allows us to attack the Kitaev Kondo
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lattice in Chapter 4, where charge carriers are coupled to local moments which form a Kitaev
spin liquid. We find fractionalized Fermi liquids (FL∗), where conventional electronic quasi-
particles coexist with fractionalized excitations, as well as exotic superconducting phases.
We further apply the Majorana mean-field theory to study the phase diagrams of bilayer
Kitaev models in Chapter 5, i.e. two antiferromagnetically coupled layers of Kitaev spin
liquids. These bilayer systems may show a quantum phase transition without symmetry-
breaking, from a topologically ordered state to trivial dimer quantum paramagnet as a
function of the interlayer coupling, or further unconventional intermediate states.
The second part of this thesis is concerned with the intriguing possibility of partially quan-
tum disordered phases. Inspired by recent numerical results, we elucidate in Chapter 6 how
fluctuations on top of the collinear order of 2/3 of the local moments in stuffed honeycomb
lattice Heisenberg antiferromagnet may lead to a quantum disordered state for the remain-
ing 1/3 of the spins. This coexistence of symmetry-breaking and topological order may be
seen to bear similarities to the FL∗ found in the Kitaev Kondo lattice.
With the increased understanding and availability of quantum materials in recent years,
the problem of probing and controlling their excitations takes center stage. Here, ultra-
fast optical methods may be of particular relevance. Recent experiments show that indeed
ultrafast laser pulses can be used to excite and probe coherent (low-energy) magnons in an-
tiferromagnetic materials. In Chapter 7, we derive a full quantum theory for this excitation
mechanism with a particular focus on the easy-plane antiferromagnet Sr2IrO4, whose Mott-
insulating behaviour is driven by the interplay of strong spin-orbit coupling and correlation
effects.
We close this thesis in Chapter 8 with a summary of our results, and further comment on
outstanding problems and potential avenues for future research.
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2 Kitaev honeycomb spin liquid
The first part of this thesis is concerned with novel phases that are induced by coupling
additional degrees of freedom to a highly frustrated system of local moments which is
in a quantum spin liquid phase, and transitions between these phases. For this purpose
we employ Kitaev’s honeycomb spin liquid [22] as a central building block, which is a
rare example of an exactly solvable Z2 quantum spin liquid. Its ground state is described
by Majorana fermions hopping in the background of static Z2 gauge field. Fascinatingly,
applying a (weak) magnetic field gaps out the Majorana fermions and leads to topologically
ordered phases with non-abelian anyons.
The motivation for the use of the Kitaev model as a building block in Chapters 4 and 5
is twofold. First, we note that the systems which we ultimately wish to construct can in
general not be expected to be solved exactly due to their strongly-correlated nature. It is
therefore desirable to have certain (non-trivial) limits which admit an exact solution, and
thus can be used as control for the necessary approximations made to study parameter
regimes away from the solvable limits. One natural limit is the decoupled limit in which the
additional degrees of freedom are decoupled from the quantum spin liquid ground state. In
this limit, we can thus exploit the exact solvability of the Kitaev model. Second, we also
emphasize that our studies should necessarily evolve around systems for which microscopic
realizations are conceivable. Here, recent experimental progress shows promise in identifying
materials which realize Kitaev interactions and spin liquid behaviour [59, 17, 58, 64].
In the following chapter, we introduce the Kitaev model and its exact solution, following the
approach introduced in Ref. [22], and use the opportunity to also comment on the emerging
Z2 gauge structure, the resulting notion of topological order as an ordering paradigm beyond
Landau theory, as well as experimental approaches to realizing the Kitaev model.
2.1 Microscopic spin model and constants of motion
The spin model introduced by Kitaev is defined on a honeycomb lattice, with S = 1/2 spins
placed at each site of the lattice, satisfying the SU(2) commutation relations [Sα, Sβ] =
iεαβγSγ . The bonds of the honeycomb lattice can be divided into three distinct sets labeled
by α with α = x, y, z. Each bond type is assigned an Ising-type nearest-neighbor interaction


















where 〈ij〉α denotes nearest-neighbor bounds of type α, as also depicted in Fig. 2.5.
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Figure 2.1: Definition of the Kitaev honeycomb model with bond-dependent Ising interac-
tions, as defined in Eq. (2.1). The exact solution involves replacing a single
S = 1/2 by four Majorana fermions, three of which can be associated with the
respective bond types. Two Majorana fermions on each 〈ij〉α bond define a Z2
gauge field ûij .
A remarkable feature of the model is the extensive number of conserved quantities. In













which commutes with the Hamiltonian (2.1). Furthermore, it follows from W 2p = 1 that
the eigenvalues of Wp are given by wp = ±1. For the following discussion, we introduce
terminology of wp = −1 corresponding to a vortex in plaquette p. As [Wp,Wp′ ] = 0 for two
plaquettes p, p′, these operators form a mutually commuting set of hermitian observables,
such that the Hilbert space H of the model decomposes into a direct sum of eigenspaces





where Np = N/2 denotes the number of plaquette operators for a system of N sites.
1 This
splitting of the Hilbert space of the model amounts to block-diagonalizing the Hamiltonian,
yielding a block Hamiltonian for each distinct set of plaquette eigenvalues w1 . . . wNp . Con-
sidering that dim H = 2N = 2Np×dim Hw1,...,wNp , we find that each eigenspace has formally
a Hilbert space of dimension of dim Hw1,...,wNp = 2
N/2, corresponding to
√
2 degrees of free-
dom per site. This suggests that the remaining degrees of freedom might be fractionalized
and their description requires a notion of non-locality. In this spirit, we introduce below a
description of the SU(2) spin operators in terms of Majorana fermions, which, taken as an
individual particle, can be seen to have an effective Hilbert space dimension of
√
2.
2.2 Majorana representation of spin algebra
Majorana fermions are real solutions to the Dirac equation and were first primarily studied
in high-energy physics [65], however in recent years have acquired strong interest as quasi-
particles in condensed-matter systems, in particular due to their relevance for topological
1Note that we neglect subleading corrections due to boundaries/different boundary conditions.
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quantum computing [66]. Given a complex fermion with creation and annihilation opera-
tors c, c† which fulfil the anticommutation relation {c, c†} = 1, we can define two Majorana














Note that χ and η can be referred to as the real and imaginary parts of the complex fermion
in analogy to the definition of Re[z] and Im[z] for a complex number z ∈ Z. Correspondingly,
it is easily seen that the Majorana fermions are hermitian, χ† = χ and η† = η, and obey
the anticommutation relations
{χ, χ} = 1, {η, η} = 1 and {χ, η} = 0. (2.5)
Since the Hilbert space Hc = {|0〉 , |1〉} of a single complex fermion is two-dimensional,
the definition of χ and η suggests that χ and η correspond each to a degree of freedom of√
2. Accordingly, one cannot construct a number operator for a single Majorana fermion.
Instead, we find that the number operator of the complex fermion maps onto the definition
of a Majorana parity operator
iχη = 2c†c− 1 (2.6)
with eigenvalues ±1.
We now represent the SU(2) spin operators in terms of four Majorana fermions χµ, where
µ = 0, 1, 2, 3 (with {χµ, χν} = δµν as a generalization of the anticommutation relations
(2.5)) as
S̃α = iχ0χα. (2.7)
Comparing the Hilbert space dimensions dim HS = 2 of a spin-1/2 with the dimension of
the Fock space F = 4 of the four Majorana fermions, it is clear that above representation
introduces additional, necessarily redundant, degrees of freedom. To eliminate these degrees
of freedom, we introduce a constraint operator D which defines a physical subspace FPhys
of F which can be identified with the original Hilbert space as
HS ' FPhys = {|ψ〉 ∈ F | |ψ〉 = D |ψ〉} ⊂ F . (2.8)
It is thus clear that the operator D acts as the identity on states within the physical











so that the constraint operator can be written as D = 4χ0χ1χ2χ3. From D2 = 1 it is easily
seen that D has eigenvalues ±1.
Above approach straightforwardly carries over to systems with multiple spins Sαi , with i
being a site index, and accordingly defined Majorana fermions χµi , with the commutation
relations {χµi , χµj } = δµνδij . The constraint then becomes local, Di |ψ〉 = |ψ〉 for physical
states |ψ〉.
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Figure 2.2: (a) Definition of the conserved plaquette operators Wp. (b) The ground state of
the model is given by the flux-free sectors with plaquette operator eigenvalues
wp = 1 on all plaquettes p, which is e.g. achieved by the (gauge-dependent)
choice uij = +1/2 for i ∈ A, j ∈ B sublattices. Flipping a bond to uij = −1/2
introduces vortices with wp′ = −1 on the two adjacent plaquettes.
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j on 〈ij〉α-bonds. The operator ûij is hermitian,
and from û2ij = 1/4 we find the eigenvalues to be given by uij = ±1/2. Moreover, since uij
contains two anticommuting operators, the ûij on the respective bonds are mutually com-
muting [ûij , ûkl] = 0 and also commute with HK . We can therefore block-diagonalize HK,
corresponding to an orthogonal decomposition of the full Fock space into the eigenspaces





Each block then corresponds to H̃K with ûij replaced by a fixed realization of eigenvalues
uij . We thus obtain a quadratic (hopping) Hamiltonian for the Majorana fermions χ
0
which can be straightforwardly diagonalized. However, the eigenstates |ψuij 〉 obtained by
diagonalizing the quadratic Majorana hopping Hamiltonian for a fixed realization of uij are
elements of the extended space F and thus not necessarily physical states. In fact, it is easily
seen that the operator Di generates a transformation on the states |ψuij 〉 corresponding to
changing the bond variables uij on each link emanating from site i.
2 Given a state |ψuij 〉,
2This is easily seen by computing
ûij(Di |ψuij 〉) = −Diûij |ψuij 〉 = −Diuij |ψuij 〉
= (−uij)Di |ψuij 〉 , (2.12)
where we have used that {Di, ûij} = 0.
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the application of the constraint operator at site i hence generates a new state with the
sign of uij for the 〈ij〉-bonds (for fixed i and all j) inverted, so that the states in each Fuij
are not necessarily physical in the sense that they might not fulfil Di |ψ〉 = |ψ〉 ∀i. To make







which acts as the identity on physical states, and maps unphysical states to 0 This statement
is most easily verified by working in an eigenbasis of D, which motivates one to decompose
the projection operators as
P = SP0, (2.14)
where S symmetrizes a given state |ψ〉 such that DiS |ψ〉 = ± |ψ〉 is an eigenstate of the con-
straint operator, and P0 projects out all unphysical states, i.e. those sectors with eigenvalues
Di = −1 [67, 68, 69].
In order to retain a orthogonal decomposition of the Hilbert space after the projection, we





where ∂p denotes the set of six bonds sorounding a given plaquette p. Importantly, wp is
invariant under the application of D, which can be seen from the vanishing commutator
on an operator level, or the fact that applying Di at site i changes two bonds in each
adjacent plaquette, so that we can label states after the projection P be their respective
plaquette operator eigenvalues wp. We therefore obtain the physical states and energies in
each subspace Hw1,...,wNp by choosing a set of uij that fulfills (2.15) for the given set of wp,
diagonalizing the corresponding Hamiltonian H̃K and then applying the projection P. The
ground state of the model is then determined by the configuration of wp which minimizes
the total energy of the system.
2.3.1 Ground state
The search of the ground-state configuration of the wp is in principle (on a arbitrary lat-
tices) a non-trivial task and is most naively solved using a brute-force approach, evaluating
the energy for each configuration explicitly. Fortunately, for the honeycomb lattice Lieb’s
theorem can be used [70], which states that the minimum energy configuration for fermions
hopping in the background of vortices (i.e. wp = −1 for some p) is given by the vortex-free
sector wp = +1 ∀p.
Following the procedure outline above, a convenient choice of the bond variables in the











where i now indexes the unit cells and we introduce δ1,2 = (±1,
√
3)T/2 as the primitive
lattice vectors and define δ3 = 0 for notational convenience. The Hamiltonian can then
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Kx = Ky = 0Kz = 1
Kx = Kz = 0
Ky = 0K
x = 0
Ky = Kz = 0
Kx = Ky = Kz = 1
Figure 2.3: (a) Phase diagram of the Kitaev model for anisotropic couplings. Note that the
B phase is gapless, while Ax, Ay, Az are phases in which the Majorana dispersion
is gapped. The Toric code as an effective theory for these phases can be obtained
in perturbation theory (see also Sec. 2.5). (b) Cut through the energy bands of
the dispersing Majorana fermion χ0 along high-symmetry lines of the hexagonal
Brillouin zone (shown in inset). Note that the dispersion is only well-defined for
momenta k > 0.
be straightforwardly diagonalized by exploiting translational invariance and working in








where s = A,B is the sublattice index and Nc refers to the number of unit cells of the
honeycomb lattice. Noting that χk = χ
†
−k, we restrict the momenta k to be positive [71].
We can then work with χk and χ
†
k as complex fermionic operators, with the restriction of
k > 0 guaranteeing that no degrees of freedom are counted twice. In the present case, we












Using the definition of the Fourier modes in (2.16), the Hamiltonian can be conveniently

















where we define f(q) =
∑
αK
αeiqδα . Since the honeycomb lattice contains two sites per







with ε±(q) = ±|f(q)|/2. Note that for the isotropic case of Kα ≡ K, the band structure is
equivalent to the band structure of graphene (with nearest-neighbor hopping only), however
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with momenta restricted to be positive. A cut through the dispersion along high-symmetry
lines in the Brillouin zone is displayed in Fig. 2.3 (b). Alternatively, one may also perform a
particle-hole transformation which unfolds the lower band (with strictly negative energies)
onto the region of k < 0 with positive energies.
In the isotropic case, one notes that the spectrum has isolated points q∗ at which εσ(q∗) = 0
and which feature a linear dispersion ε±(q∗ + δq) ∼ ±|δq| in their vicinity. Since these
modes with a linear dispersion are solutions of the relativistic Dirac equation, they are
commonly referred to as Dirac nodes. The presence of these gapless points can be shown to
be protected by inversion symmetry I and time-reversal T [22]. It should be noted that even
when the spectrum of the model is gapless, the dynamical structure factor (which is typically
measured using inelastic Neutron scattering experiments) shows a gapped behaviour because
there is a finite energy gap to vortex excitations [49]. Varying the couplings Kα, we find
that the gapless phase persists as long as the three triangle inequalities
|Kx| ≤ |Ky|+ |Kz|, |Ky| ≤ |Kz|+ |Kx| and |Kz| ≤ |Kx|+ |Ky| (2.21)
are satisfied. Moreover, we note that the exact solution of the Kitaev model is valid for both
ferromagnetic Kα > 0 and antiferromagnetic Kα < 0. If these inequalities do not hold, the
dispersion of the Majorana fermions becomes gapped, so that we obtain the phase diagram
shown in Fig. 2.3 (a). In the limit Kx/Kz,Ky/Kz → 0 (and equivalent), the ground state of
the model consists of decoupled Ising dimers with two-fold degenerate eigenstates, resulting
in an extensive ground-state degeneracy of the model.
For above solution of the Kitaev model (which lead to (2.7)), we have worked with a fixed
gauge and diagonalized the resulting Hamiltonian. We emphasize that formally, the physical
ground state of the model is only obtained after applying the projection P to the state |ψ{u}〉
given by the ground state of (2.20) for a fixed gauge configuration {u}. Often computations
are significantly simplified by fixing a certain gauge and then working with the unprojected
eigenstates |ψ{u}〉. In this context, it is instructive to inspect the decomposition (2.14):
For the computation of expectation values of gauge-invariant observables in a given state,
the symmetrization over redundant gauge-equivalent configurations S is obviously trivial,
such that it is sufficient to work with a single eigenstate constructed from the Majorana
Hamiltonian in a fixed gauge. Crucially however, we need to ensure that this state is
physical by applying the projection P0, which may be written as [67, 68]




where θ depends on the lattice geometry and choice of boundary conditions, and π̂c is a
parity operator which can be related to the parity p̂i of the eigenmodes cσ,q. This expression
for the projection operator reveals that physical and unphysical states can be distinguished
by the parity of the fermionic eigenmodes of the system, which depends on both the con-
figuration of the gauge field {uij} and the boundary conditions [67]. For instance, it can
be shown that the physical ground state of the Kitaev model, i.e. in the flux-free sector,
necessarily contains an odd number of fermionic eigenmodes [68, 69].
We note that the Kitaev model on the honeycomb lattice can also be solved by employing a
(highly non-local) Jordan-Wigner representation of the spin operators in terms of fermionic
modes, thus avoiding the introduction of redundant gauge degrees of freedom [72]. Pairing
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Figure 2.4: (a) Dynamical spin structure factor (on a logarithmic scale) for the isotropic
Kitaev model on the honeycomb lattice, showing an energy gap due to the
gapped nature of flux excitations and a broad continuum at higher energies
due to Majorana fermions. Figure adapted from [49]. (b) Specific heat Cv,
normalized entropy S/ ln 2 and average flux density W as well as static spin-
spin correlations Szz, Sp for the Kitaev model with isotropic couplings obtained
through Monte-Carlo sampling over flux configurations. At high temperatures a
paramagnetic regime is observed, which crosses over to an intermediate regime
with spin correlations but disordered fluxes. Further cooling, there is a second
crossover to a low-temperature regime where the fluxes order in their ground-
state configuration W = +1. Figure adapted from [73]
these fermionic modes appropriately, it then becomes apparent that the number of fermions
on a particular set of bonds (say, the z-bonds) is conserved and gives rise to one Z2 degree
of freedom per unit cell, which can be seen to be equivalent to Z2 flux degree of freedom
associated with the conserved plaquette operators Wp.
2.3.2 Correlations and dynamics
The exact solution of the Kitaev model facilitates the exact computation of both static and
dynamic correlation functions [74, 49]. For the evaluation of static correlations 〈Sαi Sβj 〉, we
recall that a single spin operator Sαi acting at site i changes the Majorana fermion parity
at site i and inverts the gauge field uij → −uij on the α-link emanating from site i, thereby
introducing a pair of fluxes on the two plaquettes adjacent to this link. For the correlation
function to be non-zero, the second spin operator Sβj needs to annihilate the flux pair to
obtain a non-zero overlap with the ground state, and thus we need to require that β = α
and that j is a neighboring site of i on the α-link, such that we can write for the spin-spin
correlation function
〈Sαi Sβj 〉 ∝ δ〈ij〉=αδα,β, (2.23)
implying that the spin-spin correlations are highly anisotropic, in that they follow the bond-
directional nature of exchange interactions in the Kitaev model.
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We now move on to discuss dynamical spin-spin correlation functions of the form
Sαβij (t) = 〈Sαi (t)Sβj (0)〉. (2.24)
By the same reasoning as in the static case, one finds that spin-spin correlations vanish
beyond nearest neighbors and have a bond-dependent anisotropy in spin space. For exper-
imental purposes, it is of particular relevance to analyse the dynamic correlation function
in frequency and momentum space, Sαβq (ω), which can be measured in Neutron scattering
experiments. The explicit evaluation of Eq. (2.24) can be done exactly by mapping the
problem to a local quantum quench [49, 75], with the resulting dynamic structure factor (at
the isotropic point, Kα ≡ 1 ∀α) shown in Fig. 2.4. Crucially, the dynamic structure factor
shows a gapped response of the system, with the gap corresponding to the energy cost of
exciting two flux excitations [49]. This is a remarkable result since the Kitaev model in the
B phase, i.e. with nearly isotropic couplings, has a gapless spectrum due to the propagating
Majorana fermions, which can be revealed in thermodynamic measurements as discussed
in the following subsection. Above the flux gap, the spin-structure factor shows a broad
continuum due to incoherent dispersing Majorana fermions.
2.3.3 Thermodynamic properties
The fractionalization of the spins in the Kitaev model into Majorana fermions and Z2 gauge
fluxes becomes also evident by inspecting thermodynamic properties. Here, the integrability
of the model can be employed to perform sign-free quantum Monte-Carlo (QMC) studies
at T > 0. The Z2 fluxes being constants of motions means that one can diagonalize the
Kitaev model in any given flux configuration and then perform a Monte-Carlo sampling
over the flux configurations in order to approximate the partition function [73], where it
is particularly convenient to use the Jordan-Wigner spin representation. Clearly, at high
temperatures T & Kα, the system is in a paramagnetic phase with vanishing spin-spin
correlations and a zero average flux density 〈Wp〉 = 0. Consequently, each spin contributes
ln 2 to the entropy of the system.
Upon cooling down, the specific heat C(T ) shows a characteristic two-peak structure (cor-
responding to rapid decreases in entropy), indicative of two successive crossovers, with each
of them releasing half of the system’s entropy, as visible from Fig. 2.4(b). At high tempera-
tures, on the order of the Kitaev coupling TH ∼ K, coherent Majorana fermions emerge and
the system develops short-ranged spin correlations, however the Z2 fluxes are still thermally
disordered. In the second crossover at TL ∼ ∆, with the crossover scale determined by the
flux gap ∆ [76], the average flux density grows from zero to 〈Wp〉 = 1 at low temperatures,
indicative ordering of the fluxes to the ground state configuration.
At very low temperatures, T . TL, it is expected that the specific heat of the system
reflects the semimetallic nature of the dispersing Majorana fermions (the Z2 fluxes are
almost completely aligned), and thus C(T ) ∼ T 2. The study by Nasu et al. [73] finds
that this is only the case at very low temperatures, T . TL, while there is a much larger
regime up to T ∼ TH in which the specific heat is linear C(T ) ∼ T and thus shows metallic
behaviour, an indication of the thermally excited fluxes contributing to a finite density of
states for small energies.
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Taken in conjunction with the gapped nature of dynamical spin correlations discussed ear-
lier, these thermodynamic measurements revealing the gapless nature of excitation thus lead
to a remarkable (and at first sight contradicting) experimental phenomenology of potential
Kitaev spin liquids.
2.4 Z2 gauge structure
Kitaev’s honeycomb model serves as a prototypical example for a gauge theory which play
key roles in the description of spin liquids [8]. In the Kitaev model, this gauge theory
is coupled to matter in the form of Majorana fermions. Given a system with a global
symmetry group G (which we assume to be unbroken), one can construct a gauge theory
by making this symmetry local (i.e. act on each lattice site) and denote this as the gauge
group of the model. In the previously considered case of the Kitaev model G = Z2, and
local symmetry (gauge) transformations change the values of the bond variables according
to uij → θiuijθj with θi ∈ Z2. The uij is thus called the gauge field of the model, taking
values in {+1/2,−1/2} ' Z2.
Since a local symmetry can not be spontaneously broken according to Elitzur’s theorem [77],
all expectation values of (local) operators O which transform non-trivially under operations
in G necessarily vanish, 〈O〉 = 0. We thus seek to define states and observables which
are invariant under local symmetry transformations, giving rise to the principle of gauge
invariance, which led to the constraint
Dj |ψ〉 = |ψ〉 for |ψ〉 ∈ FPhys. (2.25)
This constraint, which defines the physical subspace FPhys of gauge-invariant states, can be
interpreted as an analogue of the Gauss law ∇ · E with the electric field E in the absence
of matter, which after quantization reads
∇ ·E |ψ〉 = 0, (2.26)
since ∇ · E is the generator of (unitary) gauge transformations via U = eiα∇·E (for α ∈
R) which act trivially on physical states U |ψ〉 = |ψ〉. Conversely, Eq. (2.26) follows for
infinitesimal α. As the existence of a local symmetry implies the existence of states in an
extended Hilbert space which give rise to the same physical states, it is also common to
speak of a gauge redundancy to highlight the difference to physical symmetries.
The plaquette operators Wp which we have used to decompose the physical Hilbert space
after the projection are gauge-invariant observables. These correspond to the smallest
non-trivial Wilson-loop operators of the theory, which are the prototypical gauge-invariant
observables of any gauge theory.
Importantly, fundamental excitations of the Z2 gauge theory are inherently non-local. To
illustrate this, we consider a single vortex wp = −1 on on top of the vortex-free ground
state. Employing a fixed gauge uij = +1/2 for i, j ∈ A,B, we first consider the action of
a local spin operator on the ground state. Analogous to (2.12), we obtain for 〈ij〉 being a
bond of type α,
ûijS
α
i |ψuij 〉 = −uijSαi |ψuij 〉 , (2.27)
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meaning that Sαi inverts the gauge field on the α-link emanating from site i. As visible
from Fig. 2.2(b), inverting uij on a particular bond induces two vortices with wp = −1 on
the two adjacent plaquettes. One can now apply further spin operators along a string of
bonds from site i to infinity in order to separate the two vortices infinitely far at a bounded
energy cost, thus effectively obtaining a single wp = −1 plaquette. This implies that the
fundamental excitations of the gauge field sector are highly non-local, and the system is in
a deconfined phase.
2.5 Toric code
The study of the emergent Z2 gauge structure in the Kitaev model is complicated by the
presence of the gapless matter Majorana fermions which severly impact the low-energy
physics of the system. As shown in the phase diagram of the Kitaev model as a function
of the three couplings Kα however, the itinerant Majorana dispersion becomes gapped out
if a considerable amount of anisotropy is introduced in the Kitaev couplings. In this limit,
we expect to be able to integrate out the dispering Majorana band and obtain an effective
model for only the Z2 gauge field which can be used to further study the Z2 gauge structure
of the model.
Instead of integrating out the Majorana band, it proves useful to derive an effective model
by considering the highly anisotropic case of Kx = Ky = 0, and Kz ≡ K > 0, for which the
system is in a highly degenerate ground state of decoupled ferromagnetic Ising dimers (with
a two-fold degeneracy per unit cell). Considering finite Kx = Ky = λK with λ  1, one
can then use perturbation theory to find effective couplings between these dimers. To this
end, it is convenient to employ a pseudospin formalism in which the two-fold degenerate
Ising dimers are associated with a pseudospin as a two-level system,
|↑↑〉 ≡ |⇑〉 and |↓↓〉 ≡ |⇓〉 . (2.28)
Identifying the two low-energy states of the ferromagnetic z-Ising dimers with the pseu-
dospin degree of freedom can be represented pictorially by contracting the extended z-bonds
of the honeycomb lattice to single point-like sites, so that one obtains an effective square
lattice of pseudospins, as shown in Fig. 2.5.
First-order perturbation theory in λ then gives a vanishing contribution, and second-order
perturbation theory yields a global energy shift that can be neglected for our purposes. The
first non-constant term to the effective pseudospin Hamiltonian is obtained in fourth order















where the operator Qp acting on the square lattice plaquettes may be understood as the pla-
quette operator Wp from the full Kitaev honeycomb model acting on the effective pseudospin
degrees of freedom. This effective Hamiltonian is seen to be equivalent to the g < 0-regime
of Wen’s exactly solvable plaquette model [78]. For a further analysis, it is useful to intro-
duce a dual lattice (indicated by straight lines in Fig. 2.5) such that the pseudospin sites
are located on the bond centers of the new lattice. The plaquettes p of the old lattice can
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Figure 2.5: Perturbation theory in λ = Kx/Kz = Ky/Kz amounts to replacing the low-
lying z-Ising dimers by pseudospin sites, leading to an effective square lattice
(dashed). Placing the pseudospins on the bonds of the dual lattice (straight
lines) allows a mapping to the Toric code which is defined in terms of star
operators As and plaquette operators Bp, with the ground state satisfying As =
Bp = +1 ∀s, p. Violations of this rule lead to electric e and magnetic particles m
respectively, corresponding to two types of vortices in the original model deifned
on alternating rows of the honeycomb lattice.
then be associated with degrees of freedoms which are placed on the vertices and plaquettes












where s indices the vertices of the model, and p the respective plaquettes. By performing a
carefully chosen unitary spin rotation, the model is seen to be equivalent to the Toric code










with JTC = λ








Importantly, these operators mutually commute,
[As, As′ ] = [Bp, Bp′ ] = [As, Bp] = 0, (2.33)
however at the same time we note that the “microscopic” degrees of freedom [σx, σz] 6= 0.
This implies that the Hamiltonian above enjoys a local symmetry, since e.g.
[Heff , As] = 0 ∀s, (2.34)
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but at the same time A†sσ
z
iAs = −σzi for any bond i ∈ s, so that the star operator As may
be seen as a generator of the local symmetry operations. Recalling the discussion in the
previous section, we thus find that the Toric code possess a Z2 gauge structure (as expected
for the low-energy theory of the Kitaev model), where we identify σzi = ±1 with the Z2
gauge field and As with a generator of gauge transformations





which act on the gauge field on link i, connecting the two stars s and s′, as [34]
σzi → U †σzs,s′U = (−1)msσzs,s′(−1)ms′ . (2.36)
We emphasize that the choice of σzi as the gauge-field variables is basis dependent, equiv-




2 = 1 for all s, p, the star- and plaquette operators have eigenvalues ±1.
The lowest energy states of the Hamiltonian Heff are thus given by configurations which
have As = +1 and Bp = +1 on all stars s and plaquettes p. We may construct an explicit
ground state by noting that the first constraint, Ap = +1∀p is solved by the uniform states
σxi = +1 as well as all configurations in which an even number of bonds emanating a site
are flipped, σxi = −1. It is easily seen that this condition is fulfilled by any closed loops
of flipped σxi . Noting that Bp is off-diagonal in this basis, we may use the fact that the
ground state |ψ〉 is an eigenstate of Bp with Bp |ψ〉 = +1 |ψ〉 to construct the ground state










|σx1 , σx2 , . . .〉 . (2.37)
The lowest-lying excitations on top of this ground state are given by those states which have
As = −1 or Bp = −1 on a single star or plaquette, respectively. These are often referred
to as electric particles e and magnetic particles m. This terminology is due to the fact that
the electric particles locally violate the constraint As = +1, which can be seen to be the Z2
lattice analogue of Gauss’ law ∇·E = 0 in the continuum U(1) theory of electromagnetism.4
Violations of the Gauss’ law are then precisely induced by electric charges (specified in terms
of the charge density ρ, such that∇·E = ρ in classical electromagnetism), so that excitations
with As = −1 are seen to correspond to electric charges. By a similar analogy of identifying
3Note that this reverses the role of electric and magnetic particles to be introduced below, which can
be seen as analogous to the electromagnetic duality in classical electromagnetism upon the inclusion of
magnetic monopoles.
4Identifying σzj = e






We now re-index the electric field on bond j as Ej ≡ Eab with a, b denoting sites of the dual lattice, so





Eab = (∇ ·E)a. (2.39)
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σzi = e
iaj with aj being a lattice version of the U(1) vector potential, a local violation of
the ground-state constraint Bp = +1 is seen to be equivalent to a magnetic π-flux piercing
through the plaquatte p and can thus be identified with a magnetic charge.
A striking feature of e and m is that they do not correspond to local excitations. This is
easily seen by applying a local operator to the ground state, e.g. flipping a σxi = +1→ −1,
and thus creating two e particles at the vertices which are connected by link j. However,
we note that applying local operators along a string, one may separate a pair of e or
m particles to arbitrary distances without a bounded energy cost, corresponding to the
deconfined vortex excitations in the honeycomb model.
Tracing back the mappings and transformations that led to the Toric code as an effective
model for the low-energy physics of the Kitaev model in the gapped phase, it is seen that
the e and m particles correspond to vortex excitations (i.e. Wp′ = −1 on isolated plaquettes
p′ in the background of Wp = +1 ∀p) on alternating rows of the honeycomb lattice, as
depicted in Fig. 2.5. Recalling that the application of a single spin operator acting on the
ground state of the Kitaev model creates two flux excitations on neighboring plaquettes
and changes the Majorana fermion parity on a given site, one can thus decompose the spin
operator in terms of three anyonic quasiparticles [34],
Sα ∼ emε, (2.40)
where ε denotes a fermionic excitation further discussed below. Note that this identification
becomes technically ill-defined once the Kitaev model becomes gapless.
2.6 Topological order
The existence of fundamental excitations which can not be created or annihilated by local
operators implies the existence of superselection sectors which are sets of states which are
closed under the application of local operators. Since generically microscopic perturbations
at any order are composed of local operators, this implies that the superselection sectors are
robust against any (reasonably small) perturbation. Systems supporting fundamental exci-
tations belonging to different non-trivial superselection sectors are referred to as possessing
an intrinsic topological order.
The notion of topological order was first introduced in the study of the fractional quantum
Hall effect (FQHE) which, similarly to quantum-spin liquid states, evades a description
in terms of a local order parameter and features quasiparticles with non-trivial exchange
statistics. Importantly, the ground-state of FQHE systems has been shown to possess a
degeneracy which depends on the topology of the manifold on which the system is defined,
and thus has been argued to be an ordering principle for quantum disordered systems which
are beyond the standard Landau paradigm of broken symmetries [7].
Instead of providing a universally applicable precise definition of topological order (which
does not appear to be fully settled, in particular once gapless excitations are present [79],
also cf. Sec. 4.7.2), we discuss key properties and features by considering the example of
Toric code as an exactly solvable model for intrinsic Z2 topological order in the absence of
global symmetries, and then lateron generalize the discussion to consider the interplay of







Figure 2.6: Incontractible loops (cocycles) around the torus and corresponding fourfold de-
generate ground states, comprising the vacuum, and having created a e, moved
one particle along either (or both) the non-contractible cycles and then again
annihilating the pair to the vacuum. As noted in the main text, these states may
be associated (via a linear transformation) with the four superselection sectors
{1, e,m, ε} of the Toric code [82, 83].
2.6.1 Superselection sectors and ground-state degeneracy
In the particular case of the Toric code, there are four superselection sectors, which may
be labelled 1, corresponding to the vacuum, the sectors e and m, as well as the physical
fermion
ε = e×m (2.41)
where “×” denotes a fusion process, so that ε may be understood as a bound state of an
electric charge and a magnetic flux. Using the fact that a local operator acting on the
vacuum creates two e or m particles, we further note that e×e = m×m = ε× ε = 1, so that
there are no further superselection sectors present. While the e and m particles have bosonic
self-statistics, the analogy to classical electromagnetism as well as explicit calculations reveal
that they have non-trivial braiding statistics: Moving, for example, e in a loop around a m
particle, the wavefunction is seen to pick up a minus sign, |ψ〉 → − |ψ〉, analogous to the
well-known Aharanov-Bohm phase acquired when an electron moves around a magnetic flux
in classical electromagnetism. Particles which possess non-trivial exchange statistics and
thus evade the paradigma of bosonic and fermionic excitations found in condensed matter
systems are called anyons [80]. While interesting as unconventional quasiparticles in their
own right, we mention that anyonic excitations lie at the heart of proposals for implementing
fault-tolerant quantum computing [48, 22]. The study of anyons and exchange statistics can
be made more formal by constructing a topological quantum field theory (TQFT), where the
non-trivial statistic of the anyons is described by appropriate braiding and fusion categories.
This has allowed for the classification of Z2 topological order and anyonic statistics in gapped
fermionic systems in 2+1 dimensions in 16 different classes due to Kitaev, often dubbed
“the 16-fold way” [22] (for a pedagogical introduction we refer the reader to Ref. [81]).
The four superselection sectors and the non-trivial braiding statistics between particles from
these sectors imply a fourfold ground state degeneracy on the torus which is often referred
to as a topological degeneracy. This degeneracy can be easily demonstrated by creating a
pair of, say, e on top of the ground state, moving one of the e around a non-contractible loop
on the torus and then annihilating the pair to the vacuum, so that the final state is again
a ground state of the system. Since local operators in general may deform these respective
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loops, but are not able to contract the two fundamental cycles on the torus onto a point,
there are in total four distinct processes as depicted in Fig. 2.6,
|00〉 , |0e〉 , |e0〉 and |ee〉 , (2.42)
with 0, e in the first (second) index indicating if one of the e has been transported around the
first (second) non-trivial torus cocycle. Performing a unitary transformation which maps
|0〉 → 1√
2
(|0〉+ |m〉) and |e〉 → 1√
2
(|0〉 − |m〉) (2.43)
on of the torus loops in (2.42), we then find that the superselection sectors and the topo-
logically degenerate ground states on the torus in fact have a one-to-one correspondence.
These considerations can be made more precise by e.g. explicitly considering the loop alge-
bra for the toric code and constructing the respective ground states [82, 43]. Note that the
exact degeneracy may be lifted through tunneling events, however since all excitations of
the Toric code are gapped, these splittings are in general exponentially small in the system
size [22], so that the ground-state degeneracy on a topologically non-trivial manifold is a
robust feature of gapped topological ordered systems.
2.6.2 Topological entanglement entropy
A further approach to the highly unconventional properties of topological order consists
in making use of methods first developed in quantum information theory to uncover the
entanglement structure of the system [84]. A useful quantity to consider in this context is
the bipartite von-Neumann entanglement entropy SA between two bipartitions A∪B = AB
of a system AB. The entanglement entropy SA is then given in terms of the reduced density
matrix ρA = TrB ρAB as
SA = −Tr ρA log ρA. (2.44)
Importantly, we note that the entanglement entropy vanishes for pure product states be-
tween the two bipartitions, |ψ〉 = |ψA〉 ⊗ |ψB〉. For conventional d-dimensional systems
which are described by gapped Hamiltonians, one finds that the entanglement entropy
shows a area law scaling, SA[L] ∼ Ld−1, where l denotes the boundary area between the
two bipartitions [85, 86]. For the case of d = 2, we thus find that the entanglement entropy
scales linearly with the perimeter of the subsystem A. This is indicative of the fact that the
only entangled degrees of freedom which contribute to the entanglement entropy are near
the boundary between A and B, and thus there is only short-range entanglement present.
On the other hand, for (gapped) two-dimensional systems with topological order, it has
been shown [87, 47, 36] that this area law is violated by a universal topological contribution
γ > 0,
SA[L] ∼ L− γ. (2.45)
This topological entanglement entropy γ = lnD has been shown to be related to the total
quantum dimension D, a universal quantity computed in the TQFT which formalises the
braiding and fusion statistics of the anyonic quasiparticles. For the particular case of the
Toric code, one finds that D = 2. This contribution to the entanglement entropy serves
as evidence for the long-range entanglement in the system: Since γ > 0 as a topological
constant is robust under small deformations and SA ≥ 0 by definition, it is not possible
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to adiabatically deform the Hamiltonian such that the area law contribution to the en-
tanglement entropy vanishes, which would correspond to having found a state which is a
product state between the two bipartitions, as is possible for trivial gapped systems [88].
The long-range entanglement structure of topologically ordered systems is intuitively clear
if one recalls the non-locality of fundamental excitations: If the ground state was separable
into a product state, all excitations of the system could be obtained by acting with local
operators on the respective components of the system, and no notion of non-locality would
be obtained [34, 84].
2.6.3 Symmetry-enriched and symmetry-protected topological phases
In addition to phases which possess intrinsic topological order in the absence of a global
symmetry, one may further consider systems in which a global symmetry is present, lead-
ing to the notion of a symmetry-enriched topological phase (SET). Crucially, the existence
of anyonic excitations in this topologically order phase allows for symmetry fractionaliza-
tion. As a result, the anyons are seen to carry fractional quantum numbers, which may be
constructed by reducing the global symmetry of the ground state of the system to a local
operation acting an a single anyon. This reduction process reveals that the symmetry group
G acting on a respective anyon a is given by a projective realization, e.g. for two group
elements g1, g2 ∈ G one has
Ua(g1)Ua(g2) = ωa(g1, g2)Ua(g1, g2) (2.46)
with a phase factor ωa(g1, g2) ∈ U(1). Note that this phase factor precisely cancels the
phase factor of the quasiparticle ā which fuses with a to the vacuum, a × ā = 1, such
that G is a symmetry of the vacuum [43, 89]. We briefly mention two examples for SET.
In the context of FQHE systems, the global U(1) charge conservation symmetry becomes
fractionalized, and excitations carry a fraction of the electric charge. For example the
existence of fractional charges with e/3 (for the filling factor ν = 1/3) has been verified
explicitly experimentally [90]. In the context of quantum magnetism, one may consider
Heisenberg models possessing SO(3) spin rotation symmetry where strong frustration (e.g.
due to the lattice geometry) suppresses ordering tendencies and may instead support a
gapped Z2 quantum spin liquid ground state which respects the spin rotation symmetry.5
The resulting quasiparticle types may be identified with the superselection sectors of the
toric code, where the e and m are identified with bosonic spinons b and visons v, while
ε = e × m has been argued to correspond to a fermionic spinon f [91, 92, 93]. Crucially,
the SO(3) symmetry is fractionalized in the sense that the spinons transform as S = 1/2,
in contrast to purely local excitations such as magnons in magnetically ordered systems or
triplons in gapped spin-dimer compounds, which would carry S = 1 [93].
The notion of topological order and SET introduced above should be contrasted with
symmetry-protected topological phases (SPT). These constitute gapped phases of matter
in which the presence of a (global) symmetry presents an obstruction of deforming the
ground state to a trivial product state. Importantly, all excitations of the SPT in the bulk
are given by conventional quasiparticles, and it features only short-ranged entanglement.
5We emphasize that these arguments do not apply to the Kitaev model which, due to the highly anisotropic
nature of interactions does not have a SO(3) spin rotation symmetry, and excitations thus do not carry
a spin quantum number.
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The fact that a SPT is distinct from a trivial product state is manifested in the presence
of non-trivial edge modes when placing the system on open manifolds. These edge modes
either spontaneously break the global symmetry, are gapless, or possess themselves intrinsic
topological order [94, 89]. Canonical examples for SPTs include the Affleck-Kennedy-Lieb-
Tasaki (AKLT) chain with S = 1 moments in the bulk and free S = 1/2 edge states, as
well as topological insulators [95, 96].
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The Kitaev model on the honeycomb lattice is exactly solvable as described in the previous
chapter. Additional terms which involve the local moments, such as further spin-spin in-
teractions (as e.g. in the Kitaev-Heisenberg model), as well as interactions with additional
degrees of freedom, however in general do not commute with the plaquette operators Wp,
thus inducing dynamics for the vortices and spoiling the integrability of the model [97].
While some progress can be made by means of perturbation theory, these are limited to
parameter regimes where the perturbation is small compared to the Kitaev coupling. A
common tool to study phases and their properties beyond perturbative regimes in a (in
principle) analytic manner is mean-field theory.
In particular, we will be interested in developing a mean-field theory for the Kitaev spin
liquid coupled to additional degrees of freedom. In the decoupled limit, we demand that
the mean-field theory at least reproduces key properties of the Kitaev spin liquid. However,
we note more generally that quantum spin liquids are quantum disordered phases of matter
which do not have a local order parameter: Considering a microscopic Hamiltonian for the









the spin liquid being disordered implies that all mean fields 〈Sαi 〉 = 0 vanish and thus
any mean-field decoupling of (3.1) appears to be trivial [8]. Progress has been made by
constructing mean-field Hamiltonians which realize RVB states [30, 98, 45]. The crucial
point here is that the spin operators are decomposed in terms of fermionic or bosonic
degrees of freedom, so-called partons. Spin-spin interactions then naturally map onto four-
particle terms which can be analysed in terms of standard mean-field methods. A parton
construction for a spin operator inevitably introduces redundant degrees of freedom which
need to be projected out by means of a constraint, strongly hinting towards a gauge theory
coupled to matter as a full theory beyond the mean-field description, as demonstrated
explicitly for the Kitaev model. If the bosonic or fermionic degrees of freedom in the parton
construction can be to some extent be associated with the fundamental excitations of the
spin liquid, a parton construction and the mean-field approximation provide a direct route
to the fractionalization of the spin in quantum spin liquids.
Since the resulting mean-field theory appears to depend strongly on the choice of a specific
parton construction, we first review commonly used parton constructions. We then, inspired
by Kitaev’s spin representation, formulate a SO(4) Majorana representation which also
allows for significant insights into the projective symmetry group (PSG) of the model and
unifies previous parton constructions involving Majorana fermions. This approach has been
introduced by us in Ref. [99] and been further used in Ref. [100]. In Secs. 3.3 and 3.4 we then
proceed to solve the Kitaev model in mean-field theory following the approach of Ref. [101]
and present our extension to the anisotropic case and comprehensive analysis [99], and then
apply our generalized mean-field decoupling to the Kitaev model in Sec. 3.5.
39
3 Mean-field theory
3.1 Generalized spin representations
3.1.1 Parton constructions
As reasoned above, a mean-field description of a fractionalized quantum paramagnetic phase
(with the absence of long-range order) necessarily needs to involve mean fields of operators
which are not composite objects of the microscopic local moment spin operators.
Since all fractionalization schemes (with the exact treatment of any occuring constraints)
which faithfully represent the SU(2) spin algebra are by definition to be considered equiv-
alent, there is no a priori justification to favor any one scheme. However the solution of
the thus obtained theory of interacting partons typically involves several approximations.
For example, in the particular case of mean-field approximations, local constraints which
eliminate redundant degrees of freedom (introduced through the parton construction) are
typically only enforced on average.
Different fractionalization schemes may thus in principle give rise to different phases and
phase diagrams, so that the choice of an appropriate fractionlization scheme is to be justified
a posteriori, ideally with reference to limiting cases in which the model at hand is exactly
solvable.
We briefly review two commonly used fractionalization schemes and recent efforts towards
a unified understanding.
Schwinger bosons
Fluctuations on top of a classical, magnetically ordered ground state can be described in
terms of spin waves which have bosonic quantum statistics. A common approach to describe
spin waves is to employ so-called Holstein-Primakoff bosons to parametrize deviations from
the classical ordered state at S →∞, when the spin operators ~S reduce to classical three-
dimensional vectors (for a formal treatment and a detailed discussion see also Appendix B
in this thesis). The thus obtained (interacting) bosonic theory can then be treated using
conventional many-body techniques. However this approach presupposes the existence of a
classical ordered state and thus does not apply to (quantum) paramagnetic phases which
may be induced by adding frustrating interactions. Moreover, we mention that the spin-
wave approach generally breaks down in two dimensions at any T > 0 due to the absence
of long-range order according to Mermin-Wagner’s theorem.
In order to study the competition between such disordered phases and magnetic order, it
appears to be desirable to introduce a spin representation which can be used to both study
the disordered phase as well as ordered states and their fundamental respective excitations.







b†τ~σττ ′bτ ′ (3.2)
Since one can construct an arbitrary number of states by acting with the bosonic creation
operators on the vacuum |0〉, but the Hilbert space of a single spin has dimension 2, we




τbτ with S = 1/2 to be fulfilled,
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i.e. consider the subspace of states with one boson per site [102, 103]. Note that there is
an emergent local U(1) symmetry bτ → eiϕbτ , corresponding to a gauge degree of freedom
(see also Sec. 3.2) [92]. Importantly, the bosons can condense such that 〈b〉 6= 0, giving rise
to a macroscopic population of eigenmodes of the system at a certain wavevector which
corresponds to the ordering wave vector of the system [104, 105]. The Schwinger boson
technique is thus seen to be capable of describing excitations both in a paramagnetic as
well as magnetically ordered regimes, with explicit calculations revealing the equivalence of
Schwinger boson and modified spin-wave approaches [102] in ordered phases.
Abrikosov fermions
As established in the introduction, spin models with antiferromagnetic spin exchange in-
teractions naturally emerge as effective low-energy theories in Mott-Hubbard insulators in
the limit of strong Coulomb repulsion U  t. In the limit U/t → ∞ the ground state is
easily seen to be characterized by configurations with singly-occupied sites, corresponding
to half-filling. Each configuration with exactly one electron per site is uniquely described
by a spin S = 1/2 with |↑〉 , |↓〉 at each site, so that we find that at low energies the relevant






f †τ~σττ ′fτ ′ . (3.3)
Charge degrees of freedom are completely frozen out (i.e. correspond to infinite-energy
excitations) if we demand the half-filling constraint to be fulfilled,∑
τ=↑,↓
f †τ fτ = n↑ + n↓ = 1. (3.4)
Expression (3.3) offers a natural route to a parton construction as a fermionic representation
of the spin operator [30, 45, 8]. The fτ are often called slave fermions or Abrikosov fermions.
We note that representing a spin-1/2 by two fermionic operators (each corresponding to a
two-dimensional Hilbert space) enlarges the Hilbert space of the system and introduces
unphysical states. However the half-filling constraint (3.4) defines a physical Hilbert space
by projecting out two of the four fermionic degrees of freedom, so that the fermionic spin
representation combined with the constraint is an exact representation of the SU(2) spin
algebra, and thus can be applied to any spin ~S independently of above considerations in
the Hubbard model.
Importantly, the exact application of the constraint through projection implies that there
is a local symmetry
ψ →Wψ for any W ∈ SU(2) (3.5)
with ψ denoting the so-called Nambu spinor ψ = (f↑, f
†
↓)
T . These symmetry operations
correspond to generalized particle-hole transformations, e.g. the choice W = σx transforms
f↑ → f †↓ . Since the parton construction (3.3) is invariant under these transformations, they
correspond to gauge degrees of freedom. We emphasize that, on the level of a spin system
described by interacting spins ~S, these gauge degrees of freedom are only introduced when
the representation of ~S through fermionic operators is used and thus is a direct consequence
of the redundancy of the fermionic representation [106, 8]. We will explore the SU(2) gauge




Both the Schwinger boson and Abrikosov fermion approach, with an exact treatment of any
occurring constraints, constitute exact representations of the SU(2) spin algebra. However
we note that using either spin representation, different mean-field ansätze generally may
lead to different Hamiltonians which can be classified in terms of their projective symmetry
groups (PSG, see Sec. 3.2 for an introduction). In particular, one distinguishes between
bosonic and fermionic PSGs.
It is interesting to ask to what extend the resulting theory is agnostic regarding the choice of
spin representation, i.e. if mean-field states constructed using a bosonic parton construction
are equivalent to solutions obtained in fermionic approaches. To this end, one notes that the
description of gapless spin liquid using a bosonic description (such as Schwinger bosons) is
inconsistent as the bosonic zero-energy modes are unstable against Bose condensation. At
the same time, we also note that the fermionic construction enjoys a SU(2) gauge freedom
which may lead to systems with SU(2) gauge fluctuations, while the bosonic approach only
supports a U(1) local symmetry as there is no notion of a particle-hole transformation for
bosonic systems. Both of the cases above demonstrate that there exist states for which
a correspondence between bosonic and fermionic approaches can not be constructed as a
matter of principle, however we note that for gapped Z2 spin liquids with SO(3) spin rotation
symmetry, i.e. symmetry-enriched phases with anyonic quasiparticles with “Toric code”
fusion rules and fractional spin quantum numbers, duality mappings between fermionic and
bosonic mean-field states have been constructed explicitly [107, 91]. In these constructions,
the fusion rules of the bosonic and fermionic spinons and bosonic vison (and additional twist
factors) are exploited to relate the phase factors in the projective symmetry composition
law (2.46) of different superselection sectors, and thus e.g. determine the fermionic spinon
PSG from the boson and vison PSGs. We note that these mappings have recently been
extended, employing field-theoretic dualities to find an unified description of some Z2 spin
liquids states on a square lattice and their respective quantum phase transitions to ordered
phases [108].
3.1.2 SO(4) Majorana representation
A viable mean-field theory for the Kitaev model with further interactions should at least
reproduce important features of the exact solution in the limit of only Kitaev interactions.
Here we recall that the exact solution features dispersing Majorana fermions in the back-
ground of static flux excitations, and that there is a finite region in the phase diagram in
which the dispersion is gapless, and thus evades a mean-field picture in terms of bosonic
quasiparticles. It thus appears to be reasonable to start with a fermionic spin representa-
tion (3.3), or to directly work with Kitaev’s spin representation SαK = iχ
0χα with χµ being
Majorana fermions. Recalling that any fermion f can be represented in terms of two Ma-
jorana fermions, it is further of particular interest to find out how the Abrikosov fermion
spin representation relates to Kitaev’s spin representation. To this end, we first decompose
the complex fermions f↑, f↓ into four real (Majorana) fermions χ
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χ0χα − χαχ0 − εαβγχβχγ
)
. (3.7)
The fermionic half-filling constraint (3.4) mapped to the Majorana fermions χµ reads
iχ0χ3 + iχ1χ2 = 0, (3.8)
which can be interpreted as a joint parity constraint for the four Majorana fermions. For
the further discussion, we find it convenient to introduce a novel matrix-based notation, so





where χ = (χ0, χ1, χ2, χ3)T , and M are real 4 × 4 matrices. From the anticommutation
relations of the Majorana fermions it is easily seen that the matrices Mα are antisymmetric
(Mα)T = −Mα and traceless, TrMα = 0, so that the Mα are elements of the Lie algebra
SO(4) which generates rotations in four dimensions.
We now check for which choice of Mα the representation (3.9) reproduces the SU(2) spin
algebra. Using the Einstein summation convention to expand the matrix-vector multiplica-













The anticommutation relations for the Majorana fermions can now be used in order to
bring the first summand to the identical form of the second summand, in the process



















λν − χλχνMαµνMβλµ. (3.11)
Using the antisymmetry of Mα, renaming indices and inserting above identity in the com-



















= iεαβγSγ , (3.12)
so that the matrix spin representation (3.9) reproduces the SU(2) algebra iff the matrices
Mα fulfil the commutation relations
[Mα,Mβ] = 2εαβγMγ , (3.13)
which are precisely the defining Lie bracket relations for the generators of SU(2) given
by the Pauli matrices.1 One therefore finds that the Mα form a real four-dimensional
1Note that there is no i appearing on the left hand side of Eq. (3.13) as we have defined the Mα to be real
by convention, corresponding to working with −iσα as generators of SU(2).
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representation of SU(2). An explicit representation of the matrices Mα can be inferred
straightforwardly from rewriting (3.6) as a χ-bilinear for α = x, y, z. Using the Pauli
matrices σα, the matrices are then given by
M 1 = σ3 ⊗ iσ2, M 2 = iσ2 ⊗ σ0 and M 3 = σ1 ⊗ iσ2, (3.14)
with the explicit 4×4 matrices detailed in Sec. C.1. Consequently, unitary transformations
of the spin Sα → U−1SαU = RαβS Sβ with some 3 × 3 matrix RαβS can be induced in
the Majorana parton construction by performing a SO(4) transformation on the Majorana
spinor













The spin operator and thus the supervector of generating SO(4) matrices Mα transforms
as a vector under spin rotations, as expected. Explicitly constructing the transformation
matrices (i.e. group elements of SO(4)) through exponentiation of the generators, one finds
that a generic form for an spin transformation matrix RS is given by
RS = a
01 + aαMα (3.16)
with the constraint (a0)2 + aαaα = 1 ensuring a unit determinant.
Having verified that the representation (3.9) indeed fulfills the spin algebra and shown how
spin rotations can be implemented as Majorana spinor transformations, we now proceed to
investigate the fate of the redundancy given by the Nambu spinor rotations in Eq. (3.5).






τ,τ ′ψτ ′ , (3.17)
with ψ = (f↑, f
†
↓)
T in analogy to the fermionic representation of the SU(2) spin operator.
For further use it is instructive to map various states obtained by acting with f †σ on the f -
vacuum |0f 〉 to states obtained by acting with ψ†τ on the respective vacuum |0ψ〉, obtaining
the correspondence [8]
ψ†2 |0ψ〉 = |0f 〉 ψ†1 |0ψ〉 = f †↑f †↓ |0f 〉
|0ψ〉 = f †↓ |0〉f ψ†1ψ†2 |0ψ〉 = f †↑ |0f 〉 . (3.18)
One thus notes that the singly occupied f -fermion states correspond to states with an even
number of ψ-fermions. The pseudospin can thus be understood as the generator of combined
particle-hole and U(1) charge rotations [106, 109].












with the matrices Gα defined as (see Sec. C.1 for explicit forms)
G1 = −σ0 ⊗ iσ2, G2 = −iσ2 ⊗ σ3 and G3 = −iσ2 ⊗ iσ1. (3.20)
The Gα also fulfill the SU(2) algebra relations
[Gα,Gβ] = 2εαβγGγ (3.21)
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and thus also form a representation of SU(2) in SO(4). Furthermore, we find that the
pseudospin generators commute with the spin matrices introduced above, [Gα,Mβ] = 0.
Analogous to the generic form of a spin rotation (3.16), an arbitrary pseudospin rotation
can be written as
RG = b
01 + bαGα (3.22)
with (b0)2 + bαbα = 1. As the spin operator discussed above, the pseudospin transforms




β with RαβG denoting the corresponding
SO(3) rotation matrix.
Importantly, the vanishing commutator between spin and pseudospin implies that the spin









χTMαχ = Sα, (3.23)
where we have used that RTGRG = 1 for any RG ∈ SO(4) per definition.
The fact that we have found two commuting SU(2) subalgebras (in total 2× 3 independent
generators) is due to the fact that SU(2)⊗SU(2) is locally isomorphic to the six-dimensional
Lie algebra SO(4), as e.g. can be verified explicitly by their Lie bracket relations [110]. A
generic group elementR in SO(4) can therefore be decomposed asR = RSRG, with the pair
(RS,RG) corresponding to two in principle distinct (spin and pseudospin) SU(2) rotations.
2
From this decomposition it is evident that the pair (−RS,−RG) leads to the same SO(4)
group element R, while −RS and RS (and similarly RG) are distinct group elements.3
Thus the kernel of the mapping SU(2) ⊗ SU(2) → SO(4) is given by {±1} = Z2 and we
obtain the isomorphism
SO(4) ' SU(2)⊗ SU(2)/Z2. (3.26)
In order to further a physical intuition for the mathematical structure outlined above, we
note that using the anticommutation relations of the Majorana fermions, the constraint
(3.8) can be written (up to a trivial constant) in terms of the pseudospin matrix G3,
G3 |ψ〉 = i
4
χTG3χ |ψ〉 = 0, (3.27)
where we have explicitly denoted an (arbitrary) state |ψ〉 to highlight the fact that (3.8) is a
constraint on states, rather than an operator identity. The half-filling constraint is thus in
2 The formalism introduced above can also be formalized by noting that the four (real) Majorana fermions








Any orthogonal transformation q → q′ can then be represented by a pair (U, V ) with U, V ∈ SU(2) acting
as
q → q′ = UqV −1, (3.25)
where one might speak of left-and right rotations as commonly used in non-abelian gauge theories, cor-
responding to physical (spin) and gauge (pseudospin) rotations, respectively. Clearly, (−U,−V ) induces
the same SO(4) transformation, so that SO(4) is the quotient group SO(4) = SU(2) ⊗ SU(2)/Z2 [111].
3Note however that both −RS and RS induce the same SO(3) spin rotation due to the well-established
fact that SU(2) is a double cover of SO(3) ' SU(2)/Z2, and equivalently for the pseudospin.
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the Majorana representation seen to be equivalent to the fact that all physical states are to
be pseudospin singlets, i.e. transform trivially under any SU(2)-pseudospin rotation. This
implies that we can rewrite the constraint in a basis-invariant manner as
Gα |ψ〉 = 0, with α = 1, 2, 3. (3.28)
The physical relevance of this statement can also be understood in terms of the correspon-
dence given in Eq. (3.18). Considering a SU(2) pseudospin rotation ψ → Wψ, it is easily
verified explicitly that the half-filled f -fermion states are invariant, since these correspond to
empty and doubly occupied ψ-fermion states which transform as singlets under pseudospin
rotations, as we have stated above.
Having gained an understanding how the commonly used Abrikosov representation of a
spin employed for spin liquids with fermionic quasiparticles can be mapped onto a four-
Majorana parton construction, and how both spin and gauge (pseudospin) transformations
are implemented, we now make connection with the spin representation (cf. Eq. (2.7))
employed by Kitaev to exactly solve the spin model on the honeycomb lattice. Since both
representations involve four Majorana fermions and the respective parton Hilbert spaces are
identical, it is reasonable to expect to find a direct correspondence between SO(4) Majorana
and Kitaev’s spin representation.
In this spirit, we note that the first term in the expression for the spin operator (3.9) and
the negative of the first term of the definition of the pseudospin (3.19) each have the same
form as Kitaev’s spin representation, suggesting to identify
SαK = iχ
0χα ≡ Sα −Gα = i
4
χT [Mα −Gα]χ. (3.29)
We can now proceed and consider how a generic Majorana transformation χ → Rχ acts
on the SαK, where the SO(4) matrix R = RSRG is composed of a spin RS and gauge












so that SαK in general does not transform as a vector, since for arbitrary transformations
(3.30) is equivalent to
SαK → RαβS Sβ −RαβG Gβ 6= RαβK SβK. (3.31)
Choosing a transformation that acts as the identity in the spin sector, RαβS = δ
αβ (e.g.
given by RS = 1), the transformation (3.31) demonstrates that the spin representation due
to Kitaev is not invariant under SU(2) gauge transformations. A closer inspection of the
transformation law (3.31) shows that SαK only transforms as a SO(3) vector iff spin and






K−−−−−−−−−→ RαβK (Sα −Gα) = RαβK SβK. (3.32)
This implies that any physical rotation of the spin operators SαK in the Kitaev representation
need to implemented by means of identical rotations of the spin and pseudospin. If a spin
rotation is induced by RS = a
01 + aαMα for some choice of aµ, the Kitaev representation
transforms as a vector if the spin rotation is followed by a gauge transformation, χ →
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with the same coefficients aµ as in RS, guaranteeing that the transformation law (3.32)
indeed applies. The fact that the spin representation of the Kitaev model requires physical
spin rotations to be followed by an equivalent gauge (pseudospin) transformation can also
be obtained by more conventional arguments employing complex (Abrikosov) fermions and
has been dubbed as “Spin-Gauge Locking” [112, 101].
We however stress that the action of a spin operator on any given physical state is inde-
pendent of the choice of representation if the half-filling (pseudospin singlet) constraint is
enforced (e.g. by projection). similarly, there is no physical difference between different
choices of RG for a given RS. While this statement may appear trivial at first – since we
have seen the pseudospin to be a gauge degree of freedom, after all – it highlights the fact
that the choice of a particular RG is determined by the requirement that the combined
spin- and gauge rotation on SαK (or any other operator constructed for Majorana fermions,
such as the Hamiltonian) is form-invariant in the sense that the transformation preserves
the form of the spin representation (up to the desired SO(3) rotation), or, equivalently, the
mean-field Hamiltonian. Since there is no a priori need for a one-to-one correspondence
between spin and gauge rotation required for form invariance, each physical transformation
may correspond to a set of combined spin and gauge transformations, so that one notes
that symmetry transformations are realized projectively. This leads to the introduction of a
“Projective Symmetry Group” as a powerful tool for classifying spin liquids [8], which will
be discussed in greater detail in Sec. 3.2.
Having understood how Kitaev’s spin representation emerges from a SO(4) Majorana rep-
resentation that was based on a canonical Abrikosov fermion approach, we mention that in
principle one may introduce a one-parameter family of spin representations given by
Sαξ = S
α − ξGα
= (1 + ξ)
i
2
χ0χα − (1− ξ) i
4
εαβγχβχγ , (3.34)
with ξ ∈ R, as similarly constructed by Chen et al. [112]. Clearly, ξ = 1 yields Kitaev’s
representation, ξ = 0 is the SO(4) representation and the case ξ = −1 corresponds to a
spin representation used previously in the context of odd-frequency superconductivity by
Coleman, Miranada and Tsvelik [71], and also has been used to study the antiferromagnetic
S = 1/2 chain by Shastry and Sen [113].
While we work with fixed choices of ξ for studying the models presented in Chapters 4 and
5 in mean-field theory, one can also work with the ξ-dependent spin representation Sαξ and
study mean-field ground states as a function of ξ. This procedure is demonstrated at the
example of an antiferromagnetic Heisenberg dimer in Appendix C.2.
3.2 Projective symmetry groups
An essential property of the parton constructions discussed in Sec. 3.1 is the fact that these
introduce additional degrees of freedom which are deemed redundant upon the introduction
of an appropriate constraint. This means that we may use an arbitrary parton construction
to construct a wavefunction |ψparton〉 which in general may have an overlap with unphysical
states. Considering a fermionic parton construction, we recall that these unphysical states
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are precisely given by sites being empty or doubly occupied. A physical wavefunction for the





Pni=1 |ψparton〉 . (3.35)
As argued earlier, in a quantum spin-liquid the ground state does not break any symmetries
spontaneously and is thus invariant under any symmetry operations g ∈ G of the symmetry
group G of the model. Since we explicitly construct a parton wavefunction instead of having
direct access to |ψspin〉, we can now consider how a unitary representation Ug acts on |ψparton〉.
One realizes that in fact |ψparton〉 need not be symmetric under g if the resulting state
Ug |ψparton〉 yields again |ψspin〉 under the projection, implying that the difference between
these two states is in the unphysical Hilbert space. We thus deduce that symmetries of the
ground state are only symmetries of the underlying parton wavefunction |ψparton〉 up to an
associated gauge transformation (i.e. transformation in the unphysical Hilbert space), which
we henceforth denote Gg. The projective symmetry group (PSG) is then defined as the set
of transformations {GgUg} under which the parton wavefunction is invariant [45, 8].
We now note that, commonly, one finds the parton wavefunction as a ground-state wave-
function of a mean-field parton Hamiltonian [91].4 As a result of this correspondence, one
may work directly with the mean fields which enter the Hamiltonian and consider how a
given mean-field ansatz transforms under symmetry and gauge operations, concluding that
the ansatz is precisely invariant under operations in the PSG. One further notes that there is
a subgroup in the PSG of pure gauge transformations under which the parton wavefunction
(or, equivalently, the mean-field Hamiltonian) is invariant,
W |ψparton〉 = |ψparton〉 . (3.36)
These transformations define the invariant gauge group (IGG). The existence of the IGG
implies that the gauge transformations Gg furnish only a projective representation of the
symmetry group G, as one has
GgGh = W (g, h)Ggh with W (g, h) ∈ IGG (3.37)
which is immediately clear when applying both left- and right handside of the equation to
|ψparton〉. For the particular case of Z2 spin liquids, one has IGG = Z2. Since the physical
symmetry transformations UgUh = Ugh are a linear representation of the symmetry group,
this projective behaviour of the gauge transformations carries over to the elements the PSG.
Consequently, one deduces that elements of the symmetry group G are given by elements
of the PSG up to pure gauge transformations, i.e. by equivalence classes
G = PSG/IGG. (3.38)
In the context of the Kitaev model, we have elucidated in the previous subsection that the
spin representation SαK = iχ
0χα inherently locks together SU(2) spin and gauge degrees
of freedom, and the fact that symmetry operations are implemented by both physical and
gauge rotations is easily seen from Eq. (3.30). The SO(4) formalism thus allows a convenient
approach to the projective realization of symmetries as an alternative to the conventionally
4Though variational approaches are conceivable in which ansatz wavefunctions are constructed without
explicitly specifying a parent Hamiltonian.
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used SU(2) matrix formalism in which spin- and gauge transformations act as left- and right-
transformations, respectively [8]. A direct consequence of the spin-gauge locking due to the
use of Kitaev’s spin representation is the fact that the invariant gauge group IGG = Z2,
as directly visible from Eq. (3.33). For an explicit classification of the resulting Z2 PSGs
on the honeycomb lattice in the absence of spin-rotation symmetry, we refer the reader to
Ref. [101].
Finally, it seems worthwhile to clarify the relation between the projective symmetry group
as introduced in this subsection and the symmetry fractionalization as discussed in Sec. 2.6,
in which the anyonic excitations transform under projective representations of the symme-
try group (cf. Eq. (2.46)). Here we note that the notion of the PSG is inherently tied to
a mean-field approach involving parton construction, with a prior choice of spin represen-
tation, while symmetry fractionalization aims at a universal classification of SET involving
all anyonic excitations. A relation between a PSG and a symmetry fractionalization class
can be obtained upon identifying a parton type with an anyon matching the correspond-
ing exchange statistics [43], such that a PSGs may be seen as “physical manifestations of
abstract symmetry fractionalizations” [91]. As alluded to earlier, the fusion rules between
anyons (and possibly further data) then allow to determine correspondences between the
PSGs in certain parton approaches. However we remark that this discussion mostly applies
to gapped Z2 spin liquids with topological order and well-defined anyon excitations, and the
applicability of classification schemes beyond the mean-field PSG to gapless (possibly Z2)
spin liquids, including the Kitaev honeycomb model near the isotropic point, remains – to
our knowledge – unclear as of now [43].
3.3 Mean-field solution of the Kitaev model
After having introduced Majorana spin representations and understood how symmetries
act projectively on those partons, we now proceed to treat the Kitaev model in mean-field
theory. To this end, we first employ the representation with ξ = 1, which was first used in
Ref. [101], and then later also consider the more general case of ξ = 0 [99].












Mean-field theory reduces the interacting theory to a model of free fermions which are
coupled to mean fields. Guided by Kitaev’s exact solution [22] and previous studies [101],
we assume that only Majorana fermions of same flavour are correlated, i.e. 〈iχµi χνj 〉 =
const. × δµν . Since the resulting theory is quadratic (i.e. all correlations are Gaussian),








j → 〈iχ0iχ0j〉iχαi χαj + iχ0iχ0j〈iχαi χαj 〉 − 〈iχ0iχ0j〉〈iχαi χαj 〉. (3.40)
It is easily seen that the mean fields which we henceforth denote u0ij = 〈iχ0iχ0j〉 and uαij =




The mean fields introduced above are given by expectation values with respect to the ground



















which in turn depends on the explicit values of the mean fields. This mean-field Hamiltonian
for the Kitaev honeycomb model has been first given in Ref. [101]. We therefore demand
that the theory is self-consistent in the sense that the explicit values of the parameters
that are being used for determining the ground state and any observables (which we define
loosely as expectation values of Hermitian operators) are the same when computed from
within the theory.
As discussed in Subsec. 3.1.2, the Majorana representation of the SU(2) spin operators in-
troduces a large redundancy, resulting in an extended Hilbert space from which one obtains
physical states by projecting out states which do not correspond half-filling (single fermion
per site). Physical states are thus required to transform as singlets under pseudospin ro-
tations. The pseudospin constraint can be by introducing three (in principle dynamical)











Considering a path-integral approach, integrating out these Lagrange multiplier fields can
be readily seen to yield the constraints Gα = 0. The model Hamiltonian in the mean-field
approximation thus becomes
HK → HMFK +Hλ. (3.43)
Note the Hamiltonian in the presence of the Lagrange multiplier fields is invariant under
pseudospin rotation iff the fields λα transform in the fundamental representation of the
SU(2) pseudospin, i.e. Gα → RαβGβ implies λα → Rαβλβ. Treating the Lagrange multiplier
fields as local dynamical degrees of freedom, λαi = λ
α
i (t), amounts to an exact treatment
of the constraint [45]. It can then be shown that formally, the time-dependent Lagrange
multipliers correspond to the temporal component of a SU(2) gauge field. In mean-field
theory, it is convenient to treat the Lagrange multiplier fields as static classical variables,
i.e. λαi (t) ≡ λαi , and self-consistently choose λαi such that 〈Gαi 〉 = 0. This approximation
appears well-justified for the model at hand, as in the exact solution of the Kitaev model
the Z2 gauge field has been shown to be static. However we find that for all cases discussed
in this section the constraint (equivalent to half-filling) is trivially satisfied with λαi = 0 so
that we neglect these terms for the further discussion.
In principle the mean-field parameters u0ij and u
α
ij are local to each bond and can take differ-
ent values, so that on a finite-size system of N sites ∼ 3N/2 independent parameters need
to be computed. Symmetry assumptions significantly reduce the number of independent
mean-field parameters and even allow for analytical treatments. In the further discussion,
we assume that the model does not break the translation symmetry of the lattice, so that
we choose a unit cell which contains two sites (of the A and B sublattices) connected by
an z-bond. In order to compare our results with the exact solution, it will prove useful to
also consider anisotropic couplings (i.e. Kx 6= Ky 6= Kz), so that we allow for rotational
and mirror symmetries to be broken. Since there are no χα fermions on β 6= α bonds, and
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therefore uαij = 0 on 〈ij〉 = β 6= α bonds, it is easily seen that with the symmetry assump-
tions above there are a total of six independent mean-field parameters, which we denote by
u0(α) = u0ij and u
a(α) = uαij on 〈ij〉 = α-bonds. Using the Fourier representation of the























It is apparent that Hamiltonian for the four Majorana flavours decouples, so that we can
construct the ground state as a product state of the ground states of the respective parts
of the Hamiltonian for each individual Majorana flavour. Moreover, we see that while the
χ0-Majorana fermion is dispersing (i.e. has a k-dependent energy), the χα-Majoranas are












†cα+,k − cα−,k†cα−,k) (3.45)
yielding a spectrum of six particle-hole symmetric bands
εα± = ±Kαu0(α) (3.46)
for α = x, y, z. The ground state is obtained by filling all states with negative energies. In
the following, we take Kα > without loss of generality. Having diagonalized the Hamiltonian
for the α = x, y, z-modes allows us to determine the mean-field parameters



















depending on u0(α) ≶ 0, where we have used that 〈c†c〉 = Θ(−ε) for a free Fermionic mode
c with energy ε at zero temperature. It is thus apparent that the computed values of the
mean-field parameters ua(α) are independent (up to the sign) of the couplings Kα and the
mean-field parameters u0(α) and, most importantly, also do not depend on the choice of the
initial ua(α) inHMFK – the computed value ua(α) = ±1/2 therefore fulfils the self-consistency
condition. In the subsequent discussion, we use the convention that all three ua(α) have
the same sign and set ua(α) = ua.


















αeikδα . The Hamiltonian above is diagonalized by introducing two
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 14λ
u0(z)  −12 + 14λ2
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Figure 3.1: (a) Spectrum of the Majorana mean-field Hamiltonian (3.41) with self-consistent
mean-field parameters. (b) Static spin-spin correlators obtained in MMFT,
perturbative expansion in the anisotropy parameter λ and comparision with
exact results [74].
where φk = arg f(k). The particle-hole symmetry spectrum is then obtained as
ε0±(k) = ±ua|f(k)|. (3.50)
Having diagonalized the Hamiltonian, one can now compute the mean-field parameters
u0(α) to obtain explicit self-consistency equations. At zero temperature we find that
























cos (φk − k · δα) . (3.51b)
Note that the sign of u0(α) is always opposite to that of ua, since reversing the sign causes
γ+ ↔ γ−. Since the right-hand side of (3.51b) does not depend on u0(α), the solution to
the self-consistency condition is trivially given by the value of u0(α) computed above. Note
that the momentum space summation in the expression above cannot be done analytically
and is therefore evaluated numerically, using a discretized Brillouin zone. In the particular
case of isotropic couplings Kα ≡ K, the model retains the C6 combined spin and lattice











A cut through the spectrum along high-symmetry lines in the Brillouin zone obtained
through self-consistent mean-field theory is shown in Fig. 3.1(a) for the case of isotropic
couplings, Kα ≡ K. At this point, the mean-field parameters are found to be [101]
u0 = ∓0.262433 and ua = ±0.5. (3.53)
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3.4 Comparison with exact solution
The spectrum of the Kitaev model in the mean-field approximation features a graphene-
like dispersion as well as six flat bands. We therefore find that the dispersion of the matter
Majorana fermion in the exact solution is exactly reproduced by the dispersion of the χ0
fermion in the mean-field approximation. Moreover comparing the mean-field Hamiltonian
(3.41) with the exact solution, for which the Hamiltonian (2.10) couples the Z2 gauge field
to the matter Majoranas, one notes that the mean-field parameter uaij on the respective
bonds effectively takes the role of the Z2 gauge field ûij .
3.4.1 Spectral properties
The flat bands correspond to the three different Majorana-modes in the exact solution that
are localized on the different bond types before defining the gauge field. Due to the highly
anisotropic nature of the spin-spin interactions, these Majorana modes are dispersionless
(i.e. χ3-modes do not hop along x- and y-links). To make further connections between the
Kitaev model’s exact solution and mean-field theory, we compute the respective ground
state energies. In the mean-field approximation, we obtain using the explicit expressions
(3.47) and (3.51b) for the mean-field parameters






















The ground-state energy of the Kitaev model (i.e. in the flux-free phase) is obtained from








We thus find that the mean-field ground state energy correctly in MFT reproduces the exact
energy of the flux-free phase of the Kitaev model. Moreover, a closer inspection of the steps
involved in the evaluation of 〈HMFK 〉 shows that the flat bands are crucial in obtaining the
correct energy, as they offset the constant energy shift that arises during the mean-field
decoupling.
We emphasize that, while it may be tempting, the flat bands should not be identified with
excitations of the Z2 gauge field, but rather correspond to localized fermionic modes. This
can also be demonstrated by considering the energy of the localized modes in the case of
anisotropic couplings. As shown by Kitaev [22], the flux gap in the Kitaev model at strongly
anisotropic couplings (parametrized by Kx = Ky = λKz scales as (Kx)4/(Kz)3 = Kzλ4.
Expanding the mean-field parameters (3.51b) to lowest non-trivial order in λ  1, one
obtains
u0(x) = u0(y) =
λ
4






Since the energies of the flat bands εα ∝ u0(α) are directly proportional to the respective




To further compare the (static) mean-field theory with the exact solution, we turn to static
spin-spin correlations, as discussed for the exact model in Subsec. 2.3.2. Within the mean-
field theory introduced above static spin-spin correlation functions can be conveniently
computed. Rewriting the correlator in terms of Majorana fermions,
〈Sαi Sβj 〉 = −〈iχ0iχ0j iχαi χβj 〉, (3.58)
one notes that a mean-field decoupling only yields a finite result iff sites i and j are nearest
neighbors and connected by an 〈ij〉 = α = β-bond. The only non-vanishing nearest-
neighbor correlators are therefore straightforwardly obtained as
〈Sαi Sαj 〉〈ij〉α = −uau0(α) > 0, (3.59)
so one obtains short-ranged ferromagnetic spin-spin correlations from mean-field theory, as
in the exact model. For a quantitative comparison, we evaluate the spin-spin correlation
functions for anisotropic couplings (parametrized as Kx = Ky = λKz), shown in Fig. 3.1(b)
we find that the mean-field reproduces the spin-spin correlators obtained through the exact
solution exactly [74], as the final expressions for the evaluation of mean-field parameters and
spin-spin correlation functions in the exact solution (involving the Brillouin zone integrals)
are identical.
3.4.3 Thermodynamic properties
Given that the Majorana fermion mean-field theory reproduces the ground state energy and
the spin-spin correlators in the ground state of the Kitaev model exactly, it is of interest
to compare the thermodynamic properties obtained from the MMFT with results obtained
for the exact model, which we discussed in Subsec. 2.3.3.
The mean-field parameters at finite temperatures are straightforwardly evaluated by using
apropriate Fermi distribution functions for the free fermion expectation values in Eqs.(3.47)
and (3.51a). Analytical expressions for the T -dependent MFT parameters have also been
given in Ref. [101]. In contrast to the exact results, the mean-field theory shows a second-
order phase transition at Tc = 0.25 above which the mean fields u
a = u0 ≡ 0 vanish, as
visible from Fig. 3.2, such that the Hamiltonian HMFK ≡ 0 is trivial. This phase transition
can be understood as a result of excitations being too incoherent to produce finite mean
fields and is a well-known artefact of mean-field approaches to spin liquids [114]. At lower
temperatures T < Tc, one finds that the mean-field evolve smoothly to reach their T = 0
values. The specific heat C is straightforwardly evaluated as C = dU/dT with the inner
energy (per unit cell)
U = 〈HMFK 〉/Nc = 3Ku0ua, (3.60)
assuming translational invariance. The resulting specific heat is shown in Fig. 3.2, together
with the temperature-dependent mean-field parameters ua, u0.
At very low temperatures, we find that the specific heat scales quadratically C(T ) ∼ T 2,
which is a clear signature of the Dirac-like dispersion of the gapless Majorana fermions,
in contrast to systems with Fermi surfaces for which a linear C(T ) ∼ T specific heat is
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Figure 3.2: Specific heat C(T ) for the Kitaev model obtained in Majorana mean-field theory
plotted as C(T )/T as function of T , revealing a quadratic scaling C(T ) ∝ T 2
due to the Dirac spectrum of the propagating Majoranas at low energies, as well
as mean-field parameter u0, ua as a function of T . Note that the strong increase
in the specific heat at T & 0.2 is due to the sudden decrease in ua, effectively
lowering the Dirac velocity of the propagating Majoranas.
expected. At temperatures above T ∼ 0.02, a deviation from the semimetallic behaviour
of the specific heat is visible in Fig. 3.2, which is due to a stronger decreasing mean-field
parameter ua compared to the almost constant behaviour at very low temperatures. This
deviation from the semi-metallic behaviour may be due to the flat associated with the χ1,2,3
Majoranas becoming thermally populated. The temperature-dependence of the mean-field










may be seen to set a temperature scale T ∗ = Ku0/2 ' 0.13 which we evaluate using
u0 = −0.262433, employing the fact that u0 has a considerably weaker T -dependence at
low temperatures. This scale corresponds approximately to the location of the peak in
C/T . Note that this peak in C/T actually corresponds only to a bump-like feature in the
monotonically increasing C(T ). While it may be tempting to associate this feature with
the flux alignment crossover temperature TL found in the Monte-Carlo study for the Kitaev
model (as discussed in Subsec. 2.3.3), it should be noted that this is rather a result of the
free-fermion band structure of the mean-field solution. In particular, we have argued above
that the flat bands should not be associated with the (static) Z2 flux excitations of the
emergent gauge field, and thus there is no notion of “flux ordering” in the MMFT.
We hence conclude that the MMFT for the Kitaev model is exact for the ground state and
accurately models the low-temperature regime, where the thermodynamics is dominated by
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the gapless (semi-metallic) spectrum of the propagating Majorana fermions. At elevated
temperatures the thermal disordering of fluxes, resulting in a crossover in the exact model,
is not captured correctly in the MMFT. Further, the mean-field theory produces a second-
order phase transition instead of a crossover to the thermally disordered paramagnetic
regime found in the exact solution of the Kitaev model.
3.5 Generalized decoupling
The use of the Kitaev spin representation SαK in a mean-field approach places strong con-
straints on the nature of the resulting ground state. A striking property of the mean-field
Hamiltonian (2.10) is the fact that the χα Majoranas are localized to the respective α-bond
types: As discussed in Sec. 3.2, the Kitaev representation can be seen to lead to the Z2
PSG of the Kitaev spin liquid on the honeycomb lattice [101].
In the study of systems which involve couplings of the Kitaev spin liquid to additional
degrees of freedom, we might expect phases in which the particular quantum order of the
spin liquid is destroyed and the Majorana fermions hybridize with further quasiparticles
which transform trivially under SU(2) rotations. It thus appears to be desirable to intro-
duce a more generalized decoupling of the Kitaev interaction which allows for more general
decoupling channels, in particular the hopping of the χα Majoranas throughout the lat-
tice. We note that employing the SO(4) Majorana representation (i.e. the choice ξ = 0 in
Eq. (3.34)) completely evades the need for a projective realization of SU(2) transformations
and thus appears as a well-suited for our purposes. It is convenient to employ a matrix
based-formalism, in which the Kitaev spin-spin interaction reads








For later purposes, it is convenient to study a general decoupling of an interaction of the
form χTAχηTBη. Assuming that there is no hybridization among different flavours of the
same spinor (i.e. 〈χµχν〉 = 0 for µ 6= ν) and traceless matrices A,B, we obtain
χµAµνχ
νηλBλρη
ρ → −〈χµηλ〉AµνBλρχνηρ − χµηλAµνBλρ〈χνηρ〉
+ 〈χµηρ〉χνηλAµνBλρ + χµηρ〈χνηλ〉AµνBλρ
+ 〈χµηλ〉AµνBλρ〈χνηρ〉 − 〈χµηρ〉〈χνηλ〉AµνBλρ
= −4iχνAνµ〈iχµηλ〉Bλρηρ − 2Aνµ〈iχµηλ〉Bλρ〈iηρχν〉





where the matrix U has the mean fields Uµν = 〈iχµην〉 as mean fields. Using this result



















with the mean fields Uµνij = 〈iχµi χνj 〉 to be determined self-consistently. Note that this
generalized mean-field decoupling now introduces 4 × 4 mean-field parameters per bond.
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Aiming at the description of the ground state of the Kitaev spin liquid, we may constrain
the mean-field ansatz by symmetry. In particular, we choose to parametrize the mean-field
ansatz on 〈ij〉 = α links as
Uµνij = δµ0δν0(u
0 − ub) + δµαδνα(ua + ub) + δµνub, (3.65)
where ub denotes the amplitudes ub = 〈iχβi χβj 〉 with β 6= 0, α. Note that this parametrization
was also used by You et al. in the study of the doped Kitaev-Heisenberg model in Ref. [101],



























Clearly, this mean-field Hamiltonian obtained in the SO(4) formalism thus strongly re-
sembles the mean-field Hamiltonian (3.41) obtained using Kitaev’s spin representation.
Importantly, we note that in the generalized decoupling with our choice of coupling, the
Hamiltonian contains hopping terms for Majoranas which on bonds which do not mach the
Majorana flavor, e.g. the hopping of χ2-Majoranas on an x-bond.
Computing the mean-field u0, ua, ub from the Hamiltonian (3.66) self-consistently, we find
that
u0 = ±0.26243, ua = ∓0.5 and ub = 0, (3.67)
so that the mean-field parameters are found to be identical to the parameters in the mean-
field theory with Kitaev’s spin representation. However, we note that the generalized de-
coupling leads to a global factor of 1/4 in the Hamiltonian, so that the ground state energy
does no longer match the exact solution of the Kitaev model, and the energies of excitations
in MFT are reduced. This is understood as a direct consequence of having used a differ-
ent spin representation for the mean-field decoupling, which does not account for the fact
that some degrees of freedom are equivalent in the physical Hilbert space when the gauge
constraint χTGαχ = 0 is fulfilled. As a consequence, terms which are not explicitly of the
characteristic Kitaev-interaction form (but rather gauge-equivalent) are neglected and thus
those degrees of freedom do not contribute to the ground-state energy (and energies of ex-
cited states, respectively). To remedy this artefact of the choice of spin representation, we
may use a rescaled Kitaev coupling K → K ′ = 4K so that the spectrum of the generalized
mean-field Hamiltonian at K ′ = 4 is equivalent to the spectrum of the exact mean-field
theory at K = 1 and thus allows for easy comparison. In this regard, we note that the
(static) spin-spin correlators also differ by a factor of 4 from the original solution, as we
obtain using the SO(4) spin representation















, 〈ij〉 6= α.
(3.68)
It is further easily seen that once ub 6= 0 becomes finite, the spin-spin correlator of the α-
component on α-bonds becomes reduced (since u0ua ≤ 0 but (ub)2 ≥ 0), and, importantly,
there are finite 〈Sβi Sβj 〉-correlations on an 〈ij〉 = α 6= β bond. If all mean-field parameters
were to become identical, u0 = ua = ub, which corresponds to uniform hopping of four
Majorana fermions through the honeycomb lattice, the static spin-spin correlators 〈Sαi Sαj 〉
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would be isotropic in spin space and independent of the bond type of 〈ij〉. As the highly
anisotropic nature of interactions (and correlations as well as corresponding observables) is a
(defining) feature of the Kitaev model, this particular case of uniform mean-field parameters
would signal the absence of any Kitaev-type physics and requires further interactions (with
appropriately chosen symmetries).
Further, we note that our choice of ansatz (3.65) in the SO(4) mean-field excludes certain
classes of mean-field saddle points. As shown in Appendix C.3, less constrained ansätze
can lead to dimerized ground states. For the case studied, we find that the Kitaev spin
liquid remains a solution to the mean-field equations, however with a higher ground state
energy.
3.6 Comparison to previous Abrikosov fermion mean-field
theories of the Kitaev model
t(x) t(y) t(z) d(x) d(y) d(z)
±0.0594i ±0.0594i ±0.0594i 0 0 0
0 0 0 ∓0.0594i ±0.1906i ±0.1906i
0 0 0 ∓0.1906 ±0.0594 ±0.1906
∓0.01906i ∓0.1906i ±0.0594i 0 0 0
Table 3.1: Components of normal and anomalous expectation values for the slave fermions
in the spin-liquid phase, on x, y, z bonds with 〈f †iσfjσ′〉 = tµτµσσ′ and 〈fiσfjσ′〉 =
dµ(τµiτ 2)σσ′ (implicit sum over µ = 0, . . . , 3).
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We note that other mean-field theory approaches for the Kitaev honeycomb model, pio-
neered in Refs. [115, 116] utilize the Abrikosov fermion representation (3.3). Employing
this fermionic spin representation and mean-field decoupling the Kitaev spin Hamiltonian,
neglecting site-local mean fields (which give rise to a finite magnetization), in principle
gives rise to one singlet and three triplet complex channels for both anomalous and normal
expectation values. In the Abrikosov fermion approach one thus has (1 + 3) × 2 × 2 = 16
real mean-field parameters per bond, which exactly matches the most general mean-field
decoupling in the SO(4) Majorana fermion decoupling in terms of the mean-field parameter
matrix Uij which contains 4× 4 = 16 real entries.
While the mean-field theories of Ref. [115] and Ref. [116] qualitatively reproduce the same
bandstructure as our MMFT, given by a single dispersing fermionic mode on the honeycomb
lattice and three degenerate flat bands, we note that the mean fields given in Ref. [115] do
not involve momentum space integrations. They therefore cannot correspond to our self
consistent mean-field theory. To relate our mean-field theory to the self-consistent Abrikosov
fermion treatment by Schaffer et al. in Ref. [116], we rewrite the mean-field Hamiltonian for
the Kitaev model (3.41) in terms of conventional fermions f↑, f↓, using the mapping (3.6).
5Note that these values differ by a factor of i from those given in Tab. III in Ref. [99], which can be absorbed
by a redefinition of the fi,σ.
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3.7 Discussion
For convenience, we set K = 1. We find that the Hamiltonian splits into spin-up and -down
































f †i↑fj↑ − fi↑fj↑ − h.c.
]
. (3.69b)
We can now read off the hopping amplitudes for the spin-up and -down components on the




(1, 1, 1 +
u0
ua
) and t↓↓ =
iu0
2
(1, 1, 0), (3.70)












(−1, 1, 0). (3.71)
These amplitudes can be decomposed in singlet- and triplet components by writing tσσ′ =
tµτµσσ′ and ∆σσ′ = d
µτµ(iτ 2)σσ′ , where summation over µ = 0, α is implicit, the τ
α denote
the Pauli matrices, and τ 0 = 1. We then find, using the values of u0 and ua at the mean-
field saddlepoint given in Eq. (3.67) the non-zero hopping components on the respective
bonds as given in Table 3.1. The values computed for t3, d1, d2 are found to be equivalent
to the self-consistent computation of the anomalous triplet channel MFT parameters in
Ref. [116].6 Note that the mean-field parameter corresponding to the spin-uniform hopping
t0 vanishes in the study by Schaffer et al. However, in a subsequent study [117] that uses
an identical mean-field decoupling to Ref. [116], this mean-field parameter is included and
takes the same value as t3(z), consistent with our results in Tab. 3.1. We hence conclude
that the mean-field saddlepoint found in the Abrikosov fermion approach is identical to the
one obtained in our Majorana mean-field theory.
3.7 Discussion
In this chapter, we have reviewed parton constructions that have been previously used for
mean-field theories of spin liquids and shown how the Abrikosov fermion representation
can be mapped onto Majorana spin representations, which are conveniently written in a
SO(4) matrix framework. Using the factorization SO(4) ' SU(2)⊗SU(2)/Z2, we have then
identified a SU(2) pseudospin subalgebra as generators of gauge transformations. This has
allowed us to elucidate how the spin representation used by Kitaev relates to the Abrikosov
fermion approach, and how it leads to the SU(2)-projective realization of symmetries. Im-
portantly, we have noted that spin rotations in the SO(4) Majorana representation do not
mandate such a projective realization of symmetries, which is of relevance in situations
where we expect the internal structure of the spin liquid to be lost.
Subsequently, we discussed the solution of the Kitaev honeycomb model in mean-field the-
ory, extending the results of Ref. [101] to the case of anisotropic Kitaev couplings. This
6Note that our definition of the triplet pairing vector dµ differs by a sign to Dµ defined in Ref. [116]
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mean-field solution is exact for the ground state, where excitations of the Z2 gauge field are
absent. We have then argued how the mean-field saddlepoint for the Kitaev spin liquid can
be recovered in a generalized mean-field theory which utilizes the SO(4) Majorana repre-
sentation. This generalized mean-field treatment has the advantage that it allows for the
delocalization of the χα-Majoranas. These are are localized to the α-bonds in the original
spin representation by Kitaev, but can be expected to become dispersing once sufficiently
generic perturbations are included.
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4 Fractionalized Fermi liquids and exotic
superconductivity in the Kitaev Kondo lattice
As is well established for spin systems, frustrated interactions counteract ordering tendencies
and can lead to quantum disordered ground states which evade a description in terms of a
local order parameter. The most prominent example are quantum spin liquids which exhibit
fascinating features such as the fractionalization of symmetries and a topological ground-
state degeneracy. While significant progress has been made in the theoretical understanding
and classification of possible ground states of frustrated Mott insulators as well as the
experimental identification and study of materials which realize frustrated interactions, it is
of fundamental interest to ask what impact frustration has on systems with charge carriers:
To what extend can Fermi liquid theory be applied to metallic phases with frustrating
interactions? Can these interactions lead to novel electronic phases?
Here, the discovery of the exactly solvable quantum spin liquid on the honeycomb lattice
due to Kitaev [22] and very recent experimental progress on Kitaev materials [58] allows us
to investigate these questions in a controlled and realistic manner by coupling the Kitaev
model to additional charge carriers through a Kondo interaction, thereby constructing a
“Kitaev Kondo lattice”.
4.1 Metals with frustration
It appears to be appropriate to consider how frustration can be introduced to systems with
charge carriers in the first place [21]. While some models of purely electronic degrees of
freedom have been proposed which display charge frustration [118, 119], a more natural
way consists in introducing charge degrees of freedom to a frustrated Mott insulator and
thus coupling them to the magnetic excitations of the insulator. If the ground state of the
carrier-free (decoupled) system, i.e. of the frustrated Mott insulator, is exactly known, this
procedure allows for a natural limit in which the study of the (strongly interacting) system
with charge carriers included is controlled.
One approach to introduce charge carriers to Mott insulators consists in doping the system,
i.e. tuning the band filling, and has been explored in depth both theoretically and experi-
mentally [31], following an early proposal by Anderson that the superconducting mechanism
in the cuprates may be understood in terms of a doped RVB state [15]. While key questions
pertaining to the cuprates as doped Mott insulators remain under debate, it has been shown
in a controlled mean-field framework that hole-doping the Kitaev model, a Z2 spin liquid,
may lead to exotic triplet superconducting phases with non-zero Chern number [101].
A further class of systems that allows for the coupling of charge carriers to frustrated spins
is given by Kondo lattices [21]. These are per definition multiband systems (in contrast
to doped Mott insulators, where one studies in the simplest case single-band scenarios)
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in which localized electrons at half filling form local moments which interact via a Kondo
interaction with a band of itinerant conduction electrons. Kondo lattices were first intro-
duced in the context of heavy electrons and constitute a fruitful platform to study more
generally the interplay of magnetic and electronic degrees of freedom, displaying various
ordering tendencies and quantum critical behaviour [120]. Upon the inclusion of frustrating
interactions such that the local moments in the decoupled limit form a quantum spin liquid,
it has been shown [114, 121] that Kondo lattice systems may exhibit metallic phases with
stable non-Fermi liquid behaviour (in d ≥ 2) in that they violate Luttinger’s theorem, thus
forming a fractionalized Fermi liquid (FL∗). Kondo lattices with frustrated local-moment
interactions have previously mostly been studied in toy models, mainly for the lack of real-
istic (i.e. experimentally relevant) models of spin liquids which admit an exact solution. An
exception constitutes the exactly Kitaev’s Z2 quantum spin liquid (see also Chapter 2).
Kitaev models (some of which with added Heisenberg interactions) with added charge car-
riers via doping have been studied previously [122, 123, 124, 125], mainly finding uncon-
ventional triplet superconducting phases including topological superconductors and FFLO
pairing. We note that the Kitaev Kondo lattice offers a higher degree of control by varying
several parameters and make use of previous insights into Kondo lattices with frustrated
interactions.
4.2 Local-moment formation and Kondo effect
Before constructing the Kitaev Kondo lattice, we first briefly review the Kondo problem
involving a single impurity and subsequently introduce Kondo lattices in the context of
heavy Fermi liquids.
4.2.1 Single Kondo impurity
A microscopic model for the interaction of a magnetic impurity with a conduction band is


















where ε(k) and εf denote the dispersion of the conduction electrons and the energy of the
isolated impurity Kramers doublet respectively, Vσ is a hybridization amplitude and U > 0
denotes the Coulomb interaction among the impurity electrons. As in the derivation of
the superexchange interaction in the Mott limit of the Hubbard model (cf. Eq. (1.1) and
the succeeding discussion), a large Coulomb repulsion can be seen to drive the formation
of a local moment. First considering the atomic limit Vk = 0 for simplicity, local moment
formation occurs when there is a positive energy cost ∆E± for adding or removing an













4.2 Local-moment formation and Kondo effect
which is satisfied for εf < 0 and εf + U > 0 [127, 128]. For finite Vk, the localized f -
electrons and the conduction electrons hybridize, thus allowing for non-vanishing matrix
elements between the singly occupied and doubly occupied (or empty) f -levels, e.g.
〈ck,↑; f↓|H|; f↑f↓〉 6= 0 (4.3)
〈ck,↑; f↑|H|ck,↑, ck′,↓; 0〉 6= 0. (4.4)
Being interested in the interplay of magnetic degrees of freedom and charge carriers, we
now assume that εf and U are such that local moment formation occurs, and take the finite
hybridization Vk to be weak in order to be able to employ perturbation theory. Clearly, the
matrix elements denoted above then correspond to direct transitions out of the low-energy
manifold of singly occupied f -electron states and are thus strongly suppressed. Crucially
however, they give rise to virtual processes which lead to exchange interactions in second-
order perturbation theory in Vk, such that a low-energy Hamiltonian Heff has matrix ele-
ments of the form






εf + U − εk′
]
≡ Jk,k′ (4.5)
with further matrix elements related by time-reversal symmetry. A rigorous way to arrive
at an low-energy effective Hamiltonian is to integrate out the empty and double-occupied f -
electron states, conveniently done via a Schrieffer-Wolf transformation [129]. Note that such
a transformation yields further terms including a global energy shift and a renormalization
of the c-electron dispersion which we neglect for our purposes. In the following we will
further assume that the hybdriziation Vk ≡ V is momentum-independent, and using that
the conduction band excitations occur close to the Fermi surface, εk ' 0, we find that the
Kondo coupling Jk,k′ becomes
Jk,k′ → JK ≡ −
2V 2U
εf (U + εf )
. (4.6)
The thus obtained effective low-energy Hamiltonian, which is referred to as the “Kondo










c†k,σ~τσ,σ′ck′,σ′ · ~Sf , (4.7)
where ~Sf is the spin-1/2 operator for the low lying f -electron Kramers doublet. Importantly,
we find that in the regime of local moment formation, JK > 0 constitutes an antiferromag-
netic coupling.
The Hamiltonian (4.7) was used by Kondo [130] to compute the resistivity of metals with
magnetic impurities, which had been experimentally found to show a minimum at finite
temperatures, instead of decreasing monotonically for T → 0 as expected for a superposition
of scattering of phonons (Bloch-Grüneisen law, ρph ∼ T 5) and electrons (ρel ∼ T 2) and
residual resistance from impurity scattering (ρimp ∼ const.). Computing the scattering
matrix elements to third order in JK yields a logarithmic divergence of the resistivity as
T → 0,
ρ(T ) = ρ0
(
1 + 2JN0 ln
D
T
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where ρ0 ∝ T 2 is the usual Fermi-liquid resistivity from electron-electron scattering ob-
tained in the Born approximation, and D > 0 is the conduction electron half-width,
ε(k) ∈ [−D,D]. The perturbative expansion breaks down as the second term becomes





Crucially, TK depends in a non-analytic way on the dimensionless coupling g = JN0, sug-
gesting that access to the physics at energies below TK necessarily involves non-perturbative
methods. Progress can be made by employing a scaling approach due to Anderson (“poor
man’s scaling”) [131], in which one progressively integrates out more of the conduction
band by using D as an cutoff for the conduction electron bandwidth which is lowered by an
infinitesimal amount dD. This procedure can be understood as a momentum-shell renor-
malization group protocol without successive rescaling of cutoff and fields [120]. For the
evolution of g as a function of D one then finds the differential equation
∂g
∂ lnD
= −2g2 +O(g3). (4.10)
It is easily seen that g = 0 is a fixed point of the scaling, corresponding to the free fixed
point in which the impurity and the conduction band are completely decoupled. Starting
at any finite antiferromagnetic coupling g > 0 and then lowering D, one finds that g →∞,
meaning that the coupling grows unbounded as one continuously integrates out more and
more conduction electrons. While an exact numerical solution of the Kondo problem has
been provided by Wilson’s Numerical Renormalization Group technique [132], a qualitative
understanding of the physics at strong coupling is obtained by first considering the strong-
coupling fixed point at g = ∞. At this fixed point, the local moment forms a singlet with
a conduction spin: The impurity spin becomes screened. Conduction electron hopping at
strong but finite g < ∞ then gives rise to a marginal perturbation, which allows for the
description of the Kondo problem in terms of (local) Fermi-liquid framework [133]. The
Kondo problem can thus be seen to show a crossover between the asymptotically decoupled
state and Kondo screening at strong coupling, with the crossover scale set by the Kondo
temperature TK in Eq. (4.9).
4.2.2 Kondo lattices and heavy Fermi liquids
In the previous section it has been shown that the hybridization between conduction elec-
trons and f -electrons which are in a local-moment regime yields an effective exchange
interaction between the conduction electron spin and a magnetic S = 1/2 impurity. Now
considering two impurities, it becomes apparent that as a result of the local Kondo couplings,
conduction electrons mediate an effective exchange interaction between the two magnetic
impurities, theoretically described by Ruderman, Kittel, Kasuya, and Yosida [134, 135, 136]
and thus dubbed “RKKY interaction”. Using second-order perturbation theory, the RKKY
interaction between two local moments ~S1 and ~S2 at positions r1 and r2 can be obtained
as
HRKKY = JRKKY(r1 − r2)~S1 · ~S2 (4.11)
where the RKKY coupling is given by









4.2 Local-moment formation and Kondo effect
with kF denoting the Fermi wavevector and r12 = r1 − r2 the distance between the two im-
purities. Note that JRKKY has an highly oscillatory nature as a result of Friedel oscillations
of the conduction band electrons. Consequently, depending on the distance between the
two impurities, the interaction may be either ferro- or antiferromagnetic.
Generalizing, we may study a set of f -electrons placed on a lattice and locally hybridizing



















Similarly to the single-impurity case, in the local-moment regime we can integrate out the











where ~Sfi denotes the spin operator acting on the twofold degenerate low-energy states of
an f -electron at site i.
The Kondo lattice was put forward as a microscopic model to study heavy-fermion sys-
tems which show Landau Fermi liquid phenomenology, however with a strongly renormal-
ized effective mass m∗ ∼ 102 − 103me taking values orders of magnitude larger than the
bare electron mass, resulting in strongly enhanced heat capacities and magnetic suscepti-
bilities. Heavy Fermion phenomenology was first discovered in CeAl3 [137], and further
interest was sparked when it was shown experimentally that the heavy-fermion compound
CeCu2Si2 becomes superconducting at low temperatures [138], refuting previous belief that
superconductivity is unfavoured in systems with local moments [139]. Subsequent studies
have revealed further heavy-fermion systems which either become superconducting at low
temperatures, order magnetically or remain in a paramagnetic regime [140], suggesting an
intricate interplay of different ordering tendencies. Most of the discovered heavy-fermion
compounds involve the rare-earth elements with partially filled 4f shells, such as Cerium,
or the actinides with 5f shells, including Uranium. Local-moment formation is typically
favoured in these compounds as the f orbitals are rather localized and the higher atomic
masses lead to strong-spin orbit coupling giving rise to multiplets with a large effective
angular momentum which are successively split by anisotropies, leading to a stable J = 1/2
Kramers doublet as a spin degree of freedom [54].
Proceeding with a qualitative analysis of the Kondo lattice, we mention that in general, the
local moments ~Sf have a finite mutual interaction, both by direct exchange among the f
orbitals, or via the indirect RKKY exchange mechanism due to coupling to the conduction
band, as elucidated above. Neglecting direct exchange interactions among the local moments
for now, we assume the RKKY interaction to generally stabilize a magnetically ordered
state, although spin-glass and spin-liquid ground states are also conceivable. The energy
scale on which the system orders, the RKKY temperature TRKKY, is determined by the
RKKY coupling as
TRKKY ∼ N0J2. (4.15)
On the other hand, the formation of coherent Kondo singlets can be expected to occur below
the crossover temperature TK as in Eq. (4.9). In this regime, the local moments become
screened. Technically, the formation of the HFL may be studied in mean-field and large-N
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Figure 4.1: (a) Phase diagram for the Kondo lattice as proposed by Doniach [144], with
two competing energy scales TRKKY and TK for the magnetically ordered and
heavy Fermi liquid phases, respectively. Both scales depend on a single control
parameter. Note that the RKKY interaction is assumed to yield antiferromag-
netic order, however ordering can also be suppressing due to frustration. (b)
Experimentally obtained phase diagram for CeCu6−xAux, adapted from [145],
where doping with Au causes a lattice expansion, effectively decreasing the
Kondo hybridization and thus JK. The system shows a quantum phase transi-
tion between an antiferromagnetically ordered state and the heavy Fermi liquid
at xc = 0.1.
approaches to the periodic Anderson model, typically with an approximate constraint of
the half-filling constraint for the f electrons that is required for local-moment formation.




c†jσfjσ〉 6= 0, (4.16)
implying to the formation of bound states of local moments and conduction electrons corre-
sponding to Kondo singlets [141, 142]. Due to this hybridization of the dispersing c-electrons
with the localized f -electrons, the effective mass of the electronic quasiparticles is enhanced,
leading to heavy Fermi liquid phenomenology. Importantly, the Fermi surface of the heavy
Fermi liquid will be “large” in the sense that according to Luttinger’s theorem both con-
duction electrons and local moments contribute to the Fermi surface,
VFL = Kd [ntot(mod 2)] , (4.17)
where Kd is some phase-space factor and ntot = nc + nl is the mean number of electrons
per unit cell for nc conduction electrons nl local moments per unit cell [143, 114], and
filled/empty bands are disregarded.
Since the two competing mechanisms discussed above lead to distinct thermodynamic phases
(magnetically ordered and paramagnetic, respectively), but the two competing energy scales
both depend only on JK as a tuning parameter, Doniach proposed that the transition
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may occur continuously as a function of JK [144], thus constituting a prime example for a
quantum phase transition [146]. The corresponding phase diagram constructed by Doniach
based on the study of a one-dimensional Kondo problem is shown in Fig. 4.1(a). The
existence of a quantum phase transition between the (heavy) Fermi liquid phase and an
antiferromagnetically ordered phase has been demonstrated experimentally, for instance in
CeCu6−xAux where introducing a finite concentration of Au leads to an effective decrease
of JK due to a change of the lattice parameters, with the quantum critical point occuring at
xc = 0.1, giving rise to the phase diagram shown in Fig. 4.1(b). In the vicinity of the critical
point non-Fermi liquid behaviour is observed, likely caused by the critical fluctuations in
the system [147, 120].
We briefly mention that the assumption that the HFL is governed by a single energy scale
TK constitutes an over-simplificiation. As was pointed out by Burdin et al. [148], the Kondo
temperature TK marks the onset of local Kondo singlet formation, while global Fermi liquid
coherence generally only occurs below a lower coherence scale T ∗ < TK. This distinction be-
comes particularly relevant at low conduction electron densities nc  1, where the coherence
scale T ∗  TK has been found to be significantly smaller than the Kondo temperature.
4.3 Fractionalized Fermi liquids
In the preceeding discussion of the Kondo lattice we assumed that the RKKY interaction
leads to magnetic ordering among the local moments below some critical point JK, constitut-
ing a magnetic instability of the HFL to a spin-density wave metal. However as was pointed
out by Senthil, Sachdev, and Vojta, there may also be a transition out of the HFL which is
associated with the breakdown of Kondo screening in the absence magnetic order, so that
the resulting phase at small JK remains paramagnetic [114, 121]. The mechanism for the
suppression of magnetic order in this phase crucially depends on the presence of frustrating
interactions among the local moments. While the indirect RKKY exchange coupling may
in principle also lead to frustration, the local moments can be assumed to further interact
via direct exchange and superexchange mechanism, which give rise to explicit spin-spin
interactions. The scenario proposed by SSV may then by studied in a Kondo-Heisenberg















i · ~Sfj . (4.18)
Note that while we consider a Heisenberg-type model for now, systems with more anisotropic
spin-spin interactions are also of interest, see also Sec. 4.4. Obviously in the limit of strong
Kondo couplings, JK  JH a HFL is stabilized, in analogy to the Kondo lattice systems
discussed earlier. To analyse the system in the regime where no Kondo screening is present,
we assume that the spin-spin interactions are frustrated such that the ground state of the
interacting local moments in the decoupled limit JK is given by a gapped Z2 quantum spin
liquid, i.e. in a symmetry enriched topological phase as discussed in Sec. 2.6 with emergent
anyonic quasiparticles carrying fractionalized spin quantum numbers. Now considering a
finite Kondo coupling JK, it is crucial to recall that the Z2 spin liquid is a topologically
stable phase of matter with excitations belonging to different superselection sectors which
are protected against any small perturbation. One thus finds that the system at JK > 0
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emerges via an adiabatic evolution from the decoupled ground state, with conventional
electronic quasiparticles coexisting with stable (charge-neutral) fractionalized excitations
due to the QSL. This phase has thus been dubbed “Fractionalized Fermi liquid (FL∗)”
[114]. Importantly, the presence of charge-neutral fractionalized excitations in FL∗ leads to
stable non-Fermi liquid behaviour due to a violation of Luttinger’s theorem: In FL∗, only
the c-electrons contribute to the Fermi surface, such that we find for its volume
VFL∗ = Kd [nc(mod 2)] . (4.19)
In systems with an odd number of local moments per unit cell (e.g. on Bravais lattices) one
thus has VFL∗ 6= VFL, a clear violation of Luttinger’s theorem, leading to a “small Fermi
surface” in FL∗ (comparing with the large Fermi surface obtained in the HFL). Further
properties of FL∗ will be discussed with a concrete model at hand in Sec. 4.7.
While originally introduced in a Kondo lattice setting, several studies have proposed FL∗
as a candidate phase for the pseudogap regime in the underdoped cuprate superconduc-
tors [149, 150, 151], following experimental works which have shown that the underdoped
cuprates violate Luttinger’s theorem [152]. Note that the FL∗ may have various instabilities,
for instance at low temperatures the Fermi surface spanned by the conduction electrons can
have a generic instability toward superconductivity [153], or the local moments may order
magnetically. Further it has been argued on general grounds that for FL∗ with a Z2 gauge
field the quantum critical point for the transition to the HFL is masked by a confined su-
perconducting phase [114]. Kondo lattice models with additional frustrated local-moment
interactions which may drive the system into FL∗ thus provide a fruitful avenue to study
the interplay of unconventional (para-)magnetic phases, such as quantum spin liquids, and
electronic phases, leading to rich phase diagrams, with details depending on specific mod-
els.
4.4 Construction of the Kitaev Kondo lattice
The properties of FL∗ and possible instabilities as well as its phase transitions strongly
depend on the microscopic details of the Kondo lattice to be studied and the interactions
of the local moments. Theoretical models which have been shown to realize a FL∗ however
have been mostly restricted to toy models in which a deconfined spin liquid ground state
for the local moments of the system is typically assumed, or ordering of the local moments
is suppresesed by the choice of a particular type mean-field decoupling [114, 121, 154,
155]. Given recent experimental progress in identifying candidate materials for (proximate)
quantum spin liquids [156, 34, 17], it is of interest to study Kondo lattice systems in which
the spin liquid component of the local moments may be described in a both realistic and
controlled manner. In this regard, it appears to be particularly promising to investigate
Kondo lattice systems on a honeycomb lattice with Kitaev-type interactions among the local
moments: Since the Kitaev honeycomb model is an exactly solvable model for a Z2 quantum
spin liquid [22], the ground state of a corresponding Kondo lattice system is exactly known
at JK = 0, and several materials have been identified which realize Kitaev-type interactions
[17, 58], in particular evidence for a quantized thermal Hall effect in α-RuCl3 hints towards
the proximity of this material to a Kitaev-type spin liquid [64].
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Figure 4.2: (a) Kitaev Kondo lattice [99] on the honeycomb lattice, with the colored bonds
in the lower layer denoting bond-dependent Kitaev interactions among the lo-
cal moments, and conduction electrons hopping in the upper layer with kinetic
energy t, and JK denoting the Kondo interaction strength between local mo-
ments and c-electrons. (b) Qualitative phase diagram featuring fractionalized
and heavy Fermi liquid phases, with the transition masked by a superconducting
phase.
4.4.1 Hamiltonian
Given above considerations, we introduce the Kitaev Kondo lattice, with the microscopic
Hamiltonian given by the Kondo lattice Hamiltonian (4.14) on the honeycomb lattice,
amended by additional Kitaev interactions among the local moments, as shown in Fig. 4.2(a).
The Hamiltonian thus reads [99]
H = Ht +HK +HJK , (4.20)
where the kinetic energy of the (spinful) conduction electrons hopping between neighbouring




c†iσcjσ + h.c., (4.21)
and the local moments interact via a ferromagnetic isotropic Kitaev interaction of strength



























so that nc = 2 corresponds to the particle-hole symmetric case (“half-filling”). While the
quadratic Hamiltonian Ht is trivially diagonalized and the Kitaev model HJK can be solved
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exactly, the Kondo coupling HJK induces (strong) interactions between local moments and
conduction electrons. More explicitly, it is easily verified that plaquette operators Wp used
in constructing the exact solution for the Kitaev model do not commute with the interaction
Hamiltonian, [HJK ,Wp] 6= 0, implying that the vortices in the Kitaev model are not static,
but rather become dynamical degrees of freedom.
4.4.2 Symmetries
The phase diagram of the Kitaev Kondo lattice can be analysed and occuring phases can
be classified by making use of the symmetry properties of the model which we list below.
We also detail how each of the symmetry operations can be implemented in the SO(4)-
Majorana representation introduced in the previous chapter. The symmetry group of the
model is straightforwardly obtained as the set of lattice and spin rotation operations under
which both the Kitaev model and the conduction band are invariant. Importantly, due to
the anisotropic nature of the exchange interactions in the Kitaev model, lattice point group
operations need to be accompanied by spin rotations in order to be symmetries of the model.
The symmetry group of the model is generated by two point group operations enhanced by
appropriate spin rotations, and a Z2-type operation which is an unbroken subgroup of the
SU(2) spin rotation symmetry:
1. The point group of the honeycomb lattice contains a C6 rotational symmetry about
the center of each hexagon. Assuming unbroken sublattice symmetry A ↔ B, the
C6 symmetry can for our purposes be reduced to a C3 symmetry corresponding to
rotations at the K point. In the presence of the Kitaev exchange interactions, this
lattice rotation operation is augmented by a 120◦ spin rotation, mapping Sx → Sy →
Sz. Considering the SO(4) representation (3.9), this spin rotation is obtained by acting
on the Majorana spinor with RC3S = (1−M 1−M 2−M 3)/2. If spin and gauge degrees
of freedom are locked, according to (3.32) the rotation in the physical sector must be
supplemented by a gauge transformation with RC3G = (1−G1 −G2 −G3)/2.
2. The point group also contains the mirror operation σ across an axis through the
hexagon center perpendicular to x bonds, therefore exchanging y ↔ z. The Kitaev
model is invariant under σ if simultaneously one performs a spin rotation (Sx, Sy, Sz)→
(−Sx,−Sz,−Sy). Note that the minus sign is required for the transformation to be
unitary. The corresponding spin and gauge transformations acting on a SO(4) Majo-
rana spinor are given by RσS = (M
2−M 3)/
√




3. The Kitaev spin exchange Hamiltonian is invariant under the inversion of a single spin
component, however this operation does not leave the SU(2) commutators invariant
and thus does not correspond to a unitary symmetry. Instead, we may consider the
operation C∗x : (S
x, Sy, Sz) 7→ (Sx,−Sy,−Sz). Since the Mα matrices anticommute,
this operation is obtained by acting on the Majorana spinors as χ → Mxχ, and
χ→MxGxχ, if spin and gauge degrees of freedom are locked.
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4.5 Mean-field decoupling of Kondo interaction
The exact solution of the Kitaev model yields a ground state of non-interacting dispersing
Majorana fermions (in the background of a static Z2 gauge field), as also obtained from
mean-field theory. In order to treat the interaction between the Kitaev Majorana fermions
and the conduction electrons in a mean-field approach, it appears to be convenient to rewrite
the two complex fermions c↑, c↓ which represent a spinfull conduction electron in terms of














in analogy to Eq. (3.6) allows us to use insights from the SO(4)-Majorana formalism estab-


















According to the SO(4) formalism, spin and pseudospin rotations act on the Majorana
fermions as η → Rη. It is hence easily seen that the kinetic energy (4.26) is invariant
under all global spin and pseudospin rotations, as expected. We find that the conduction
electron number operator on site i in the Majorana representation is given as∑
σ













where we have used the definition of the pseudospin matrices introduced in (3.19). Bearing
in mind that the pseudospin Gα = i/4ηTGαη corresponds to the generator of rotations in
SU(2) particle-hole space, it is easily seen from above expression that a finite pseudospin




iσciσ = 1). In this case, the
SU(2) particle-hole symmetry is lowered to a residual U(1) symmetry corresponding to
particle number/charge conservation [157]. Explicitly, group elements given by
η → RCη = a01 + a3G3 (4.28)
with (a0)2 + (a3)2 = 1 parametrizing the unit circle S1 ' U(1) which is isomorphic to U(1).
This transformation is in direct correspondence to ciσ → eiφciσ for the complex fermion ciσ
representing the conduction electrons when identifying a0 = cosφ and a3 = sinφ.1
Using the mapping (4.25) and rewriting the local moments in the SO(4) Majorana repre-











The interaction is quartic in the fermions and thus is not exactly solvable, as argued above.
We therefore proceed to mean-field decouple HJK . We focus on decouplings with 〈Sαi 〉 = 0,
in accordance with the paramagnetic ground state of the Kitaev model, implying that all
1This is verified immediately verified by rewriting ciσ in terms of ηi using (4.25).
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mean fields of the form 〈χµχν〉 = 0 vanish. similarly, we also take 〈ηµην〉 = 0, corresponding
to a paramagnetic nature of the conduction band. We then find that the one can employ
the general decoupling scheme introduced in Eq. (3.63) to decouple the interaction in HJK ,
denoting the 4 × 4 matrix containing the mean-field parameters W µνij = 〈iχµi ηνj 〉 by Wij .


















We emphasize that, as in the mean-field theory for the pure Kitaev model, we demand the
mean fields to fulfil the self-consistency equations
W µνj = 〈iχµj ηνj 〉, (4.31)
where the expectation value 〈·〉 is to be taken with respect to the ground state of the mean-
field Hamiltonian which in turn depends on the mean-field parameters. We will outline a
general procedure for solving these self-consistency equations below.
Given that symmetries may act on the Kitaev Majoranas χ projectively, it is of interest to
consider how the Kondo mean fields W transform under symmetry transformations. To this
end, we consider an arbitrary symmetry operation Ŝ which acts on the Kitaev Majoranas in
both physical and pseudospin subspaces,2 and transforms the conduction Majoranas which
represent conventional complex fermions only in the physical subspace, so that we have the
transformations
Ŝ : χi → R(χ)S R(χ)G χS(i) (4.32a)
Ŝ : ηi → R(η)S ηS(i). (4.32b)
Note that in general Ŝ may also transform the site index i→ S(i) as is the case for lattice
symmetries. In (4.32a), we have allowed for different implementations of symmetries in the
physical subspace RS for the Kitaev and conduction Majorana fermions, respectively. It is




S – this choice was implicitly made
already when choosing a basis for mapping the conduction electrons to Majorana fermions
in (4.25). Proceeding, we note that the mean-field parameter matrix W in (4.31) can be
written as an outer product,
Wi = 〈iχiηTi 〉. (4.33)
We then find that Ŝ acts on the mean fields as
Ŝ−1WiŜ = Ŝ
−1〈iχiηTi 〉Ŝ = R(χ)S R(χ)G WS(i)(R(η)S(i))T , (4.34)
which allows for a symmetric classification of the mean-field solutions discussed in in the
sections below.
Furthermore we note that, as previously discussed in Sec. 3.3, the SO(4) Majorana rep-
resentation only fulfills the SU(2) spin algebra in the half-filled subspace and thus needs
to be supplemented with an appropriate half-filling (or equivalently, pseudospin-singlet)
constraint. We follow the same approach as in the mean-field solution of the pure Kitaev
2It should be emphasized that we do not assume spin-gauge locking here.
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model by introducing Lagrange multipliers λαi which are chosen such that 〈Gαi 〉 = 0. As-
suming translational invariance, we take λαi ≡ λα, so that the constraint-enforcing term in









similarly, the conduction electron filling n̄c in the canonical ensemble is enforced by adding











3ηi + 1− n̄c
]
, (4.36)
where we have made use of the identity (4.27). The full mean-field Hamiltonian for the
Kitaev Kondo lattice is then given by
HMF = Ht +HMFK +HMFJK +Hλ +Hµ. (4.37)
4.5.1 Solution of self-consistency conditions
The full mean-field Hamiltonian for the Kitaev Kondo lattice which is quadratic in the
Majorana fermions can in principle be diagonalized using conventional methods. To this
end, we exploit the lattice translation symmetry and Fourier transform. Formally, the



















and a 16× 16 matrix H
k













by means of an unitary transformation U
k
then yields the energy bands
εi(k) of i = 1, . . . , 16 fermionic normal modes defined on one half of the Brillouin zone of
the honeycomb lattice.
The physical parameters of the models are there the relative strength of the Kondo interac-
tion JK/t, temperature T and the conduction electron filling nc, fixing the Kitaev interation
at K = 4t. Assuming the unbroken lattice translation and rotation symmetries, the mean-
field theory for the Kitaev Kondo lattice developed above involves 16 mean-field parameters
obtained from decoupling the Kondo-interaction into W and 9 mean fields U from the gen-
eralized decoupling of the Kitaev interaction, as well as three Lagrange multipliers λα for
enforcing half-filling of the local-moment Majoranas and a chemical potential µ for setting
the conduction electron filling nc.
Owing to the size of the matrix H
k
, the eigenmodes can not be obtained analytically, and
the mean-field equations can only be given implicitly. We therefore resort to an numerical
approach in which the mean-field equations for a given set of parameters {JK/t, T, nc} are
solved iteratively: At iteration step i, we pick a random ansatz for the mean fields W ini ,U
in
i
and Lagrange multipliers λαi , µi, and diagonalize the corresponding mean-field Hamiltonian
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(4.39). Using the thus obtained eigenvalues and eigenvector matrix U , the Majorana ex-
pectation values for the mean-fields can be readily evaluated to yield W outi ,U
out
i . If input
and output of the computation are identical W outi = W
in
i (and similarly for U), we have
found self-consistent values. If not, we pick a new ansatz i+ 1 which is given by
W ini+1 = (1− x)W outi + xW ini , (4.40)
where x ∈ [0, 1) corresponds to weighting factor which controls the speed of convergence.
Self-consistent values of the Lagrange multipliers λα and µ can not be computed explicitly
for a given ansatz of mean-field parameters and chemical potentials, but rather need to
be chosen explicitly so that the corresponding constraints are fulfilled, i.e. 〈Gα〉 = 0 and
a chosen filling nc. We therefore employ a gradient-descent based approach where the
Lagrange multipliers are updated at each iteration step, with the change being proportional
to some fraction of the deviation from the desired value, e.g. for the chemical potential
µi+1 = µi − α(nic − n̄c), (4.41)
where α is some empirically chosen number, nic is the computed filling at iteration step i
and n̄c the targeted value, and analogously for λ
α.
A self-consistent set of mean-field parameters and Lagrange multipliers corresponds to a
local minimum in the high-dimensional free energy landscape of the model. Indeed it can
be shown that the self-consistency equations (4.31) can be derived from minimizing the free
energy of the model. However solutions of the mean-field equations only correspond to local
minima and thus may correspond to metastable states rather than the true thermodynamic
ground state of the system. We therefore perform an unbiased search of the global minimum
by initialising the iteration outlined above with randomly generated ansätze. If for a given
set of physical parameters multiple solutions of the mean-field equations are found, they
are compared with respect to their free energy F , given in general by
F = U − TS (4.42)
where we compute the internal energy by exploiting the fact that we have diagonalized the























with εi,k denoting the energy of the i-th mode at momentum k, and fD(ε) = 1/(1 + e
βε) the
Fermi-Dirac distribution. Similarly, the entropy of the system is straightforwardly obtained




[fD(εi,k) ln(fD(εi,k)) + (1− fD(εi,k)) ln(1− fD(εi,k))] . (4.44)
The solution lowest in free energy is then chosen as the ground state of the system.
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Figure 4.3: Quantitative phase diagrams for the Kitaev Kondo lattice obtained by Majorana
mean-field theory as a function of temperature T and relative Kondo interaction
strength JK/t for three different fillings with (a) nc = 2.4, (b) nc = 3.0 and (c)
3.4.
4.6 Overview of mean-field phases
Applying the method described in the previous subsection, we solve the mean-field equations
for various parameter regimes and track the values of the mean-field parameters as well as
observables, including anomalous expectation values. We can then identify distinct phases
by various order parameters and mean fields being finite, and transitions by the onset of
an order parameter or possible occurring discontinuities in the observables as a function
of the control parameters. We then obtain the phase diagram varying the temperature
T and the Kondo coupling JK at fixed t = 1 and K = 4 for three different conduction
electron fillings of nc = 2.4, nc = 3.0 and nc = 3.4, shown in Fig. 4.3. Exemplary evolutions
with of the mean-field parameters upon increasing JK/T for the three different fixed fillings
at different temperatures, with indicated phase boundaries, are shown in Fig. 4.4, panels
(a-c). Discontinuities in the mean-field parameters upon varying JK/t are clearly visible,
implying that all transitions shown are of first order. In panels (d-f), we show the mean-
field parameters at filling nc = 2.4 at fix JK/t as a function of the temperature T . It is
evident that the transition into a decoupled phase at high temperatures, where all mean-
field parameters vanish, is a continuous transition, with an order parameter-like behaviour
of the mean fields, while the transitions at lower temperatures between two of the ordered
phases (to be discussed below) are of (weak) first order.
The phase diagrams can be divided into four regions.
1. For T > 0.25 and T & JK/t, the mean-field saddlepoint corresponds to a fully de-
coupled phase, with all mean-field parameters vanishing, U = W = 0. As has been
argued in previous works [114], this phase is an artifact of mean-field theory, where ex-
citations become too incoherent for obtaining finite mean fields. It should be remarked
that the second-order phase transition at T = 0.25 is identical to the second-order
phase transition (with the same critical temperature) in the mean-field solution of the
Kitaev model, which was argued to be a mean-field artifact in Sec. 3.3.
2. At small Kondo couplings JK/t and temperatures T < 0.25, the mean-field saddlepoint
features vanishing Kondo mean fields and the mean-field parameters for decoupling
the local moment interaction take the same values as in the mean-field solution of the
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Figure 4.4: Scans through the phase diagram shown in Fig. 4.3 as a function of the Kondo
couplings JK for fixed temperatures (a-c), and as a function of the temperature
at fixed JK (d-f). Note that the mean-field parameters shown for the heavy
Fermi liquid (HFL) are in the diagonal gauge W ∼ 1 (see also Sec. 4.8), and
the MFT parameters in the superconducting phase correspond to the diagonal
solution |Z+〉.
pure Kitaev model. As we argue below in Sec. 4.7, this saddle point correspond to the
fractionalized Fermi liquid (FL∗) phase which is adiabatically decoupled. We further
characterise FL∗ beyond mean-field theory by employing perturbative arguments.
3. At strong JK/t, we obtain a phase with finite Kondo mean fields W 6= 0 and uniform
Kitaev mean fields U ∼ 1, signalling the presence of Kondo screening and the absence
of any features characteristic for the Kitaev spin liquid. Given that the quasiparticle
mass becomes strongly renormalized due to the hybdridization of the conduction band
with the local moments, this phase is identified as a Heavy Fermi liquid (HFL). We
further discuss this phase in Sec. 4.8.
4. The transition between FL∗ and HFL is masked by the occurrence of superconduct-
ing phases (SC). These are characterized by a breaking of the U(1) phase rotation
symmetry of the conduction electrons, implying the formation of Cooper pairs due
to effective interactions mediated by the Kitaev spin liquid Majorana quasiparticles.
This phase is discussed and classified in detail in Sec. 4.9.
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Figure 4.5: Bandstructure in the fractionalized Fermi liquid (FL∗) for JK = 1.0. (a) Cut
through the disperison along high-symmetry lines in the hexagonal Brillouin
zone for a conduction band filling of nc = 2.4, with the quasiparticle overlap
color-coded. (b) Same as (a), but for the filling nc = 3.0. (c) Energy of the
lowest-energy quasiparticle band for nc = 2.4. The orange line indicates the
hexagonal Brillouin zone, and the conduction electron Fermi surface is indicated
by green dash-dotted lines, which coincides with the Fermi surface of FL∗ in
mean-field theory. Note that the gapless points at K and K ′ points of the
hexagonal Brillouin zone are due to the Dirac nodes of the propagating Majorana
fermions in the Kitaev spin liquid. (d) Same as (c), but for the conduction band
filling nc = 3.0.
4.7 Fractionalized Fermi liquid
We first discuss properties of the fractionalized Fermi liquid in the mean-field approximation,
and then employ insights from the exact solution of the Kitaev model to further characterise
the state in perturbation theory.
4.7.1 Results from mean-field theory
In the fractionalized Fermi liquid phase, the mean-field parameters for the Kondo hybridiza-
tion are trivially zero, W = 0, while the Kitaev mean-field parameters take identical values
as for the Kitaev spin liquid, U = UKitaev. The band structure in the FL
∗ along with the
quasiparticle weight obtained from mean-field theory is shown for two different fillings in
Figs. 4.5(a-d).
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The vanishing Kondo mean-field parameters indicate that the conduction electrons are
completely decoupled from the local moments which are in the Kitaev spin liquid phase,
as indicated by the mean-field parameters U . Accordingly, the quasiparticle overlap is
only finite (and thus maximal) on the bands which correspond to the dispersion of the
conduction electrons. This decoupling can be understood as a consequence of the fact that
a fractionalized Fermi liquid at finite Kondo coupling JK > 0 is adiabatically connected to
the decoupled phase at JK = 0: Since the spin liquid is a topologically protected stable
phase of matter with a finite energy gap to the Z2 flux excitations, the Kondo interaction
constitutes an irrelevant perturbation to the decoupled fixed point, which corresponds to
the phase obtained in mean-field theory. The Fermi liquid hence persists at finite JK > 0
with a well defined quasiparticle Fermi surface which continuously evolves from the ground
state JK > 0. Importantly, as discussed in Sec. 4.3, this adiabatic connection to the ground
state implies that the volume of the Fermi surface (4.19) in FL∗ is proportional to the
number of conduction electrons nc per unit cell, rather than the total number of electrons
ntot. However, since the unit cell on the honeycomb lattice in the model at hand consists
of two sites and there is a single local moment per site, the total number of electrons is
ntot = nc + 2 and thus on the Kitaev Kondo lattice we have
VFL = VFL∗ , (4.45)
so that there is no distinction between a “large” and “small” Fermi surface.
4.7.2 Perturbation theory beyond mean-field theory
While mean-field theory for FL∗ is trivial in the sense that it corresponds to the decoupled
system, the fractionalized Fermi liquid can be further characterized beyond MFT by em-
ploying perturbation theory in JK to couple the systems Ht and HK, relying on insights
from the exact solution of the Kitaev model (cf. Chapter 2). Note that the perturbation
theory is well-defined since there is a finite energy gap to the topological Z2 flux excitations
which are expected to be the degrees of freedom to drive a phase transition. Perturbatively
coupling the dispersing conduction electrons to the local moments forming a Kitaev spin
liquid will in general both modify properties of the spin liquid, as well as induce interactions
among the conduction electrons.
Effective interactions among local moments and stability of the spin liquid
The effect of the conduction electrons on the spin liquid can be computed in perturbation
theory by formally integrating out the conduction band, yielding an effective action Seff
(see Appendix A for a general treatment) expanded in powers of JK.
Focussing on the ground state of the system and low energies, it is sufficient to consider only
processes which remain in the flux-free ground state. At linear order in JK, the effective
action is proportional a single spin operator Sαi which does not conserve the number of
fluxes (but rather creates to fluxes on the two plaquettes adjacent to the α-bond emanating
from site i), so that the projection to the flux-free ground state vanishes. In fact, since both
subsystems, the Kitaev spin liquid and the conduction band, are time-reversal symmetric
and the Kondo interaction HJK also respects time-reversal symmetry, it becomes clear
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that all contributions to the effective action at odd orders of JK need to vanish as these
are proportional to a product of an odd number of spin operators, which is time-reversal
odd.
Proceeding, we see that at quadratic order in perturbation theory, there are connected
diagrams which correspond to the creation and annihilation of a flux pair adjacent to an α-
link connecting sites i and j. More formally, the effective action projected onto the flux-free
sector can be written in the form

















ij (τ − τ ′)Sαj (τ ′) (4.46)
where Π0 denote the corresponding projection operators and χ
αβ
ij (τ − τ ′) arises from a
fermionic bubble diagram, yielding







〈Tτc†i↑(τ)cj↑(τ ′)〉0〈Tτc†j↓(τ ′)ci↓(τ)〉0, (4.47)
where we have used that the time-ordered correlation functions for free fermions are spin-
diagonal and invariant under spin rotations. Comparing (4.46) with the Kitaev spin ex-
change Hamiltonian HK, it is easily seen that the effective interaction is of the same form
as the Kitaev interaction.
The time-dependence in (4.46) can be split into a instantaneous term with χαβij (τ − τ ′) ∼
δ(τ − τ ′), corresponding to the zero-frequency component, and contributions at finite fre-
quencies which lead to retardation effects. These retardation effects become suppressed if
there is a separation of energy scales such that the conduction electrons are fast compared
to spin dynamics, in particular the virtual flux excitations, on the order of the Kitaev cou-
pling K, i.e. when the bandwidth |t|  K. In this case, it is seen from the effective action
that the strength of the Kitaev interaction is renormalized by a contribution on the order
of J2K/t.
If the Kitaev spin dynamics are not slow compared to the conduction electrons, retardation
effects are not negligible. This means that there are intermediate states which contribute
to the exchange to (4.46) which involve of excitations on top of the flux-free ground state
of the Kitaev spin liquid. To lowest order, these excitations are given by a single flux pair
with energy on the order of the Kitaev coupling, εΦ ∼ K. Inspecting the form of the Kondo
interaction HJK indicates that concurrently an electron-hole pair is created at an energy
cost ε(q, q′) ∼ t > 0, where q and q′ denote the particle and hole momenta, respectively.
Considering an eigenstate |n(0)〉 in the flux-free sector of the Kitaev spin Hamiltonian HK ,
the energetic correction E(2)n due to the retarded exchange interaction (via the intermediate


















which reduces to the previous result in the limit t K.
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Figure 4.6: Higher-order processes in perturbation theory in the Kondo coupling JK lead
to longer-ranged hoppings in zero-flux sector (here at sixth order in JK). The
intermediate states involve the flipped gauge field along the orange bonds, cre-
ating flux pairs on the two adjacent plaquettes. Upon projecting down to the
flux-free sectors, only processes contribute where all Z2 fluxes are annihilated
again (i.e. with an even number of flipped bonds per hexagon).
Generalizing the discussion above, it is seen that in higher order of perturbation theory there
are processes which involve a larger number of spin operators, corresponding to the creation
an subsequent annihilation of flux pairs along paths in the honeycomb lattice. Importantly,
processes which remain in the low-energy subspace do not induce interactions among the
matter Majoranas, but rather give rise to long-range hoppings, as shown in Fig. 4.6. It
should be mentioned that in principle these hopping paths can be both open and closed,
the latter corresponding to ring-exchange couplings. While these processes renormalize the
Majorana dispersion in the flux-free sector, it is crucial to note that the dispersion remains
gapless and the Dirac nodes are stable, as they are protected by time reversal and inversion,
and these remain good symmetries once a finite Kondo interaction HJK is present.
In addition to the renormalization of the Majorana spectrum, the fact that [HJK ,Wp] 6= 0
for all plaquette operators Wp implies that at finite JK > 0, the flux excitations do not
remain static degrees of freedom but become dynamical. As linear order contributions to
the effective action vanish, the resulting flux dispersion will be of order J2K.
Note that these effective interactions among the local moments mediated by the conduction
band can also be viewed as a RKKY interaction, which to lowest order is quadratic order in
J2K. The induced effective interactions generally will decay as 1/R
2 in the case of a metallic
conduction band with a Fermi surface at fillings nc 6= 2, while in the semimetallic case
nc = 2 the RKKY interaction will decay as 1/R
3, as in graphene [158, 159, 160]. This
indicates that spin correlations become long ranged, 〈~Si · ~Sj〉 ∼ 1/R2(1/R3) for the filling
nc = 2 ( 6= 2), which is consistent with the fact that the visons acquiring a dispersion (as
noted above) spoils the exact selection rule that required spin correlations to be short-
ranged in the Kitaev model (as discussed in Subsec. 2.3.2). We however expect that the
Kitaev spin liquid is stable upon the inclusion of these interactions, because the visons
remain gapped, and, importantly, spontaneous symmetry breaking is suppressed due to the
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vanishing density of states of the gapless Majorana fermions at low energies as a result of
their Dirac-like dispersion. This is analogous to the stability of the Dirac liquid in Graphene
under long-range interactions [161].
Effect on conduction band
Considering the conduction electrons, the Kondo interaction allows for scattering between
an electron-hole pair and the spin liquid’s quasiparticles. The quasiparticles (which are
emergent degrees of freedom) involved in these processes can be obtained by considering
the possible decay channels of a local moment. As has been shown by Song et al. [97], in
the presence of more generic perturbations the spin operator Sαi can be expanded in the
following form
Sαi ∼ iZχ0iχαi + · · ·+ fαijkiχ0jχ0k + . . . , (4.49)
where Z is some renormalization constant and fαijk a constant tensor to be fixed by symmetry
requirements. This expansion is obtained by perturbatively by performing a Schrieffer-Wolf
transformation which maps the ground state of the pure Kitaev model onto the ground state
of the interacting model, thus also transforming the “bare” spin operator Sαi = iχ
0χµ. Note
that the first terms correspond to terms which create/annihilate fluxes as argued previously,
while the second set of terms concerns processes involving only matter Majoranas. Since
there is a finite energy cost to flux excitations and the Majorana fermions are gapless, for
ground state properties it is sufficient to only consider the second set of terms.
Inspecting the effect of HJK on the conduction electrons, one notes that the conduction
electrons will acquire a self-energy Σ due to the scattering processes involving to matter
Majoranas, with the real part Re Σ renormalizing the quasiparticle energy and the imaginary
part Im Σ giving rise to quasiparticle decay (and thus a finite lifetime). The small-frequency
behaviour of the imaginary part of the self-energy can be obtained from scaling arguments.
Here, we follow Ref. [146] and assume a self-energy of the form
Im Σ(k = 0, ω) ∼ λ2ωp, (4.50)
with λ denoting the small Kondo coupling, and p to be determined. To this end, we note














with the fields ψa = ψa(τ, x, y) as functions of the coordinate x normal to the FS and the
coordinates y parallel to the FS (working in d = 2 spatial dimensions), vF the Fermi velocity
and κ some parameter which depends on the curvature of the FS. From the expression in the
parenthesis in (4.51) it is visible from the scaling dimension dim[∂y] = 1 that dim[∂x] = 2
for the normal momentum, and in particular also dim[Σ] = 2 for self-energy corrections.
Knowledge of the scaling dimensions of ω and λ thus allows us to determine the exponent
p.
The low-energy theory for the two Majorana cones can be written in terms of a single





dxdyΨ† [∂τ − vD (σxi∂x + σyi∂y)] Ψ, (4.52)
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where σx,y denotes the Pauli matrices and vD is the velocity of the Dirac fermion, depending
on microscopic details. The two-Majorana terms of the decomposed spin operator in (4.49)
can be generally written as a fermion-bilinear [97],
Sα ∼ Ψ†mΨ + . . . , (4.53)
where m is some 2×2 matrix and the ellipses denote higher order terms involving gradients
which are not of relevance for the lowest-order scaling. We thus find that the interac-
tion between the continuum fields on the Fermi surface and the matter Majoranas can be






where λ denotes the small coupling constant.
By inspection of (4.51) it appears clear that the gradient terms in the action are invariant
under
x→ x′ = xe−2l and y → y′ = ye−l. (4.55)
Since we integrate out critical degrees of freedom in the form of Dirac fermions with dy-
namical critical exponent z = 1, implying dim[ω] = 1, we further rescale
τ → τ ′ = τe−l, (4.56)








from which we obtain dim[λ] = −1 and therefore finally p = 4. We thus conclude that the
electronic self-energy
Im Σ(ω) ∼ ω4 (4.58)
for small frequencies. Comparing with the Landau Fermi liquid result Im Σ ∼ ω2 thus
shows that quasiparticle decay due to scattering of the conduction electrons with low-energy
matter Majoranas is a subleading effect compared to conduction band electron-electron
interactions (which are not taken into account explicitly in this study).
Transport and thermodynamic signatures
We reiterate that the lowest-energy excitations in the Kitaev spin liquid have a Dirac-like
dispersion with a vanishing density of states near ε = 0, while the conduction electrons
at fillings nc 6= 2 (such that there exists a well-defined Fermi surface) have finite density
of states at the Fermi level. Consequently, contributions from the spin liquid component
to thermodynamic quantities of the fractionalized Fermi liquid, such as specific heat, are
subleading compared to signatures due to the conduction electrons.
A characteristic feature of metallic systems with quasiparticle transport is the Wiedemann-
Franz law [162]. Since the electronic quasiparticles which carry charge are also responsible
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for heat transport, the ratio of the thermal conductivity κ and the dc conductivity σ at









Given that the FL∗ is a non-Fermi liquid phase with fractionalized quasiparticles which
conduct heat, but do not carry electric charge, it is interesting to investigate the validity of
the Wiedemann-Franz law in this phase. To this end, we again recall that in the low-energy
limit, the Majorana fermions described by a single Dirac cone have a linear density of states
which vanishes at ε = 0. Since the Majorana fermions are not charged, we only need to
consider their contributions to the thermal conductivity. Here we can exploit the analogy to
d-wave superconductivity which features nodal points with a linear density of states, as well.
It has been shown that even in the presence of disorder which gives rise to a finite density
of states at zero temperature [163, 164], both thermal and electrical conductivities at low
energies and temperatures are independent of the scattering rate 1/τ and thus constant for
τ → ∞. The conductivities due to the charge carriers however diverge for long scattering
times τ → ∞. Thermal and electronic transport for small τ−1 can thus be expected to be
dominated by electronic quasiparticles, and the Wiedemann-Franz law (4.59) holds.
Quantum order and topological properties
In FL∗, the conduction band and the spin liquid component are adiabatically decoupled. In
mean-field theory, it is seen from U = UKitaev and W = 0 that, as discussed in Sec. 3.2 spin
and gauge degrees of freedom are locked and thus symmetry operations on the Majorana
spinons are implemented projectively, while they act on the conduction electron Majoranas
in the physical subspace only, indicating that the FL∗ is at least partially “quantum or-
dered”.
Going beyond MFT, since the Kitaev spin liquid is a topologically non-trivial phase of
matter with fractionalized excitations, it is of interest to discuss more generally to what
extent FL∗ can be considered as topological state of matter. For concreteness, we focus on
the case of gapped Z2 spin liquids (i.e. the Kitaev model in the anisotropic limit), expecting
that most of the results carry over to the gapless case. We start by noting that the defining
feature of FL∗ is the presence of emergent fractionalized quasiparticles in addition to the
conventional conduction band electrons, which define different superselection sectors as
discussed in Sec. 2.6. In the prominent example of Z2 spin liquids with “Toric code”
topological order, there are four different superselection sectors, given by local excitations
denoted by 1, bosonic spin-1/2 spinons b (corresponding to electric charge e in the Toric
code), visons v (magnetic charges m), and fermionic spinons given by the composite f = b×v
[165]. Note that while b and v have bosonic self-statistics, they have non-trivial exchange
statistics in the sense that moving a b around a vison induces a π-phase shift, such that
the visons act as local magnetic fluxes for the spinons [22, 93]. We emphasize that this
identification of the fractionalized quasiparticles with the topological order of the toric code
is only valid if all excitations of the spin liquid are gapped. If some of the spinons are gapless
excitations (such as the matter Majoranas in the isotropic phase of the Kitaev model), there
is no notion of adiabtic transport which is necessary to define mutual exchange statistics.
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Returning to FL∗, we first note that the notion of superselection sectors persists as one adi-
abatically switches on JK and thus evolves from the decoupled ground state. As elaborated
in Refs. [114, 121], it is then precisely the presence of these emergent excitations in the
spin liquid which give rise to an additional contribution to the change in crystal momentum
upon the insertion of a magnetic flux through a co-cycle on the torus, and thus allow for
a violation of Luttinger’s theorem. However we note that due to the gapless nature of the
conduction electrons, correlation functions are now in general of power-law type, implying
that finite-size splittings now decay as a power-law rather than as an exponential in the
system size, so that there is no well-defined notion of a topological ground state degeneracy
upon placing the system on a torus.
The presence of gapless degrees of freedom is also expected to have significant effects on
the entanglement properties of the system. While a prominent feature of (gapped) Z2 spin
liquids is an area-law entanglement entropy with the topological contribution (cf. (2.45)),
the FL∗ likely has a more complex entanglement structure which violates the area law due
to the gapless nature of the conduction electrons which couple to the spin liquid [166].
The precise form of the violation, as well as the fate (and detectability) of the topological
contribution to the entanglement entropy FL∗ is an interesting subject for further study.
4.8 Heavy Fermi liquid
The heavy Fermi liquid phase (HFL) occurs in the regime of JK  t,K. The mean-field
parameters W for the Kondo interaction are now finite. Starting the iterative solution of
the self-consistency equations with different initial conditions yields in general solutions of
the from
WHFL = b
01 + biGi (4.60)
with (b0)2 + bjbj = b̃ with the constant b̃ being some function of the various couplings
and parameters. As in FL∗, some defining characteristics of the phase (in MFT) can be
obtained by considering the (potentially projective) symmetry properties and structure of
the mean-field parameters.
Symmetry considerations
The Kitaev-mean field parameters now take form u0 = ua = ub, which can be compactly
written as
U = u01. (4.61)
This differs drastically from the structure of the mean-field solutions in the Kitaev spin
liquid. Most obvious is the fact that there is no distinction between matter Majoranas
and localized modes on the three bond types, but rather all fermions become dispersing, as





Comparing with the Hamiltonian Ht for the hopping of the conduction electrons in the
Majorana basis (4.26), it thus becomes clear that the mean-field parameters for the Kitaev
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majorana describes four Majorana fermions dispersing uniformly on the honeycomb lattice.
The finite hybridization with the conduction electrons due to W 6= 0 may in general intro-
duce deviations from half-filling, however the now finite Lagrange multipliers λα are chosen
precisely so that the pseudospin-singlet constraint is on average fulfilled. In this case, it is
obvious from HMFK that the uniform hopping implies that spin and gauge degrees of freedom
are no longer locked, so that symmetries are not implemented projectively anymore: The
quantum order of the Kitaev spin liquid is absent, and the heavy Fermi liquid describes a
conventional state of matter.
The absence of spin-gauge locking and the fact that there is half-filling for the Kitaev
Majoranas implies that now there is full SU(2) pseudospin rotation redundancy χ→ RGχ
under which HMFK is invariant. However, the transformation law (4.34) for the Kondo
mean-fields implies that the Kondo mean-field Hamiltonian HMFJK is not invariant under
arbitrary gauge transformations for the Kitaev Majoranas. This is precisely the origin of
the redundancy shown in Eq. (4.60) above: The parametrized ansätze are all physically
equivalent and related by an SU(2) gauge transformation.3 In particular this means that
we can choose a gauge transformation RG that bring WHFL to a diagonal form,
WHFL = b̃1. (4.63)
Clearly, this ansatz is invariant under any spin rotations RS which simultaneously act on
the Kitaev and conduction Majoranas (with locality S(i) = i), indicating the formation
of Kondo singlets (with spin S = 0) between the local moments and conduction electrons.
Furthermore we remark that similarly to FL∗ the mean-field state is invariant under the
global U(1) symmetry (4.28) implying the charge conservation in HFL as expected for a
metallic state.
Spectral properties
We now consider the quasiparticle spectrum in HFL to further characterise the metallic
nature of the system.
Plots of the bandstructure of the system in the HFL phase are shown for two different fillings
in Fig. 4.7. The nodal points due to the gapless Majoranas in the Kitaev spin liquid which
were visible in FL∗ are absent, and the system features a well-defined quasiparticle Fermi
surface, with a rather uniformly distributed quasiparticle spectral weight among the bands
due to the hybridization between local moments and conduction electrons. It is well visible
that the bands near the Fermi surface have become rather flat as a result of the hybdrization
with the localized modes due to the local moments, implying a strong quasiparticle mass
renormalization as expected for the defining characteristic of a heavy Fermi liquid.
3This result can also be understood more formally by noting that (4.60) with the constraint bµbµ = c0
denotes a three-sphere S3(c0) with radius c0 in the space of mean-field ansätze. Applying a polar
decomposition to WHFL we may write each ansatz as a product of a unit determinant matrix which is
parametrized by the unit 3-sphere S3(1) ' SU(2) and a radial component. The space of gauge-invariant
ansätze is then obtained by considering equivalence classes with respect to SU(2) gauge rotations, thus
obtaining only the radial component.
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Figure 4.7: Mean-field bandstructure in the heavy Fermi liquid (HFL) at JK = 8.0, with
visibly flat bands near the Fermi surface indicating a strong electron mass renor-
malization. (a) Cut along high symmetry lines for a conduction band filling
nc = 2.4, with the quasiparticle-overlap color coded. (b) Same as (a), but for
nc = 3.0. (c) Lowest quasiparticle band in the hexagonal Brillouin zone (dashed
lines) for nc = 2.4, where the dash-dotted line (in green) indicates the free
conduction band Fermi surface. (d) Same as (c), but for nc = 3.0.
Equivalence to slave-boson approaches
As shown by the preceeding discussion, the Kondo mean fields WHFL in the HFL can be
parametrized by a single number by a choosing a sufficient gauge. This allows us to make
connection to previous mean-field approaches to the Kondo lattice. To this end, we note




where we have omitted the site-index for simplicity. Mapping the Majorana fermions to











similarly we rewrite the mean-field parameter b̃ = 〈iχληλ〉 ∈ R for λ = 0, . . . , 3 as an







= i〈f †σcσ〉 (4.65)
where we have used in the second equation that 〈fσc†σ〉 = −〈f †σcσ〉∗. The fact that b̃ ∈ R
thus implies that 〈f †σcσ〉 is purely imaginary. This is a direct consequence of having fixed the
gauge such that the Kondo mean-fields are diagonal WHFL ∼ 1. Performing a gauge trans-
formation fσ → eiφfσ for some φ so that the expectation value 〈f †σcσ〉 ∈ R (as commonly
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chosen in previous mean-field approaches to the Kondo lattice [142, 128]) would conse-
quently result in non-diagonal ansatz of the form WHFL = cosφ1 + sinφG
3. We thus find
that the Majorana mean-field decoupling in the HFL reduces precisely to the conventional
slave-boson approaches for decoupling the Kondo (and, equivalently, Heisenberg) interac-
tion in the singlet-channel [167, 168]. Note that the large-N generalization of the Kondo
interaction, usually described in terms of a Coqblin-Schrieffer Hamiltonian for fermions
with a N = 2j + 1-fold degeneracy for spin j, and the subsequent Hubbard-Stratonovich
decoupling gives rise to the Hamiltonian and mean fields as above, however with different






βcβ is absorbed into the definition of
the chemical potential for the c-fermions [142, 128].
4.9 Superconducting phases
In the range of intermediate JK/t we find that both values and structure of the mean-
field parameters are strongly distinct from both FL∗ and HFL in that both U = USC and
W = WSC are of a non-trivial structure and deviate from their values in the FL
∗.
4.9.1 Spontaneously broken U(1) phase rotation symmetry
A prominent characteristic of the superconducting phase is the fact that the U(1) symmetry
corresponding to charge conservation is spontaneously broken. To elaborate, we observe
that given a solution WSC, one can generate an arbitrary new mean-field solution which is
degenerate in energy by letting WSC →WSCRTC , corresponding to the U(1) transformation
η → RCη. The mean-field Hamiltonian in FL∗ is invariant under this U(1) transformation,
and in the HFL the U(1) degree of freedom can be absorbed by performing a suitable gauge
transformation for the Kitaev Majoranas. This is not possible in the SC, since [RC ,U ] 6= 0,
so that the Kitaev mean-field Hamiltonian HMFK in SC is not invariant under η → RCη,
but rather spontaneously breaks the U(1) symmetry. Physically, this is be observed by
noting that in SC, anomalous expectation values 〈ciσcσj〉 6= 0 are non-zero. Transforming
the mean-field solution as WSC →WSCRTC , we find that the anomalous expectation values
transform as
〈ciσcjσ〉 → e2iφ〈ciσcjσ〉 (4.66)
which corresponds to the transformation cσ → eiφcσ with φ ∈ [0, 2π) for the complex
fermions. Comparing with the microscopic formalism due to Bardeen, Cooper and Schrieffer
(BCS), the appearance of non-zero anomalous expectation serves as evidence for the fact
that the conduction electrons are paired. The spontaneously broken U(1) degree of freedom
can thus be identified with the phase of the superconducting condensate described by the
phase-dependent BCS wave function.
Considering further solutions U ,W resulting from initialising the iterative solution of the
MFT equations, we find that there are additional energy-degenerate U ,W which are not
related by the U(1) transformations above, suggesting the presence of further symmetries
which are spontaneously broken. Examples for degenerate W (at a fixed U(1) phase) are
shown in Tab. C.5. To make progress, we first analyse how symmetry operations in the
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t(x) t(y) t(z) d(x) d(y) d(z)
0.2023 0.2023 0.1936 0 0 0
0 0 0 −0.01936 0.00365 0.00771
0 0 0 0.00365i −0.01936i 0.00771i
−0.0026 −0.0026 0.0123 0 0 0
Table 4.1: Components of normal and anomalous expectation values on x, y, z-bonds for the
conduction electrons in the superconducting phase for a solution of type |Z+〉,
on x, y, z bonds at T = 0.03, JK = 3.3, K = 4.0, t = 1.0 and nc = 2.4.
4The
four components of t occur in the decomposition 〈c†iσcjσ′〉 = [tτ 0 + tατα]σσ′ , and
d = (d0, ~d) denotes the singlet pairing amplitude and triplet pairing vector [cf.
Eq. (4.68)].
superconducting phase act on the Kitaev and conduction electron Majorana fermions, and
then classify the superconducting phase by symmetry properties of observables.
The particular form of U which bears similarities to UKitaev suggests that symmetry op-
erations acting on the Kitaev Majoranas are still implemented projectively. Indeed, ap-
plying the symmetry operations detailed in Sec. 4.3, we find that the generalized mean-
field Hamiltonian for the Kitaev model remains invariant. As an example, we consider
the C3 operation which transforms the mean fields on an x-bond given by UKitaev(x) =
diag(u0(x), ua(x), ub(x), ub(x)) as
U(x)→ RC3G RC3S U(S(x))(RC3G RC3S )T = diag(u0(y), ub(y), ua(y), ub(y)) = U(y), (4.67)
as expected. Consequently, we find that the various mean-field solutions obtained can be
related to each other through transforming the Kondo mean fields by performing a physical
spin rotation on the conduction Majoranas, and a spin and gauge transformation on the
Kitaev Majoranas according to (4.34), as shown in Tab. C.5 in Sec. C.5. We therefore
conclude that in the superconducting phase, spin-gauge locking is present, indicating that
characteristic features and symmetry properties of the phase are intimately linked to the
presence of Kitaev interactions among the local moments (see also Subsec. 4.9.5).
Having understood how different mean-field solutions are related, we now wish to explicitly
characterise the superconducting state with respect to its symmetry properties. To this
end, we note that the order parameter for the superconducting phase is given by the BCS
pair condensate ∆σ,σ′ = 〈ciσcjσ′〉, which is a rank-2 tensor in spin space with σ, σ′ =
↑, ↓. It is convenient to decompose this rank-2 tensor into its irreducible representations
corresponding to a singlet component d0 and a triplet ~d,
〈ciσcjσ′〉 =
[




where d0 transforms trivially under SU(2) spin rotations and ~d as a SO(3) vector [169]. We
note that in all regions of the phase diagram, we find that the superconducting state is
comprised of purely triplet pairing with d0 = 0.
4Note that the data shown in this table was mistakenly associated with JK = 3.3 in our Ref. [99].
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Figure 4.8: Mean-field band structures in the superconducting phase, corresponding to the
state |Z+〉 with diagonal W . (a) Cut along high-symmetry lines in the Brillouin
zone with color-coded quasiparticle weights for JK = 2.8, close to the transition
to FL∗. (b) Corresponding lowest energy band, with the first Brillouin zone
marked orange. Nodal points are marked with a red cross, and the bare con-
duction electron Fermi surface is indicated by a green (dashed) line. (c,d) as
(a,b), but for JK = 3.6 being close to the transition to the HFL. (e,f) as (a,b),
but for filling nc = 3.0. (g,h) as (c,d) for filling nc = 3.0 and JK = 8.0 (close to
HFL). Figure adapted from [99].
Examples for the quasiparticle dispersion obtained in mean-field theory for the supercon-
ducting phases are shown for different Kondo couplings JK and fillings nc in Fig. 4.8. The
bands at JK = 2.8 (for nc = 2.4) and JK = 3.2 (for nc = 3.0) are seen to resemble the mean-
field band structure in the FL∗, however due to the Kondo coupling the conduction band
and the Kitaev Majorana bands have started to hybridize, as is also visible from the transfer
of quasiparticle spectra weight at low energies, while at higher energies (in particular at the
Γ-point) almost no spectral weight is transferred. Importantly, the flat bands previously
found in the FL∗ acquire a dispersion in the superconducting phase, indicating that the
χα-Majoranas are no longer localized. One observes that for values of JK close to the FL
∗,
the Dirac nodes of dispersing Majorana fermion in the Kitaev spin liquid are also found in
the quasiparticle dispersion of the superconducting phases. However upon increasing JK,
these Dirac nodes eventually become gapped out, and one observes hybridization of the
Kitaev bands with the conduction electrons at the Γ-point: The quasiparticle dispersion in
this regime is seen to resemble the HFL, and characteristic features in the spectrum due to
the Kitaev interactions are less visible.
A remarkable feature of the superconducting phases found is the occurrence of point nodes
(in addition to the Dirac node at K and K ′). Since number of nodes varies with JK and nc
and no features indicative of a phase transition in the evolution of the mean-field parameters
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Figure 4.9: (a) Zoom into a nodal point in the dispersion of the superconducting phase.
Note the different scaling of the kx- and ky-coordinates, revealing the highly
anisotropic nature of the corresponding Dirac velocities. (b) Specific heat per
temperature C/T as a function of the temperature T in the superconducting
phase and Fermi liquid (red dots) as well as in the FL∗ (olive curve). C/T being
constant in the superconducting phase implies a metallic specific heat C ∼ T .
Note that the indicated phase boundaries refer to the curve at JK = 3.2.
in the superconducting phase are visible, these gapless points in the spectrum are considered
to be accidental nodes which are not enforced by symmetry, in contrast to the Dirac nodes
in the KSL and FL∗ which are protected by both time-reversal and inversion symmetry.
This is also consistent with the fact that we have found parameter regimes (e.g. JK = 5t
and nc = 3.0) in which the dispersion is fully gapped.
Investigating the accidental nodes more closely, we find that some of these nodal points
have highly anisotropic velocities, as demonstrated in Fig. 4.9, panel (a). As a consequence
of the presence of nodal points, the energy gap in proximity to these points is small, so that
at sufficiently high temperatures the system can be considered gapless for thermodynamic






where is the total energy of the system as computed in (4.43). We compute U(T ) by using
the self-consistent mean-field theory for a discrete sets of temperatures and subsequently
compute the derivative numerically. The results are shown in panel (b) in Fig. 4.9. Indeed,
we find that C ∼ T at intermediate temperatures in the superconducting phase due to the
large number of states at low energies, indicative of metallic behaviour as expected.
In Fig. 4.9 we also show the specific heat of FL∗ (olive markers). We find that C/T remains
finite as T → 0 which can be understood by noting that with mean-field theory, FL∗ is
comprise of a decoupled conduction band and the mean-field description of the Kitaev spin
liquid. Due to the additivity of the energy, the specific heat in FL∗ is thus simply given by
the two individual contributions CFL∗ = CK + Cc. The thermodynamics of the mean-field
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solution of the Kitaev spin liquid were discussed in Subsec. 3.4.3 and compared with the
exact solution, finding that CK/T ∼ T at low temperatures. The conduction band with a
Fermi surface generically has a T -linear specific heat Cc ∼ T . As a consequence the specific
heat in FL∗ at low temperatures is dominated by the electronic quasiparticles, CFL∗ ∼ T ,
corresponding to the finite offset at T = 0 in the C/T -curve. Remarkably, the C/T -curve
is peaked at T ' 0.1 (note that this feature need not correspond to a peak in C(T )), which
can be understood as a signature of the flat bands in the mean-field solution of the Kitaev
model, as studied in Subsec. 3.4.3.
Inspecting the lowest energy bands over the full Brillouin zone as shown in Fig. 4.8, we
further find that dispersion in the superconducting phase spontaneously breaks the threefold
(around the K-point) rotational symmetry of the lattice. In particular, the band structures
shown in Fig. 4.8 result from a diagonal mean-field matrix W and correspond to one out
of six energy-degenerate solutions which spontaneously break lattice- and spin rotation
symmetries. Energy degenerate solutions are obtained by applying point group operations
to the dual lattice, e.g. rotating the Brilloin zone by 2π/3 about its center. We therefore
conclude that the superconducting phases are nematic, i.e. spontaneously break the lattice
(and spin) rotation symmetry of the system.
Nematic superconductivity has received intense attention after the discovery of rotational
symmetry breaking in the superconducting phase of CUxBi2Se3 emerges upon Cu-doping the
odd-parity topological insulator Bi2Se3 and thus is expected to be a topological supercon-
ductor [170, 171]. The study of the interplay of nematic fluctuations and superconductivity
is also of particular relevance due to its applicability to the iron pnictides which at weak
doping exhibit nematic ordering before onset of magnetic order [172, 173], and has lead to
the notion of intertwined vestigial orders in which nematic order is a result of a higher-order
representation of a vanishing order parameter becoming non-zero [174].
Making contact with experiments, we note that the broken spin-rotation symmetry in the
superconducting phase of the Kitaev Kondo lattice (manifested in the fact that the pairing
amplitude is purely triplet) may be probed using the NMR Knight shift to measure the spin
suscpetibility of the system, which is expected to be finite for triplet pairing. The anisotropy
of the gap function due to nematicity further has an influence an thermodynamic quantities.
In this regard, measurements of the specific heat as a function of the angle of an in-plane
applied magnetic field have been used as evidence for spontaneous rotational symmetry
breaking in the superconducting phase [175, 171].
4.9.3 Topological triviality
As previous studies of doped Kitaev spin liquids have found fully gapped topological super-
conductors with non-zero Chern numbers and chiral edge modes [101, 122], it is of interest
to study to what extend the superconducting phases found here possess a non-trivial topo-
logical nature. In this context we focus on a parameter regime in which the superconductor
found in our study is fully gapped, since then most of the notions of topology and machin-
ery developed for gapped free-fermion phases is most straightforwardly applied [95, 176]. In
particular, the non-trivial topological nature of bulk a ground state implies that it cannot be
smoothly deformed to a topologically trivial state (such as the vacuum) without closing the
energy gap – as a consequence, gapped topologically non-trivial free fermion systems host
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Figure 4.10: (a) Armchair edge termination (right edge) of the honeycomb lattice used for
the diagonalization of the Kitaev Kondo lattice on a slab geometry with finite
width in the x-direction and spatial periodicity in the y-direction, with the one-
dimensional unit-cell marked in orange. (b) Spectrum of the superconducting
phase on a slab geometry Nx = 134 sites wide with bulk mean fields obtained
for JK = 5t, nc = 3.0 and T = 0.02.
gapless edge excitations, commonly referred to as a bulk-boundary correspondence [177].
We make use of these results by employing the presence (or absence) of edge states as
a diagnostic for the potentially non-trivial band topology in the gapped superconducting
phase.
In order to find potential edge modes of topological origin, we place the mean-field Hamilto-
nian (4.37) on a slab geometry, i.e. consider a system of infinite length and periodic boundary
conditions in the y-direction and of finite width (x-coordinate). For the mean-field param-
eters, we employ the mean-field parameters obtained through solving the mean-field theory
in the bulk. There are several ways to terminate the honeycomb lattice, such as the most
commonly used zigzag and armchair geometries. We note that the zigzag termination leads
to the appearance of flat bands (i.e. gapless edge modes) for some particle-hole symmetric
systems on the honeycomb lattice, such as Graphene [178]. For this reason, in our study we
only consider armchair terminations as shown in Fig. 4.10(a) and thus avoid the presence of
any edge modes due to topologically trivial components of the system. An example for the
thus obtained level spectrum on a slab geometry Nx = 134 sites wide (and a ky momentum
space discretization of 130 points) is shown in Fig. 4.10(b). Clearly, the level spectrum is
fully gapped, and gapless edge modes are not visible. We have checked that the absence of
any gapless modes persists for various (including larger) values of Nx. We thus conclude
that the superconducting phases found in our studies do not show any signs of a non-trivial
band (free-fermion) topology – the ground state may thus be adiabatically evolved to the
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vacuum without closing the single-particle gap.
We further emphasize that the superconducting phases found here do also not have an
internal Z2 gauge freedom and the Z2 Kitaev gauge field is thus in a confined phase, as
also argued for similar systems on more general grounds [114]. Consequently, the phases
discussed here do not exhibit topological order and fractionalized excitations. We however
note that in principle Kondo lattice systems which support Z2 FL∗-phases may also realize
superconducting phases with fractionalized excitations (which one may denote as SC∗)
through pairing instabilities of the Fermi surface in FL∗. These instabilities will generically
be generated by interactions among the c-electrons which we have neglected in our study
[153], but could be studied straightforwardly in the mean-field framework presented here
by decoupling the c-electron interactions in the BCS channel.
4.9.4 Group-theoretical classification
According to Landau’s theory of phase transitions [2], the order parameter for a given
phase which breaks a symmetry spontaneously, i.e. is only invariant under transformations
of a subgroup S0 of the full symmetry group S, transforms in a corresponding irreducible
representation of S. One can hence classify different states with a finite order parameter by
the respective irreducible representation of S under which the order parameter transforms.
Since the singlet components d0 = 0 vanish for all parameters in the phase digram, we can
focus on the triplet vector ~d. Moreover, due to the unbroken lattice translation invariance,
the k-dependent gap function is completely determined in terms of the triplet vector on
the ~dγ on the three γ = x, y, z links. It is convenient to denote the 3 × 3 parameters in a
matrix,
dαγ =







Using that that the ~d-vector on bond γ transforms under a generic symmetry operation
Ŝ as Ŝ−1~d(γ)Ŝ = R~d(S(γ)), with the R ∈ SO(3) being a representation matrix, it is













and σC3 = C
2
3σ. (4.71c)





3 = 1〉. Using a computer algebra package [179], above group is found to
contain 24 elements and to be isomorphic to the permutation group of four elements, S4.
We can show this more explicitly by using the presentation




2 = 1〉, (4.72)
where si := (i, i + 1) are permutation operations with i = 1, 2, 3 [180]. Identifying s1 = σ,
s2 = C3σ and s3 = σC
∗
x then shows the isomorphism. We remark that S4 is also isomorphic
to cubic group O.
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In order to find the irreducible representation under which the order parameter trans-
forms and which therefore classifies the superconducting state, we associate each of the six
energy-degenerate solutions (at a fixed U(1) phase) a matrix d with the observed mean-field
parameters. It is convenient to define the state
|Z+〉 ≡
−a b cib −ia ic
0 0 0
 (4.73)
with some real parameters a, b, c ∈ R. This form of the ~d-vector corresponds to mean-field
solutions of the form W = diag(w0, w1, w1, w3) where wi ∈ R are mean-field parameters.
All further states are then obtained by performing suitable symmetry operations. It is in-
structive to note that /1,MαGα) forms a set of four linearly independent diagonal matrices
so that we can decompose
W =






M 1G1 +M 2G2
)
+
w0 − 2w1 + w3
4
M 3G3. (4.74)
By transforming W according to (4.34) with the operations listed in Subsec. 4.4.2, it is
easily seen that the mean-field matrix W in general acquires an off-diagonal form.
Note that while the state above is only defined up to a U(1) phase, the relative phase of the
dx and dy can only changed by a symmetry transformation. This is given by the operation
C∗x : (d
x, dy, dz)→ (dx,−dy,−dz) acting on all sites, thus generating a new state
|Z−〉 = C∗x |Z+〉 ≡
−a b c−ib +ia −ic
0 0 0
 . (4.75)
The orbit of |Z±〉 under the threefold combined spin and lattice rotation symmetry C3
defines four further states,
|Y±〉 ≡ C3 |Z±〉 and |X±〉 ≡ C23 |Z±〉 . (4.76)
Examples for mean-field solutions corresponding to these states are given in Tab. C.5 in
Appendix C.5. In order to show that the six states are closed under the symmetry group
operations, we consider the action of the generators σ and C∗x on the states. Using the
explicit representations for |Z±〉, we find that
C∗x |Y±〉 = − |Y∓〉 and C∗x |X±〉 = − |X±〉 . (4.77)
Furthermore, the mirror operation σ along the x-bonds acts as
σ : {|X±〉 , |Y±〉 , |Z±〉} 7→ {∓i |X∓〉 ,∓i |Z∓〉 ,∓i |Y∓〉}. (4.78)
Since {|X±〉 , |Y±〉 , |Z±〉 is closed under the group generators, it is closed under all group
operations. The set of states thus forms a complex six-dimensional representation of the
symmetry group and we may use the six states above as a basis and introduce 6× 6 for the
group generators. Reordering the basis elements for convenience to
{|X+〉 , |Y+〉 , |Z+〉 , |X−〉 , |Y−〉 , |Z−〉}, (4.79)
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1 6 s1 8 s1s2 6 s1s2s3 3 s1s3
A1 1 1 1 1 1
A2 1 −1 1 −1 1
E 2 0 −1 0 2
T1 3 1 0 −1 −1
T2 3 −1 0 1 −1
T1 ⊕ T2 6 0 0 0 −2
Table 4.2: Character table of the symmetric group of degree four S4 defined in (4.72). The
group can be generated by the permutations si := (i, i+ 1) for i = 1, 2, 3.
the matrix representations of the group generators are given by
D(C3) =

0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
 , D(σ) =

0 0 0 i 0 0
0 0 0 0 0 i
0 0 0 0 i 0
−i 0 0 0 0 0
0 0 −i 0 0 0




−1 0 0 0 0 0
0 0 0 0 −1 0
0 0 0 0 0 1
0 0 0 −1 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
 . (4.80)
It is easily seen that these matrix representations fulfil the defining relations.
Using the matrix representation of the group generators, we can explicitly construct mem-
bers of the five conjugacy classes of S4 acting on the six-dimensional complex representation
space introduced above. The characters χ(g) for an element g ∈ S4 of the representation
are given by the trace of the respective representation matrices, χ(g) = TrD(g) and are
shown in the last row of Table 4.2. Comparing with the characters of the irreducible rep-
resentations of S4, it is evident that the six-dimensional representation can be decomposed
into a direct sum of two three-dimensional representations T1 and T2. This result is also










where aj corresponds to the multiplicity of the j-th representation (j = A1, . . .T2) in the
decomposition of the reducible representation. We obtain that aT1 = aT2 = 1, and aj = 0
else.
The fact that the six-dimensional representation can be decomposed into a linear combi-
nation of two three-dimensional irreducible representations implies that it is possible to
find a basis for the representation space considered here in which the representation matri-
ces become block-diagonal. In order to construct a linear transformation which maps the
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JK JK
Figure 4.11: The conduction electron’s anomalous Green’s function in the superconducting
phase can be obtained upon integrating out the slave fermions of the spin liquid
(grey circle). These, in a Z2 spin liquid, have a finite pairing amplitude and
thus an anomalous Green’s function (dashed lines). Due to the finite Kondo
hybridization, pairing for the c-electrons is induced.
basis states |{X,Y, Z}〉 onto the basis in which the representation matrices become block-
diagonal, we construct the central primitive idempotent Ij as a projection operator to the











where d(j) is the dimension of the representation j [181, 182]. Note that we here consider
j = T1,T2. By constructing the matrices IT1 and IT2 explicitly, one easily verifies that
indeed I2j = Ij. We may now pick any three linearly independent vectors in the six-
dimensional representation space and then apply the projection Ij to obtain a basis for the
two three-dimensional representation spaces VT1 and VT2 . A convenient choice is given by
{|X+〉+ |X−〉 , |Y+〉+ |Y−〉 , |Z+〉+ |Z−〉}, yielding
|1〉 = 1
2
(|X+〉+ i |Z+〉+ |X−〉 − i |Z−〉) (4.83a)
|2〉 = 1
2
(i |X+〉+ |Y+〉 − i |X−〉+ |Y−〉) (4.83b)
|3〉 = 1
2
(i |Y+〉+ |Z+〉 − i |Y−〉+ |Z−〉) . (4.83c)
as basis vectors for VT1 . Similarly we obtain the basis states for VT2 as
|1̄〉 = 1
2
(|X+〉 − i |Z+〉+ |X−〉+ i |Z−〉) (4.84a)
|2̄〉 = 1
2
(−i |X+〉+ |Y+〉+ i |X−〉+ |Y−〉) (4.84b)
|3̄〉 = 1
2
(−i |Y+〉+ |Z+〉+ i |Y−〉+ |Z−〉) . (4.84c)
By acting with the group generators C3, σ and C
∗
x as defined in (4.76), (4.77), and (4.78),
it is easily seen that span〈|1〉 , |2〉 , |3〉〉 is closed under all group elements (and similarly
for the basis of VT2), so that the representation matrices are now indeed block-diagonal.
The explicit construction of these representation matrices reveals that these block-diagonal
representation matrices are now real.
4.9.5 Pairing glue
After having found several exotic characteristic features of the superconducting phases
and classified them in terms of the irreducible representations of the symmetry group of
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the Kitaev model, we now wish to further expand on the pairing mechanism. We argue
on general grounds that in Kondo lattice system which support a fractionalized Fermi
liquid, superconductivity naturally emerges: One can construct an effective action for the
electronic quasiparticles alone by integrating out the fractionalized quasiparticles in the
form of spinons of the spin liquid component (here given by the Kitaev Majoranas χ) [114].
Focussing on Z2 spin liquids, the (fermionic) spinons can be seen to have a finite pairing
amplitude, associated with the broken U(1) → Z2 symmetry [8] – indeed it can be shown
that the Kitaev spin liquid is equivalently described in terms of a p-wave pairing model [72].
The presence of anomalous pairing terms in the Kitaev spin liquid can be demonstrated
straightforwardly within the mean-field framework in this study. To this end, we map
the Kitaev Majoranas χµ to Abrikosov fermions fiσ as per (3.6) in the Kitaev mean-field
Hamiltonian, obtaining a BCS-type Hamiltonian for the fiσ, from which the corresponding
pairing amplitudes can be read off. This is demonstrated explicitly in Sec. 3.6.
Hence, integrating out the spinons fσ in the presence of a finite Kondo interaction JK >
0 (which we approximate as a quadratic vertex ∼ c†σfσ + h.c., forming Kondo singlets),
the presence of a anomalous propagator (due to finite pairing terms) induces anomalous
components for the electronic Green’s functions. This can be visualized by employing a
diagrammatic formalism, as shown in Fig. 4.11. The fact that the conduction electron
Green’s function acquires anomalous components gives rise to the breaking of the U(1)
phase rotation symmetry in the effective electronic action, so that the resulting phase is
superconducting. The superconductivity in the Kitaev Kondo lattice is thus understood as
being induced by the spinon pairing terms in the Kitaev spin liquid. Since the spinons in the
Kitaev model are given by Majorana fermions, the effective attractive interaction leading
to the formation of electronic Cooper pairs is hence mediated by Majorana fermions, so
that it appears reasonable to refer to the superconducting phase to be driven by Majorana
glue.
This point of view is supported by the fact that the different energy-degenerate mean-
field parameters W in the superconducting phases are related to each other by combined
SU(2)-spin and gauge transformations, implying that electronic degrees of freedom inherit
symmetry properties from the Kitaev model. More explicitly, one can compute the normal
and anomalous expectation values of Abrikosov fermions in the Kitaev spin liquid, shown
in Tab. 3.1, by mapping the Kitaev Majoranas on to complex fermions. Comparing these
normal and anomalous expectation values for the fermionic spinons in the KSL with the
pendant for the conduction electrons (shown in Table 4.9.1), we find a close resemblance,
showing that the emergence of electronic pairing is intimately connected to the structure
of pairing of spinons in the Z2-spin liquid.
4.10 Comparison with a subsequent study
The purpose of this section is to analyse a study by Choi et al. [117] of the Kitaev Kondo
lattice which appeared after the publication of the results presented in this thesis, and two
compare these two studies.
The authors consider the identical Kitaev Kondo model as presented in Sec. 4.4. With
the aim of mapping out the phase diagram, a mean-field analysis is performed, however by
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α~ταβfβ/2. The Kitaev component of the
Hamiltonian, HK, is then decoupled into singlet and triplet channels as in [116], keeping
both normal and anomalous channels. As discussed previously, for the pure Kitaev model
this approach is in quantitative agreement with the Majorana mean-field theory due to
[101]. In addition to these decoupling channels which give rise to a paramagnetic ground





values si 6= 0 for these fields imply the presence of magnetic order. These channels have
not been included in our initial study of the Kitaev Kondo lattice [99]. As elaborated in
Sec. 3.1, the immediate mean-field decoupling of the Kitaev interactions using Abrikosov
fermions (or, equivalently, the spin representation Sα = iχ0χα/2 − iεαβγχβχγ/4), does not
account for the fact that under the gauge constraint, iχ0χα = −iχβχγ and thus does not
reproduce the correct ground state energy, in contrast to decoupling the interactions written
in the Kitaev representation Sα = iχ0χα. As argued above, the use of the more general
spin representation is crucial for the delocalization of the bond fermions. The authors of
Ref. [117] thus follow the approach elucidated above, setting K → 4K in the process,
which has been suggested in our work [99] in order to account for the contributions to
the ground state energy which are lost when using the generalized spin representation for
MFT. Similar to our work, the authors employ the C3 symmetry of the model as well as
translational invariance to constrain the mean field decoupling. Analysing the Z2 projective
symmetry group describing the quantum order of the Kitaev spin liquid, the authors note
that time reversal T and the sixfold rotational symmetry C6 are realized non-trivially in the
Z2 PSG (i.e. the invariant gauge group IGG = Z2), i.e. the identity operations (C6)6 and
T 2 constructed from projectively implemented transformations correspond to non-trivial
Z2 gauge operations, and are thus in the invariant gauge group.5 The Kondo interaction
is similarly decoupled into both Kondo singlet and triplet channels, keeping both normal
and anomalous channels, yielding 2 × 2 × (1 + 3) = 16 real parameters per site, which is
equivalent to the use of the 4 × 4 matrix of real Majorana mean fields W . In contrast to












c†σ~τσσ′cσ′ + const. (4.85)
with the mean magnetization of the conduction electrons, ~m = 〈∑σ,σ′=↑,↓ c†σ~τσσ′cσ′〉/2 and
the mean magnetic moment 〈S〉. As found in our study, the authors note that since the
Kondo interaction does not conserve the gauge structure, any finite hybridization (implying
non-vanishing Kondo mean fields) between conduction band electrons and the Abrikosov
fermions thus destroys the Z2 order of the FL∗ state, and may lead to the spontaneous
breaking of time reversal T or the C6 rotational symmetry. The FL∗ state obtained in [117]
by self-consistently solving the mean-field equations is both qualitatively and quantitatively
identical to the FL∗ as described in Sec. 4.7.
Upon increasing JK/t, the authors encounter a superconducting phase which features purely
triplet pairing with both real and imaginary components, in analogy to the state observed
in our study (cf. Eq. (4.9.1)). Remarkably, this superconducting phase shows magnetic
ordering 〈Sα〉 6= 0, as well as a mean magnetization mα 6= 0 of the conduction electrons,
5We however note, following the discussion in Sec. 3.1, that symmetry operations which are trivial in the
Z2 PSG are still implemented projectively in the SU(2) pseudospin space, as clarified by [112].
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thus indeed spontaneously breaking the time reversal symmetry of the system which is no
longer protected by the PSG, as argued earlier. The fact that in the superconducting phase
discussed earlier, the conduction electron hopping acquires a finite triplet component, i.e. the
hopping becomes spin-polarized, appears to be consistent with the finite magnetization
found in [117]. In contrast to our results however, the authors find that the superconductor
is gapped and topological, having a nonzero Chern number C = 1 and chiral Majorana
edge modes, thus belonging to class D in the ten-fold classification of topological insulators
and superconductors [183]. It appears likely that the inclusion of mean-field channels which
allow for states with a finite magnetization in our study would lead to similar results. It
is interesting to compare this scenario with breaking time reversal symmetry in the pure
Kitaev model by hand, e.g. by coupling to an external magnetic field – the dispersing
Majorana dispersion then becomes gapped and a chiral Majorana fermion emerges at the
edge, corresponding to a Chern number of C = ±1 in the bulk [22]. Identifying topological
excitations of the ferromagnetic topological insulator found in the Kitaev Kondo model
with the topological order of the Kitaev model in a magnetic field, the authors note that
the superconductor inherits key features of the Kitaev model, even though the Z2 gauge
structure in this phase is lost. The inheritance of defining characteristic features from the
Kitaev spin liquid also applies to the gapless superconductor found in our study, as noted
in Sec. 4.9.
Further increasing the Kondo coupling, the authors observe a second-order phase transition
to a paramagnetic topological insulator which respects time-reversal symmetry (as well as
all lattice symmetries), however breaks the lattice inversion symmetry (class DIII). The
inversion symmetry breaking is due to the fact that the mean-field parameters in the triplet
hopping channel of the Kitaev interaction acquire a non-trivial sign structure, e.g. iEzx =
−iEzy with Eαγ = 〈
∑
f †iστσσ′fjσ′〉 on γ = 〈ij〉-bonds. Mapping these mean-field parameters
to Majorana fermions used in this work, and re-expressing the Majorana bilinears in terms
of the mean-field parameters u0, ua and ub, one can rewrite the mean-field parameter used





u0(γ) + ua(γ)− 2ub(γ)
)
. (4.86)
It thus becomes clear that the paramagnetic superconducting phase with broken inversion
symmetry is not accessible in the Majorana mean-field theory as used in the previous
sections, since we (by hand) enforced that u{0,a,b}(γ) ≡ u{0,a,b} on all bondtypes γ.
It is further interesting to note that the authors of Ref. [117] find no transition out of
the paramagnetic superconducting phase to a metallic state (such as the Heavy Fermi
liquid discussed in Sec. 4.8) upon further increasing JK/t. As argued earlier, in the limit
JK  K coherent Kondo singlets are expected form, and once JK is sufficiently strong,
Kondo screening dominates over any magnetic exchange interactions, and drives the system
into a paramagnetic metallic state, as obtained our Majorana mean-field theory. However
we note weak residual magnetic interactions may induce a superconducting instability of
the HFL at low temperatures, as Fermi liquid at low enough temperatures are generically
unstable towards superconductivity (although the pairing might occur in a large angular
momentum channel) [153]. This might serve as an explanation for the occurence of the
paramagnetic superconducting phase even at large JK in the study of Choi et al. To verify
this aspect, it would be interesting to map out a complete self-consistent phase diagram as
a function of JK/t and temperature T using the framework of Ref. [117], in analogy to the
phase diagrams shown in Sec. 4.6.
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4.11 Discussion and outlook
In this chapter, we have introduced the Kitaev Kondo lattice in order to study how coupling
charge degrees of freedom to a quantum spin liquid can give rise to novel electronic phe-
nomena. Here, the Kitaev spin liquid provides a unique starting point as its exact solution
allows for a natural degree of the control in the limit of small couplings, and moreover it is
comprised of realistic spin interactions which may (approximately) be realized in spin-orbit
coupled Mott insulators such as Na2IrO3 and RuCl3.
We have utilized the SO(4) Majorana mean-field theory (MMFT) introduced in the pre-
vious chapter in order to map out the phase diagrams of the Kitaev Kondo lattice, as a
function of the temperature T and the Kondo coupling JK at a fixed Kitaev coupling K
and conduction electron bandwidth t, for several conduction band fillings nc, finding three
non-trivial phases.
At small Kondo couplings, we find that the mean fields for the decoupling of the Kondo
interaction are zero, and hence on a mean-field level, this phase corresponds to decoupled
Kitaev spin liquid and conduction band. We have argued that this phase beyond mean-
field theory constitutes an example for a fractionalized Fermi liquid (FL∗), which emerges
adiabatically from the decoupled limit JK = 0. The FL
∗ is characterized by the coexistence
of conventional electronic quasiparticles and fractionalized excitations (gapless Majoranas
and Z2 gauge fluxes) of the Kitaev spin liquid. In systems with an odd number of electrons
per unit cell, this coexistence can be seen to lead to a violation of the Luttinger sum
rule. We have argued that the existence of FL∗ raises important questions regarding the
applicability of conventional definitions of topological order, as in the presence of gapless
degrees of freedom in FL∗ (both due to the gapless conduction electrons as well as the gapless
dispersing Majorana fermions) a topological ground state degeneracy, a hallmark criterion
for topological order in gapped systems, can no longer be applied. The exact solution of the
Kitaev spin liquid has allowed us to further characterize FL∗ in perturbation theory, finding
that the KSL is stable against instabilities due to the vanishing density of states at zero
energy due to the semimetallic dispersion of the propagating Majorana fermions. Notably,
this also implies that the low-temperature thermodynamics, such as the specific heat C(T )
is dominated by the electronic quasiparticles with a constant density of states at the Fermi
level. However we note that at higher temperatures, thermodynamic measurements may
reveal distinct features due to the Kitaev spin liquid, such as the crossover from the flux-
aligned ground state at low temperatures to a regime with coherent Majoranas but thermally
disordered fluxes (see also Subsec. 2.3.3). Since the MMFT is only exact for the ground state
of the KSL, but does not accurately model Z2 flux excitations, the precise thermodynamic
behaviour of FL∗ in the Kitaev Kondo lattice is left for future (numerical) studies.
For large Kondo couplings, we have found that the internal structure of the Kitaev spin
liquid (by which we refer the SU(2)-projective realization of symmetries in the mean-field
Hamiltonian) is lost, and instead the conduction electrons form Kondo singlets with the local
moments. Since the conduction electrons hybridize with these strongly localized modes, we
have observed the formation of rather flat bands near the Fermi level, indicative for the
formation of a “heavy” Fermi liquid (HFL), as expected in Kondo lattice models. We
have explicitly shown that in this phase, the Majorana mean-field theory reduces to more
conventional slave-fermion treatments.
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The confinement-deconfinement transition between HFL and FL∗ in the Kitaev Kondo
lattice is masked by superconducting phases (SC) which feature nematic triplet pairing
and accidental point nodes in their spectrum. We have shown that the presence of a
large number of low-energy states (which follows from the presence of point nodes) in the
SC leads to metallic features in the specific heat. The emergence of superconductivity at
the transition between a Z2-FL∗ and a confining (heavy) Fermi liquid can be rationalized
by noting that Z2 spin liquids can be described as projected BCS superconductors which
naturally have finite pairing amplitudes among spinons, the fractionalized quasiparticles in
the spin liquid. Coupling the spinons to electronic degrees of freedom and subsequently
integrating out the spin-liquid to obtain an effective theory for the electronic quasiparticles
then naturally leads to finite electronic pairing amplitudes. In the case considered here, the
fractionalized quasiparticles in the spin liquid are given by Majorana fermions, such that we
have dubbed the SC studied here as driven by “Majorana glue”. Crucially, the Majorana
fermions inducing pairing among the conduction electrons also implies that the symmetry
properties of the superconducting state are inherited from the spin liquid, which we have
explicitly demonstrated within our SO(4) mean-field framework.
The phases discussed above are expected to persist beyond mean-field theory and MMFT
has allowed us to gain both qualitative and quantitative insight into their interplay. However
we note that the precise nature of the superconducting phases is to some extent dependent
to the particular mean-field decoupling used, as has become evident when comparing our
results with a subsequent study [117]. The general fact the spin liquid mediates pairing
between electronic quasiparticles which thus inherit their pairing structure from the spin
liquid is a robust statement, and is seen to apply to either of the two mean-field studies.
We have emphasized that the Kitaev model is not only of relevance due to its exact sol-
ubility, but also because of the recent experimental progress in identifying and controlling
so-called Kitaev materials [58]. These are spin-orbit coupled Mott insulators which ex-
hibit strong bond-dependent interactions [59] and might be driven into a spin liquid phase
upon applying a magnetic field [64]. One of the most promising Kitaev materials, α-RuCl3
is a layered van-der-Waals material which can be exfoliated [184, 185]. The coupling of
charge degrees of freedom to a Kitaev spin liquid may thus be achieved through engineering
certain heterostructures, e.g. by placing a single layer of RuCl3 on a metallic substrate.
Recent experimental and numerical studies indicate that RuCl3 can become electron-doped
in graphene/RuCl3 heterostructures [186, 187]. In this context, it is also of experimental
relevance to study the impact of additional Heisenberg and off-diagonal exchange couplings
among the local moments, which are inevitable in Kitaev materials, on the phases discussed
in this study and map out extended phase diagrams.
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5 Bilayer Kitaev models
In the introduction to this thesis (see Chapter 1), we have made an effort to draw a clear
distinction between quantum spin liquids and trivial quantum (dimer) paramagnets. While
at first sight they may appear to be conceptually similar in that they do not break any sym-
metries spontaneously,1 we have demonstrated that quantum spin liquids are distinct phases
with non-trivial long-range entanglement, often featuring fractionalized quasiparticles and
topological order.
Since conventionally thermal or quantum phase transitions are well understood by the onset
of some local order parameter which allows to distinguish between ordered and disordered
phase, it is of particular interest to study the competition and potential transitions be-
tween two disordered phases, with one of them being a quantum spin liquid (potentially
topologically ordered), and the other phase being a trivial quantum dimer paramagnet.
A particularly suited system for undertaking this study is found in bilayer Kitaev models,
where two Kitaev honeycomb lattices are coupled through local antiferromagnetic Heisen-
berg interactions. The exact solubility of the Kitaev model here allows for controlled per-
turbative expansions in the interlayer coupling, where we expect the two Kitaev spin liquids
to be stable. In the limit where the interlayer coupling J⊥ is much stronger than the Kitaev
interaction K, the system is in a trivial paramagnetic phase, with S = 0 singlets forming
between the layers.
Between these two limiting cases, two scenarios are conceivable: (i) There is a single transi-
tion as a function of J⊥/K which connects the (bilayer) Kitaev spin liquid (KSL) with the
trivial interlayer-singlet phase. If this transition is a continuous quantum phase transition,
it is of particular interest to study its critical properties. (ii) There may be further interme-
diate phases, both confining or deconfined, and both either with or without spontaneously
broken symmetries.
As we will discuss in detail below, due to the bond-directional nature of spin-spin interac-
tions there are multiple ways to construct a bilayer Kitaev model, and we find that both
scenarios (i) and (ii) are realized, depending sensitively on the stacking geometry.
The work in this chapter has been published in a joint publication with J. Gritsch, E. Wag-
ner, D. G. Joshi, W. Brenig, M. Vojta and K. P. Schmidt [100]. For completeness we present
some results which are due to our collaborators, marking these in the text appropriately.
5.1 Model and stacking geometries
The bilayer Kitaev model consists of two honeycomb lattices on top of each other with
S = 1/2 moments residing on each lattice site, which we denote by Smi, where m = 1, 2 is
1Note that a valence bond solid can spontaneously break for example lattice translation symmetries, but
does necessarily do so, e.g. in systems with integer spin per unit cell.
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Ky = Kz = λKx





Figure 5.1: Illustration of the possible stackings in the bilayer Kitaev model. (a) The AA
stacking is defined by coupling two identical upper and lower layers. (b) In the
AB stacking, the upper layer is rotated by 120◦ about a site, thus cyclically
permuting x → y → z → x bonds. (c) The AC stacking is obtained by only
permuting y and z bonds in the top layer. Note that in the AC stacking, there
are two inequivalent ways to define anisotropic Kitaev interactions, giving rise
to the σAC and σ̄AC stacking, with the latter explicitly breaking the mirror
symmetry σ.
layer index and i is the site index, which can also be used to label interlayer dimers involving
a site from each layer. In each layer, the local moments interact via a bond-dependent Ising
interaction, so that each layer independently realizes the exactly solvable Kitaev model
introduced in Chapter 2. In addition, pairs of spins on top of each other interact via an
antiferromagnetic interlayer interaction.
5.1.1 Hamiltonian
For constructing the Hamiltonian of the model, we label the three distinct bond types of
the honeycomb lattice by 1, 2, 3 in both layers. Each bond type is assigned an Ising spin
interaction along a different axis α, β, γ ∈ {x, y, z}, so that the Hamiltonian for the Kitaev

















with 〈ij〉l denotes nearest-neighbor pairs of one of the three bond types l = 1, 2, 3. We
will focus on ferromagnetic Kitaev interactions with Kα > 0. We mention that there is
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a unitary four-sublattice transformation under which Kα → −Kα [188, 100], so that our
results also apply to the case of antiferromagnetic Kitaev couplings. The Hamiltonian for




~S1i · ~S2i. (5.2)
Since the Kitaev model breaks the lattice rotation and mirror symmetries, one can construct
various stacking patterns in which the bond assignments differ between the two layers. The
most symmetric stacking variant is obtained when the bond assignment is identical in both
layers, which we will refer to as the AA stacking, with the Hamiltonian given by
HAA = Hxyz1 +Hxyz2 +H⊥. (5.3)
We further consider the AB stacking which results from a cyclic permutation of the bond
flavours in one layer with respect to the other,
HAB = Hxyz1 +Hyzx2 +H⊥, (5.4)
as well as the AC stacking in which only two bond types are permuted (formally resulting
from a lattice mirror operation),
HAC = Hxyz1 +Hxzy2 +H⊥. (5.5)
Clearly, these stackings differ in their symmetry properties, e.g. while HAA and HAB are
invariant under a combined 120◦ lattice and spin rotation, HAC explicitly breaks this sym-
metry. An overview of the stackings thus defined is given in Fig. 5.1. We further expand
on the symmetry properties of the models in Subsec. 5.1.2.
In contrast to the study on the Kitaev Kondo lattice, here we will also consider anisotropic
Kitaev couplings: As discussed in Sec. 2.5, the Kitaev model in the limit of Kz  Kx,Ky be-
comes gapped and can be mapped to the Toric code, an exactly solvable Z2 lattice gauge the-
ory supporting abelian anyons [48, 22]. It is thus convenient to parametrize the anisotropy
as Kx = Ky = λKz with the parameter λ ∈ [0, 1] parametrizing the anisotropy, and λ 1
corresponding to the Toric-code limit. While this parametrization of the anisotropy can be
adopted unambiguously for the AA and AB stackings, we note that in the case of the AC
stacking there are two inequivalent ways to introduce an anisotropy. A first option consists
in decreasing Ky and Kz (corresponding to Ky = Kz = λKx), such that the system is
symmetric with respect to a combined lattice and spin mirror operation along the x axis
(cf. Subsec. 5.1.2). We will denote this anisotropic version of the AC stacking by σAC.
As a result, the system at λ = 0 consists of isolated Ising dimers which are coupled by the
interlayer interaction, with no in-plane couplings connecting two dimers, and any degrees of
freedom become localized on four-spin plaquettes involving two spins from each layer. We
note that the anisotropic limit also in the AA stacking is analogous. The second option,
dubbed σ̄AC, with Kx = Ky = λKz, which breaks the aforementioned mirror operation,
leads to a fundamentally different behavior in the anisotropic limit: Since the strong in-
plane Ising interactions are now assigned to two different bond flavors in the two layers, at
λ = 0 chains built from alternating intralayer Ising and interlayer Heisenberg interactions
emerge. Crucially, the AB stacking shows a similar behaviour in the anisotropic limit.
Consequently, the physics at λ → 0 in the σ̄AC and AB stackings will become effectively
one-dimensional in contrast to the σAC and AA stackings, which decouple into isolated
plaquettes, and thus phase diagrams among these two classes of stackings are expected to
differ greatly as λ→ 0.
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5.1.2 Symmetries and conserved quantities
The stacking variants differ greatly regarding their symmetry properties, which we list
below. The most symmetric stacking is the AA stacking, which inherits all symmetries of a
single layer Kitaev model. As mentioned in Chapter 2, due to the anisotropic nature of the
Kitaev spin interactions, any point group transformation in the honeycomb lattice needs to
be paired with an appropriate spin rotation. The symmetry group of the AA stacking can
be generated by the following operations, where the first three symmetries descend from
the single-layer Kitaev model:
1. A C3 lattice rotation which also rotates the spins at each site by 120
◦ about the [111]
axis, thus permuting Sx → Sy → Sz → Sx.
2. Mirror symmetry σ along an axis which is perpendicular to the x bond, supplemented
by a unitary operation in spin space which acts as (Sx, Sy, Sz)→ −(Sx, Sz, Sy).
3. A site-local spin rotation (C∗x) by π about the x axis, thus inverting two of the three
spin components (Sx, Sy, Sz)→ (Sx,−Sy,−Sz).
4. Layer exchange, which corresponds to ~S1i ↔ ~S2i.
In the AB stacking, the mirror symmetry (2) is broken due to the different assignments of
bond flavours in the respective two layers. We note that the layer exchange (4) is formally
also not a symmetry, however the layer-exchanged model is fully equivalent since the global
designation of bond flavours to bond types is arbitrary, and only the relative assignments
between the layers are of relevance. The AC stacking is not symmetric under the C3 rotation
(1), however per construction has the mirror symmetry (2) across the bonds along which
the same spin components couple in both layers. Clearly, upon introducing an anisotropy
with λ < 1, the symmetries outlined above no longer apply, with the exception of (3) in all
models, and the reflection symmetry across the strong bond in the AA and σ̄AC stackings.
The exact solution of the Kitaev model crucially depends on the existence of an extensive
number of conserved quantities, given by the plaquette operators Wp. In the presence of a
finite interlayer interaction J⊥ > 0 we note that the plaquette operators in each layer Wm,p
(with m = 1, 2) cease to be conserved since
[H⊥,W pm] 6= 0 ∀m, p. (5.6)
In the particular case of the AA stacking however, we find that the product of the plaquette


















































and similarly for the other summands in ~S1,1 · ~S2,1. While the conservation of the plaquette
operators allow for an exact solution of the pure Kitaev model, similar approaches fail for
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the bilayer model, as the number of degrees of freedom per plaquette has been doubled but
there remains only one conserved quantity per plaquette. Nevertheless the presence of the
conserved quantity Ωp allows us to identify a hidden Z2 degree of freedom, so that we can
find a dual model for the system at small λ and small J⊥/K
z and gain analytical insight into
the anisotropic AA stacking at small interlayer couplings (see Sec. 5.4 for further details).
5.2 Previous results
The isotropic case of the AA stacking of the bilayer Kitaev model has previously been
investigated by Tomishige, Nasu and Koga using numerical methods [189, 190]. In the limit
of J⊥  K the ground-state energy obtained through exact diagonalization (ED) closely
agrees with the energy obtained from cluster expansions and a bond-operator mean-field
theory which are controlled in the limit J⊥/K → ∞, when the ground state is given by
interlayer singlets. This serves as evidence that the ground state at large J⊥/K is indeed
adiabatically connected to a product state of interlayer singlets. In the pure Kitaev limit
J⊥/K → 0, the authors find that (after finite-size scaling) the ED ground-state energy
matches the energy obtained in the exact solution of the model. Varying J⊥/K, the authors
find a single peak in the second derivative of the ground-state energy at J⊥/K ' 0.06,
indicative of a single transition without any further intermediate phases. At this value,
observables, for instance the mean plaquette expectation value 〈Wp〉 change abruptly from
〈Wp〉 = +1 at small J⊥/K (corresponding to the flux-free ground state of the Kitaev
model) to 〈Wp〉 = 0. This abrupt behaviour is interpreted as being indicative of a first-
order transition [189]. Investigating the excitation spectrum, a localized triplet excitation
is found in the J⊥/K  1 and argued to be due to the conservation of the bilayer plaquette
operator Ωp. Tuning to the critical J⊥, the authors do not find a gap closing of the triplon
excitations and argue that these results are consistent with the scenario of a single first-order
transition suggested by the ED results.
5.3 Mean-field decoupling and phase diagrams
As argued in Chapter 3 and demonstrated in Chapter 4, Majorana mean-field theory is a
well-suited method to study phase diagrams for system which reduce in some limit to the
Kitaev model, because the mean-field theory reproduces the ground state of the Kitaev
model exactly. Since in some stackings analytical insights can be gained in the limit of
anisotropic Kitaev couplings (i.e. λ → 0), it is particularly desirable to employ the mean-
field theory to study also these anisotropic parameter regimes. To this end, we utilize the
insight that the mean-field theory obtained from representing the spins in the Kitaev repre-
sentation (i.e. ξ = 1 in Eq. (3.34)) exactly reproduces the ground state also for anisotropic






























5 Bilayer Kitaev models
and similarly for the permutations of xyz. Assuming translational invariance, the mean
fields satisfy the self-consistency relations
u0m(α) = 〈iχ0m,iχ0m,j〉 and uαm(α) = 〈iχαm,iχαm,j〉 (5.11)
on 〈ij〉α-bonds in layer m. For later convenience it is useful to adopt the convention that
the bond index α of the mean fields uβ1 (α), with β = x, y, z, in the upper layer refers to the
bottom x, y, z-bonds in the lower layer.2 Analogously, the interlayer Heisenberg interaction
































where we have introduced a new set of mean-field parameters wµ, with µ = 0, α. These are
determined self-consistently such that
wµ = 〈iχµ1iχµ2i〉. (5.14)
We note that in general, one may employ the SO(4) formalism and rewrite (5.13) in terms
of a quadratic form involving the Majorana four-spinor χ and the real 4 × 4 matrix W .
Above choice corresponds to the use of a diagonal W and is motivated by the fact that the
projective symmetry group of the Kitaev model forbids the mixing of different Majorana
flavors.
After performing the mean-field decoupling as described above, the Hamiltonian H = Hxyz1 +
Hαβγ2 + H⊥ corresponds to a model of free (Majorana) fermions hopping on the bilayer














is a k-dependent 16×16 matrix (recall that the unit cell of the bilayer honeycomb



















in close analogy to Eq. (4.38). The full matrix H
k
is structurally similar to the matrix
of the mean-field Hamiltonian in the Kitaev Kondo lattice, given in Appendix C.4. By
diagonalizing the quadratic Hamiltonian above, the mean-field parameters u0, uα and wµ
as well as the expectation values 〈Gα〉 of the pseudospin polarization at each site can be
evaluated straightforwardly. Assuming translational invariance and using the decoupling
channels outlined above, the problem involves 12 mean-field parameters, 8 for the Kitaev
interaction (u0,α in both layers) and 4 parameters wµ for decoupling the interlayer inter-
action. Note that we find in all phases that the pseudospin singlet constraint 〈G3〉 = 0 is
2This allows us to compactly think of the mean fields as matrices. In the lower layer, these are diagonal,
uβ1 (α) ∝ δα,β , while the matrix structure in the second layer encodes how the stacking permutes the
Kitaev bonds in the second layer with respect to the first.
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satisfied trivially. One can then straightforwadly employ the iterative procedure described
in Subsec. 4.5.1 to obtain the self-consistent values of the mean-field parameters.
If there are multiple solutions to the mean-field equations at a given point in parameter
space, the thermodynamic ground state is obtained by finding the solution with the lowest
free energy F = U − TS. As in Subsec. 4.5.1, the internal energy U and entropy S are
found easily by exploiting that we have diagonalised the system, obtaining 16 bands εi,k
as a function of the Brillouin zone momentum k. The entropy S is then obtained from






















where the tensor gαβ depends on the choice of stacking. For example, gαβ = δαβ for the AA
stacking, but for the AB stacking, one has
gαβ =
0 0 11 0 0
0 1 0
 . (5.18)
Tracking the evolution of the mean-field parameters as a function of J⊥/K and the anisotropy
parameter λ, we can distinguish various mean-field phases by parameters vanishing/being
finite, and discontinuities appearing as a function of the parameters. Below, we list and
discuss the mean-field phase diagrams obtained through Majorana mean-field theory. We
then discuss selected aspects of occurring phases and their transitions, employing arguments
and techniques beyond MMFT, in the subsequent sections.
5.3.1 AA stacking
The phase diagram of the AA stacking, obtained by self-consistent Majorana mean-field
theory as described above, is shown in Fig. 5.2. We further show cuts through the phase
diagram, plotting selected mean-field parameters as a function of J⊥/K
z at fixed values of
λ, in Figs. 5.3(a)-(c). We find four different phases occurring. At small J⊥/K, we find a
phase in which the interlayer mean fields wµ = 0 vanish and the Kitaev mean-field u0, uα
take the same values as in the mean-field theory for the exact Kitaev model. This indicates
that the mean-field saddle point thus corresponds to two decoupled Kitaev spin liquids,
i.e. the limit J⊥/K = 0. Beyond mean-field theory, one expects perturbative corrections
due to any finite interlayer interaction, however as we argue in Sec. 5.7, the Kitaev spin
liquids in each layer are perturbatively stable against the interlayer interaction: there is no
quasiparticle tunnelling between the two layers, and the Majorana Dirac cones are protected
by the unbroken time-reversal and inversion symmetries. Hence the system at small J⊥/K
z
is adiabatically connected to the ground state with two decoupled Kitaev spin liquids at
J⊥ = 0, and we henceforth refer to this phase as “KSL”.
At J⊥  K, the Kitaev mean-field parameters vanish u0 = uα = 0 for all λ, and the
interlayer mean fields take their maximum values
wµ = −1
2
(1, 1, 1, 1). (5.19)
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Figure 5.2: Phase diagram of the AA-stacked bilayer Kitaev model as obtained from Majo-
rana mean-field theory. Note that the DIM’ phase is an artefact of mean-field
theory and should rather be understood as potraying interlayer-singlet forma-
tion (as in DIM).
This is the most symmetric form of the mean fields W ∝ 1, invariant under general (physi-
cal) symmetry transformations on the four-Majorana spinors χ→ RMχ. Hence the mean-
field ansatz transforms trivially under global SU(2) spin rotations, so that all symmetries
are preserved. Moreover, the fact that the mean-field Hamiltonian with only non-zero wµ
contains only terms which hybridize Majoranas from both layers at each site implies that
excitations are localized within each unit cell. We therefore conclude that this mean-field
saddle point corresponds to the decoupled limit at J⊥/K
z →∞, where the ground state is
given as a product of decoupled singlets. At finite J⊥/K
z, the singlets are weakly coupled
by the in-plane Heisenberg interaction, and in general desirable can be expected to become
dynamic. The presence of conserved quantities severely restricts the mobility of excitations
in the AA stacking, for further details we refer the reader to Sec. 5.4. However, since there
is a gap to all excitations, the phase is expected to be stable until the gap closes, so that
the mean-field phase is adiabatically connected to the dimer-limit, and thus referred to as
“DIM”.
Decreasing J⊥/K, one encounters a second-order phase transition at J⊥/K = 0.58 for any
λ < 1 to phase (dubbed DIM’) which has vanishing u0,α on the weak x- and y-bond, and











where the parameters w0, wb → −1/2 as J⊥/Kz → 0.58. Clearly, there is no spin-rotation
symmetry in this phase, as the model with Kitaev couplings Kx = Ky = λKz and λ < 1
no longer respects the combined C3 lattice and spin rotation symmetry – in contrast to
DIM, which is insensitive to any anisotropy in the Kitaev couplings. We note that a differ-
ent choice of the strong bond would correspond to an appropriately permuted mean-field
solution, i.e. a strong x-bond would yield an ansatz of the form wµ = (w0, wb,−1/2,−1/2)
and finite Kitaev mean-fields on the x-bonds only. Considering the case of λ = 1 however,
instead of DIM’ a direct second-order transition between DIM and an intermediate phase
(dubbed “FLUX”) appears, to be discussed further below. This implies that the phase
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AA, λ = 0.75








































Figure 5.3: Mean-field parameters as a function of the interlayer coupling J⊥/K
z and Kitaev
couplings Kx = Ky = λKz for the isotropic case λ = 1 (a), and anisotropic
couplings of λ = 0.75 (b) and the limit of decoupled Kz-dimers (c). Note that
“λ” in uλ0(λ) refers to the x, y Majoranas on the weak x, y bonds. For clarity,
we only show mean-field parameters in the lower layer since u0,α1 = −u0,α. The
fact that Kx = Ky implies that w11 = w22.
DIM’ does not arise via spontaneous symmetry breaking.
The fact that the critical J⊥/K for the DIM-DIM’ transition is independent of λ allows
us to gain further insight into the phase by considering λ = 0 and then perturbatively
consider finite λ 1. In this limit, the bilayer Honeycomb lattice decouples into interlayer
plaquettes involving four spins (two from each layer), with Ising-z interactions among the
spins in the same layer and Heisenberg couplings for the interlayer bonds. The Hamiltonian
for such a plaquette thus reads
H1234 = J⊥
(
~S1 · ~S2 + ~S3 · ~S4
)
−Kz (Sz1Sz3 + Sz2Sz4) . (5.21)
Clearly, in the limit J⊥ = 0,K
z > 0, the ground state is a product state of two two-fold
degenerate ferromagnetic Ising dimers, while in the opposite limit Kz = 0, J⊥ > 0 the
ground state is given by product state of two interlayer singlets, with a ground-state energy
of E = −3/2J⊥ For intermediate values of J⊥/Kz, the system can be analysed numerically
using exact diagonalization. The resulting level spectrum is shown in Fig. 5.4 as a function
of Kz for several fixed values of J⊥.
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E for J⊥ = 0
E for Kz = 0
E for J⊥ = 1.0
Figure 5.4: Level spectrum for a four-site interlayer plaquette in the AA stacking obtained
from the Hamiltonian (5.21), with the opacity of the data points indicating
their degeneracy. Clearly, the ground state evolves continuously as Kz > 0 is
increased, without any (avoided) level crossings.
It is clearly visible that the lowest energy continuously evolves as Kz/J⊥ is increased.
Crucially, we note the absence of (avoided) level crossings, which would be indicative for a
first (second) order phase transition in the thermodynamic limit [146]. Rather, the ground
state evolves continuously from the interlayer-singlet product state to the Ising-dimer limit
as a function of Kz/J⊥. We therefore conclude that the second order phase transition
between DIM and DIM’ observed in mean-field theory is an artifact of mean-field theory, and
the system beyond mean-field theory can be expected to show crossover behavior instead.
Considering now a finite λ, this behaviour persists: Corrections from perturbatively coupling
the plaquettes are small, since all excitations are gapped. We conclude that DIM’ is an
artifact of the mean-field approximation, and treat both DIM and DIM’ as mean-field
saddlepoints corresponding to the dimer paramagnet phase of weakly coupled interlayer
singlets.
Further decreasing J⊥/K
z, at λ & 0.27 there is a second-order phase transition between
DIM’ and a phase labelled FLUX, which has interlayer mean-fields of the form
wµ = (w0, wa, wa, wb). (5.22)
The Kitaev mean-field parameters take finite values u0, uα 6= 0 and are seen to continuously
interpolate between their respective values in KSL and DIM’ (or DIM, when there is a direct
FLUX-DIM transition at λ = 1). We find that it is crucial for FLUX to appear that the
Kitaev mean-field parameters take different signs in the two respective layers, i.e. u01 = −u02
and similarly for uαm. The two competing mean-field solutions corresponding to KSL and
DIM’, which have a direct transition if there is no relative sign difference in the mean-field
parameters for both layers, are both found to have higher free energies than FLUX in the
relevant parameter regime. We note that even though the Kitaev mean fields take different
values, the structure of the mean fields is such that SU(2) symmetry operations which
act on the Majorana spinors χ are implemented projectively, i.e. a transformation in the
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physical SU(2) subspace needs to be supplemented by a pseudospin rotation. This serves as
evidence that some characteristic features of the Kitaev spin liquid are preserved in FLUX.
Computing the Majorana band structure in FLUX reveals that the Majorana dispersion is
gapped even for λ > 0.5, when the dispersion of the Majorana fermions in the pure Kitaev
model is gapless. We further expand on this phase and its fate beyond mean-field theory in
Sec. 5.7.
5.3.2 AB stacking




















Figure 5.5: Phase diagram of the AB stacking as obtained in Majorana mean-field theory.
In MAC, the mean-field saddlepoint corresponds to decoupled one-dimensional
chains with alternative Kitaev and Heisenberg couplings. The decoupling of
the chains even at finite λ is an artefact of mean-field theory, as we argue in
Sec. 5.6.3.
We show the phase diagram obtained using Majorana mean-field theory in Fig. 5.5. In the
limit J⊥/K
z → 0, we find the phase KSL already described in Subsec. 5.3.1, and in the
limit J⊥/K
z → ∞ one again finds DIM, which corresponds to the trivial dimer quantum
paramagnet with interlayer singlet formation. At λ & 0.52, these two phases are separated
by a direct first-order transition. The phase transition line for λ as a function of J⊥/K
z
again has a linear positive slope, due to the same energy scaling argument outlined in the
previous section for the AA stacking.
Crucially, below λ ' 0.52, KSL and DIM are separated by an additional phase labelled
“MAC”, with the DIM-MAC transition line at J⊥/K ' 0.39 being nearly independent of λ,
and the KSL-MAC transition having J⊥/K
z = 0, λ = 0 as a critical endpoint, meaning that
at infinitesimal λ, and infinitesimal J⊥/K
z suffices to go from KSL to MAC. Inspecting the
dispersion in MAC, we find that the dispersion in MAC is gapped for all parameter ranges,
and moreover is one-dimensional, as shown in Fig. 5.6(b) and(c).
The one-dimensional character of the dispersion is easily understood by considering the
anisotropic limit of infinitesimal small λ  1. In this regime, the bilayer honeycomb
lattice reduces to chains which consist of the strong in-plane Ising interaction in each layer
(note that these are on different bondtypes in the respective layers), which are connected
by an interlayer Heisenberg interaction, as shown in 5.6. In this limit, the dispersion of
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Figure 5.6: (a) Chains formed by a strong Kitaev (here Kx for clarity) and the interlayer
coupling J⊥ in the anisotropic limit in the AB (depicted) stacking, and analogous
for the σ̄AC stacking. (b) Cut through the mean-field bandstructure in MAC for
J⊥ = 0.3K and λ = 0.28, with the lowest-energy band completely localized. (c)
Energy of the lowest dispersing quasiparticle band over the hexagonal Brillouin
zone.
the Majorana fermions is strictly one-dimensional, with the non-vanishing Kitaev mean-
field parameters u0m(z) 6= 0 (for m = 1, 2), u31(z) = u32(y) and wµ = (w0, 1/2, 1/2, wb),
with w0, wb  1. Note that the particular values of the w1 and w2 can be understood by
realizing that at λ = 0, the χ1 and χ2 Majorana fermions constitute zero modes, so that any
finite value of J⊥ > 0 allows for a lower ground state energy by maximizing the interlayer
mean fields, w1 = 〈iχ11χ12〉 (and analogous for w2). Going to larger values of λ, we find
that finite mean-fields are induced on the weak bonds which complete the chains into two-
legged ladders with alternating z-Ising and y-Ising interactions along the rails and interlayer
Heisenberg links as the rungs, i.e. uy1(2) = u
x
2(3) 6= 0. These links allow for direct hopping
between two neighboring sites in the same layer, and thus hopping processes in the more
indirect channel (via a Heisenberg bond – Kitaev dimer in the opposite layer – Heisenberg
bond) generally can be seen to induce a finite amplitude on these weak bonds. Importantly,
we find that in MAC, no mean fields are induced on bonds which would connect two of
the ladders at finite λ > 0, so that the excitation spectrum obtained from Majorana mean-
field theory in the whole phase remains one-dimensional. We comment further on MAC in
Sec. 5.6.
5.3.3 σAC stacking
The phase diagram for the σAC stacking is shown in Fig. 5.7. As in the previously shown
phase diagram, KSL is stable for small J⊥/K, and in the regime of J⊥  K interlayer
singlet formation, represented by the mean-field saddlepoint DIM. In similarity to the AA
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Ky = Kz = λKx (σ preserved)
Figure 5.7: Phase diagram for the σAC stacking obtained in Majorana mean-field theory. In
MAC, one-dimensional decoupled chains of alternating Kitaev and Heisenberg
couplings emerge. We discuss a potential coupling of these chains in Sec. 5.6.
Note that DIM’ is to be understood as a mean-field artefact.
stacking, the phase DIM’ masks a direct transition between KSL and DIM. The DIM-DIM’
transition is again independent of λ and of second order, as noted already for the AA
stacking. Importantly, the particular geometry of the model implies that as λ → 0, the
model reduces to decoupled four-spin plaquettes consisting of two interlayer bonds and two
Kitaev bonds. One may thus argue that due to the emergence of interlayer plaquettes, the
phase diagrams of the AA and σAC stackings are similar, especially in the anisotropic limit.
A straightforward extension of the arguments Subsec. 5.3.1 then implies that DIM’ in the
σAC stacking again is a mean-field artefact.
We further remark that in the σAC stacking DIM’ persists even at λ = 1, which is in contrast
to the AA stacking. We may attribute this to the fact that at λ = 1, the occurrence of
DIM’ in the AA stacking would require a spontaneous breaking of the joint spin and lattice
rotational symmetry as in DIM’ the Kitaev mean fields are finite on only one of the three
bond types. In the σAC stacking however, even at λ = 1 the x bond is special in the sense
that it remains invariant under layer exchange.
Comparing with the phase diagram for the AA stacking, we note the absence of a FLUX
phase in the σAC stacking. We remark that the interlayer plaquettes described above feature
different Kitaev bond types in the two respective layers in the σAC stacking. While insight
into the necessary conditions for the appearance of FLUX is limited, we hence suggest that
this interlayer coherent π-flux phase crucially requires the Kitaev bonds which participate
in the plaquette to be of identical type.
5.3.4 σ̄AC stacking
In Fig. 5.8 we show the phase diagram for the σ̄AC stacking. A first inspection shows
that the phase diagram strongly resembles the phase diagram of the AB stacking, with a
one-dimensional gapped phase appearing at small J⊥/K and intermediate λ. Considering
the lattice geometry of σ̄AC in the anisotropic limit, it is clear that again alternating
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Figure 5.8: Phase diagram for the σ̄AC stacking obtained in Majorana mean-field theory
Heisenberg-Kitaev-dimer chains form, along which the Majorana fermions hop. At finite
λ > 0, we again find that finite mean fields are induced on bonds which complete the chains
to ladders, while the chains remain completely decoupled in mean-field theory, resulting in a
one-dimensional dispersion for the Majorana fermions even at finite λ. The vanishing of the
mean fields on the bonds connecting the chains implies that the mean-field description of
the MAC phase in the AB and σ̄AC stacking are also quantitatively identical, however the
physics beyond this mean-field description may differ, depending if the chains are connected
via alternating Ising interactions (Kx and Kz as in AB), or by a single Ising interaction,
e.g. only x-bonds, as in the σ̄AC stacking.
Importantly, in the σ̄AC stacking one observes a finite region at nearly isotropic Kitaev
couplings λ ≈ 1 in the phase diagram in which the DIM’ phase is present, which has been
identified as a mean-field artefact in the previous subsections. Note that the appearance of
DIM’ near isotropy guarantees that the phase diagrams of the σAC and σ̄AC stackings are
identical at λ = 1 as in this case both refer to the same model.
The fact that the DIM’-DIM transition line in the σ̄AC depends on λ is due to the fact that
the anisotropy reduces Kx. Since in DIM’ the Kitaev mean fields on the x bonds are finite,
this reduces the total energy of DIM’ at smaller λ, so that at smaller λ the DIM phase is
favored.
5.4 Quantum phase transition in the AA stacking
The Majorana mean-field theory provides evidence for a direct transition between KSL and
DIM in the AA stacking in the regime of small J⊥  Kz and anisotropic Kitaev couplings,
λ 1, as visible from the phase diagram displayed in Fig. 5.2. The MMFT shows that the
phase transition is of first order. But the fact that the transition occurs in a perturbative
regime, in which the Kitaev model can be mapped to the Toric code, together with the
conservation of bilayer plaquette operators allows for further analytical progress, which
shows that in fact the transition is continuous.
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The work presented in this section is due to Julian Gritsch and Kai P. Schmidt, and has
been published in our joint Ref. [100].
5.4.1 Perturbative analysis
Similar to the mapping of the single-layer Kitaev model to the Toric code in Sec. 2.5, we
first note that in the limit J⊥ = λ = 0, the Kitaev model consists of decoupled z-Ising
dimers with the twofold degenerate ground states |↑↑〉 , |↓↓〉 with energy −Kz/4 and the
twofold degenerate excited states |↑↓〉 , |↓↑〉 at energy Kz/4. Finite intralayer Kitaev and
interlayer Heisenberg interactions then introduce couplings between these dimers. In the
perturbative regime the separation of low-energy and high-energy states of the respective
z-Ising dimers persists, such that a finite coupling leads to effective interactions between
the dimers, and an effective model for the low-energy subspace can be derived. To this
end, we note that the excitation of an Ising dimer can be described in terms of a hardcore
boson b, such that the effective model will describe bosons hopping on an effective bilayer
square lattice, obtained by replacing each z-Ising dimer by a single effective site which may
be occupied by a boson. In order to keep track of the additional degrees of freedom due to
the twofold degenerate ferro- and antiferromagnetic configurations, one further introduces
an effective spin-1/2, allowing the identification
|↑↑〉 = |⇑ 0〉 , |↓↓〉 = |⇓ 0〉 , |↑↓〉 = |⇑ 1〉 , |↓↑〉 = |⇓ 1〉 , (5.23)
where the double arrow denotes the configuration of the effective spin, and 0(1) denotes an
empty (occupied) site of the effective bilayer square lattice. The Hamiltonian for the full

















where the T κz denote two particle terms (potentially coupled to the effective spins) where
T (K)z ∼ λ and T⊥z ∼ J⊥, with z = 0 containing particle-number conserving terms, and
z = ±2 anomalous (i.e. number non-conserving) operators. We have also introduced the




m,ibm,i. For the full expressions we refer the reader
to Ref. [100]. While the above mapping is exact, it introduces anomalous terms for the
hardcore bosons. However the Hamiltonian can be transformed onto an effective block
diagonal Hamiltonian Heff by means of a perturbative Continuous Unitary Transformation
(pCUT) [191, 192] such that it conserves the number of quasiparticles, [Heff , Q] = 0. Note
that the transformation can be expanded in λ and J⊥ and is hence a perturbative method.
Generally the resulting Hamiltonian Heff contains terms involving q ∈ N quasiparticles, but
the ground state and low-energy physics of the system will be determined by the 0-particle
sector. Using the pCUT method to obtain the Hamiltonian for the 0-quasiparticle sector of
Heff in fourth order of J⊥ and λ gives




whereH0QPm,eff denotes the intralayer Hamiltonians for layers m = 1, 2, respectively, and H0QP⊥,eff
contains the interlayer contributions. As expected from the discussion of the anisotropic
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limit in the bilayer Kitaev model (cf. Sec. 2.5), these correspond to Wen-plaquette models




Ŵm,p + const. (5.26)








4 denoting the plaquette operators in the two respective layers and
Cp = λ
4K/64. The first term in (5.25) contains interactions between the effective spins due
to the interlayer coupling. Importantly, one finds that beyond first order in J⊥, there are
in general also further contributions due to finite λ > 0 to this term, e.g. at fourth order
we find H0QP⊥,eff = O(λ2J2⊥) +O(J4⊥).
While the Wen-plaquette models are exactly solvable, realizing a topologically ordered phase
(unitarily equivalent to the Toric code), any finite J⊥ spoils the exact solvability of the bi-
layer Kitaev model even on the level of the effective Hamiltonian obtained through the
pCUT. However, one may exploit the fact that in the AA stacking the product of the
two intralayer plaquette operators Ω̂p = Ŵp,1Ŵp,2 is a conserved quantity (as noted in Sub-
sec. 5.1.2). This implies that the Hilbert space of the model splits into sectors corresponding
to the eigenspaces of Ω̂p which has eigenvalues Ωp = ±1. Further it is seen that the ground
states in both limits J⊥ = 0 and J⊥ → ∞, to which the KSL and DIM phases are adibat-
ically connected, satisfy Ωp = +1 ∀p, so that a single transition between these two phases
necessarily takes place in this sector. Note that this can also be understood as a result of
the exact localization of flux excitations and triplons in the two respective phases due to
the particular lattice geometry of the AA stacking which allows for the conservation of Ω̂p,
as also alluded to in Ref. [189].
The constraint of ΩP = +1 on all plaquettes is easily seen to be fulfilled by the choice
Wp,1 = Wp,2 = ±1 for any given plaquette in the two respective layers, thus yielding an
local Z2 degree of freedom which is conveniently represented by a pseudospin |↑〉 , |↓〉 for
the choice of +1,−1. We emphasize that the Wp,m are not good quantum numbers at any
J⊥ > 0. Note that the pseudospins form a single-layer square lattice, with sites placed at
the center of each plaquette of the effective bilayer square lattice.
Clearly, at J⊥ = 0 the two decoupled layers are in the ground state of the single layer
Kitaev model (cf. Chapter 2) with all plaquette operators Wp,m = +1 ∀p,m, corresponding
to a fully polarized configuration of the pseudospins. The Hamiltonian at J⊥ = 0 thus




τ̃ zp , (5.27)
where τ̃α denote the Pauli matrices acting on the pseudospin degrees of freedom and Cp ∼ λ4
as defined above. Clearly the ground state of H̃field is given by the fully polarized state
|↑ . . . ↑〉. On the other hand, a finite interlayer interaction J⊥ > 0 introduces quantum
fluctuations which can be expected to eventually destroy the field-polarized state. After an

























5.5 Phase transition in the σAC stacking





+O(J2⊥) and J̃4 = J̃xx2 = J2⊥/8, (5.28)
with further details given in Ref. [100].
The thus obtained effective model H̃field + H̃⊥ is seen to resemble a transverse-field Ising
model with further four-spin interactions. In particular at leading order in J⊥, only J̃
xx
1
has a finite contribution such that the system is mapped precisely onto a collection of one-
dimensional Ising chains in a transverse field (TFIC). As is well known, the TFIC is exactly
solvable, e.g. by employing a Jordan-Wigner fermionization [146], with a quantum phase
transition between the-field polarized phase and a Z2-symmetry broken (Ising) phase taking
place at h̃z = J̃xx1 . This phase transition in the TFIC belongs to the 2D-Ising universality
class. Going back to the original bilayer Kitaev model, this implies that the phase transition
between KSL and DIM in the perturbative regime occurs at λ4K = 32J⊥, such that a small
interlayer coupling J⊥ is sufficient to destroy the topological phase at strong anisotropies.
Further this analysis implies that the phase transition line in the phase diagram of the AA
stacking scales as J⊥ ∼ λ4. Going beyond the leading order in J⊥, we find that the TFIC
become coupled due to finite J̃xx2 and J̃4. While the full effective model H̃field + H̃⊥ beyond
leading order cannot be solved exactly, a mean-field analysis [100] strongly suggests that the
transition remains second order and is in the 3D Ising universality class, with the scaling
J⊥ ∼ λ4 as reasoned above.
In addition to the analysis above, we also note that series expansion techniques [100] and
previous studies [189] suggest that the highly symmetric Kitaev bond pattern in the AA
stacking completely localizes the triplons as excitations of the interlayer singlets in the DIM
phase. Given above evidence that there is a continuous quantum phase transition between
the KSL and DIM phases, it appears likely that the transition out of DIM can be described
by the condensation of a triplon (or rather a higher-order triplon bound state, potentially
non-local due to the topologically non-trivial ground state of KSL). The full localization of
the triplons implies that the triplon dispersion is completely flat, so that the gap closing
necessary for condensation is energetically less favorable compared to the other stackings in
which there is at least a partial mobility of the triplons. Taken together, this allows us to
infer that the DIM phase in the AA stacking is more stable than in the other stackings, and
thus the KSL-DIM transition (as well as intermediate phases) to occur at smaller values of
J⊥/K.
5.5 Phase transition in the σAC stacking
We note that a direct transition between KSL and DIM is also observed in the mean-field
phase diagram for the σAC stacking. In the spirit of the previous discussion of the quantum
phase transition in the AA stacking beyond mean-field theory, it is of interest to discuss
the nature of the transition in the σAC stacking. To this end we note that the derivation
of an effective model in the perturbative regime λ 1 and J⊥  K proceeds equivalently
by using the pCUT method to analyse an equivalent hardcore boson-effective spin model
in the zero quasiparticle sector, but crucially one finds that the bilayer flux operator does
not constitute a conserved quantity at finite J⊥ > 0 due to the different lattice geometry.
However, since the elementary flux excitations which would lead to the destruction of the
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topological KSL phase are strongly constrained by the particular geometry of the problem,
with no mobility at all for isolated excitations and only a one-dimensional hopping allowed
for interlayer flux pairs, they appear unlikely to close a gap in a continuous quantum phase
transition. We therefore expect the transition in the σAC stacking to be of first order.
5.6 Macro-spin phases
In the analysis of the mean-field phase diagrams it has become apparent that in the
anisotropic limit, the AB and σ̄AC stackings reduce to one-dimensional chains, which in
MFT remain decoupled even at finite λ. The purpose of this section is to investigate these
stackings in the anisotropic limit by means of analytical and numerical methods, and thus
analyse their behavior beyond the mean-field treatment. To this end, we first aim to con-
struct an effective model for the low-energy degrees of freedom on the chains. A coupling
of these chains at small λ can generically be considered to be a higher-energy process. The
fact that the MAC phases occur at small λ and also persist to small J⊥/K allows us to use
two complementary approaches.
First, we start from the KSL (i.e. J⊥  K) in the anisotropic limit λ  1, mapping the
Kitaev dimers to effective pseudospin degrees of freedom, and then consider the effect of
a finite J⊥ on these pseudospins in perturbation theory, aiming to describe the transition
between the topological spin liquid and the macro-spin phases. Second, we consider the case
of J⊥  K, so that the system is in the dimer-paramagnetic phase DIM. At sufficiently large
K, one may expect that an excitation, here given by a triplon, becomes soft and eventually
condenses. By projecting the system down to the low-energy subspace of the ground state
and the lowest excited state at some finite Kitaev coupling K, we then obtain an effective
model for the MAC-DIM transition. Finally, we employ a series expansion technique in the
dimer phase in order to further investigate the triplon dispersion in DIM and condensation
which yields the MAC phase.
5.6.1 KSL-MAC transition: Effective model for Kitaev dimers
In order to study the KSL-MAC transition, we first consider the Kitaev model in the
anisotropic limit at zero interlayer coupling. The results in this subsection are due to J.
Gritsch and K. P. Schmidt.
As mentioned in Sec. 5.4, one may identify the low-energy, two-fold degenerate Ising config-
urations with a pseudospin degree of freedom. Using the same mapping from the spins to
hardcore bosons coupled to this pseudospin degree of freedom, we find that the Hamiltonians




H0QPm,Kitaev,eff +H0QP⊥,eff , (5.29)
with H0QPm,Kitaev,eff corresponding to the Wen-plaquette model (see also (5.25) for the AA
stacking), however the different lattice geometries imply that the definitions of the plaquette
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operators in the two layers in the AB and σ̄AC stackings differ. The intralayer interactions





In the limiting case λ = 0, the Hamiltonian (5.30) is seen to describe isolated Ising chains
in both the AB and σ̄AC stackings. Since each chain has two degenerate ground states,
but tunnelling between these two ground states is suppressed as it would involve flipping
a (sub-)extensive number of local moments, these chains can be referred to as macrospins.
As a consequence of the twofold ground-state degeneracy of each chain, the ground state
of the full model in this limit is 2Nch-fold degenerate, with Nch the number of chains. Now
considering finite λ > 0, the intralayer plaquette operators in H0QPm,Kitaev,eff act in principle
as perturbations on this degenerate ground state manifold by connecting neighboring Ising
chains. Considering the action of the plaquette operators Wm,p on degenerate ground state
configurations up to eighth order in perturbation theory, it is found that Wm,p on a given
plaquette lowers the respective energies by the same amount and the interchain degeneracy
is not lifted.
5.6.2 DIM-MAC transition: Effective theory for triplon condensation
In DIM, the ground state is adiabatically connected to the product states of interlayer
singlets. Switching on a finite Kz > 0, the interlayer singlets are coupled ferromagnetically
and chains of alternating Heisenberg and Ising dimers (which are given by the strong Kitaev
bonds) are formed. For simplicity, we first study the case of λ = 0, where the chains are
exactly decoupled. Considering a single Heisenberg dimer with H = J⊥~S1 · ~S2, we denote
the singlet ground state by |s〉 and the threefold degenerate triplet states by |tα〉 with
α = x, y, z. A finite Kz > 0 couples two adjacent Heisenberg dimers. For studying the
action of this Ising interaction between two Heisenberg dimers, it is convenient to introduce
bosonic operators s, tα which annihilate the singlet and three triplet states of a Heisenberg
dimer, respectively, and have the commutation relations
[s, s†] = 1, [s, t†α] = 0 and [tα, t
†
β] = δα,β. (5.31)














−s†tz − t†zs− it†xt†y + it†ytx
)
, (5.33)




αtα = 1 which projects out all states which do not
correspond to single bosonic occupancy [193]. From the form of Eq. (5.32) it is clear that
that the Ising interaction which couples two dimers (labelled 1,2)
H = −KzSz1,BSz2,A (5.34)
acting on the singlet ground state |s1s2〉 only creates excited states involving the z-triplon,
while the x and y-triplons are not affected. We find that states that are in the subspace
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spanned by the singlet and z-triplon on the respective Heisenberg dimers are lowered in
energy at finite Kz. The effective model for the transition is thus defined in this low-energy
subspace spanned by the product states constructed from |s〉 and |tz〉. Since the low-energy
subspace per dimer is two-dimensional, it is convenient to map these states to S = 1/2
pseudospins, identifying |↓〉 ≡ |s〉 and |↑〉 ≡ |tz〉.
We first consider the projection of the Heisenberg interaction on this low-energy subspace.
Clearly, |s〉 and |tz〉 differ by a total energy of J⊥. With the above mapping, the projected






τ̃ zd , (5.35)
where the sum runs over all dimers d and τ̃α are the Pauli matrices acting on the pseu-
dospins.
The projected interdimer Ising interaction is obtained by evaluating the matrix elements of










0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 ≡ Kz4 τ̃x1 τ̃x2 . (5.37)














where 〈d, d′〉 denotes the summation over neighboring dimers. The effective model Hc is
directly seen to be equivalent to the transverse field Ising chain (TFIC), which is exactly
solvable and has a quantum phase transition at the self-dual point of 2J⊥ = ±Kz. By
mapping the quantum TFIC to a classical 2-dimensional Ising model, it is easily seen that
the quantum phase transition lies in the 2D Ising universality class [146].
The location of the MAC-DIM phase transition in the phase diagrams in Fig. 5.5 and
Fig. 5.7 is thus known for λ = 0 exactly at J⊥ = K
z/2. Comparing with the results of
the Majorana mean-field theory which locates the transition at J⊥ ' 0.39Kz, we thus find
reasonable agreement of MMFT with the exact solution.
For interlayer couplings J⊥ > K
z/2 the transverse field Ising chain is in a trivial field-
polarized state, with the ground state being adiabatically connected to |↓ . . . ↓〉 ≡ |s . . . s〉,
i.e. the product state of singlets. Since this ground state is unique and there is a finite
gap to the triplon excitations, this dimer paramagnetic phase persists to finite λ, when the
chains become weakly coupled.
3Note that the result is independent of the choice of A and B sublattices.
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On the other hand, for J⊥ < K
z/2 the Ising term in Eq. (5.38) dominates. Clearly, this pa-
rameter regime is associated with MAC. The ground states of the model can be constructed
from the eigenstates of τ̃x, given by
|→〉 = 1√
2
(|↑〉+ |↓〉) and |←〉 = 1√
2
(|↑〉 − |↓〉) . (5.39)
At J⊥/K









are eigenstates of the Hamiltonian Eq. (5.38), and ground states away from the pure Ising
limit are adiabatically connected to these product states. The two-fold degeneracy is a
direct result of the global Z2 symmetry of the Hamiltonian Hc, and thus the phase at
J⊥ < K
z/2 arises from spontaneous symmetry breaking. Importantly, we may identify the
two degenerate states |⇐〉 and |⇒〉 of each chain as another effective spin degree of free-
dom, which we refer to as “macrospin”, since a macroscopically large number of pseudospins
(i.e. singlets and triplets) need to be flipped in order to reverse the macrospin orientation.
It should be emphasized that each macro-spin corresponds to an antiferromagnetically or-
dered chain, since for instance the pseudospin |→〉 = |s〉 + |tz〉 = |↑↓〉, so that the local
moments along the chain order in a two-up-two-down pattern, where spins in a given layer
are ferromagnetically correlated.
In the following subsection, we now consider the effect of a finite λ among the chains in the
symmetry-broken phase.
5.6.3 Macro-spin interactions and series expansion results
Since the ground-state at λ = 0, consisting of decoupled macrospins, possesses a subex-
tensive degeneracy of 2Nch with Nch ∼
√
N the number of chains (for a N -site system),
interactions among the chains due a small but finite λ may lift this degeneracy and lead to
a unique symmetry-broken ground state.
In order to study the potential lifting of the degeneracy, we employ a perturbative treatment
of the effective model and, in addition, make use of a series expansion technique in order to
compute the one-particle excitation spectrum in the dimer paramagnet (corresponding to
the field-polarized phase in the effective model Hc). These series expansion results have been
obtained by E. Wagner and W. Brenig, and have been published in our joint Ref. [100].
Since the triplon condenses at the particular wavevector at which its dispersion closes the
gap, the study of the one-particle excitation spectrum and the location of the gap closing
at finite λ can be expected to yield insight into the nature of the macrospin phase, and in
particular its ordering wavevector.
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Figure 5.9: Chains in the limit λ  1 the σ̄AC [panel (a)] and AB [panel(b)] flattened
and “pulled straight” to highlight the one-diemnsional character of the sys-
tem. Inter- and intrachain interactions at finite λ  1 are denoted by dashed
lines. Mapping to effective pseudospin-1/2 degrees of freedom can be repre-
sented by replacing Heisenberg dimers (grey) by single pseudospin sites (black
squares). The interchain interactions (due to finite λ  1) then destroy the
one-dimensionality of the chains and lead to effective brick-wall-lattices.
σ̄AC stacking
In the σ̄AC stacking, the interaction between the chains is mediated only by x-Ising inter-
actions. We proceed with perturbation theory in λ, which is expected to couple the chains.
Flattening out the chains into the plane as shown in Fig. 5.9, it is immediately obvious that
the interaction between the chains pairwise couples only two Heisenberg dimers at a time.
Projecting down to the pseudospin Hilbert space of |s〉 , |tz〉 can be pictorially represented
by replacing each Heisenberg dimer with a single site with a pseudospin-1/2. As shown
in the figure, this procedure gives rise to an effective brick-wall lattice of pseudo-spins.
The interchain interaction on the vertical links lattice of this lattice, coupling two dimers













where A and B refer to the position of the spin operator within the Heisenberg dimer.
In order to obtain the effective Hamiltonian which might lead to a coupling of the macrospins
(i.e. chains), one can compute the matrix elements of an effective Hamiltonian in the
subspace of macrospins states |⇐〉 , |⇒〉 in perturbation theory in Kx/K. Crucially, the















Figure 5.10: Density of dLog-Padé approximant poles as a function of J⊥/K
z and λ, with
bin size δλ, δ(J⊥/K
z) ∼ 0.03, and the brightest spots corresponding to O(100)
poles. The density of the poles is strongly peaked along a vertical line ema-
nating from J⊥ = K
z/2, in agreement with our mean-field results.
particular for α = x. At the same time however we note that the global operation
C∗x : (S
x, Sy, Sz) 7→ (Sx,−Sy,−Sz) clearly reverses the macrospin orientation as it leaves
|s〉 and |tx〉 invariant while |ty〉 and |tz〉 change sign, so that C∗x |⇐〉 = |⇒〉. Furthermore,
we note that in the σ̄AC stacking also the application of C∗x on every second chain remains
a symmetry. Considering matrix elements of the perturbation in n-th power, we thus find
by applying C∗x only to one of the two chains
〈⇒⇒ |V n| ⇒⇒〉 = 〈⇒⇐ |C∗xV nC∗x| ⇒⇐〉 = 〈⇒⇐ |V n| ⇒⇐〉 . (5.43)
Consequently, the parallel and anti-parallel orientations of two neighboring macrospins are
degenerate in energy at every order in perturbation theory.
This analytical insight can also be verified by making use of the series expansion results,
which show that the triplon dispersion closes at 2J⊥ = K
z. The gap closing occurs along
lines in momentum space which pass through the M and Γ points. This implies that there
is not a unique ordering wavevector for the macrospin phase emerging through the triplon
dispersion, but rather a subextensive ground state degeneracy, with antiferromagnetic order
along each chain (i.e. macrospin), but without any coupling of the macrospins. The fact that
the chains do not couple at finite λ can be understood by considering the operators which
allow the triplons to disperse. Since the chains are only coupled by x-Ising interactions, no
y- and z-triplons can hop between the chains, so that the macrospin degeneracy is never
lifted.
Furthermore, the critical behaviour of the system as a function of λ and J⊥/K
z can be
studied by studying the pole locations of the dLog-Pade approximants which are generated
from the series expansion. As shown in Fig. 5.10(b), the density of poles is strongly peaked
along a near vertical line at J⊥/K = 0.5, i.e. almost independent of λ. This is in good
agreement with the phase diagrams obtained in Majorana mean-field theory (cf. Fig. 5.8),
where the MAC-DIM transition has been found to be nearly independent of λ, as well.
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AB stacking
Using the same procedure of flattening the chains and replacing Heisenberg dimers by single
sites, we again obtain an effective brick-wall lattice, however here the interaction between











where we will set Kx = Ky = λKz. Since both x- and y-interactions now contribute to the
interchain interaction, Vd,d′ is clearly not invariant under C
∗
α if applied only to every second
chain. Instead, we compute the matrix elements of the effective Hamiltonian to lift the
degeneracy between parallel and antiparallel configurations of the chains. More concretely,
a degeneracy lift would result from a finite energy difference
∆Lift = 〈⇒⇒ |Heff | ⇒⇒〉 − 〈⇒⇐ |Heff | ⇒⇐〉 6= 0. (5.45)






〈sdtzd′ |Heff |tzdsd′〉+ h.c.+ 〈sdsd′ |Heff |tzdtzd′〉+ h.c.
)
, (5.46)
where the first term corresponds to the transfer of a z-triplon from one chain to the next one,
and the second term is the matrix element for creating two z-triplons on adjacent sites, and
we have used that the spin operators always act pairwise, such that matrix elements of the
form 〈ss|Heff |stz〉 = 0 vanish. For computing the required matrix elements in perturbation
theory, we note that




Vd,d′ |sdtzd′〉 = −Vd,d′ |tzdsd′〉 =
iλKz
4
(|tydtxd′〉+ |txdtyd′〉) , (5.48)
so that the states with x- and y-triplons are intermediate high-energy states with an energy
cost ∆E(tx) = ∆E(ty) = ∆E ∼ J⊥. It is thus clear that the matrix elements in ∆Lift need
to be computed in at least second order of perturbation theory. We then find that
〈sdsd′ |Heff(2)|tzdtzd′〉 = −
∑
α=x,y
















where the positive sign in the second equation is due to the fact that Vd,d′ applied on |sdtzd′〉
and |tzdsd′〉 yields a respective phase shift of π. Using these results in Eq. (5.46), one then
finds that the energy difference between parallel and anti-parallel configurations vanishes
in second-order perturbation theory, ∆
(2)
Lift = 0. Since each pseudospin from a chain is only
coupled to one other pseudospin in another chain, there are no further intermediate states
which would give rise to further processes which may generate a finite splitting ∆Lift. Due
to this local nature of the interaction, also excited states (e.g. the one-particle sector of a
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chain) do not alter above considerations, such that we find that ∆Lift ≡ 0 to all orders in
perturbation theory.
The series expansion for the one-particle dispersion in the DIM phase shows that at order
O(KxKy) = O(λ2) the x- and y- triplons acquire a dispersion transversal to the chains.
Importantly, the gap closing of the dispersion is being found to occur at k = 0, i.e. the Γ-
point of the Brillouin zone. The resulting ordering wavevector in MAC formally is associated
with ferromagnetic ordering of the macrospins. We emphasize that this ferromagnetic
macrospin order however corresponds to antiferromagnetic order for the local moments
due to the intrachain antiferromagnetic order as elucidated above. To avoid confusion,
we therefore refer to the MAC phase in the AB stacking as a macrospin antiferromagnet
“MAC-AF”.
We note that the perturbative analysis, which does not lift the macrospin degeneracy at any
order, and the series expansion results which yield a transverse dispersion at quadratic order
in λ2 are compatible – as indicated by the name “macro”, flipping a macrospin requires
flipping macroscopically large number of local moments, corresponding to an extensive
(read: infinite) number of single-particle excitations. Consequently, even though the triplons
acquire the crucial transverse dispersion already at second-order perturbation theory in λ,
the energy gain which leads to an ordering of the macro-spins is non-analytic (and likely
exponential) in the coupling between the chains.
Furthermore the critical point for the DIM-MAC transition can be tracked by mapping out
the pole density of the dLog-Pade approximants as a function of λ and J⊥/K, as shown
in Fig. 5.10(a). As in the σ̄AC stacking, the pole density is strongly peaked at a near-
vertical line at J⊥ = 0.5, in good agreement with the phase diagram obtained by Majorana
mean-field theory (shown in Fig. 5.8).
5.6.4 Antiferromagnet in the AB stacking
While in the MAC-AF found in the AB stacking the macrospins order ferromagnetically, the
constituent local moments order antiferromagnetically due to the antiferromagnetic order
on the respective chains. In this regard, we note that the notion of macrospins is formally
only justified in the limit of small λ, when the mapping of the Kitaev-Heisenberg-chains
onto transverse field Ising chains is controlled (recall that this mapping is only exact for
λ = 0).
We further study this antiferromagnetically ordered phase by using linear spin-wave theory
to expand about the classical ordered state which we parametrize as ~Si,1 = Sẑ = −~Si,2. For
technical details on the spin-wave expansion and an explicit analysis of the results, we refer
to Appendix D.
Importantly, we find that for λ = 0 and any finite J⊥/K the spin-wave dispersion in MAC-
AF is completely flat, since transversal fluctuations are only generated by the Heisenberg
interlayer interactions, and the Ising interaction which couples the Heisenberg dimers does
not allow for dispersion of longitudinal fluctuations. A finite λ is then seen to give rise
to a finite magnon bandwidth. Importantly, the dispersion along the chains is thus only
due to a finite λ. But at the same time, λ being finite also leads to a coupling of the
chains, which hence destroys the one-dimensional character of the system. Since both inter-
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and intra-chain are due to λ, this means that even for small λ the almost one-dimensional
character of MAC-AF is not accessible in probes which resolve the magnetic excitation
spectrum, such as inelastic Neutron scattering. In potential experimental realizations of
MAC-AF, one pathway to uncover the strong correlations along the chains would be to
probe excitations in a cooperative paramagnetic regime above the ordering temperature. In
such a paramagnetic regime, magnetic excitations give rise to a broad quasielastic response
in Neutron scattering experiments. The anisotropy in the system due to the chains can
then be expected to lead anisotropic features in the quasielastic Neutron scattering cross
section.
Increasing J⊥/K at some fixed λ, we find that the gap in the magnon dispersion grows,
while tuning λ→ 1 for a fixed interlayer coupling J⊥/K reduces the magnon gap. We find
that the gap is closed at λ = 1 along lines in momentum space, which can be understood
as a result of the highly degenerate classical ground state of the isotropic Kitaev model.
Mapping out the magnetization corrections obtained in LSWT as a function of λ and J⊥/K,
shown in Fig. D.3, we find that for small λ, MAC-AF is destroyed by quantum fluctuations
for J⊥/K ' 6.5, which is understood as the incapability of LSWT to accurately portray
interlayer singlet formation. The critical J⊥/K is reduced as λ is increased. This implies
that the two other Kitaev couplings aid in a destruction of the long-range order, with the gap
closing along lines in momentum space for isotropic couplings revealing the highly frustrated
nature of Kitaev interactions and the resulting (classical) ground-state degeneracy.
5.7 Stability of KSL and the interlayer-coherent π-flux phase
In this section, we first show using arguments based on the exact solution [22] that in
the bilayer Kitaev model, KSL is a stable phase of matter, and, crucially, that there is
no coherent quasiparticle tunnelling between the two Kitaev spin liquids in the respective
layers. Importantly, these observations apply to all stackings and remain valid even if
there are further (local) interactions in the layers (such as small additionally Heisenberg
interactions). We then proceed to characterise and analyse the FLUX phase beyond mean-
field theory.
5.7.1 Perturbative stability of the Kitaev spin liquid
In order to study the stability of the ground state of the Kitaev spin liquid against a small
interlayer interaction J⊥ > 0, it is sufficient to consider the low-energy properties of the
model and consider only excitations which are below the flux gap and thus leave each layer
in the flux-free ground state, in analogy to Kitaev’s perturbative analysis of the Kitaev
model in a magnetic field [22].
We seek to understand if any processes that arise in perturbation theory in J⊥/K can
induce significant changes to the ground state of the system, which at J⊥ = 0 is given
by two decoupled Kitaev spin liquids. We first consider processes which correspond to
coherent single-Majorana hopping between the two layers. These necessarily involve one
Majorana fermion from each layer, ∼ χ01iχ02i. However, recalling the particular form of the
spin operator Sα = iχ0χα one realizes that this quadratic interlayer hopping process would
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correspond to the application of one spin operator in each layer. But as shown explicitly
in Chapter 2, the application of a single spin operator necessarily changes the number of
fluxes in each layer and thus does not leave the two Kitaev layers in the respective flux-free
ground state, so that we conclude that no coherent interlayer hopping between the two
layers at small J⊥. Moreover, since the Dirac nodes in the Kitaev spin liquid are protected
by time-reversal and inversion symmetry and H⊥ respects both symmetries, it is clear that
the Dirac nodes persist at finite J⊥. We hence conclude that the Kitaev spin liquid is
perturbatively stable against the interlayer interaction.
The perturbative stability of KSL and the absence of any coherent interlayer tunnelling can
also be understood on more general grounds by noting that single fractionalized excitations
in at Z2 spin liquid can not be created/annihilated by local operators. This implies that
the spin operator Sα necessarily creates pairs of fractionalized particles (or, more generally,
anyonic excitations which fuse to the vacuum), and thus any matrix elements for single-
spinon interlayer hopping in layered spin liquids vanish [194]. As a consequence of these
considerations, we find that in general non-vanishing matrix elements induced by H⊥ corre-
spond to first non-trivial order in J⊥ to four-Majorana processes. To consider the effect of
these processes on the stability of the Kitaev spin liquid, we use that in more general sys-
tems with Kitaev interactions, the Kitaev spin operator can also decay into two dispersing
Majoranas [97]
Sαi ∼ ifαijkχ0jχ0j + . . . . (5.51)
(see also Eq. (4.49) and the surrounding discussion). The advantage of this approach is
that this decay channel does not involve any flux excitations, so that we may obtain an
effective low-energy theory by expanding the dispersing Majorana fermion χ0 around the
Dirac node, yielding an effective action in 2+1 spacetime dimensions of the form [97]
S =
∫
dτd2r ψ† [∂τ − v (σxi∂x + σyi∂y)]ψ (5.52)
Power counting reveals the mass dimension [ψ] = 1. With Eq. (5.51), the interlayer interac-
tion thus becomes (to lowest-order) a four-fermion interaction corresponding to Majorana-
pair hopping. Power counting yields [ψ̄ψ̄ψψ] = 4 > 2 + 1, and thus the pair hopping terms
constitute an irrelevant perturbation to the action. We thus find that KSL is stable at small
J⊥/K
z, and phase transitions out of KSL are expected when J⊥ is on the order of K
z.
5.7.2 Spontaneous interlayer coherence near the isotropic point
At J⊥ ∼ Kz and in the vicinity of the isotropic limit, the FLUX phase is the lowest-energy
solution to the self-consistency equations in the mean-field theory. While this phase emerges
via a second-order phase transition from KSL, and importantly the mean-field parameters
for the Kitaev interaction are finite in FLUX with an identical structure to the KSL phase,
this phase is prominently characterised by the presence of finite interlayer Majorana mean-
fields, implying the coherent hopping of single Majoranas between the two layers. As we
have argued in the previous subsection, the transport of single fractionalized quasiparticles
by local operators such as H⊥ between the two Kitaev spin liquid layers is not generated in
perturbation theory, and Majorana pair hopping is an irrelevant perturbation, so that we
conclude (beyond mean-field theory) that indeed FLUX occurs spontaneously via a second-
order phase transition. This phase can hence be seen to be analogous to the interlayer
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Figure 5.11: An interlayer plaquette in the interlayer-coherent FLUX phase. The different
sign of the gauge field in the two layers breaks inversion symmetry on the level
of the mean-field Hamiltonian and allows for the Majorana Dirac nodes to be
gapped out. Interpreting the mean-field parameters as potraying the emergent
Z2 gauge field, a particle which travels around this four-site loop will experience
a π-flux.
coherent phases studied in quantum Hall bilayer systems [195, 196], which are phases in
which the electronic interlayer pseudospin (with |↑〉 , |↓〉 corresponding to an electron in
the upper/lower layer) condenses, |↑〉 + eiϕ |↓〉 and thus develops a spontaneous in-plane
magnetization.
A crucial feature of FLUX is that the Majorana dispersion is gapped for all Kitaev anisotropies
(i.e. even for values o λ for which the pure Kitaev model is gapless). In this context, we note
that the sign structure of the Kitaev mean-fields (which are seen to correspond to the Kitaev
gauge field beyond mean-field theory) having opposite signs in both layers u01 = −u02 implies
that inversion symmetry (which involves an exchange of the two layers) is broken on the
level of the mean-field Hamiltonian – equivalently, we could perform a gauge transformation
such that the Kitaev mean-fields have the same sign in both layers, but with staggered wµ
(i.e. have opposing signs on A- and B-sublattices), which again breaks inversion symmetry.
Recalling that the Dirac nodes in the Majorana dispersion are protected by time-reversal
and inversion symmetry (cf. Chapter 2), this sign structure implies that the Hamiltonian
breaks inversion symmetry and thus gapless points in the spectrum are no longer protected
and are thus gapped out by any perturbation, such as the finite interlayer hybridization.
Importantly, the particular sign structure detailed above also implies that a matter Majo-







of two Kitaev bonds (of the same type α) and two interlayer bonds, picks up a phase factor
of −1. Identifying the mean-field parameters wµ with the components of a Z2 gauge field
on the interlayer bonds, this phase factor corresponds to a π-flux of the gauge field trapped
in these interlayer plaquettes, as also shown in Fig. 5.11. The formation of π-fluxes in the
ground state of a Z2 spin liquid has been previously discussed for the Hubbard-Heisenberg
model on the square lattice in the context of d-wave pairing [197, 198]. An observable
which may detect the interlayer flux is given by the cumulant κ(P ). In mean-field theory,
we obtain for the expectation value
〈κ(P )〉 = 〈Sα1,ASα1,BSα2,bSα2,A〉 − 〈Sα1,ASα1,B〉〈Sα2,ASα2,B〉 − 〈Sα1,ASα2,A〉〈Sα1,BSα2,B〉
= −w0Aw0buα1uα2 − u01u02wαAwαB, (5.53)
using that 〈Sα1,ASα2,B〉 = 〈Sα1,BSα2,A〉 = 0. We first note that 〈κ(P )〉 6= 0 is only non-zero
if both Kitaev mean fields and interlayer mean fields are finite. Considering the phase
diagram for the AA stacking in Fig. 5.2, it is seen that this is fulfilled on all plaquettes
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Figure 5.12: Overview of the four bilayer Kitaev models introduced and corresponding phase
diagrams, where we combine insights from Majorana mean-field theory, effec-
tive models and expansion techniques, where K = max(Kx,Ky,Kz).4 Note
that all phase diagrams are exact in the limits J⊥/K → 0 and J⊥/K → ∞.
Further, the location of the phase transition at J⊥ = K/2 in the AB and σ̄AC
stacking is exact in the limit λ→ 0.
only in FLUX. Second, it is seen from Eq. (5.53) that 〈κ(P )〉 changes sign when there is
a relative sign difference between the mean fields u0,α in the two respective layers. We
therefore conclude that, at least within the mean-field theory, 〈κ(P )〉 serves as an order
parameter for FLUX. Since (at present) there is only limited insight into FLUX beyond
mean-field theory, the viability of κ(P ) as an order parameter beyond MFT is unclear. It
should be remarked however that the π-flux in the interlayer plaquettes and the spontaneous
interlayer coherence can be expected to have significant effects on experimentally accessible
response functions. In particular, as argued above, the Majorana dispersion can only become
gapless when inversion symmetry is broken (and interlayer π-fluxes are present), so that
the gapping out of the Dirac node which directly influences thermodynamic properties of
the system, may serve as a diagnostic for the formation of FLUX, in analogy to previous
studies of flux phases on the square lattice [198].
5.8 Summary and discussion
In this chapter we have presented four different stacking variants of bilayer Kitaev models
and provided a comprehensive study of their phases and transitions, with the particular
aim to study potential transitions from the quantum-disordered Kitaev spin liquid to a
trivial paramagnetic state, as well as intermediate phases. Our results are summarized in
Fig. 5.12.
4Note that in the limit of small λ and small J⊥/K, the analysis of the effective model in Sec. 5.4 has revealed
that the critical interlayer coupling scales as J⊥/K ∼ λ4 as illustrated. We take this opportunity to note
that the phase diagram shown in Fig. 1 of Ref. [100] is erroneous in depicting a different scaling of the
critical J⊥/K.
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We have utilized Majorana mean-field theory, exact for the Kitaev model’s ground state,
to map out the phase diagrams as a function of the interlayer coupling J⊥ (relative to the
Kitaev couplings of strength K) and an anisotropy of the Kitaev couplings λ. We have
found that the phase diagrams differ considerably in the anisotropic limit as a result of the
respective stacking geometry: two of the stackings (AA and σAC) investigated reduce in the
anisotropic limit to spatially decoupled interlayer four-spin plaquettes, while in the AB and
σ̄AC stackings one-dimensional chains with alternating Kitaev and Heisenberg interactions
emerge.
For the former two stackings, a direct transition between the Kitaev spin liquid (KSL) for
J⊥  K and the trivial dimer quantum paramagnet for J⊥  K is found. Having identified
a hidden Z2 degree of freedom in the AA stacking, a mapping to an effective transverse-
field Ising model with further compass interactions and its analysis reveals that the direct
transition in this particularly symmetric stacking likely is a continuous quantum phase
transition in the (2+1)d Ising universality class. The σAC stacking however does not admit
such a mapping, and we suggested that the transition is likely a first-order transition.
In the AB and σ̄AC stackings, we have found a mapping at λ = 0 of the emergent alternating
Kitaev-Heisenberg chains onto transverse field Ising chains, with the self-dual critical point
located at J⊥ = K/2. The field-polarized phase in these TFIC corresponds to the interlayer
singlet phase, while the two-fold degenerate (per chain) Ising phase may be associated with
magnetic ordering along the chain, constituting a phase distinct from the Kitaev spin liquid.
Crucially, the tunnelling between the two degenerate Ising ground states is suppressed, as
this requires flipping an extensive number of spins. We have therefore argued that each
two-fold degenerate chain may be viewed as a “macrospin”. Using dimer expansion studies
as well as analytical insights, we have found that at finite λ, these macrospins begin to
couple ferromagnetically in the AB stacking, thus forming a local-moment antiferromagnet
(MAC-AF), while in the σ̄AC stacking such a coupling is forbidden by symmetry. Given
the suppression of macrospin tunneling, the resulting phase thus constitutes a classical
(macrospin) spin liquid with a subextensive ground-state degeneracy (MAC-L).
We have also raised the possibility of an interlayer-coherent π-flux phase (FLUX), in which
the dispersing Majorana fermions in the Kitaev spin liquid are gapped out due to a spon-
taneous breaking of inversion symmetry tantamount to the formation of π-fluxes in the
interlayer plaquettes. The fact that FLUX appears in a parameter regime of intermediate
J⊥/K and near the isotropic point λ ' 1 implies that controlled perturbative approaches are
inapplicable, and thus the fate of this phase beyond mean-field theory is unclear at present
stage. Finding and constructing (controlled) examples of spin liquids forming spontaneous
interlayer coherence thus constitutes an interesting direction for further research, where in-
spiration may be drawn from previous investigations into interlayer-coherent quantum Hall
states, e.g. through the use of coupled-wire descriptions [199, 200, 201].
Further theoretical research may evolve around gaining a more detailed quantitative un-
derstanding of the phase diagrams of the bilayer Kitaev models studied in this chapter
and verifying critical properties of the continuous phase transitions discussed. Here, state-
of-the-art density-matrix renormalization group (DMRG) methods may allow for reliable
insights [202, 203].
While we have focussed on states of matter that arise as a consequence of the strongly
frustrated nature of the Kitaev interaction, it would be also of interest to add Heisenberg
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and perhaps off-diagonal interactions among the local moments in the two respective Kitaev
layers. We expect that the resulting phase diagrams show, in addition to the Kitaev spin
liquids, a multitude of symmetry-broken states with several complex ordering patterns, akin
to Heisenberg-Kitaev models in magnetic fields [204].
On the experimental site, we note that RuCl3, one of the most promising candidate materials
for realizing a Kitaev-type spin liquid to date [58], is a layered van-der-Waals material [184,
185]. This opens up the intriguing possibility of designing heterostructures with significant
Kitaev interactions in certain layers. Engineering antiferromagnetic interlayer interactions








6 Partial quantum disorder in the stuffed honeycomb
lattice
In the study of quantum magnets, often frustration mechanisms are sought after which
ideally destabilize the magnetic order in the entire system and lead to fully quantum disor-
dered ground states which may have long-range entanglement and fractionalized excitations
as discussed in Sec. 2.6. As an alternative, one can consider partially disordered systems in
which magnetic order coexists with a disordered subsystem. This may lead to the intriguing
coexistence of conventional symmetry-breaking order and topological order, which has been
discussed in different contexts previously [114, 121, 205]. Importantly, as we will discuss
below, the frustration that eventually leads to the disordering of one subsystem need not
arise from intrinsic geometric or exchange frustration, but may rather be induced by effec-
tive interactions mediated by the excitations of the conventionally ordered component of
the full system.
Partial disorder has been discussed previously for systems with Ising and classical degrees
of freedom [206, 207, 208, 209], where the notion of “disorder” refers to an extensive ground
state degeneracy. Strikingly, recent numerical studies suggest that partially disordered
states may also be realized for quantum-mechanical S = 1/2 systems [210, 211]. Here,
instead of being fully decoupled (and classically degenerate), the “disordered” spins are
found to be in a short-range correlated paramagnetic state, suggesting that this disordered
component of the system is in a spin-liquid-type state.
The goal of the study presented in this chapter is to uncover the mechanism which leads
to this partially disordered correlated state in the S = 1/2 stuffed honeycomb Heisenberg
antiferromagnet which was considered by the numerical experiments. The results presented
here have been published by us in Ref. [212].
6.1 Definition of the stuffed honeycomb Heisenberg
antiferromagnet
Inspired by recent numerical studies [210, 211], we consider a system of local moments with
S = 1/2 on the stuffed honeycomb lattice, formed by adding a site to the center of each





3-modulated triangular lattice, with three inequivalent sublattice sites. Here we will
denote the two sublattices of the honeycomb lattice by A,B, and the central sites form the
C sublattice, as depicted in the center panel of Fig. 6.1. Considering unit cells with adjacent
A,B,C sites, we choose to work with the lattice translation vectors ~n1,2 = (±1,
√
3)T/2,
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Figure 6.1: Phase diagram for the stuffed honeycomb S = 1/2 Heisenberg antiferromag-
net as proposed by Ref. [210] based on DMRG results. For J ′/J . 0.18, the
honeycomb spins order collinearly, while the central spins are in a quantum para-
magnetic phase with short-range correlations (possibly RVB-like, as illustrated).
For J ′ > 0.18J , the local moments order semi-classically in a three-sublattice
pattern, forming a canted antiferromagnet with a spontaneous net magnetiza-
tion (ferrimagnet). At J ′ = J , the stuffed honeycomb lattice is equivalent to
the triangular lattice, and the local moments order in a 120◦-Néel state with
vanishing net magnetization.
The local moments on the honeycomb lattice are taken to interact with a nearest-neighbor




~Si,A · ~Sj,B, (6.1)
and couple with strength J ′ to the neighboring central spins




~Si,s · ~Sj,C . (6.2)
The total Hamiltonian of the system is then given by
H = HJ +HJ′ . (6.3)
Clearly, at J = J ′ the system reduces to an isotropic spin-1/2 triangular lattice nearest-
neighbor Heisenberg antiferromagnet which classically orders in a 120◦ Néel-ordered state.
In the opposite limit of J ′ = 0, J > 0 one has an antiferromagnetic Heisenberg model on the
bipartite honeycomb lattice which shows collinear Néel order, with fully decoupled central
spins.
While the definition of this model is primarily motivated by recent numerical works [210,
211], we discuss prospects for the experimental realisation and applications in Subsec. 6.6.2.
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We also mention that the classical stuffed honeycomb Heisenberg antiferromagnet with
additional next-nearest neighbor interactions (also among the C-sublattice spins) has been
studied in Ref. [213], revealing a rich phase diagram with various non-collinear and non-
coplanar phases.
6.2 Previous numerical results
The classical ground state for the model at any J ′/J > 0 is obtained by energy minimiza-
tion, finding a three-sublattice ordering pattern in which the honeycomb spins continuously
as a function of J ′/J cant towards the ordering axis of the C-sublattice, thus smoothly
interpolating between the collinear order and the 120◦-Néel order, as shown in Fig. 6.1.







The C-sublattice spins aligning ferromagnetically and the canting of the honeycomb sub-
lattice spins means that in the range of 0 < J ′ < J there is a net magnetic moment in the
direction of the ordering axis of the central spins, such that the system shows ferrimagnetic
behaviour at these intermediate values of J ′/J .
The stability of this classical state against quantum fluctuations at S = 1/2 can be inves-
tigated in linear spin-wave theory (LSWT) as introduced in Appendix B. The authors of
Ref. [210] find that in LSWT for the S = 1/2 system, the magnetization of the central
spins takes 80 % of the classical value for all values of J ′ > 0, indicating the stability of
the classical ground state against 1/S corrections. similarly, the angle between the A,B
sublattice spins evolves continuously from 0 to 180◦.
While LSWT is a semiclassical approximation that is formally controlled if S is large,
progress in finding a ground-state wavefunction for the quantum, S = 1/2, system can be
made by the use of density-matrix renormalization group (DMRG) methods [214]. DMRG
aims at efficiently truncating the exponentially growing Hilbert space of the system itera-
tively to access the lowest-lying states of the system, and has been shown to be equivalent
to a variational search of an optimal matrix-product state (MPS) for the ground-state
wavefunction [203].
Using DMRG, the authors of Ref. [210] study the system (6.3) with S = 1/2 local moments
on clusters with dimensions Ly = 6 and Lx ≤ 15, computing the magnetization on the three
respective sublattices. In stark contrast to the LSWT results, the C sublattice magneti-
zation vanishes in the parameter regime 0 ≤ J ′ ≤ J ′c ≈ 0.18J and then discontinuously
jumps to a value close to the LSWT result, as shown in Fig. 6.2(a). Note that the ground
state is a total spin singlet Sztot = 0, which is in contradiction with the classically expected
ferrimagnetic behavior of the system.
At the same time in this parameter regime, there is a finite magnetization on the A and
B sublattices, and the spins on the respective sublattices are at a constant 180◦ angle
to each other, indicating the presence of collinear order on the honeycomb subsystem.
At values beyond the critical coupling J ′ > J ′c, the canting angles computed in DMRG
are then found to change continuously as a function of J ′/J and are close to the values
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Figure 6.2: (a) Magnetization of the A (honeycomb) and C (central spins) sublattices as
a function of J ′ obtained in DMRG, with the inset showing the magnetization
computed in LSWT by expanding about the classical canted ground state. Be-
low J ′c ' 0.18J , the central spins are found to have a vanishing magnetization
in DMRG, suggesting that these spins are in a disordered state. (b) Figures
adapted from [210].
obtained in the semi-classical analysis. Small discrepancies may be understood as quantum
renormalizations beyond LSWT.
Investigating static spin-spin correlation functions among the central spins, the authors find
that in the regime of vanishing C-sublattice magnetization (i.e. J ′ < J ′c), the neighboring
central spins are ferromagnetically correlated, with (also ferromagnetic) correlations among
next-nearest neighbors almost vanishing, as visible in Fig. 6.2(b). This suggests that the
central spins do not possess long-range order, but are rather in a disordered regime with
short-ranged correlations. At couplings J ′ > J ′c, both nearest- and next-nearest-neighbor
correlations among the central spins are finite and, taken as a function of J ′, follow the
magnetization on the A and C sublattices as expected from a mean-field type behaviour in
a (semi-)classical ordered state.
Taken together, these results indicate that in the parameter range 0 < J ′/J . 0.18, the
S = 1/2 system shows a strong deviation from the classical canted ground state: While the
honeycomb spins order in a collinear Néel state, the central spins are found to form a short-
range correlated paramagnet, akin to a quantum spin liquid. This phase which features both
long-range order and correlated disorder thus may be referred to as a partially disordered
(PD) phase. However we stress that in contrast to previous models of (classical) partial
disorder, the disordered component of the systems shows non-vanishing correlations, and
can thus be expected to show signs of QSL-type physics, as discussed below.
The emergence of correlated PD as a equilibrium phase of matter is underpinned numeri-
cally by investigating the stability against a small external field applied to the central spins.
In systems with classical partial disorder, where the disordered nature of a subsystem corre-
sponds to an extensive classical degeneracy, an infinitesimal field would lift the degeneracy
of the spins. For the particular geometry considered here, polarizing the C sublattice spins
by an external field would therefore stabilize the classical canted state. However the au-
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Figure 6.3: (a) Spontaneous magnetization as a function of r = J ′/J for various system
sizes Ns. The spontaneous magnetization appears for couplings above rc1 and
below rc2. (b) Finite-size scaling for the rc1, rc2. While rc2 → 1 appears to scale
to unity, indicating that the ordered state with a spontaneous magnetization
persists up to the isotropic limit J ′ = J , the lower bound rc1 appears to take
on a finite value, indicating a phase transition between a state with vanishing
magnetization, and the canted classical ordered state. Figures adapted from
[211].
thors of Ref. [210] find that the local magnetization on the C sublattice remains unchanged
after applying a small external field h = J ′/10 only on the central spins. similarly, also
the magnetization on the A,B sublattice persists, which leads to the conclusion the PD is
stable against applying a small field on the disordered component of the system, serving as
evidence that correlated PD is indeed a stable equilibrium phase of matter.
These DMRG results are supplemented by an exact diagonalization (ED) study [211] in
which clusters of up to 36 sites are investigated. Computing the lowest energy EM of




j and mapping out EM as a
function of M , the authors find that for J ′ . J the lowest EM is degenerate in M , i.e. the
system shows a spontaneous magnetization in the ground state, which serves as a strong
indication for the ferrimagnetic behaviour of the system. The spontaneous magnetization
obtained in various finite-size clusters as a function of J ′/J is shown in Fig. 6.3(a). After
performing a finite-size analysis by extrapolating the couplings J ′/J where the spontaneous
magnetization onsets and disappears respectively, as shown in Fig. 6.3(b), it is concluded
that the emergence of a spontaneous magnetization persists up to the triangular lattice limit
of J ′ = J , while for J ′ below some critical J ′c, the spontaneous magnetization appears to
be absent, consistent with the characteristic of PD observed in the DMRG study described
above. For the 36-site cluster an estimate for the critical coupling for the vanishing of the
spontaneous magnetization is given by J ′c/J ≈ 0.2, however since the system sizes accessible
in ED are limited, obtaining a reliable value of the critical J ′c/J appears to be difficult to
obtain via finite-size scaling [211]
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6.3 Derivation of an effective model
While the numerical techniques, mainly DMRG, allow for a considerable amount of insight
into the characteristics of PD, it appears desirable to obtain a qualitative (and perhaps
also quantitative) analytical insight into this novel phase, and in particular to uncover a
mechanism which stabilises this phase. Crucially, the PD phase is realized in the regime
of small J ′/J . The limit J ′ = 0 is singular in the sense that the central spins are highly
degenerate because they are fully decoupled from the collinearly ordered local moments
on the honeycomb lattice. An infinitesimal J ′/J is expected to lift this degeneracy and
drive the system into the partial quantum disorder phase. This means that we may use
perturbation theory in the background of the collinear Néel order of the honeycomb lattice
to study how precisely the degeneracy of the decoupled state is lifted and the central spins
become correlated. We also stress that at J ′  J , due to the honeycomb lattice being
bipartite and the collinear order on the honeycomb spins, all static magnetic mean fields
vanish at the center of each hexagon. A lifting of the degeneracy must therefore necessarily
occur through interaction effects and can not be captured in a mean-field picture.
To make progress, we note that in the perturbative regime, the system has two energy
scales set by the interplay of the two different coupling constants: While the honeycomb spin
dynamics can be considered to be “fast” as J  J ′, the coupling to the central spins is weak,
such that a natural low-energy model for the system obtained in perturbation theory consists
of the central spins on an emergent triangular lattice, with effective exchange interactions
generated by integrating out the spin excitations on the honeycomb lattice. These are given
in the form of magnons, which represent fluctuations on top of the classical spin order on
the honeycomb lattice. The energy scale for these effective exchange interactions in lowest
order can be estimated from second-order perturbation theory to be Jeff ∼ (J ′)2/J  J in
the parameter regime relevant to PD.
We remark that in general, the coupling of the magnons to the excitations of the disor-
dered subsystem gives rise to feedback effects: Through these interactions, the magnons on
the honeycomb lattice will in general acquire a finite self-energy, with the imaginary part
Im Σ(q, ω) giving rise to a finite lifetime and thus resulting in damping of the magnons.
Considering the model at hand, this self-energy is given by transverse spin susceptibil-
ity χ+−(q, ω) of the disordered spins and occurs at quadratic order in J ′, such that we
have Σ(q, ω) ∼ (J ′)2χ+−(q, ω). From this we deduce that the damping of the honeycomb
magnons at high energies ω ∼ J is on the order of (J ′)2/J and thus weak. However, this
analysis also shows that the low-energy magnons, i.e. those which are on the energy scale
of the effective model ω ∼ (J ′)2/J , are strongly damped, Im Σ ∼ J , which is understood to
be a result of the diverging susceptibility χ ∼ J/(J ′)2 of the central spins in the singular
limit J ′ → 0. These considerations show that at low energies on the order of the effective
couplings of the disordered subsystem, a strict separation of the system into honeycomb
sublattice and disordered component is no longer justified, and associated fluctuations may
be of further relevance for the realisation of PD. However, an accurate modelling of these
effects requires an appropriate model for the excitations of the quantum-disordered phase
of the central spins, which is beyond the scope of this work. We therefore neglect these
feedback effects in our treatment, and analyse the disordering mechanism only in the ef-
fective model for the central spins. A numerical approach to investigate the validity of
our approach and to study the role of the strong coupling between central spin dynamics
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and low-energy magnons would consist in applying a staggered field on the honeycomb lat-
tice to gap out the honeycomb magnons above typical energies of (J ′)2/J . The potential
destruction of PD upon doing so would indicate the importance of the effects discussed.
Further, we note that the effective interactions between the central spins mediated by the
honeycomb magnons are in general frequency dependent. However, given the separation
of scales J ′  J , i.e. when the honeycomb spin dynamics is much faster compared to
the central spins, it appears to be justified to neglect retardation effects. The effective
interactions between the central spins can then taken to be instantaneous, which allows us
to analyse these in terms of a static spin Hamiltonian.
In order to derive the effective model for the central spins, we wish to integrate out the
“fast” degrees of freedom in the form of magnons, which represent fluctuations on top of
the classical spin order on the honeycomb lattice. The magnons can be described in the
framework of linear spin-wave theory as eigenmodes of a quadratic bosonic Hamiltonian.
Magnon-magnon interactions can then be treated in a perturbative manner by employing
a consistent 1/S expansion of the spin-exchange Hamiltonian as described Appendix B.
6.3.1 Spin-wave theory for the honeycomb magnons
We wish to expand about the classically ordered state for J ′ = 0, i.e. the collinear anti-
ferromagnetic honeycomb sublattice order. We choose the z-axis as the quantization axis,
such that ground state is given by
~SA = −~SB = Sẑ (6.5)
for spins on the A,B sublattices. Note that the Hamiltonian H possesses a global SU(2) '
SO(3)/Z2 spin rotation symmetry which is spontaneously broken by the classical order,
so that according to Goldstone’s theorem, the resulting excitation spectrum will feature
two massless modes (with linear dispersion) corresponding to the two broken generators.
Upon integrating out the honeycomb spin dynamics, these massless modes may introduce
singular interactions. In order to regulate these singularities, we apply a staggered field
in the direction of the Néel order on the honeycomb lattice, which explicitly breaks the
spin rotation symmetry and thus gaps out the massless Goldstone modes. We can then
evaluate expectation values and correlation functions required for the perturbation theory
as a function of the field h, and then ultimately study the gapless limit h→ 0.
It proves convenient to define the field h > 0 dimensionless and explicitly introduce a factor









For the use of the Holstein-Primakoff representation (B.1)-(B.3) we define the local ferro-
magnetic reference frame as









The Hamiltonian HJ for interactions among the honeycomb spins then reads
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where we use a, b to denote the Holstein-Primakoff bosons on the two sublattices, and
δ ∈ {n1, n2, 0} denotes the translation vectors to the nearest neighbors.In momentum space,












where we define f(q) = 1+eiq·n1 +eiq·n2 . For later reference, we note that it is convenient to
work in an imaginary-time formalism. Working at inverse temperature β and using time-
translation invariance, the free magnonic time-ordered Green’s function can be written







where the Green’s function in frequency representation is given by Gα(q, iω) = (iω−ε(q))−1,
and equivalently for the βq-magnons. The Hamiltonian (6.9) may be diagonalized straight-
forwardly by employing the Bogoliubov transformation
aq = e
−iφquqαq − e−iφqvqβ†−q (6.11a)
b†−q = −vqαq + uqβ†−q, (6.11b)
with uq = cosh θq and vq = sinh θq. The phase is given by φq = arg f(q), and the Bogoliubov

















with the magnon dispersion ε(q) = JSω(q) given in terms of the dimensionless function
ω(q) =
√
9(1 + h)2 − |f(q)|2. (6.14)
Going beyond LSWT, magnon-magnon interactions appear at subleading powers of 1/S
and correspond to multi-boson terms. As a result of the collinear order, cubic terms vanish








a†iaiaibi+δ + h.c.+ aib
†







These magnon-magnon interactions introduce self-energy corrections Σ to the free magnon
propagators Gα(q, iω) and Gβ(q, iω). The full interacting Green’s function which we denote
1To see this, we note that the π-spin rotation about the ordering axis which maps Sx → −Sx, Sy → −Sy
is a symmetry of HJ +Hh as well as of the antiferromagnetic ordering along the z-axis. Since this π-spin
rotation is implemented in the Holstein-Primakoff representation by a Z2 transformation of the bosons,
a → −a and b → −b, it is easily seen that only terms with an even number of bosonic operators are
symmetry-allowed.
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G is then given as a solution to the Dyson equation G = G+G · Σ · G, with “·” denoting a
convolution in space and time. In frequency and momentum space, Dyson’s equation can
be easily inverted to yield
Gαq (iω) = Gβq (iω) =
1
iω − ε(q)− JΣ(ω, q) , (6.16)
where the frequency-independent self-energy correction Σ(ω, q) ≡ ΣHFq is computed in Ap-
pendix B.3.2. However we note that solving Dyson’s equation leads to an inconsistent 1/S
scaling, as discussed in more detail in Appendix B.3.1. Instead, we only sum up those
diagrams which contribute at order 1/S2 to the full interacting Green’s function, which for-
mally corresponds to a large-S expansion of (6.16),2 or a perturbative solution to Dyson’s
equation as discussed in Appendix B.3.1. This expansion [or using Eq. (B.20)] then yields











6.3.2 Magnon-central spin vertices
As we are ultimately interested in integrating out the “fast” honeycomb magnons to generate
an effective action for the “slow” central spins, we need to find vertices between the central
spins and the magnons in the honeycomb lattice. To do so, we insert the Holstein-Primakoff
expansion used in the previous subsection for the A,B-sublattice spins in HJ′ . Going to
the local (ferromagnetic) reference frame as in (6.7), the Hamiltonian then reads































where j now indexes unit cells, and the translation vectors to be summed over are δ′ = 0, ~n2−
~n1, ~n2 and δ
′′ = 0,−~n1, ~n2−~n1. Inserting the Holstein-Primakoff expansion (B.4) for the spin
creation- and annihilation operators on the A, B sublattices, keeping terms to subleading
order in 1/S and Fourier-transforming then yields for the transverse interactions






































where we drop the C sublattice index for notational clarity and used the Fourier transform



















2Note that the S-scaling of ω and ε(q) is implicit. The expansion may therefore be performed by writing
the self-energy as S−1(SΣ) in (6.16) and expanding in S−1 while treating SΣ and all other terms as
constant.
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For the longitudinal part of the coupling, one obtains using the Holstein-Primakoff expan-
sion (B.3) for the z-component of the honeycomb spins in the local frame

































Note that the term at order S in parenthesis in (6.21a) vanishes identically, which signals
the absence of a static mean field on the central spins if the honeycomb spins are in a
collinearly ordered state, as reasoned heuristically earlier already.
Proceeding, it is convenient to introduce the vertex functions
Γaq = fA(q)e
−iφq , Γbq = fB(q), (6.22a)
Γaaq,k = −f∗A(q)e−iφk Γbbq,k = f∗B(q), (6.22b)
Γ3aq = −fA(q)e−iφq Γ3bq = −fB(q). (6.22c)
We now rewrite the Hamiltonian HJ′ in terms of the bosonic eigenmodes α, β of the LSWT
Hamiltonian H(2)J,h by making use of the Bogoliubov transformation (6.11a), (6.11b), obtain-
ing for the transversal part
























+ : HTJ′ :, (6.23)
where the terms at order S0 arise from normal-ordering three-boson terms, and the longi-
tudinal contributions can be written in the form


























quq − Γbqvq, Γβq = −Γaqvq + Γbquq, (6.25a)
Γ3αq =
(






















Γαβq,k = −Γaaq,kuk+qvk − Γbbq,−(k+q)vk+quk, Γβαq,k = −Γaaq,kvk+quk − Γbbq,−(k+q)uk+qvk. (6.25d)







and similar for α ↔ β. We emphasize that all vertex functions implicitly depend on the
applied staggered field h which enters the dispersion ε(q) as well as the Bogoliobuv factors
u and v through the Bogoliubov angle θq as defined in (6.12).
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6.3.3 Perturbation theory
In order to integrate out the honeycomb magnons, we employ a path-integral based ap-




D[~S, a, b]e−S0[a,b]−SΣ[a,b]−SJ′ [a,b,~S], (6.27)



















following from the quadratic LSWT Hamiltonian (6.13), and the associated Green’s func-
tions Gαq (τ) and G
β
q (τ) are given in (6.10). The action SΣ is quartic in the bosons and
introduces self-energy corrections to the interacting magnon Green’s functions Gα(τ, q) and
Gβ(τ, q) as in (6.16). The last piece, SJ′ [α, β, ~S] includes the interaction between the central
spins ~S and the honeycomb magnons.
Using the fact that SJ′ ∼ J ′  J , we may expand the exponential in the partition function
Z to second order in J ′/J and perform the path integral over the magnon modes α, β, thus
obtaining an effective partition function for the central spins ~S, as described in Appendix
A, resulting in the effective action at quadratic order







where 〈·〉α,β denotes functional averaging with respect to the free magnon action (with
self-energy corrections included). It is easily seen that 〈SJ′〉α,β ≡ 0, so that all terms con-
tributing to the effective action are at least quadratic in the central spins. Formally, we may
represent the process of integrating out the honeycomb magnons in a diagrammatic manner,
where the central spin operators appear as sources (external lines), and the internal lines
are magnon-propagators to be evaluated/integrated over. Since all disconnected diagrams
contributing to (6.29) cancel, it is sufficient to only consider contractions corresponding to
connected diagrams. It is again convenient to split the interacting action SJ′ = STJ′ + SLJ′
into transverse STJ′ and longitudinal SLJ′ contributions, directly derived from the correspond-
ing Hamiltonians. Note that the fact that STJ′ only contains terms with an odd number of
bosons, but all terms in SLJ′ feature an even number of bosons implies that at quadratic
order, there are no diagrams which mix longitudinal with transverse terms, i.e. no couplings
of the form S+Sz or S−Sz. This is consistent with the fact that the effective model has to
be obey a U(1) symmetry of in-plane rotations, as argued earlier. As a consequence, the
effective action can also be split into transverse and longitudinal terms,
Seff = STeff + SLeff . (6.30)
One obtains the former by explicitly performing the Wick contractions in 〈STJ′STJ′〉 which



































































Figure 6.4: Feynman diagrams for the computation of effective couplings among central
spins (grey) by integrating out honeycomb magnons (black lines correspond to
magnon propagators).3 (a) At order S0, a single magnon propagator yields
an XY exchange interaction among the central spins. (b) Loop correction to
the propagator at order 1/S due to magnon-magnon interactions. (c) Loop
correction to the magnon-central spin vertex, also at order 1/S, contributing
to XY exchange. (d) Longitudinal spin-spin interactions are mediated by a
coherent two-magnon bubble diagram, shown here is a “particle-antiparticle”
bubble which vanishes as T → 0 due to a vanishing magnon population in the
ground state. (e) Same as (d), but “particle-particle” bubble which remains
finite at T → 0. Note that we do not show symmetry-equivalent diagrams.
where we have used that the time-ordered expectation value −〈Tταk(τ)α†q(τ ′)〉 = δq,kGαq (τ−
τ ′) gives the full magnon Green’s function as given in (6.16), and similarly for β.
The diagrams giving rise to Eq. (6.32) are shown in Figs. 6.4(a)-(c), with the leading-order
contribution given by a single magnon propagator (a), and subleading corrections due to
self-energy corrections to the propagator (b), and vertex corrections (c) arising from cubic










xy(q, τ − τ ′)S−−q(τ ′), (6.32)
having defined a (retarded) transversal exchange coupling jxy(q, τ − τ ′) proportional to











z(q, τ − τ ′)Sz−q(τ ′) (6.33)
3Note that diagrams (a)-(c) are to be understood in the Holstein-Primakoff basis, since after Bogoliubov-
transforming and normal ordering the “balloons” in (b) and (c) simply renormalize the propagator and
give rise to corrections to the magnon-spin vertex, respectively. The diagrams (d) and (c) are drawn in
the Bogoliubov basis and correspond to the terms in (6.34).
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with the retarded longitudinal coupling in imaginary time given by







Gαk+q(τ ′ − τ)Gαk (τ − τ ′)Γααq,kΓαα−q,k+q + Gαk+q(τ ′ − τ)Gβ−k(τ ′ − τ)Γαβq,kΓβα−q,k+q




corresponding to the bubble diagrams in Figs. 6.4(d) and (e).
6.3.4 Instantaneous approximation
The effective action Seff for the interactions between central spins introduces retarded ex-
change couplings because the effective couplings jxyq (τ − τ ′) and jzq (τ − τ ′) have in general a
non-trivial time dependence. However we note that in the perturbative regime considered
by us here, J ′  J , there is a separation of scales between the fast dynamics of the honey-
comb subsystem at typical energies of J and the low-energy central spins at J ′. As a result,
the interaction among two central spins mediated by the propagation of a magnon (or a
coherent magnon pair) appears to be almost instantaneous compared to the dynamics of the
central spins. Under this assumption of the separation of scales, we may thus approximate
the time-dependent couplings to be instantaneous,
jxyq (τ − τ ′) ≈ jxy(q)δ(τ − τ ′) and jzq (τ − τ ′) ≈ jz(q)δ(τ − τ ′). (6.35)
































In order to compute the instantaneous parts of the couplings (6.35), it is convenient to





′)jαq (τ − τ ′) (6.38)
for α ∈ {xy, z} and bosonic Matsubara frequencies ν. It is then straightforward to note that
the static couplings jxy(q) and jz(q) are given by the respective zero-frequency components
jαq (0). We thus proceed to Fourier-transform the couplings in order to obtain the zero-
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and the zero-frequency component is then finally given by, using (6.17),




















For the longitudinal coupling, we find that Fourier-transforming (6.34) leads to a convolution











−q,k+qGαk+q(iω − iν)Gαk (iω) + Γαβq,kΓβα−q,k+qGαk+q(−iω)Gβ−k(iω − iν)
+Γαβ−q,k+qΓ
βα




Since all occurring vertex functions Γ = O(S0) and the full Green’s functions G ∼ S−1
according to (6.17), we find that to leading order the transversal coupling scales as jzq (iν) =
O(1/S). As the jz-couplings are thus on the same order as the next-to-leading order con-
tributions to jxy(q), keeping terms which scale as 1/S2 in jz would lead to an inconsistent
1/S scaling. Because these contributions would arise from the self-energy contributions to
the full Green’s function (6.17), this means that in jzq (iν), we can replace the full interacting
Green’s functions Gα,β → Gα,β by the free Green’s functions as given in (6.10). Further
we note that Gα = Gβ and thus drop the magnon-flavour index. The resulting Matsubara
summations (which can also be reduced to frequency integrals as we are ultimately inter-






Gk+q(iω − iν)Gk(iω) =
nB(ε(k + q))− nB(ε(k))
iν − ε(k + q) + ε(k) (6.42)
with nB(ε) = 1/(e
βε − 1) denoting the bosonic occupation number. This result can also be
used for the last term upon inverting all momenta (note that ε(k) = ε(−k)) and replacing





Gk+q(−iω)G−k(iω − iν) =
1 + nB(ε(k + q)) + nB(ε(−k))
iν + ε(k + q) + ε(−k) , (6.43)
which can also be straightforwardly be used for the convolution in the third term in (6.41).
As we are interested in the couplings at zero temperature T → 0, we use that ε(k) > 0
(which holds for all momenta if there is a (small) staggered field h > 0) so that the Bosonic
occupation numbers nB(ε(k)) → 0. Consequently, the first and last contributions to jz(q)
vanish because (6.42) evaluates to 0 at T = 0, and only the T -independent contributions
to the second and third term are non-zero. We may understand the vanishing of the first
and last contribution by noting from (6.34) that these correspond to particle-antiparticle
bubble diagrams, while the second and third contribution may be understood as particle-
particle diagrams. Since the vacuum does not contain any bosonic quasiparticles at T = 0,
it becomes clear that particle-antiparticle diagram (for which one needs to simultaneously
create and annihilate a bosonic quasiparticle) becomes zero in the T → 0 limit.
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We thus ultimately find that the static longitudinal coupling as the zero-frequency compo-
nent of jzq (iν) is given by






ω(k) + ω(q + k)
]
, (6.44)
where we have used the identity (6.26). Note that the remaining sum in momentum space
cannot be evaluated analytically, so that one needs to resort to a numerical evaluation of
jz(q).
6.3.5 Truncation of couplings
The momentum-dependent couplings jxy(q) and jz(q) which enter (6.37) carry the full
information about the static spin exchange interactions in the effective model. We recall
that these couplings implicitly also depend on the staggered field h which was introduced to
gap out the honeycomb magnon dispersion. Ultimately, we are interested in obtaining an
effective model for interaction among the central spins in the limit in which the staggered
field is absent, i.e. we wish to find the limits limh→0 j
xy(q) and limh→0 j
z(q). However since
jxy(q) and jz(q) are in general only known numerically (by sampling over a sufficiently dense
k-space grid), the extrapolation of h → 0 for the entire function appears to be a tedious
task. Instead, we pre-suppose a certain locality of interactions which allows us to write the


























where the 〈ij〉n denotes a bond between n-th nearest neighbors on the triangular (sub)lattice
of central spins. The assumed locality of interactions justifies the truncation of the interac-
tions beyond N -th nearest neighbor for a sufficiently chosen N . This approach has further
the advantage that we may straightforwardly compare the effective model Heff with other
(frustrated) spin models, which in general are comprised of local spin-spin interactions.
The exchange couplings jαij with α ∈ {xy, z} in real space are computed from the couplings







We evaluate the couplings for a given h on a momentum space grid of N × N unit cells
with varying N up to N = 365 and subsequently use (6.46) to obtain the couplings in real
space. For each h, we thus obtain the couplings in real space as a function of the finite-size
cluster size N , which can be extrapolated to the thermodynamic limit N → ∞ by fitting
the finite-size data to the scaling form
jαij(N,h) = j
α,∞
ij (h) + Ahe
−chN , (6.47)
where jα,∞ij (h), Ah and ch are fit parameters, and in particular j
α,∞
ij (h) gives the coupling in
the thermodynamic limit. Above scaling form is justified by the fact that all excitations of
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jz, S = 0.65
jxy, S = 0.65
Figure 6.5: Dimensionaless couplings of the effective model as a function of the real-space
distance ~δ0,i to the i-th nearest neighbor. We show the two separate contribu-
tions to the 1/S expansion of the transversal xy-interaction jxy = jxy,0 + jxy,1
as well as the Ising coupling jz,1 which scale as jxy,1, jz,1 ∼ 1/S and jxy,0 ∼ S0.
We also show the couplings evaluated for S = 0.65, where 〈2〉 is the ground
state, but close to the transition to IC and thereby XY-FM.
the system are gapped and one thus expects an exponential decay of correlations and finite-
size splittings [215]. The resulting couplings are then extrapolated to h→ 0 by fitting the
results from the finite-size scaling, jα,∞ij , to a h-scaling form that is obtained analytically by
evaluating the Fourier transforms of (6.40) and (6.44) in the continuum limit. For clarity,
we only discuss the thus obtained results here. For more details on the fitting process, and
the analytical scaling forms used, we refer the reader to Appendix E.
The couplings which result from the h → 0 extrapolation are given in Table 6.1 and also
shown in Fig. 6.5. Noting the rapid decrease of the couplings as a function of the distance,
we have chosen to compute couplings up to the N = 9-th nearest neighbors. However we
find that the characteristics of the effective model defined by the Hamiltonian Heff in (6.45)
and to be analysed in the following section, change only very marginally after the most
dominant interactions, e.g. up to N = 3, are taken into account.
6.3.6 Single-ion anisotropy
We note that the fact that both transversal and longitudinal couplings jα 6= 0 are finite
for n = 0 implies that the magnons induce an effective onsite term for the central spins in


















6.3 Derivation of an effective model
n jxy,0 Sjxy,1 Sjz
0 −0.653991 0.3165606 −0.1684154
1 −0.153987 0.0745365 −0.0114266
2 0.027187 −0.0131602 0.0235538
3 −0.016334 0.0079060 −0.0005096
4 0.001881 −0.0009108 0.0022996
5 −0.002153 0.0010418 0.0007775
6 0.000684 −0.0003309 0.0008679
7 0.000021 −0.0000099 0.0006570
8 −0.000385 0.0001868 0.0004147
9 0.000150 −0.0000716 0.0003788
Table 6.1: Effective couplings between the n-th nearest neighbors obtained for model (6.45).
We emphasize that the coupling at n = 0 yields an effective anisotropic on-site
coupling, corresponding to a single-ion anisotropy for any S > 1/2.
These onsite couplings can be understood as a result of the instantaneous approximation of
retarded self-interactions between the central spins mediated by the honeycomb magnons,
which can be pictured as processes where a magnon interacts with a central spin, propagates
through the lattice, and then again couples to the same spin again.
It is easily seen that Honsiteeff corresponds to a single-ion anisotropy which, given that jxy <
jz < 0 (for sufficiently large S), favours the spin to lie in the xy-plane. In the particular
case of S = 1/2 which is ultimately of relevance for comparing to the numerical results, we
note that the squared spin operators are trivial (Sα)2 = 1/4, and thus there is no single-ion
anisotropy since Honsiteeff then just constitutes a global energy shift which is independent of
the particular spin orientation.
While the concrete frustration mechanism in the effective model which leads to disordering
of the central spins (and thus partial disorder in the full model) hence has to be independent
of the single-ion anisotropy, we include the single-ion anisotropy in the study of the effective
model at any S > 1/2 in order to define a consistent S-dependent family of models. However
we have checked that the subsequent discussion of the effective model, in particular the
transition between the two competing ground states persists also if one explicitly removes
the single-ion anisotropy for all S > 1/2.
6.3.7 Discussion of most dominant interactions
Before quantitatively analyzing the effective spin model defined by Heff together with the
couplings given in Table 6.1 and characterizing (candidate) ground states, it is worthwhile
to identify the most dominant interactions in the effective model and gain a qualitative
understanding of their origin.
To this end, we read off from Tab. 6.1 that there is a particularly strong ferromagnetic
transversal (xy) coupling among nearest neighbors (which however gets reduced at smaller
S), while the longitudinal (z-Ising) interaction is strongest among next-nearest neighbors
and antiferromagnetic.
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J J∆E ∼ J
(b)
(a)
Figure 6.6: Illustration of the two most dominant interactions in the effective model for the
disordered central sites (black) at order (J ′)2/J . (a) Two antiparallel neighbor-
ing central spins can exchange their orientation via an intermediate honeycomb
spin flip, which can be loosely identified with the presence of a single magnon,
giving rise to a ferromagnetic XY exchange interaction
Transversal coupling
Focussing on the ferromagnetic xy-coupling among nearest neighbors, we consider two
neighboring central spins and a bond of two honeycomb spins to which both central spins
couple. Starting from an antiparallel configuration, the two central spins can effectively
exchange their spin orientation by flipping one of the two honeycomb spins in an inter-
mediate state, as depicted in Fig. 6.6(a). This intermediate honeycomb spin-flip may be
loosely identified with a magnon, however we emphasize that more formally, the magnons
should be identified with coherent superpositions of spin-flips on the two sublattices as per
(6.11a) and (6.11b). The typical energy δE of the single magnon excitation is dictated by
the energy scale of the honeycomb spin exchange interactions, J , such that ∆E ∼ J . Con-
sequently, the matrix elements of the effective Hamiltonian which describe spin exchange
may be obtained by employing second order perturbation theory in J ′,




reproducing the energy scale of the effective action (6.30). Importantly, these exchange
processes are only realized for antiparallel configurations of the central spins, and can thus
be seen to a nearest-neighbor exchange terms S+i S
−
j + h.c. in the effective Hamiltonian.
Given the negative sign in (6.49), it follows that this nearest-neighbor exchange interaction
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is ferromagnetic, as also obtained quantitatively in the effective model. We stress that this
dominant ferromagnetic nearest-neighbor coupling is consistent with the fact that the spin
correlations among neighboring central spins in PD have been found to be ferromagnetic in
the DMRG study [210], as also shown in Fig. 6.2(b).
Longitudinal coupling
The computation of the longitudinal (which we henceforth denote z-Ising) couplings jzij in
the effective model involves the evaluation of a two-magnon bubble diagram, as visible in
Fig. 6.4(d) and (e). This coupling is thus crucially dependent on the presence of a coherent
two-magnon excitation in the honeycomb subsystem. Again loosely identifying a magnon
with a spin-flip on top of the collinearly ordered antiferromagnetic reference state (recall that
a magnon is rather a coherent superposition of spin-flips on the two sublattices), it is seen
that spin-flips on two neighboring honeycomb sites induce mean fields in the two hexagons
which are connected by the bond which includes the two honeycomb sites, as shown in
Fig. 6.6(b). Note that the mean fields on the two hexagons which are adjacent to the bond on
which the two honeycomb spin flips occurred remain 0. The mean fields on the two hexagons
aim to polarize the two central spins in their respective centers. Importantly, one finds that
the mean fields and thus the resulting central-spin polarization are antiparallel, such that
one obtains an effective antiferromagnetic interaction among next-nearest neighbors on the
triangular lattice of central spins. While this process already gives rise to the strongest
longitudinal coupling (at order S0), we expect the coupling to be even further enhanced if
one includes higher orders of 1/S due to magnon-magnon interactions leading to an effective
magnon-magnon attraction which favors the presence of magnons on neighboring sites.4
6.4 Analysis of effective model
In the previous section we have derived a family of effective models for the central spins,
defined by the HamiltonianHeff (6.45) and the couplings given in Table 6.1 which change as a
function of the parameter S. Importantly, one finds that at large S, the transversal coupling
jxy is most dominant, since jz is suppressed by a factor 1/S. As we lower S, the strength of
the couplings jxy is decreased due to vertex and loop corrections becoming stronger (given
by jxy,(1) ∼ 1/S) which have an opposing sign to the leading-order contribution jxy,(0).
Further, at small S the jz coupling is less suppressed and thus, as jxy becomes reduced,
starts to compete with jxy at sufficiently small S. Given that the relative strength of the
interactions in the effective model changes as a function of S, we also expect the ground
state of the effective model to change. Importantly, the evolution of the ground state as a
function of S need not be adiabatic, but rather one might also encounter phase transitions
as a function of the control parameter S.
Since Heff is not exactly solvable, we resort to a semiclassical analysis, in which we aim to
first find the classical ground states and then study spin-wave excitation and magnetization
corretions. This is done systematically in a 1/S framework as employed previously (see also
4We emphasize that while we include magnon-magnon interaction effects in the computation of jxy through
the propagator acquiring a finite self energy, magnon-magnon interactions are only of relevance to jz at
order 1/S2 and thus are beyond the scope of our consistent 1/S scheme.
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Appendix B). We thus analyse the family of effective models as a function of the control
parameter S in a formal 1/S expansion up to linear order.
6.4.1 Classical ground states
We proceed by finding the classical ground states of Heff , which formally corresponds to
keeping only terms ∼ S2 and no bosonic operators in the Hamiltonian. At S  1 the xy-
interaction clearly dominates over the z-Ising terms in the Hamiltonian such that we expect
the spins to align in-plane. On the other hand, if S is sufficiently small, the transversal
xy-interaction is weakened and the z-Ising interaction becomes strong, so that in this limit,
one expects an out-of-plane ordering. It thus appears reasonable to first study the ground
states favoured by the xy-interaction and z-Ising terms separately.
Limit of S  1: xy-exchange dominant
For the xy-interaction, the ordering wavevector Q is obtained straightforwardly by making
use of the Luttinger-Tisza method [216, 217] which here reduces to finding the wavevector






We find that the minima occurs at the Γ-point in the Brillouin zone, i.e. Q = 0, for all values
of S ≥ 1/2. This implies that the classical ground state favoured by the xy-interaction
consists of the spins aligning ferromagnetically in the plane, which we henceforth denote
XY-FM. Note that this phase spontaneously breaks the U(1)-symmetry of rotating spins in
the plane (about the z-axis).
Ground state for small S: z-Ising interaction dominant
The Luttinger-Tisza method cannot be applied straightforwardly to (competing) Ising in-
teractions on the triangular lattice [217], so that we resort to a numerical approach to
finding the ground state by employing an iterative minimization algorithm on finite size
clusters. To this end, the system is initially prepared in a random (Ising) configuration and
then in each sweep step, a randomly chosen spin ~Si is aligned along the corresponding local






and normalized such that |~Si| = S afterwards. The algorithm terminates once the spin
configuration remains invariant after N flips, where N is on the order of the number of
spins. The thus found spin configuration constitutes a local minimum of Heff . In order to
5While one may be tempted to directly use jxy(q) resulting from the evaluation of (6.40), we note that
these still depend on the applied field h, and would moreover constitute an inconsistent choice as the
truncation of the couplings in real space would not be taken into account.
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find the global minimum, we initiate the algorithm described above with many random spin
configurations and choose the local minimum with the lowest energy. We further consider
different finite-size clusters, with sizes ranging from 6 × 6 up to 54 × 54 (with periodic
boundary conditions) such that finite-size effects are minimized.
As a result of this iterative minimization search, we find that the system orders in a striped
antiferromagnetic Ising phase with a two-up-two-down pattern, which has been dubbed
〈2〉 before [218]. The striped ground hence spontaneously breaks the threefold C3 rotation
symmetry of the triangular lattice, with the ordering wavevector Q〈2〉 = (0, π/
√
3)T (and
appropriately C6-rotated wavevectors). We note that the ground states of Ising models with
longer-ranged and both ferro- and antiferromagnetic interactions on the triangular lattice
have been determined analytically by Kaburagi and Kanamori [219, 220]. While they only
include interactions up to third-nearest neighbors, simply truncating the couplings in our
model and comparing to their phase diagram, we find that their analytical study also finds
〈2〉 as the ground state in the parameter regime relevant to our model.
It has been argued on more general grounds [221, 222], that the presence of competing
interactions (e.g. a nearest-neighbour ferromagnetic coupling and next-nearest-neighbour
antiferromagnetic) in Ising systems leads to the formation of striped orders which sponta-
neously break the lattice rotational symmetry. Moreover we note that due to the frustrating
character of antiferromagnetic Ising interactions on the triangular lattice, adding additional
(competing) couplings can lead to rich phase diagrams [218, 223] and exotic phase transi-
tions which are e.g. in the Ashkin-Teller universality class with varying critical exponents
[224].
Full model
We now return to the full model Heff and study the ground states as a function of S.
Here we note that the ground states at large and small S have different order parameters
(i.e. XY-FM breaks the in-plane U(1) rotational symmetry spontaneously, which remains
a symmetry of 〈2〉). Assuming the applicability of Landau theory, we can therefore deduce
that the transition between XY-FM and 〈2〉 must either be a first-order transition or involve
a further intermediate phase, as it is not possible to construct a real quadratic invariant
which mixes components of the two order parameters.
To make progress, we employ the iterative algorithm described above to search for the
classical ground state of Heff on finite-size clusters for various values of S. Again initiating
the algorithm with many different random configurations and considering various cluster
sizes, we find that for S & 0.6471 the classical ground state of the system is given by XY-FM
as displayed in Fig. 6.7(a). On the other hand, for S . 0.6462, the classical minimization
yields the striped out-of-plane Ising state 〈2〉 as the ground state of the system, with an
exemplary configuration shown in Fig. 6.7(e). For a given spin configuration obtained as a
converged result of the iterative energy minimization, we compute the static spin structure





~Si · ~Sjeiq·(ri−rj). (6.52)
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Figure 6.7: Overview of classical ground states of the effective model (6.45) with S-
dependent couplings obtained through classical minimization (a) At large S,
e.g. at S = 1, the system orders in-plane ferromagnetically (XY-FM). Shown
are spins of a 36× 36 site cluster projected to the XY-plane and Sz-component
color-coded (b) The associated static structure factor for XY-FM has a single
peak at the Γ-point. (c) As in (a), but for S = 0.6469, where the classical ground
state is given by incommensurate ordering (IC). Inset: zoom into spin config-
uration with amplified z-components) (d) The structure factor for IC, with a
secondary peak at the incommensurate ordering wavevector (marked by a white
circle). (e) For small S, the competing z-Ising interactions dominate and lead
to a stripe-ordered ground state 〈2〉. (f) Structure factor for the configuration
in (e).
The maxima of S(q) then correspond to the ordering wavevectors. The thus computed static
structure factors for the XY-FM and the striped Ising order 〈2〉 are shown in Fig. 6.7(b)
and Fig. 6.7(f), confirming QXY−FM = 0 and Q〈2〉 = (0, π/
√
3)T ≈ (0, 1.8)T , respectively, as
158
6.4 Analysis of effective model
the ordering wavevectors.6
For S in the range 0.6462 . S . 0.6471, the classical minimization yields a striped phase
which spontaneously breaks the C3 rotational symmetry of the lattice, with all spins aligned
in the plane, and a finite modulated out-of-plane component. However we find this modula-
tion to be incommensurate for all cluster sizes considered in our study. An exemplary spin
configuration is shown in Fig. 6.7(c). The static spin structure factor (6.52) for these con-
figurations is strongly peaked at Q = 0, corresponding to in-plane ferromagnetic ordering,
and in addition has a secondary peak at the incommensurate wavevector
QIC = (0, 2.02)
T , (6.53)
as also visible in Fig. 6.7(d), with the intensity of this secondary peak decreasing as one
increases S. This wavevector corresponds to the incommensurate modulation of the z-
components of the spins as shown in Fig. 6.7(c), and is notably close to the ordering wave-
vector of 〈2〉. We find that this incommensurate magnetically ordered phase (dubbed “IC”)
is stable under small variations of the coupling parameters and appears to be a rather
general feature of the triangular lattice XXZ model with competing Ising interactions and
ferromagnetic XY-exchange. A minimal model which features IC as an intermediate phase
between XY-FM and 〈2〉 is given in Subsec. 6.4.3.
6.4.2 Stability of classical ground states in linear spin-wave theory
The classical analysis in the previous subsection yields insight into the classical ground
states of the effective model for the central spins and allows to map out a corresponding
phase diagram as a function of S. Further progress can be made, in particular pertaining
to the stability of these phases with respect to quantum effects, by using linear spin-wave
theory in order to find the magnon dispersion and subsequently compute corrections to the
(staggered) magnetization at order S0.
XY-Ferromagnetic order
We first use LSWT to expand about a ground-state spin configuration in XY-FM, where we
pick the y-axis as the ordering axis of the spins, i.e. the classical reference state is given by
~S = (0, S, 0)T . For a short review of spin-wave methods, we refer the reader to Appendix B.
Due to the extended nature of the effective couplings given in Tab. 6.1, ranging to ninth-
nearest neighbors, it is convenient to first compute the Fourier-transformed couplings jxy(q)




















6Note that the limited size of finite-size clusters considered here naturally sets a limit on the momentum-
space resolution of the structure factor. Due to the non-rectangular geometry of the Brillouin zone, we
find that ∆kx = 2π/(
√
3N) and ∆ky = 2π/N for a N ×N cluster, yielding ∆k ' (0.1, 0.17) for N = 36,
which is of relevance when comparing to LSWT results which may (in principle) obtained to arbitrary
precision.
7As emphasized earlier, these should not be identified with the expressions for the couplings in momentum
space, (6.40) and (6.44), since these do not take into account the truncation of the couplings in real
space.
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in LSWT. To this end, we define a local reference frame
S′x = Sx, S′y = −Sz and S′z = Sy, (6.55)
and use the Holstein-Primakoff representation (B.1)-(B.3) in the primed coordinates. The
resulting LSWT Hamiltonian is then written in the canonical form H(2) = 1/2∑q ψ†qM(q)ψq





T is defined in terms the Holstein-Primakoff boson







with the functions defined as
A(q) = −2Sjxy(0) + S (jxy(q) + jz(q)) (6.57a)
B(q) = S(jxy(q)− jz(q)). (6.57b)
Bogoliubov-transforming to bosonic eigenmodes βq then yields the spin-wave dispersion
ε(q) =
√
A2 −B2. The mean magnetization is then computed as m = 1/N∑i〈Syi 〉 ≡
m(0) + ∆m(1), where m(0) = S is the classical result and











corresponds to the magnetization correction to linear order S0 in spin-wave theory.8 We
evaluate the spectrum ε(q) in XY-FM for various values of S and subsequently compute
that corresponding magnetization corrections ∆m(1).
We find that the dispersion vanishes linearly at Q = 0, corresponding to the spontaneously
broken U(1) symmetry of picking the in-plane ordering axis (recall that the effective model
HXY−FM explicitly breaks the SU(2) spin rotation symmetry). An example of the spectrum
(for S = 1) evaluated on a k-space grid of 100×100 unit cells and a cut along high-symmetry
lines of the hexagonal lines are shown in Figs. 6.8(a) and (b), respectively. As we decrease
S, which decreases the relative strength of the XY interaction and increases that of the
z-Ising coupling, we find that the spin-wave dispersion develops local minima which even-
tually become gapless points at S ' 0.6471. These points are given by QIC = (0, 2.02)T and
C6 symmetry related wavevectors, as shown in Figs. 6.8(c) and (d). Further decreasing S,
the dispersion becomes imaginary at these points. This means that the classical reference
configuration of in-plane ferromagnetic order does no longer correspond to a local minimum
in the energy landscape of the model. A typical scenario for such a (second-order) transition
consists in the magnons condensing at the gapless points which constitute band minima,
8It is easily seen that in the case of interactions isotropic in spin space, jxy(q) = jz(q) = j(q), the
magnetization corrections vanish identically, since (6.58) then reduces to




(sgn [j(q)− j(0)]− 1) . (6.59)
The expression in parenthesis vanishes identically for Heisenberg ferromagnets because the minimum of
j(q) is given by j(0) since the ordering wavevector Q = 0 for ferromagnets. This is consistent with the
fact that the magnetization is a constant of motion of the Heisenberg ferromagnet and thus cannot be
renormalized by quantum corrections.
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S = 0.6471S = 1(a) (b)
(c) (d)
Figure 6.8: Spin-wave dispersion for the XY-FM ground state of the effective model with
S-dependent couplings. (a) Dispersion for S = 1 (deep in XY-FM) in the hexag-
onal Brillouin zone (marked red) with a gapless point at Γ. (b) Cut through the
dispersion along high-symmetry lines of the Brillouin zone for S = 1. (c) Same
as (a), but for S = 0.6471, close to the transition to IC. In addition to the Γ-
point, the dispersion becomes gapless at QIC ' (0, 1.96) and symmetry-related
wavevectors. Further decreasing S, the dispersion at these points becomes imag-
inary. (d) Same as (b), but for S = 0.6471.
with the respective wavevectors yielding the ordering wavevectors of the resulting phase
[225]. Here, these ordering wavevectors are given by Q = 0, and, more importantly, QIC.
These are precisely (up to finite-size effects) the wavevectors which describe the incommen-
surate ordering in IC as obtained through classical energy minimization and the subsequent
analysis of the static structure factor in the previous subsection. We further note that the
critical S at which XY-FM becomes unstable in LSWT matches very well the critical S
for which the classical analysis yields a transition between XY-FM and IC. Our classical
and semi-classical analysis hence suggests that there is a second-order phase transition from
XY-FM to the incommensurately ordered phase at S ' 0.6471.
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Figure 6.9: Phase diagram for the effective model with S-dependent couplings, and mag-
netization corrections ∆m obtained in linear-spin wave theory as a function of
S. Near the respective transitions out of 〈2〉 and XY-FM to the intermediate
phase with incommensurate order (IC), a strong increase in the magnetization
corrections is observed.
The magnetization corrections computed in LSWT using (6.58) are shown as a function
of S in Fig. 6.9. We note that, while the magnetization corrections in XY-FM are not
strong enough to destabilize the magnetic order in LSWT, there is a strong increase as one
approaches the intermediate phase IC. This may be understood as a result that at small
S, the competition of the XY-FM interaction and the out-of-plane Ising coupling enhances
fluctuations, and thus the magnetic order is less stable.
Striped ground state 〈2〉
We now investigate the stability of the state 〈2〉 in LSWT and wish to study in particular fea-
tures of the magnon dispersion and magnetization corrections as one increases S, approach-
ing IC according to the classical analysis. To this end, we pick a 4 × 1-site unit cell on the
triangular lattice which is spanned by lattice vectors ~m1 = (2, 2
√
3)T and ~m2 = (−1,
√
3)T/2,
with the corresponding dual vectors given by ~h1 = π(1, 1/
√
3)T/2 and ~h2 = 2π(−1, 1/
√
3)T .
The classical ground state is then given by ~SA = ~SB = −~SC = −~SD = S~ez, where A,B,C,D
denotes the four (consecutive) sites in the unit cell. It is convenient to split the Hamiltonian
in transversal (XY) and longitudinal (z-Ising) terms before using the Holstein-Primakoff rep-










The couplings jαµν(q) (where α = xy, z) are obtained by Fourier transforming j
α
ij in the
4 × 1-unit cell, which can automatized using an algorithm which encodes the n-th nearest
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neighbors of a given site. As usual, we now define spins in a local reference frame in which
the striped antiferromagnet ground state corresponds to a ferromagnetic configuration by
setting





ν , for α = y, z. (6.61)
where the matrix Rµν = diag(1, 1,−1,−1). Using (B.3) in the primed coordinates and
neglecting global shifts of the ground-state energy as well as terms of order S0, we can
bring the LSWT piece of the longitudinal Hamiltonian in the form of (B.7) with
ψ
q
= (aq, . . . , dq, a
†




and the matrix elements of the Hamiltonian matrix







µν(0)Rνν for ν ∈ {1, 2, 3, 4}, (6.63)
where we identify 1→ A etc., and Mµν(q) = 0 for µ 6= ν.

















Transforming to the local reference frame, using Eqs. (B.1) and (B.2), the boson-bilinear
piece in the transverse Hamiltonian is then written in the canonical form (B.7), with the
spinor ψ
q










0 0 jxyCC(q) j
xy
CD(q)






0 0 jxyAC(q) j
xy
AD(q)










The full matrix to be diagonalized by the Bogoliubov transformation as described in Ap-
pendix B.2.1 is then given by M = Mxy +M z.
For S . 0.6462, we find that the magnon bands are regular and fully gapped with εj(k) > 0.
Recalling that Heff only possesses an in-plane U(1) spin rotation symmetry which is not
broken in 〈2〉, no Goldstone modes occur as expected. However we note that upon increasing
S, we find that the lowest quasiparticle band closes the gap at S ≈ 0.6462 at Q = 0 in
momentum space and becomes imaginary, (εi(Q))
2 < 0, at larger values of S. As argued
before, the dispersion closing the gap and subsequently becoming imaginary signals an
instability of the spin-wave expansion about the classical reference state. 〈2〉 thus ceases to
be a local minimum for S & 0.6462. Assuming that the gap closing drives a second-order
transition to the new (ordered) phase which occurs for larger values of S, the corresponding
ordering wavevector is determined by the location of the gap closing. Here Q = 0 thus
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appears to suggest ferromagnetic ordering, however we note that the gap closing at Q = 0
for the 4×1 unit cell only implies that the magnetic order of the resulting phase is invariant
under translations with the lattice translation vectors ~m1 and ~m2 given above, which need
not be equivalent to uniform ferromagnetic ordering in the triangular lattice.
Comparing with the results from the classical minimisation presented in the previous sub-
section, it appears justified to identify the instability at S ≈ 0.6462 in LSWT with the
transition from 〈2〉 to the incommensurate phase (IC). The strong ferromagnetic compo-
nent of IC, as visible from the structure factor shown in Fig. 6.7(d) is then consistent with
the gap closing at Q = 0 in LSWT. We note that the wavevector for the incommensurate
modulation of the out-of-plane spin component in IC is not visible in the LSWT study. We
attribute this to the fact that QIC = (0, 2.02)
T and the C6-symmetry related wavevectors
are close to the 4 × 1-Brillouin zone center and thus are difficult to resolve near the gap
closing of Q = 0.
It should be noted that in the scenario of IC being an intermediate phase which is entered
from XY-FM or 〈2〉 through second-order transitions, one would naturally expect the sec-
ondary ordering wavevector QIC to coincide with Q〈2〉, at least near the IC-〈2〉 transition,
with the possibility of QIC “drifting” as a function of S as one tunes to the transition to
XY-FM. This is in contrast to our classical minimization results which appear to give evi-
dence for QIC being almost constant throughout IC (up to our k-space resolution). A more
detailed study of IC and the nature of the associated transitions is left for future work. In
this context, the development of a unifying Landau-type theory for the three phases and
their symmetry-breaking orders, both commensurate and incommensurate, is of particular
interest. Here, the minimal model proposed in the following subsection may be of help to
foster a qualitative understanding.
Evaluating the magnetization corrections as in (B.17), we find that the corrections to the
magnetization are not sufficient to destroy the magnetic order, ∆m ≤ 0.1. Plotting ∆m as
a function of S however reveals that (similarly to XY-FM) the magnetization corrections
near the critical S are strongly enhanced as a result of the competing nature of interactions
in this parameter regime.
6.4.3 Minimal model for incommensurate phase
For further studies it may be useful to work with a simpler effective model which, however,
qualitatively shows the same behaviour as Heff with the full set of couplings as given in
Tab. 6.1. In particular, we seek a minimal model which features XY-FM and 〈2〉 as classical
ground states and a control parameter which allows to tune between these two ground
states. Moreover, as argued above, if the transitions out of XY-FM and 〈2〉 are second-
order transitions, there must exist an intermediate phase (here given by IC) which masks a
direct transition between these two phases.
Recalling that the most dominant interactions are given by a nearest-neighbor XY ex-
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with Jxy1 ferromagnetic and J
z
2 > 0 antiferromagnetic. Note that for J
xy
1 = 0, the resulting
frustrated Ising model on the triangular possesses an extensive ground state degeneracy
which is lifted by a finite Jz1 < 0, driving the system into the striped phase 〈2〉 as long as
Jz2 > −Jz1 , as desired.
To map out the phase diagram of this minimal model, we note that the classical ground






where the positive sign is chosen for the A,B sites and the negative sign for the C,D sites
in the 4 × 1-unit cell of 〈2〉 on the triangular latzice, with ϕ = 0 corresponding to the
striped order and ϕ = π/2 yielding a representative of the ground-state manifold of XY-
FM. Minimizing the classical energy HIC as a function of ϕ, we find that the two ground
states become degenerate in energy at
3Jxy1 + (−Jz1 + Jz2 ) = 0, (6.69)
so that for these couplings, the classical energy of the system does not depend on the angle
ϕ. We pick a certain path in coupling space which intersects the hypersurface defined by
(6.69) by parametrizing
Jxy1 = −1, Jz1 = −λ and Jz2 = 2λ, (6.70)
where λ is a tuning parameter which sets the relative strength of the competing out-of-plane
Ising and in-plane XY and thus may be seen to be analogous to S in the full model. The
point where both ground states become degenerate occurs at λ = 1. As argued earlier since
the two ground states break different symmetries, according to Landau’s paradigm, a single
transition between these two phases needs to be a first-order transition (at λ = 1), or there
exists an intermediate phase with a composite order parameter.
In order to investigate the stability of XY-FM and 〈2〉 under quantum effects, we perform a
LSWT study, confirming that for λ > 1 the ground state is given by the striped Ising order
〈2〉, while for λ . 0.91 XY-FM is the lowest-energy configuration. Analogous to the full
model, we find that for 0.91 . λ . 1.0, the system has an incommensurate ground state.
6.4.4 Discussion of frustration mechanism in the effective model
The (semi-)classical phase diagram of the model (6.45) features an in-plane ferromagnetic
phase for large S and a striped out-of-plane-Ising phase for small S, with their transition at
Sc ∼ 0.65 masked by an incommensurately ordered intermediate phase. As one approaches
IC from either phase, we note strong corrections to the (staggered) magnetization, which
may be enhanced in further 1/S corrections and thus lead to the full destruction of long-
range order. Given that this intermediate phase occurs in a window near Sc = 0.65 which
is close to the case of S = 1/2 considered in the numerical studies [210, 211] and that our
effective model reproduces several key features observed in PD, such as the ferromagnetic
nature of nearest-neighbour correlations, we conjecture that partial quantum disorder in
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the stuffed honeycomb antiferromagnet is driven by the competition of frustrated z-Ising
interactions (yielding 〈2〉) and ferromagnetic XY interactions.
We remark that the derivation of the effective model Heff involves several approximations:
The usage of the 1/S expansion neglects further magnon-magnon interactions, we have
assumed a separation of scales such that the central spin-interactions can be taken to be
instantaneous, and neglected feedback effects on the honeycomb magnons at low energies.
Most importantly, the effective model at the energy scale (J ′)2/J only involves quadratic
spin-spin interactions, while for higher orders in J ′  J multi-spin interactions occur, which
generally disfavour antiferromagnetic order and can lead to spin-liquid states, as e.g. shown
on the triangular lattice [226, 227]. It thus appears likely that disordering tendencies in
the effective model obtained in this study will get further enhanced upon including higher-
order terms in J ′. This additionally underlines the relevance of the frustration mechanism
discussed above for the emergence of partial disorder in the stuffed honeycomb antiferro-
magnet.
It is interesting to note that the frustration mechanism we identified, namely supplementing
a frustrated Ising system with ferromagnetic XY interactions, has been shown to yield quan-
tum spin-liquid ground states in other systems [34]: The easy-axis Kagome antiferromagnet





















z > 0 antiferromagnetic. It is easy to see that in the limit
of J⊥ = 0, the resulting Ising system has an extensive ground state degeneracy, akin to
frustrated Ising systems.9 For small transverse coupling J⊥  J , the effects of the transverse
spin exchange can be included in perturbation theory, yielding effective ring-exchange terms
at order (J⊥)
2/J . As argued by Balents, Fisher and Girvin using a duality mapping [41]
and lateron verified in numerical studies [228, 229], the system realizes a Z2 quantum-spin
liquid ground state. Since the effective Hamiltonian is invariant under J⊥ → −J⊥, the
QSL persists also for ferromagnetic transversal exchange coupling and can be studied using
Quantum Monte-Carlo (QMC) methods due to the absence of the sign problem.
Using a similar analysis (with an analoguous rewriting to that in HBFG), the XXZ model on
the pyrochlore lattice features in the Ising limit a large ground state degeneracy, with the
moments on each tetrahedron fulfilling the “two-in-two-out” rule. The effective Hamiltonian
obtained in second-order perturbation theory in the transversal exchange interaction |J⊥| 
J has been shown to map onto a compact U(1) gauge theory, which can be in a Coulomb
phase with deconfined excitations. The emergence of a U(1) spin liquid in the pyrochlore
XXZ model has also confirmed by (sign-free) QMC studies [230, 231].
6.5 Partial quantum disorder beyond the effective model
The effective model derived in Sec. 4.7.2 allows for an analytical understanding of the
mechanism and competing interactions which ultimately lead to (correlated) disorder among
9We note however that HBFG is not frustrated as the degenerate ground states with Sz7 = 0∀7 minimize
HBFG.
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the central spins, and thus the realisation of PD. As the stuffed honeycomb antiferromagnet
is (to our knowledge) the first system which has been shown to exhibit correlated partial
disorder, it is of interest to further discuss properties of the full system, i.e. both ordered and
disordered components, and clarify key aspects of this new phase of matter, in particular
pertaining to experimental signatures.
6.5.1 Competition between PD and the (semi-)classical canted state
In the numerical DMRG study [210], the transition between PD at small J ′/J and the
canted ordered phase at large J ′/J was found to be of first order, indicating that the
realization of PD crucially depends on the energetics of the two competing phases. With
an effective model for PD (and thus its energetics) at hand, it is therefore of interest to
discuss the energetical competition of PD and the classical state as a function of J ′/J and
thus to investigate if, and to what extent, PD is favoured at small J ′/J .
To this end, we note that in the classical canted state, the honeycomb spins cant at the
angle φ as given in (6.4) with the ordering axis of the C-sublattice spins. For the relevant
regime of small J ′  J one thus has φ ∼ J ′/J . As the angle between a honeycomb spin and
a central spin ~SA/B · ~SC ∼ φ, the interaction J ′~SA/B · ~SC between the honeycomb sublattice
spins and the central spins yields a contribution to the ground state energy which scales
as (J ′)2/J . In addition, the canting also implies that the contribution to the (mean-field)
energy due to the coupling of neighboring honeycomb spins scales to lowest order as










Since both contributions to the ground-state energy have an identical scaling, the semi-
classical canted state hence has an energy gain which is on the order of (J ′)2/J compared
to the decoupled limit at J ′ = 0.
The energetics of the PD phase which is in competition with the canted state can be obtained
by considering the effective model, for which we found that the lowest non-trivial couplings
among the central spins are on the order of (J ′)2/J . Using the collinearly order state with
decoupled central spins at J ′ = 0 as a reference state, we then find, that as we switch on
a finite J ′, the system in PD will experience an energy gain on the order of the effective
central-spin couplings, (J ′)2/J .
If PD were to have an energy gain (on top of the decoupled) that scales with a smaller
power in J ′ compared to the semi-classical canted state, this would imply that there is
a parametric regime of small J ′ in which PD has a lower ground-state energy than the
canted state and thus is energetically favoured. However, as we have found an identical
(J ′)2/J scaling of both PD and the canted state, such a regime does not appear to exist on
the stuffed honeycomb lattice. Whether PD is energetically favoured at small J ′ therefore
depends on the precise ground-state energies of PD and the canted state obtained from
the full model, which is inaccessible with analytical methods. One thus needs to resort to
numerical techniques to show that PD has indeed a lower energy compared to the canted
state, as indicated by the DMRG and ED studies summarized in Sec. 6.2.
As a corollary, the identical energetical scaling of the two competing phases implies that,
if PD is indeed lower in energy, the first-order transition between PD and the canted state
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will occur when higher-order terms in J ′/J are of relevance – this is precisely the case when
the couplings ratio is of order unity J ′c/J ∼ 1, so that the critical J ′c for the transition is on
the same order as J , as observed in the numerical studies with J ′c ≈ 0.18J .
6.5.2 Topological aspects
The PD state found for the S = 1/2-antiferromagnet on the stuffed honeycomb lattice
constitutes a new phase of matter in which conventional magnetic order coexists with a
disordered subsystem being in a quantum-liquid type state with short-ranged correlations.
This in contrast to previous examples of partial disorder in which the disordered component
of the system shows no correlations at all [209, 207, 206, 208].
As the disordered subsystem contains a single moment per unit cell, the Lieb-Schultz-Mattis
theorem [232, 233] applies and thus the central spins (taken alone) are seen to either form a
gapless quantum spin liquid, or a gapped QSL with a topological ground state degeneracy.
Focussing on the latter possibility, it is particularly of interest to clarify to what extent
the full system realizing partial quantum disorder inherits the topological properties of the
gapped QSL formed by the central spins. In this context, we recall that the collinear order
on the honeycomb lattice spontaneously breaks the spin rotation symmetry of (6.1) and
thus two gapless Goldstone modes in the form of a two-fold degenerate spin-wave modes at
k = 0 are present. These gapless excitations in the full system generally lead to a power-law
decay of correlation functions and finite-size splittings. As a result, the ground states of the
(full) system on a torus associated with the superselection sectors are no longer seen to be
degenerate, and thus the system does not possess a topological ground-state degeneracy in
contrast to fully gapped topologically ordered systems (see also Subsec. 2.6.1). However we
note that the very notion of superselection sectors, which are spanned by the excitations of
the gapped spin liquid formed by the central spins, remains in the presence of the gapless
spin-wave degrees of freedom. The presence of superselection selectors thus may in principle
be used to characterize the topological order of the full system in PD.
In this sense, we find that PD bears strong similarities to the fractionalized Fermi liquid
(FL∗) discussed in Sec. 4.7, where the conventional (gapless) electronic degrees of freedom
coexist with fractionalized excitations of a gapped topological spin liquid [114, 121, 99].
The gaplessness of the electronic quasiparticles in FL∗ similarly obstructs the notion of
a topological ground state degeneracy, but the very presence of superselection sectors in
FL∗ hints at the presence of topological order. However we emphasize that there is a
crucial conceptual difference between PD and FL∗ which lies in the fact that FL∗ can
adiabatically decoupled. The ground state in FL∗ evolves continuously from the ground-
state wavefunction of a two-band model, while in PD a finite coupling J ′ > 0 between the
two components is necessary to actually induce frustrating interactions among the central
spins and give rise to a disordered ground state.
It is interesting to relate PD to a further system which possesses both a topological compo-
nent and frozen local moments (which may be seen as analogous to the ordered moments on
the honeycomb sublattice in PD): Diluted spin ice is most easily described in terms of ghost
spins which represent degrees of freedom corresponding to missing spins due to defects. As
has been demonstrated numerically, these ghost spins freeze out at low enough tempera-
tures, while the rest of the system remains in a topological Coulomb phase [205]. Crucially,
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the interactions among the ghost spins are mediated by the topological bulk component of
the system, which is precisely the reversed situation to PD, where conventional excitations
lead to a disordering (and topological ground state) of the central-spin subsystem.
6.5.3 Experimental signatures
The finite coupling J ′ > 0 between honeycomb and central spins lies at the heart of the
disordering mechanism for the central spins. Within our approximations, we can obtain
experimental signatures of the system in the PD phase by combining properties of the
two subsystems. Note that feedback effects resulting in strong damping of low-energy
honeycomb magnons, as discussed earlier, may severely impact these conclusions. At the
same time, we also note that a quadratic gapless mode at q = 0 is still expected to be
present due to Goldstone’s theorem.
To make progress, we note that the excitation spectrum of PD features both fractional-
ized excitation stemming from the disordered component and simultaneously conventional
magnon modes as excitations of the collinearly ordered honeycomb spin system. The exci-
tations of the system can be probed for example by inelastic neutron scattering experiments
(INS). To this end we first note rather generally that in the context of quantum spin liquids,
INS as a local probe cannot directly excite single fractionalized (non-local) excitations, but
instead leads to broad continua of excitations. In the context of PD, it is of particular inter-
est to use polarized neutrons, which allow to probe longitudinal (with respect to the collinear
order on the honeycomb lattice, which can be expected to be fixed in materials due to finite
anisotropies) and transversal components separately [234]. Considering the effect on the
honeycomb sublattice first, we note that a transversal S = 1 neutron probes a single spin-
flip against the collinear order, a single particle excitation which is visible as a well-defined
spin-wave mode in the dynamical transversal Neutron scattering intensity. The longitudinal
spin structure factor however, which conserves the magnetic quantum number, will lead to
lowest order to a response in the zero-particle sector (corresponding to the Bragg peaks
of antiferromagnetic order) and then from two-particle excitations. Importantly, analogous
to the results of the recent numerical study [235] of the XXZ-type Balents-Fisher-Girvin
model (6.71) (which, as argued earlier, shares qualitative features with our effective model),
the longitudinal and transversal components for the disordered component are both likely
to show broad continua at the characteristic energy scale (J ′)2/J due to the fractionalized
nature of the excitations. Combining longitudinal and transverse components thus in prin-
ciple allows for disentangling contributions due to ordered and disordered components of
the spectrum, respectively.
The presence of two energy scales and the absence of order on 1/3 of the spins in the system
also leads to distinct features in thermodynamic properties of the system. In particular,
one may study the released entropy of the system, which can be obtained experimentally




the specific heat C = T∂S/∂T . At high temperatures, in the trivial paramagnetic regime,
each spin will contribute S(T )/N = log 2 to the entropy of the system. Upon cooling, we
expect a monotonous decrease in the entropy change, corresponding to ordering of 2/3 of
the honeycomb spins. At temperatures on the order of the effective central-spin coupling
T ∼ (J ′)2/J , we expect a plateau in the entropy due to the quantum disordering of the
central spins, constituting 1/3 of the total number of moments of the system.
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When referring to the finite-temperature properties of this two-dimensional system, it is
important to recall that Mermin-Wagner’s theorem forbids the spontaneous breaking of
continuous symmetries at T > 0 in two spatial dimensions. Since the Heisenberg antiferro-
magnet on the stuffed honeycomb lattice has a continuous SU(2) spin rotation symmetry,
the system at finite temperatures cannot be in a magnetic symmetry-broken state, seem-
ingly invalidating the usage of the effective model at any finite temperatures. However we
note that at low temperatures, the correlation length of the honeycomb spins grows expo-
nentially large, and hence the magnon excitations can be considered as sharp excitations on
the relevant time and length scales at sufficiently low temperatures, so that the derivation
and usage of the effective model to explain the disordering mechanism for the central spins
in PD remains valid.
6.6 Discussion
In this study, we have proposed the first theoretical explanation for quantum partial disorder
in the stuffed honeycomb Heisenberg antiferromagnet. PD constitutes a novel phase of
matter in which symmetry-breaking magnetic order and a correlated quantum-disordered
subsystem coexist, as numerically observed for the first time in Refs. [210, 211].
Exploiting the fact that PD is realized at small couplings, we have shown in a pertur-
bative treatment by formally integrating out honeycomb magnons that excitations of the
ordered part of the system mediate effective interactions among the central spins, deriving
an effective XXZ model in the static approximation. The couplings of the effective model
formally depend on the spin length S, and favour a ferromagnetic XY exchange interac-
tion for large S, while at small S, a frustrated antiferromagnetic Ising interaction becomes
dominant. The transition, which is masked by an incommensurately ordered intermediate
phase, occurs at Sc = 0.646, which is remarkably close to the case of S = 1/2 considered
in the numerical study. We observe that fluctuations at LSWT-level are enhanced as one
approaches this critical value. We hence conjecture that the disorder found in the model
at S = 1/2 is driven by fluctuations due to this competition. While our study does not
allow for any substantial statements about the precise nature of the quantum disordered
phase (for instance, whether excitations are gapped or gapless), the fact that the quantum
disordered subsystem may possess topological order raises important questions regarding
the applicability of the notion of topological order for systems with both conventional order
and topologically ordered subsystem.
We mention that our study of the PD mechanism in the stuffed honeycomb could be of aid in
identifying further systems which potentially realize partial disorder. In further theoretical
studies, it may also be of interest to study a reversed situation, namely “stuffed” systems
which interpolate from a fully disordered state at J ′ = 0 to an ordered state at J = J ′, as
for example the Kagome Heisenberg antiferromagnet with additional local moments placed
at the center of each hexagon. However in this system a major theoretical challenge lies in
the fact that the precise nature of the ground state at J ′ = 0 (around one eventually wishes
to perform perturbation theory) remains controversial [36, 236].
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6.6.1 Directions for further numerical studies
We note that the emergence of PD crucially depends on the frustrating interactions of the
central spins in the effective model. While our semiclassical analysis predicts an intermediate
phase between the competing ground states, but with magnetization corrections due to
fluctuations (in LSWT) not strong enough to disorder the central spins, further insight
into the behaviour of the quantum, S = 1/2, effective model is needed in order to confirm
our conjecture that fluctuations associated with transitions into the incommensurate phase
are strong enough to destroy the magnetic order. Here, both the effective model (6.45)
with the couplings in Tab. 6.1 as well as the minimal model introduced in 6.4.3 may be
studied in order to further clarify the relevance of longer-ranged couplings. While such a
numerical study of the effective model can in principle be performed with state-of-the-art
DMRG techniques [202, 237], we point out that the ferromagnetic nature of the in-plane
interactions and thus absence of a sign-problem allow the system to be studied using QMC
methods.
6.6.2 Experimental prospects





modulated triangular lattice. Here, hexagonal perovskite ABX3 compounds are of interest.
In these three-dimensional compounds, the B2+ magnetic ions form chains along the c-
axis, which are arranged in a triangular pattern in the ab-plane [238, 239]. At low enough
temperatures, some of these materials undergo a structural phase transition leading to a√
3 ×
√
3-modulation. Indeed, it has been argued that RbFeBr3 is antiferromagnetically
ordered, but 1/3 of the magnetic chains (along the c-axis) appear to be frustrated, strongly
resembling the numerically obtained results in Refs. [210] and [211]. However, it has
been argued that the magnetic degrees of freedom in RbFeBr3 are described by a S = 1
antiferromagnetic XY-exchange model, such that the applicability of the numerical results
and our analytical study for S = 1/2 Heisenberg antiferromagnetic interactions is unclear.
The stuffed honeycomb lattice Heisenberg antiferromagnet has also been put forward for
the triangular lattice spin-1/2 antiferromagnet LiZn2Mo3O8, where recent experiments show
that 2/3 of the spins disorder at low enough temperatures [240]. The disordering of 2/3
of the spins has been argued to be case by the central spins which, acting as magnetic
impurities, stabilize a spin liquid formed by the local moments on the honeycomb lattice, in
contrast to the frustration mechanism investigated in the study at hand. In these scenarios,
further frustrating next-nearest neighbour couplings have been assumed [241, 213].
Finally, it is interesting to note that one of the key aspects of the phenomenlogy of partial
disorder, namely the coexistence of a continuum of fractionalized excitations (stemming
from the quantum-disordered component) and sharp spin-wave modes due to magnetic
ordering in the spectrum, is also found in materials with sizeable Kitaev interactions [50,
242]. However at present time, it appears unlikely that this phenomenology in these Kitaev




Optical excitation of coherent magnons
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7 Ultrafast optical excitation of magnons in Sr2IrO4
With the recent both theoretical and experimental progress in the understanding of quan-
tum materials, probing their dynamics and coherently controlling excitations has become
a central theme for condensed-matter research [243, 244]. As several of these materials,
in particular those with topologically non-trivial ground states, exhibit non-linear optical
effects [245, 246], ultrafast optical methods are of particular interest for generating and
probing excitations beyond the linear-response regime. While the ultrafast optical control
of electronic and phononic degrees of freedom are well explored routes for the interaction
of light with matter, a less common approach is the direct excitation of coherent magnetic
degrees of freedom, which may also be of interest for technological excitations in spintronics
[247].
Recent experiments (see Sec. 7.1) indeed demonstrate that a circularly polarized laser pulse
can excite a coherent low-energy magnon in antiferromagnetic materials, which may be
understood as an “inverse Faraday effect (IFE)”.1 Notably, the frequency of the irradiated
light in those experiments is smaller than the optical gap of the material, indeed suggesting
a direct coupling between spins and electric field, which is seen to require the electric
polarization to depend on magnetic degrees of freedom. Such a magnetoelectric coupling
can be the result of spin-orbit coupling [248], since in this case electronic transitions are
not required to conserve spin [249].
There are previous theoretical works that aim at an understanding of the optical generation
of coherent magnons in antiferromagnets. However, they either employ phenomenological
free-energy based arguments to derive an effective interaction between the low-energy mode
and the perturbing electrical field [250, 251, 247, 176], or microscopic studies consider only
few-level systems and thus cannot be applied to the problem of (interacting) spin-wave
excitations in an antiferromagnet (see Sec. 7.2 for an overview of previous approaches to
the IFE). In this study, we therefore fill this gap in the theoretical modelling by developing
a full quantum mechanical theory for the problem of an ultrafast laser beam coherently
exciting magnons in an antiferromagnetic material, focussing for concreteness on Sr2IrO4 as
a paradigmatic spin-orbit-entangled Mott insulator. The methodology and results presented
here have been published in our Ref. [252].
7.1 Pump-probe experiments
We briefly discuss the experimental set-up that motivates our study. In recent experiments
on the antiferromagnetic Mott insulator Sr2IrO4 [253, 254], a circularly polarized femtosec-
ond laser pulse with an energy of Ω ≈ 120 meV, which is notably below the charge gap of
1We recall that the Faraday effect describes the rotation of the polarization when linearly polarized light
passes through a magnetic pointing parallel to the light’s propagation direction.
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Figure 7.1: Experimental set-up for ultrafast pump-probe experiments: A pump beam
(wavy line) at a frequency compared to the intrinsic exchange energy scale
excites a magnon, leading to an out-of-plane magnetization m which can be
subsequently be measured through the rotation of the linear polarization vector
of the secondary time-delayed probe beam as a result of the magneto-optical
Kerr effect (MOKE). (Compare also Fig. 7.4 for an illustration of the magneti-
zation as a function of time)
the system, was applied normal to the basal planes of the material. The subsequent dynam-
ics of the system after this “pump” pulse is then probed using a second linearly polarized
laser which is again normal to the basal plane, as shown in Fig. 7.1. It is then observed
that the polarization of the reflected component of the probe beam shows is rotated by a
certain angle which oscillates as a function of the delay between pump and probe beams.
This rotation in polarization is understood as a manifestation of the magneto-optical Kerr
effect (MOKE), where the Kerr angle (i.e. the difference in polarization angle between in-
coming and reflected beam) is proportional to the magnetization [255]. In the experiment
discussed here, the probe beam hence measures the time-dependent magnetization normal
to the basal planes in the Sr2IrO4, which vanishes in equilibrium as the spins order antifer-
romagnetically in-plane. After the pump pulse however, this out-of-plane magnetization m
is found to be non-zero, oscillating with a period of ca. 2 ps, while slowly decaying to m = 0,
thus mimicking the dynamics of a free (damped) harmonic oscillator. Crucially, switching
the polarization of the pump beam from left- to right-circularly polarized (and vice versa)
results in a phase shift of π in the subsequent time-dependent magnetization oscillations.
Similar experiments have previously been performed in the face-centered cubic antifer-
romagnet NiO [256, 257], where magnetization oscillations with periods of 7 ps and 1 ps
(depending on the probing geometry) have been observed, as well as in the canted antifer-
romagnet DyFeO3, where a 5 ps oscillation of the magnetization after a pump pulse was
observed [258].
In these experimental works, the excitation of coherent magnetization oscillations was mod-
elled in terms of an “inverse Faraday effect”, according to which the light induces an ef-
fective magnetic field for the pump duration which polarizes the spins. For the subsequent
dynamics on time scales t  ~/J which are long compared to the intrinsic time scale de-
termined by the exchange coupling J , one can then employ a semi-classical description,
which may be understood as a hydrodynamic approach: Since the spin-rotation symmetry
in these systems is only weakly broken, the long-time dynamics of system is given by the
order parameter relaxing to a minimum in the free-energy landscape [259]. In contrast,
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the pump occurs on timescales tp  ~/J much faster than the intrinsic dynamics of the
system, so that a hydrodynamic approach in which the dynamics of the system are treated
semi-classically is in no way applicable. Instead, the interaction of the pump laser with the
magnetic excitations in the system requires a full quantum treatment, which is the main
motivation for this study.
7.2 Previous approaches to the inverse Faraday effect and theory
goals
The inverse Faraday effect (IFE), i.e. circularly polarized light inducing an effective magnetic
field acting on the local moments in a material, is obtained rather straightforwardly by
effective approaches. In these, one expands the thermodynamic potential of the material
Φ in powers of the electric field E(ω). For convenience, we work in a frequency basis and
assume the magnetization to be static, ~M(0) [250, 251, 247].2 At first order in the (static)
magnetization and quadratic order in the effective field, there is a symmetry-allowed term
contributing to Φ which reads
Φ ∼ −αijkEi(ω)Ēj(ω)Mk(0). (7.1)
For isotropic media, the tensor αijk can be shown to be fully antisymmetric. The induced










It is easily seen that the cross product of the electric field and its conjugate is only finite
for circularly polarized light, and in particular switching between left- and right polarized
light (i.e. changing the pump beam’s helicity) gives rise to a sign change of heffk . Given such
an effective magnetic field ~heff induced by the electric field, one may then study how the
presence of the induced field for a finite pump duration influences the semiclassical equa-
tions of motion for the magnetic excitations and potentially drives a finite magnetization
[176], see also Subsec. 7.5.4. The term (7.1) in the thermodynamic potential may also be
derived by taking the view that the permittivity εij in the electromagnetic energy density
(summation implicit) HEM = ĒiεijEj/4 is modified in the presence of a finite magnetization
[257]. Expanding εij in powers of ~M and using symmetry to constrain occurring terms then
leads to (7.1). Crucially, this approach to the IFE is an effective treatment, in which micro-
scopic details of the system are not considered: Neither the nature of dispersing magnetic
excitations, i.e. magnons as quantized spin waves, nor the microscopic interaction of the
electric field with the magnetic moments in the system are taken into account.
Steps toward a more microscopic understanding of the IFE were taken in Ref. [260], where
the effect of a time-dependent perturbation V (t) = veiωt+h.c. on a generic Hamiltonian H0
2Note that these argumentations may be straightforwardly generalized to an AC magnetization by consid-
ering a frequency dependent ~M(ω) and the presence of staggered antiferromagnetic order by introducing
the Néel vector ~L as an additional continuum field which enters the effective thermodynamic potential
[247, 176].
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is studied in time-dependent second-order perturbation theory. Assuming that the ground-
state manifold has some (effective) angular-momentum quantum number J , it is found that






where ER and EL denote the electric field’s polarization vectors in a circularly polarized
basis. It is easily shown using ER/L = (Ex ± iEy)/
√
2 that this electric field bilinear maps
onto the z-component of iE × Ē . The effective Hamiltonian (7.3) is hence seen to give rise
to a Zeeman splitting of the ground-state manifold and polarizes magnetic moments – the
Hamiltonian Heff (7.3) thus defines an effective magnetic field which is proportional to the
chiral intensity, as also obtained in the effective approach [260]. While this study of (off-
resonant) light perturbing a quantum-mechanical few-level system in principle allows for
a more microscopic understanding and can be applied to e.g. single atoms or molecules,
this approach cannot be straightforwardly applied to many-body systems with (potentially
interacting) collective excitations, such as magnons in (anti-)ferromagnets.
It is hence desirable to develop a quantum theory of the inverse Faraday effect in magnetic
systems in which the induced field(s) which enter the appropriate semi-classical equations of
motion for the hydrodynamic (low-energy) mode is derived from the microscopic coupling
of spins to the electric field. By modelling the full spectrum of magnetic excitations in the
system, we will be able to study the dependence and strength of the creation of coherent
magnons based on realistic microscopic parameters. Moreover, it appears to be of both
theoretical and experimental interest to investigate (and predict) how the IFE depends on
the frequency of the pump beam, with previous studies limited to the strongly off-resonant
regime [260].
7.3 Sr2IrO4 as a spin-orbit driven Mott insulator
Sr2IrO4 is a paradigmatic example for a spin-orbit driven Mott insulator. The material has
a layered perovskite structure, with each layer containing Ir atoms surrounded by corner-
sharing oxygen octahedra, as shown in Fig. 7.2(a). The IrO6 octahedra are rotated in-plane
in a staggered fashion by about θ = 12◦, such that the space group of Sr2IrO4 is given by
I41/acd [261].
Due to the spread-out nature of the 4d and 5d orbitals, one naively expects Sr2IrO4 to be a
metallic system, with a wide t2g band which arises from the crystal-field splitting of the 5d
manifold into eg and t2g orbitals as irreducible representations of the octahedral Oh sym-
metry. The opening of a gap in such a wide-band metal would require an unphysically large
Hubbard interaction strength U ∼ 5 eV [262]. Indeed, the structurally equivalent Sr2RhO4
with a 4d5 configuration with slightly less delocalized orbitals has been found to show Fermi
liquid phenomenology [263]. Consequently, the origin of the insulating behaviour of Sr2IrO4
has long remained a mystery, until eventually the considerably larger spin-orbit coupling
λIr ∼ 0.4 eV > λRh ∼ 0.15 eV was pointed to as an origin for the Mott insulating behaviour
in Sr2IrO4 [264, 56]: Under spin orbit coupling, the t2g form an effective effective L = 1
manifold which together with the S = 1/2 of a single hole give rise to effective Jeff = 1/2
and Jeff = 3/2 bands, where the Jeff = 3/2 band lies at lower energies and thus is completely
filled. As a result, the narrow two-fold degenerate Jeff = 1/2 band is half-filled and thus a
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Figure 7.2: Crystal structure of basal planes in Sr2IrO4 and antiferromagnetic order. (a)
Two corner-sharing IrO6-octahedra which are rotated at an finite angle θ with
respect to each other, resulting in a Ir-O-Ir hopping path with angle π − 2θ
(b) Effective square lattice (crystallographic axis are denoted by a, b) of Ir local
moments and antiferromagnetic order in the global frame with spins ordering at
an angle π/4 to the square lattice x-axis as a result of the Pseudo-Jahn-Teller
effect. Also denoted is the in-plane mode u of rotations against the ordering
axis and the local {x, y, z} coordinate frame used for spin-wave theory.
realistic U ∼ 2 eV can open a Mott gap, yielding an antiferromagnetic Mott insulator with
a reported charge gap of ∼ 0.7 eV [265].
Sr2IrO4 has received a lot of both experimental and theoretical attention in recent years
due to its analogy to the cuprates as square-lattice single-band S = 1/2 Heisenberg-type
antiferromagnetic Mott insulators [262]. Indeed, upon surface electron doping, ARPES
and STS measurements reveal the emergence of an electronic state with surface Fermi arc
states and pseudogap-behaviour [265, 266], thus reproducing key aspects of the hole-doped
cuprate phase diagram. However, finding superconductivity in Sr2IrO4, which one might
expect based on this analogy to the cuprates, remains an open and challenging task [262].
7.4 Spin model for basal planes in Sr2IrO4
We now discuss a spin Hamiltonian for the Jeff = 1/2 moments in Sr2IrO4 which emerges
as a natural low-energy model of the full spin-orbit coupled Hubbard model of Sr2IrO4
in the Mott limit. As argued in Sec. 1.1, interactions between the local moments (which
are the low-energy effective degrees of freedom in the Mott insulator) emerge from the
superexchange mechanism, corresponding to the virtual hopping of an electron between
two Ir d-orbitals. An inspection of the geometry of the system in Fig. 7.2 reveals that the
most direct hopping paths are in-plane and occur via an intermediate oxygen p-orbital. It
can thus be expected that intra-layer interactions between the effective local moments are
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strongly dominant over any inter-layer interactions, so that it appears justified to focus on
a single IrO2 layer to model the most dominant interactions.
7.4.1 Symmetry analysis
While the effective spin-model can in principle be derived in the strong-U perturbation
theory t  U from the Hubbard model with spin-orbit coupling and containing the full
orbital structure of the system [59, 267, 268], we here take a different approach by making
use of symmetry-analysis to write down the most general spin Hamiltonian that respects
the lattice symmetries of a single IrO2 plane. The Jeff = 1/2-moments are arranged on a
square lattice. We emphasize that, due to the staggered octahedral rotation, the system
does, however, not have the symmetry group of the square lattice and the unit cell contains
two sites. We thus take the point group of a single basal plane to be generated by the
following operations, where we denote the spin operators for the effective local moments in
the global frame by ~S:
(i) Inversion I which maps (x, y) → (−x,−y) in real space and k → −k in momentum
space.
(ii) A fourfold lattice rotation about the normal z-axis, Cz4 . Note that due to spin-orbit
coupling, Cz4 also acts non-trivially on the spin operators, with C
z
4 : (S
x, Sy, Sz) →
(Sy,−Sx, Sz).
(iii) Horizontal mirror symmetry, acting trivially on the site index and on the spin opera-
tors as σz : (S
x, Sy, Sz)→ (−Sx,−Sy, Sz).
(iv) A screw axis operation along the x axis, corresponding to a lattice translation x →
















where the summation of α, β = x, y, z is implicit, and Jαβij denotes a tensor containing all
couplings, which are not yet restricted by symmetry. Demanding the invariance of H under
the symmetry operations outlined in (i)-(iv) then yields the equilibrium spin Hamiltonian
in the global frame as
H = H0 +HδΓ, (7.5)
where H0 in the global frame contains XY-exchange and an out-of-plane Ising interaction





















i+µ +Dẑ · ~Si × ~Si+µ
]
, (7.6)










7.4 Spin model for basal planes in Sr2IrO4
This spin Hamiltonian for Sr2IrO4 has first been introduced by Jackeli and Khaliullin [59]
and also emerges in systematic numerical studies [268]. Note that in particular the DMI,
which in general only exists on bonds without inversion center, is a direct result of the
doubling of the unit cell due to the staggered rotation of the octahedra. As has been
pointed out by Jackeli and Khaliullin [59], one may gauge away the DMI terms in H by
defining spin operators in a local frame ~Si which is related to the global frame through a
staggered rotation,
~Si =
 cos θ −(−1)i sin θ 0(−1)i sin θ cos θ 0
0 0 1
 ~Si (7.8)
where we define (−1)i = ±1 for i ∈ A,B sublattices. Demanding the absence of the DMI
in H0 is tantamount to choosing the angle θ such that tan θ = −D/Jxy. In the local frame,



















2 and δ is a dimensionless anisotropy parameter related to Jz via
δ = 1 − Jz/J . In the local frame, H0 thus corresponds to an XXZ model with a U(1)
symmetry of spin rotations about the z-axis. Considering HΓ, we find that using (7.8)










i+µ − sin θ cos θSyi Sxi+µ − sin2 θSyi Syi+µ (7.10a)
Syi S
y
i+µ = − sin2 θSxi Sxi+µ + cos θ sin θSxi Syi+µ − cos θ sin θSyi Sxi+µ + cos2 θSyi Syi+µ, (7.10b)
which are easily seen to break the continuous U(1) in-plane spin rotation symmetry and
thus define an in-plane anisotropy potential for the ordering of the effective local moments,
which however respects the Cz4 symmetry of combined spin and lattice rotations.
Comparing the excitation spectrum of H0 (see also the subsequent subsection) with the
magnetic excitations probed by resonant inelastic x-ray scattering (RIXS) [269] as well as
numerical cluster exact diagonalization approaches for the three-orbital Hubbard model
[268] consistently give an antiferromagnetic Heisenberg coupling of J ' 60 meV and an
easy-plane anisotropy of δ ' 0.05, which is seen to arise from a tetragonal distortion of the
oxygen octahedra [59].
While numerical results give a finite pseudo-dipolar coupling δΓ ' 9 meV, experiments
rather point to a very small twofold in-plane anisotropy for the moment ordering, which
will be further discussed in Subsec. 7.4.3, which breaks the Cz4 rotation symmetry. Given
that δΓ J and similarly the two-fold in-plane anisotropy is weak compared to the Heisen-
berg exchange, we henceforth neglect the pseudo-dipolar couplings and we take H0 as the
equilibrium model for now. Corrections to the low-energy physics due to the in-plane
anisotropy will then be discussed in Subsec. 7.5.3.
7.4.2 Classical ground state and linear spin-wave theory
Recalling that H0 in the local frame defines an XXZ model with an easy-plane anisotropy
on the square lattice of Ir atoms, it is easy to see that the classical ground state is given
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by in-plane collinear Néel order, with the ordering wavevector Q = (π, π)T . We emphasize
that in the global frame, as a consequence of reverting (7.8), the effective local moments are
canted, thus each IrO2 basal plane has a small in-plane ferromagnetic moment [59]. Note
that the direction of this moment is directly related to the in-plane ordering axis, which
spontaneously breaks the U(1) symmetry of in-plane spin rotations.
Excitations on top of this classical ordered ground state are given by magnons, i.e. quantized
spin waves, and can be conveniently studied using a large-S framework, where the spins are
expanded as a series of bosonic operators which can be organized in powers of 1/S, such
that the limit S →∞ recovers the classical ground state, while decreasing S increases the
relevance of quantum fluctuations. For (semi-)classically ordered systems in the absence
of frustration it is a good approximation to terminate the expansion such that the bosonic
quasiparticles are non-interacting, which is commonly referred to as linear spin-wave theory
(LSWT). For further conceptual and technical details on spin-wave theory, we refer the
reader to Appendix B.
To make progress, we formally parametrize the classical ordered state (in the local frame)





where the specific value of φ arises from spontaneous symmetry breaking and is thus kept
as a free parameter in our analysis. For the LSWT, we wish to use the Holstein-Primakoff
(HP) expansion [cf. Eqs. (B.1)-(B.3)] and thus transform to a local reference frame (primed
coordinates) in which the local collinear Néel order corresponds to a ferromagnetic config-
uration by letting
~Si =
 0 −(−1)i sinφ (−1)i cosφ0 (−1)i cosφ (−1)i sinφ
−1 0 0
 ~S′i, (7.12)





−S′yi S′yj − S′zi S′zj + (1− δ)S′xi S′xj
]
. (7.13)
Notably, the Hamiltonian does not depend on the choice of φ, corresponding to the in-plane
U(1) spin rotation symmetry. Using the Holstein-Primakoff expansion then yields to zeroth
order the classical ground state energy H(0)eq ∼ S2, and to first order the LSWT Hamiltonian






































where we have transformed to momentum space and introduced the function γ(q) = cos qx+
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cos qy.
3 Applying a Bogoliubov transformation (ak, a
†
−k) = Λk(αk, α
†
−k)









diagonalizes the LSWT Hamiltonian if we choose ϑk such that
tanh 2ϑk = −
(2− δ) γ(k)
4− δγ(k) . (7.16)
The Hamiltonian is then written in terms of the magnon creation and annihilation operators









(γ(q)− 2) (−2− (1− δ)γ(q)). (7.18)
We here point out that the momentum space summation in (7.17) extends over the full
Brillouin zone of the square lattice, given by (−π, π)× (−π, π) and thus appears to retain
the elementary translational symmetry of the square lattice, while the magnetic order (as
well as the microscopic model due to staggered octahedral rotation) doubled the unit cell
in real space. Note that the apparent full translational symmetry of H(2)0 is the result of the
collinear Néel order being invariant under a combined translation and 180◦-in-plane spin
rotation symmetry.4 In the approach taken here, the fact that the unit cell in real space is
doubled will lead to momenta being conserved only up to the magnetic ordering wavevector
Q = (π, π)T .
At δ = 0, we observe that the spectrum contains two gapless points with linear dispersion,
at wavevectors Q0 = (0, 0)
T and Q = (π, π)T , while for any δ > 0 the dispersion at Q is
gapped, with Q0 remaining gapless. We remark that the Hamiltonian at δ = 0 has the
full SU(2) spin rotation symmetry which is broken to an in-plane U(1) symmetry for any
finite δ > 0. We thus conclude that at δ = 0, the Q-magnon corresponds to a Goldstone
mode associated with out-of-plane rotations of the spins which becomes gapped in the
XXZ model, while the Q0-magnon is the Goldstone mode associated with the spontaneous
breaking of the in-plane spin rotation symmetry which persists at finite δ > 0. A plot of
the spectrum ε(q)/JS over the full Brillouin zone as well as a cut through the spectrum
along high-symmetry lines for δ = 0.1 is shown in Fig. 7.3.
Above considerations show that, for sufficiently large δ > 0, the low-energy degrees of
freedom of the system are given by the easy-plane degrees of freedom with small momenta,
and thus the hydrodynamic response of the system will be governed by the Q0-magnon. In
our LSWT treatment of H0, this magnon emerges as a gapless Goldstone mode due to the
in-plane U(1) symmetry, however as already noted in Subsec. 7.4.1, there is (numerical and)
experimental evidence for the presence of a small in-plane anisotropy which would violate
the in-plane U(1) symmetry and thus gap out the Q0-Goldstone mode.
3We note that, considering an expansion beyond LSWT, that terms with an odd number of bosonic oper-
ators vanish as a result of the collinear Néel order.
4 Equivalently, we may define a two-band model on only the magnetic Brillouin zone, where H(2)eq then
corresponds to “unfolding” one of the magnon bands.
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Q = (π, π)
Figure 7.3: Spectrum for the easy-plane antiferromagnet on the square lattice obtained in
linear spin-wave theory (LSWT), showing a gapless Goldstone mode at q = 0,
corresponding to in-plane rotations of the ordering axis. Note that the gap
at Q = (π, π) is due to the finite out-of-plane anisotropy δ = 0.1. (a) Cut
through the dispersion along high-symmetry lines in the Brillouin zone. (b)
Brillouin zone of the square lattice with the dispersion color-coded. The nesting
of maxima max εq = 4JS with wavevector Q = (π, π) is clearly visible.
7.4.3 Mechanism for in-plane anisotropy
We briefly review experimental results and a recently proposed mechanism for the in-plane
anisotropy. The in-plane anisotropy is directly visible in temperature-dependent measure-
ments of the magnetization upon the application of an in-plane magnetic field which shows
an order parameter-like behaviour for fields along the [100] axis, while markedly deviat-
ing from this behaviour for fields along the [110] axis. Similarly, the saturation field for
the field-dependent magnetization is found to be significantly higher for the [110] field,
H
[110]
S ' 0.5 T > H [100]S ' 0.22 T [270]. In addition, point-contact measurements of the
magnetoresistance of Sr2IrO4 show a strong dependence on the direction of the applied
in-plane magnetic field was found, with a twofold symmetry pattern above moderately high
field strengths (above ∼ 60 meV), indicative of a uniaxial anisotropy in spin space [271].
In a recent theoretical work, a pseudo-Jahn-Taller effect, giving rise to a coupling between
the effective local moments and lattice deformations, was proposed as the origin of the in-
plane easy-axis anisotropy [272]. Neglecting spin-orbit coupling, the tetragonal distortion
of the oxygen octahedra splits the t2g manifold into the xy orbital and the two degenerate
yz and xz orbitals. This degeneracy can be further split by orthorhombic lattice distortions
of xy and x2 − y2 symmetry by the Jahn-Teller effect, such that in a scenario without SOC
the Jahn-Teller interaction for Sr2IrO4 couples lattice distortions with the electronic orbital
quadrupolar moments. In the presence of SOC, orbital angular momentum is, however,
no longer a good quantum number, such that the Jahn-Teller effect then couples lattice
distortions to the pseudospin degrees of freedom of the respective xy and x2−y2 symmetries.
For Jeff = 1/2 moments, the lowest-order bilinears of these quadrupolar symmetry are
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j − Syi Syj [272].
Employing a mean-field type treatment for the orthorhombic lattice distortions, the authors
of Ref. [272] then find that this pseudo-spin lattice coupling favours the effective local
moments aligning at an angle of π/4 to the x bonds of the effective square lattice of Ir
moments, as depicted in Fig. Fig. 7.2(b).
Choosing a local frame (i.e. a value of φ in (7.11)) such that the Néel ordering axis coincides
with the x-axis of the reference frame, the anisotropy potential derived from the pseudospin-






j − Syi Syj (7.19)
with Γ > 0 and leads to ordering along the x-axis in the local frame. Note that Γ  J
is expected to be small compared to the exchange coupling, and we will further discuss
experimentally obtained estimates for Γ in Sr2IrO4 in Sec. 7.8.
As a consequence of Γ J , the influence of the in-plane easy-axis anisotropy on the spin-
wave spectrum (7.18) is very weak, so that for any finite momenta q 6= 0 the (formally
gapless) dispersion ω(q) obtained in LSWT appears to be a good approximation to the
magnon dispersion in Sr2IrO4. Crucially however, the finite in-plane anisotropy gaps out
the Goldstone mode at q = 0, with an experimentally observed gap of ω0 ' 2 meV [273,
274, 272, 270]. This implies that the low-energy mode, which will govern the hydrodynamic
response of the system on long time scales, can be modelled as a harmonic oscillator with
a finite frequency ω0. In order to gain a more physical intuition, we recall that this mode
corresponds to in-plane rotations of the effective local moments about the ordering axis.
Assuming that the in-plane rotations of the local moments are small and vary only slowly
compared to length scales of the lattice spacing, we may introduce continuum fields u(x)





where the angular momentum Poisson brackets {Sy, Sz} = Sx imply that m and u are
conjugate variables with {u(x),m(x)} = S. It is seen from (7.20) that the variable u
corresponds to an in-plane angle (phase) degree of freedom, while m parametrizes the out-
of-plane magnetization which can be understood as the angular momentum conjugate to
the phase. Using (7.12) and that S′x =
√
S/2(a+a†), S′y = i
√
S/2(a†−a) to leading order


















It is straightforward to verify that the bosonic statistics of a, a† imply that [u,m] = iS as
expected for conjugate variables. Note that the identification (7.21) means that finite u and
m generally parametrize a coherent magnon state.
At small magnon energies, we may take u(xi) ≡ u and m(xi) ≡ m to be spatially uniform.
Since for finite Γ > 0 the Q0-magnon is gapped, we then expect the coherent variables u











where χ−1 is a moment of inertia, given by the inverse susceptibility, and κ is a torsion
constant proportional to Γ (for an explicit derivation of (7.22) we refer the reader to Sub-
sec. 7.5.3). We have also included phenomenological damping terms with the respective
timescales τu and τm. These equations of motion (7.22) govern the low-energy dynamics of
Sr2IrO4 in equilibrium.
We reiterate that in our treatment, due to the small Γ as argued above, we take the magnon
dispersion at q = 0 to be gapped only at the level of the semi-classical low-energy descrip-
tion (7.22). In contrast, the “high-energy” Hamiltonian H0 studied in LSWT retains the






Figure 7.4: Excitation mechanism for the q = 0 magnon: During the pump of duration tp,
the electric field of the laser induces an effective field which drives the magne-
tization out of equilibrium. After the pump, the magnon evolves according the
equilibrium equation of motions, with the initial conditions set by the pump
pulse.
Applying a laser pulse as a pump beam takes the system out of equilibrium, such that the
equations of motion for u and m are modified. Focussing on the low-energy dynamics, for










where hu and hm are time-dependent driving terms which are finite during the pump. We
note that hm may be viewed as an effective Zeeman-field. After the pump beam is switched
off, the driving fields vanish hm = hu ≡ 0, and thus the dynamics of the system is again
governed by the equilibrium equations of motion. Crucially, continuity demands that the
initial conditions for the post-pump dynamics are set by the values of u(t+p ) and m(t
+
p ) at
the end of the pump duration: This is the mechanism how the laser ultimately excites the
q = 0 magnon, as visualized in Fig. 7.4.
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The derivation of the driving fields hu and hm from a microscopic model of the magnons
interacting with the electric field of the laser is the main objective of the present study. To
this end, we employ a strategy which is reminiscent of renormalization-group techniques:
During the pump, magnons on all energy scales will interact with the electric field, which can
be formulated in a (time-dependent) many-body path integral. To find the effective response
of the low-energy degrees of freedom, we then integrate out “fast” modes at high momenta
and energies, which will induce effective interactions between the low-energy degrees of
freedom and the electric field. We emphasize that this approach relies on the presence of
(cubic) interactions among the magnons which couple the magnons at different frequencies
and momenta and thus allow the mixing of “fast” and “slow” degrees of freedom. A non-
interacting theory with the electric field only coupling to a bilinear of magnons is seen not
to generate new terms at low energies.
7.5.1 Coupling to the electric field: Symmetry analysis
To proceed, we first determine the “bare” coupling of the electrical field of the laser pulse
to the magnons on all energy scales. In principle, one may determine the coupling of
electric field ~E and spins by noting that the interaction may in general be written as
HE = −~P · ~E, where ~P is the polarization, the matrix elements of which can be computed
from a microscopic multi-orbital Hubbard model, then projected into the half-filled subspace
and rewritten using spin operators [248, 275]. Here, spin-orbit coupling appears as a crucial
ingredient for obtaining a spin-dependent polarization operator ~P , while we note that also
spin-lattice interactions may induce a coupling of electric and magnetic degrees of freedom
[276].
Instead of a microscopic derivation, we follow a symmetry-based approach which allows us
to write down the most general interaction between the electric field and spins which is
linear in ~E and compatible with the symmetries (i)-(iv) outlined in Subsec. 7.4.1. To this
end, we first note that under time reversal T : ~E → ~E, but ~S→ −~S, such that the electric
field needs to couple to at least a bilinear of spin operators. Assuming that the electric field












with an implicit summation over α, β, γ. Note that for the pump-probe setup considered in
this study, the pump beam is normal to the IrO2 planes and thus the out-of-plane component
of the electrical field is taken to vanish, Ez ≡ 0. The coupling constants gαβγi,µ can then be









































+ g5 (Ey ẑ · Si × Si+x − Ex ẑ · Si × Si+y)
}
, (7.25)
where g1, . . . , g5 denote coupling constants which are unconstrained by symmetry and de-
pend on the microscopic details and electronic structure of the system. We thus take these
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couplings as free parameters for now, and further comment on specific values applicable to
Sr2IrO4 in Subsec. 7.8.2.
In order to study the interaction of the laser electric field with magnons, we wish to rewrite
HE in terms of bosonic modes using the spin-wave expansion introduced in Subsec. 7.4.2.
To this end, we first transform to the reference frame which adopts the staggered octa-
hedral rotation using (7.8), transform to primed coordinates by (7.12), and then apply
the Holstein-Primakoff expansion (B.1)-(B.3). These transformations may be carried out
straightforwardly using a computer algebra system such as Mathematica; however, due to
the lengthy nature of the occurring expressions we define certain occurring functions only





T such that the
Hamiltonian in the spin-wave expansion (up to order
√























where Q = (π, π) denotes the AF ordering wavevector. Note that, as mentioned earlier,
the interactions in HE generally conserve momenta only up to Q. We have absorbed the
S-scaling into the vertex functions with Φ1 ∼ S
√
S, Φ2 ∼ S and Φ3 ∼
√
S. These vertex
functions depend on the microscopic details of the system, and in particular on the angle θ
which parametrizes the staggered rotation of the octahedra, as well as the angle φ for the
rotation from the global frame of (7.25) to the local frame in which the spins point in the
ẑ-direction. Expressions for these vertex functions can be obtained by carrying out these
transformations explicitly, but are not given here for brevity. Nevertheless it is useful to
note that symmetric exchange statistics of the bosonic operators as well as the hermiticity
of the Hamiltonian demand that
Φ1,A,µα (k)






∗ = Φ2,A,µ−α2,−α1(k −A) (7.27c)
Φ3,A,µα1,α2,α3(k1, k2, k3) = (k1, α1)↔ (k2, α2)↔ (k3, α3) (7.27d)
Φ3,A,µα1,α2,α3(k1, k2, k3)
∗ = Φ3,A,µ−α1,−α2,−α3(−k1,−k2,−k3), (7.27e)
where A = 0, Q. We note that momentum conservation (up to Q) in (7.26) further demands
that the linear vertex is only finite for momenta k = 0, Q,
Φ1,A,µα (k) = δA,kΦ
1,A,µ
α . (7.28)
The explicit evaluation of the vertex functions as described above further reveal that
Φ1,0,µα (k) = Φ
2,0,µ
α1,α2
(k) ≡ 0 and Φ2,Q,µα1,α2(0) = Φ2,Q,µα1,α2(Q) = 0, (7.29)
where the latter identity follows from the fact that the A = Q vertices follow from in-
teractions with alternating signs in (7.25) and thus cannnot have a (spatially uniform)
q = 0-component.
While the laser pump beam is switched on, the time evolution of the system is governed by
the Hamiltonian H = H0 +HE. The coupling of the magnons to the electric field described
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by HE constitutes a perturbation to the free (quadratic) magnon Hamiltonian H0. We
now seek to find a free low-energy action for the equilibrium dynamics of the system, and
then compute modifications to this low-energy action during the pump by perturbatively
integrating out high-energy modes. Note that H0 being quadratic implies that the low-
energy action in equilibrium is directly given by the small-momentum contributions to
H0.
7.5.2 Keldysh path integral
The perturbative integrating out of high-energy modes is conveniently done in a path-
integral framework, akin to standard renormalization-group calculations [277]. In this con-
text, we note that the standard construction of a many-body Feynman path integral for
some free Hamiltonian H = H0 +H′ with an interacting perturbation H′ crucially relies on
the assumption that the interaction V may be switched on and off adiabatically, such that
the ground state of the system at t = +∞ can be identified (up to a global phase) with
ground state at t = −∞. Time-ordered expectation values (such as correlation functions)
can then be computed with respect to the free (non-interacting) ground state of H0. This
assumption generally does not hold in a non-equilibrium setting, and time-dependent per-
turbations H′ = H′(t) generally violate the adiabatic theorem, unless the perturbation is
slow compared to the internal time scale of the perturbed system [278, 279]. Pump-probe
setups generally constitute non-equilibrium problems. In particular, the electric field of
the laser pulse Eµ = Eµ(t) in HE is strongly oscillatory,5 so that the usage of equilibrium
many-body path integral methods is not justified. Instead, we formulate the problem in
terms of a Keldysh path integral, in which the fields are time-evolved along a contour from
t = −∞ to t = +∞ (which we refer to as the “+”-contour) and back from t = +∞ to
t = −∞ (“−”-contour). This formulation thus avoids the reference to the system’s state at
t = +∞ (which is not a ground state of the non-interacting system due to the non-adiabatic
time evolution). The time-evolution along the folded contour (with two branches) can be
understood as time-evolving the density matrix (as a rank-2 tensor) of the system according
to the full Lindblad master equation of the system, rather than time-evolving a single state
(represented by a vector, a rank-1 tensor) according to the Schrödinger equation [280].
Denoting bosonic fields on the forward and backward branches of the contour by a+ and
a−, respectively, the Keldysh path integral can then be written as
Z =
∫
D[a+, a−] eiS[a+,a−], (7.30)
where the action S follows from a given Hamiltonian H for the a-fields as
S =
∫
dt {ā+i∂ta+ − ā−i∂ta− −H[ā+, a+] +H[ā−, a−]} . (7.31)
For practical purposes, it is often convenient to perform a Keldysh rotation to “classical”




(a+ + a−) and aq =
1√
2
(a+ − a−) . (7.32)
5The energy ε0 ∼ 120 meV of the driving light sets a time scale τ ∼ 1/ε0 ∼ 0.04 ps which is much faster
than the internal response time scale of the system given by the inverse gap 1/ω0 ∼ 2ps.
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The naming of the classical and quantum components is due to the fact that the classical
fields (in contrast to the quantum fields) can acquire a finite expectation value 〈ac〉 6= 0. It
can be shown on general grounds that for purely classical fields, i.e. aq = 0, the Keldysh
action vanishes [279, 280]
S[ac, aq = 0] = 0, (7.33)
which ensures the normalization of the Keldysh partition function Z = 1, tantamount to
probability conservation in a Master equation formalism, ∂t Tr ρ = 0.
The equations of motion for the classical and quantum fields acl,q emerge upon functional
differentiation of the action with respect to the conjugate variables, δS/δāc = 0 and
δS/δāq = 0. The identity (7.33) here implies that the first saddle-point equation is al-








The Keldysh framework also allows us to straightforwardly obtain the dynamics of the
low-energy fields u and m in equilibrium, i.e. when the perturbation is absent, yielding
Eq (7.22). Recalling that these fields (for the in-plane q = 0-mode) vary slowly in real space,
we gradient-expand the HP boson operators in (7.14a) to 0th order, i.e. take ai+µ = ai with














where in the second equality we have used the identification (7.21) upon passing to the









j where we have transformed (7.19) to primed coordinates using (7.12). Rewriting the
spin operators using the Holstein-Primakoff expansion to order S and gradient-expanding












The last term in the brackets can be directly written in terms of the phase variable u(x)
using (7.21), while for the first term we note that 2Sa†a = m2 + u2 + i [u,m]. Since
the commutator of the conjugate phase and magnetization variables just gives a constant
contribution, we can thus write for the anisotropy potential in the continuum limit
H(2)Γ ≈ 2Γ
∫
d2xm(x)2 + 2u(x)2. (7.37)
In order to transduce these two low-energy Hamiltonians for the low-energy continuum
fields into the Keldysh framework, we introduce m± and u± on the two respective contours,
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which are related to the bosonic fields a± via (7.21), and perform a subsequent Keldysh







[L0 + LΓ] , (7.38)
where the low-energy Lagrangian density for the equilibrium XXZ model reads




with the inverse susceptibility given by 1/χ0 = 4(2 − δ)JS, and the in-plane easy-axis
anisotropy leads to the Lagrangian
LΓ = −4ΓSmcmq − 8ΓSucuq. (7.40)
We note that if the anisotropy is absent with Γ = 0, varying the action with respect
to uq → uq + δuq immediately yields ∂tmc = 0, i.e. the out-of-plane magnetization is a
conserved quantity as a result of the in-plane U(1) spin rotation symmetry as expected
for the XXZ model. Now considering the case of a finite anisotropy, applying the saddle-
point equations to S gives the “bare” contribution (in the sense that these are just the
small-momentum contributions of the non-interacting magnon action) to the equilibrium
equations of motion in (7.22) where 1/χ = 1/χ0 + 4ΓS is a renormalized susceptibility and
κ = 8ΓS defines a torsion constant. We thus find that for finite Γ > 0, the magnetization
does not constitute a conserved quantity anymore, and the mode low-energy mode at q = 0
thus becomes gapped. The dynamics of this mode are described by equations of motion for
u,m in (7.22).







and correspond to effective fluctuation-induced terms arising from magnon-magnon interac-
tions, in contrast to L0 and LΓ which follow directly as the small-momentum contributions
to the bare Hamiltonian. Note that, at any finite temperature T > 0, the equations of
motion (7.22) formally need to be supplemented with stochastic noise terms to fulfil the
fluctuation-dissipation theorem (FDT). However, we emphasize that we have focussed on
the T → 0 limit: We recall that we have taken the q = 0 magnon to be gapped only in
our low-energy action due to Γ being small, while we have taken the full spin model of the
system to be given by the XXZ model. Here, the very notion of magnetic order with spon-
taneous breaking of the in-plane U(1) symmetry is no longer justified at finite temperatures
due to the Mermin-Wagner theorem. Consequently, we neglect any stochastic noise terms
in the EOM as the FDT becomes trivial at T → 0.
We thus find that the low-energy dynamics in equilibrium are given by the Lagrangian
Leq = L0 + LΓ + Lτ , leading to the EOM (7.22). The eigenmodes of the equations of
motion, which constitute a linear system of differential equations, are easily found through
diagonalizing the associated dynamical matrix, yielding
λ± = −(γm + γu)± i
√
ω20 − (γm − γu)2, (7.42)
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where we define 2γu,m = 1/τu,m. The eigenfrequency of the undamped (i.e. γu = γm = 0)
system, corresponding to a free harmonic oscillator, is thus given by ω20 = κ/χ ' 8
√
ΓJ ,
which is the energy of the gapped Q0 = 0-magnon. Finite relaxation time scales τu, τm <∞
are seen to cause relaxation of m and u. It is interesting to note that conventional Brownian
motion corresponds to the case of finite τm < ∞ but the absence of damping terms for u,
i.e. γu → 0 [281]. From (7.42) we deduce that a finite γu leads to faster relaxation dynamics,
but counteracts the frequency renormalization due to γm. As we are primarily concerned
with the magnetization m as the quantity which is observed using MOKE in the pump-
probe set-up introduced in Sec. 7.1, we find it convenient to work with a single equation of
motion for m. Any finite τu < ∞ spoils the separation of the EOM into a single second-
order differential equation for m. We thus follow a more heuristic approach by working
with the equation of motion
∂2tm+ 2γ∂tm+ ω
2
0m = 0, (7.43)
which we have obtained from (7.22) for γu = 0, subsequently replacing γm by an averaged
relaxation constant 2γ = τ̄−1 = τ−1u +τ
−1
m which yields the same damping as the full system
of EOM via Re[λ±]. Having solved (7.43), we can then afterwards renormalize the system’s
eigenfrequency to ω̄ =
√
ω20 − (γm − γu)2 in order to account for the additional frequency
renormalization due to a finite γu > 0.
7.5.4 Driven low-energy dynamics
As argued earlier, an active pump beam takes the system out of equilibrium. Considering
the low-energy modes of the system, the effect of the perturbing electric field may generally
be modelled as driving terms in the equations of motion, as given in (7.23). These driving
terms follow from a contribution Leff to the full low-energy Lagrangian L = Leq + Leff ,
written as
Leff = hmmq + huuq. (7.44)
These terms for the low-energy modes follow from perturbatively integrating out high-
energy modes which interact with the electric field, giving rise to an effective coupling
between the slow modes m and u and some effective (induced) fields hu and hm which
depend on the electric fields. Before actually computing these fields from a microscopic
model (see Sec. 7.6), we first wish to explore the effect of finite hu and hm on the dynamics
of the magnetization as described by the equation of motion (7.43). To this end, we note
that the presence of the driving terms in (7.23) modify the second-order differential equation
for the magnetization as
∂2tm+ 2γ∂tm+ ω
2
0m = κhm + ∂thu. (7.45)
In order to solve this differential equation, we first note that, in equilibrium there is no net
out-of-plane magnetization, m = ∂tm = 0, such that the solution to the homogenous EOM
is trivially m = 0. Seeking now particular solutions for the EOM in the presence of the
two source terms, we first note that the differential equation as well as the inhomogeneity
is linear and we can thus consider particular solutions for finite hm and hu separately. It is
convenient to employ a Green’s function-based approach which immediately provides the
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magnetization m(t) for any temporal profile of the driving field. We recall the Green’s
function for a damped harmonic oscillator is given by







ω2 + 2iγω − ω20
. (7.46)













having partially integrated once under the assumption that the induced field vanishes at
t = ±∞. We now consider the (somewhat idealized) scenario that the perturbing electrical
field can be switched on and off instantaneously, and that the induced fields take constant
values h̄u,m during the pump duration. This is justified because we expect the induced fields
to be low-energy variables of approximately zero frequency, as also obtained in previous
works on the IFE as discussed in Sec. 7.2. We derive microscopic expressions for these
fields in Sec. 7.6. A pulse starting at t = 0 and of duration tp hence leads to a temporal
profile of the induced fields
hm,u(t) = h̄m,u (Θ(t)−Θ(t− tp)) . (7.49)
Given this parametrization of the time-dependence of the effective fields, we are now in a




ω̄ − e−γt(γ sin ω̄t+ ω̄ cos ω̄t)
ω̄ (γ2 + ω̄2)
− Θ(t− tp)
ω̄ − e−γ(t−tp)(γ sin ω̄(t− tp) + ω̄ cos ω̄(t− tp))












ω20 − γ2. It is easily seen that the use of the Green’s function to integrate the
equation of motion automatically has guaranteed the continuity of mm(t) and mu(t) when
the pump is being switched on and off, respectively. Further, it is also straightforward to
verify that for times t > tp, i.e. after the pump, the particular solutions mm(t) and mu(t)
fulfil the free (equilibrium) equation of motion (7.43), with the initial conditions for the
free time evolution set by demanding continuity upon switching off the pulse at t = tp, as
visualized in Fig. 7.4. To obtain explicit expressions for these initial conditions, we evaluate
mm(t) and mu(t) directly after the pulse, i.e. at t
+
p = tp+0
+ where 0+ denotes a infinitesimal
(positive) time interval. This yields
mm(t
+
p ) = κh̄m
e−γtp (ω̄eγtp − γ sin(tpω̄)− ω̄ cos(tpω̄))
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and similarly driving with hu sets the initial conditions as
mu(t
+






p ) = −h̄u
e−γtp (ω̄eγtp + γ sin ω̄tp − ω̄ cos ω̄tp)
ω̄
. (7.53b)
We note that the problem at hand involves three different time scales, set by the pump
duration tp, the inverse oscillator energy ω̄
−1 and the damping constant γ−1. As tp is (in
principle) experimentally tuneable, we discuss three natural regimes defined by the hierarchy
of these timescales.
Ultrafast regime, tp  ω̄−1, γ−1. In the ultrafast limit, the pulse duration is short against
all other timescales. Expanding to linear order in tp, we obtain
mm(t
+
p ) ' 0 and ∂tmm(t+p ) ' h̄mκtp (7.54)
and in an analogous manner for driving with the hu-field
mu(t
+
p ) ' h̄utp and ∂tmu(t+p ) ' 0. (7.55)
These expressions reveal that in the ultrafast regime the hm-field acts as a kick to the
magnetization, providing an initial velocity for the free motion of m after the pulse. In
contrast, the hu-field is seen to set an initial amplitude for the subsequent oscillation
and relaxation to equilibrium.
Weak damping, tp  γ−1 If the damping of the magnon is sufficiently weak, there is a
regime where the pulse duration tp ∼ ω̄−1 is on the order of the oscillation period but
fast compared to the intrinsic relaxation time. The initial conditions set by the pulse
are then straightforwardly obtained from Eqs. (7.52a)-(7.53b) by letting e±γtp → 1. It
can be seen that each field contributes both to setting initial amplitude and velocity
of m(t).
Long pulses, tp  ω̄−1, γ−1. It is further interesting to consider the limit where the pulse
duration is longer than all intrinsic time scales of the system. In this limit, we obtain








p ) ' 0 (7.56)
and conversely for the hu field
mu(t
+
p ) ' 0 and ∂tmu(t+p ) ' −h̄u. (7.57)
Comparing with the ultrafast regime, we thus find that hu and hm exchange roles:
Now hm sets the initial amplitude for the subsequent equilibrium dynamics, while
hu constitutes an impulse which determines the initial velocity of the magnetization.
This may be understood by noting that for long pump durations the field hm acts as
a constant force as per (7.45) and mm relaxes during the pump duration to a shifted
equilibrium value, which then is the initial condition for the equilibrium motion.
On the other hand, only the time derivative of hu is of relevance for the motion
of the magnetization – and thus only upon (discontinuously) switching the field off
again there is a finite contribution to the equations of motion, which acts as a δ-kick
considering the identity ∂tΘ(t) = δ(t) (which is justified in a distributional sense).
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With three distinct regimes of pulse durations identified, we note that for the pump-probe
set-up considered in this study the ultrafast regime is of particular relevance as argued in
Sec. 7.1, and will thus be the subject of discussion in the remainder of this chapter. We
re-iterate that, in this regime, the field hm, which couples to the out-of-plane magnetization
in the effective action Leff , determines the initial velocity of the magnetization dynamics
after the pump pulse, while the field hu for the in-plane phase sets the initial amplitude.
Having elucidated how these driving terms influence the dynamics of the low-energy mode,
we now turn to the derivation of explicit microscopic expressions of hu,m from the micro-
scopic model H = H0 +HE for magnons which are coupled to the electric field of the pump
beam as perturbation to the equilibrium dynamics.
7.6 Derivation of the induced fields
We compute the induced fields hu and hm which describe the effect of the electric field on
the low-energy modes by defining a path integral for both high- and low-energy modes,
which follows directly from H0 +HE. We then integrate out “fast modes”, i.e. those with
high energies and large momenta. This leads to an effective low-energy action in the form
of Seff (7.44).
7.6.1 Perturbation theory
To this end, we transduce the free Hamiltonian H0 and the interacting perturbation HE
into Keldysh actions. For the quadratic equilibrium action, it is convenient to directly work
with the mode operators αq, α
†
q for which the Hamiltonian is diagonal, (7.17). Using the





















where we have used the inverse of the Green’s functions
Gσ,σ
′




with σ, σ′ ∈ {c, q}. The cq and qc Green’s functions can be shown to be identical to the
retarded and advanced Green’s functions of the field [279], and the cc-component defines
the so-called Keldysh Green’s function which contains information about the occupation
of the modes of the system [280]. For any system in equilibirum, the retarded/advanced








which is a reincarnation of the fluctuation-dissipation theorem (FDT).
Since the αq are bosonic eigenmodes ofH0, the Gσ,σ
′
q are here simply given by harmonic oscil-








(ω) and give the Green’s functions in the frequency domain,
Gcck (ω) ≡ GKk (ω) = −2πiδ(ω − εk) (2n(ω) + 1) (7.61a)
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ω − εk + iη
(7.61b)




ω − εk − iη
(7.61c)
Gqqk (ω) ≡ 0, (7.61d)
with η > 0 denoting a small positive convergence factor. The free action S0 already contains
the dynamical terms of the magnon fields. The interacting part of the Keldysh action thus





















































The full action of the system in the presence of the perturbing electric field is thus given by
S = S0 +SE. We now wish to separate the fields into slow and fast variables, ψ = ψ< +ψ>.
In practice, we find it convenient to work with a momentum space cutoff λ. The low-energy
modes u and m introduced in Subsec. 7.5.3 parametrize the 0-momentum mode (which is
formally gapless in the LSWT framework, where we do not include the small anisotropy
Γ > 0), such that we are ultimately interested in the limit λ → 0. The non-interacting
action S0 is quadratic in the fields and thus directly splits into two separate fast and slow
components,
S0 = S<0 + S>0 . (7.64)
In contrast, the perturbing action SE contains interactions among the fields, and thus above
separation into fast and slow modes leads to interactions between fast and slow modes
which mix momenta. In order to integrate out the high-energy magnons perturbatively,
we expand the weight eiSE in the exponential of the Keldysh path integral and perform a
path-integral averaging over the fast modes which yields an effective action for the slow
modes. Proceeding as in Appendix A, but in real time, then yields the effective action to
quadratic order in the perturbation











0 /Z>0 denotes the path-integral expectation value of some oper-
ator O with respect to the high-energy part of the free magnon interaction. For the further
derivation it is convenient to write the effective low-energy action using the ψ-spinors (at
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Figure 7.5: The effective action, in which a single magnon mode ψα is coupled to the cor-
responding induced field hα which is quadratic in the electric field, can be rep-
resented diagrammatically by an effective vertex between a slow magnon (mo-
mentum q ' 0, dashed lines) and two electric fields (zero momentum wavy
lines). The effective vertex is obtained by integrating out “fast” magnon modes
(large energy and momenta), represented by internal lines. The arrows denote
the respective momenta, assigned on grounds of momentum conservation. Note
that the tree-level diagram vanishes identically, such that the effective fields to
lowest non-trivial order are given by the loop diagram. The letters “c” and “q”
denote classical and quantum modes in the Keldysh formalism.
where the fields hα are related to hu and hm in (7.44) via
hu = i
√
2S (h2 − h1) and hm =
√
2S (h1 + h2) . (7.67)
The process of integrating high-energy modes to generate effective fields which couple lin-
early to the low-energy modes u and m may be represented diagrammatically, where we
denote slow fields by a dashed line, fast modes with a solid line and the external electrical
field by a wavy line. The fact that we wish to integrate out fast modes, seeking a coupling
between electric field and slow modes then means that solid lines should occur as internal
lines to be integrated over, while the slow modes and the electric field appear as external








has generally a frequency Ω > 0 which is large compared to the energy of the low-energy
mode. We therefore expect the induced fields hu,m as low-energy variables to be proportional
to the 0th-harmonics of the field (which does not carry energy), hu,m ∼ Eµ(Ω)Ēν(Ω) + h.c.,
where we have left the precise tensorial structure unspecified for now (and we henceforth
drop the frequency dependence of Eµ for notational brevity). This means that we neglect
first-order contributions in Eq. (7.65), and thus seek diagrams as contributions the effective
action which correspond to an effective vertex between a slow dashed line and two wavy
electrical-field lines obtained by averaging over internal lines. We find that the two contri-
butions to this effective coupling are given by a tree-level diagram and a loop diagram, as
shown in Fig. 7.5.
A moment’s thought reveals that the tree level diagram gives an exactly vanishing contri-
bution: Momentum conservation at the linear electric field-magnon vertex implies that the
internal propagator carries momentum Q [because Φ1,0,µ = 0 as noted in Eq. (7.29)] and mo-
mentum conservation up to Q at the quadratic vertex gives that the external slow magnon
mode is indeed a q = 0-mode. However the quadratic vertex Φ2,Q,µ(Q) = 0 vanishes identi-
cally for a transfer momentum of Q according to Eq. (7.29) and thus the tree-level diagram
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does not contribute. We argue that even in the presence of a finite vertex, the diagram is
strongly suppressed as energy conservation yields that the internal line has frequency Ω,
which in general is large compared to the magnon energy εQ, which is only finite due to
the presence of the out-of-plane anisotropy, and thus the intermediate magnon is strongly
off-shell.6 The vanishing (or strong suppression) of the tree-level diagram can also under-
stood by considering the fact that the tree-level diagram is only constructed from linear
and quadratic magnon vertices. As rationalized earlier, these do not contain interactions
and therefore do not mix energies/momenta, and generally do not induce new interactions
in perturbative renormalization-group calculations. We hence conclude that the only dia-
gram giving rise to induced fields at quadratic order in the electric field is the loop diagram
shown in Fig. 7.5. Here we note that, as indicated, the slow mode being “quantum” as in
(7.66) together with the vanishing of the quantum-quantum Green’s function (7.61d) fixes
a unique assignment of quantum and classical modes in the diagram, and hence only the
second term in the parenthesis of Eq. (7.63) contributes to the diagram.
7.6.2 Evaluation of loop diagram











−q) is a spinor of the eigenmodes of H(2)eq . This allows us to use the harmonic
oscillator Green’s functions (7.61a)-(7.61d) for the internal lines. For ease of notation,
we absorb the Bogoliubov rotation in the definition of new vertex functions (using the
summation convention)
Φ̂2,A,µβ1,β2 (k) = Λβ1,α1(k)Λβ2,α2(A− k)Φ2,A,µα1,α2(k) (7.69a)
Φ̃3,A,µα1,α2,α3(k1, k2, k3) = Λα2,β2(k2)Λα3,β3(k3)Φ
3,A,µ
α1,β2,β3
(k1, k2, k3), (7.69b)
where we assume that α1 in the second equation couples to a slow mode. We may then per-
form the contractions that contribute to the connected diagrams in Seff (7.65) at quadratic




















(t− t′, Q− k)
}
. (7.70)
Here we have introduced the spinor-Green’s function Gabαβ,k(t− t′) which may be re-written
in terms of the Keldysh Green’s functions (7.61a)-(7.61d) as








where a, b ∈ {q, c}. We expand the electrical field as in (7.68) and after Fourier-transforming
the Green’s functions G(ω) =
∫
dteiωtG(t) we can then write the effective action in the
6In particular in the limit δ → 0, the internal line is seen to become a slow mode, contradicting the
requirement of internal lines being fast modes to be integrated out.
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Φ̂2,Q,νβ1,β2 (−k)Φ̃3,Q,µα1,α2,α3(0, k,Q− k)
×
([
ψqα(0, 0) EµĒνGccα2β1(ω, k)G
cq
α3β2




ψqα(2Ω, 0) EµEνGccα2β1(ω, k)G
cq
α3β2




It is easily seen that the terms in the first bracket lead to the desired loop diagram as shown
in Fig. 7.5 with the external leg being a zero-energy mode, while the second bracket contains
terms which do not contribute to the low-energy effective action since the external quantum
leg at energy 2Ω (by energy conservation) is no longer a low-energy mode. We therefore
focus on the first bracket. The convolution of the Green’s functions can be done analytically,
noting that the Gαβ are only finite when α 6= β as per (7.71). Assigning the spinor indices
1→ +, 2→ −, it is easy to see that there are four non-trivial convolutions which correspond
to the four independent solutions to α2 = −β1 = +,− and α3 = −β2 = +,−. An explicit




Gcc−β,β(ω, k)Gcq−β′,β′(Ω− ω,Q− k) = iβ′
2nB(εk)
Ω + βεk + β′εQ−k + iη
, (7.73)
where η > 0 is again an infinitesimal convergence factor. From the action in real time (7.70)
we see that the different choices for β and β′ correspond to particle-particle (hole-hole) and
particle-hole bubble diagrams. Inserting (7.73) in the first bracket of (7.72) and comparing













Φ̂2,Q,νβ,β′ (0,−k)Φ̃3,Q,µα,−β,−β′(0, k,Q− k)
Ω + βεk + β′εQ−k + iη




where we have used that 2nB(εk) → 0 in the zero-temperature limit T = 0 which is of
relevance for this study.
To make progress in evaluating (7.74), we use the Dirac identity to rewrite the denominator
of (7.74) as
1
Ω + βεk + β′εQ−k + iη
= −iπδ (Ω + βεk + β′εQ−k) + P
1
Ω + βεk + β′εQ−k
, (7.75)
where P denotes the principal value of the momentum space integral. It hence becomes
apparent that we can separate between contributions to the induced fields which are pro-
portional to the δ-distribution and thus energy-conserving (which we dub “resonant”) in
the sense that the energy of the electric field exactly matches the energy of a two-particle
excitation, and energy-non-conserving contributions (proportional to the principal value
integral) which correspond to virtual transitions.
For the explicit evaluation of the fields, we will focus on contributions with β = β′ = −1 in
the first summand in (7.74) and β = β′ = +1 in the second summand – these contributions
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correspond to the electric field exciting a pair of magnons, which can be seen to be the most
dominant process by phase space arguments.7
7.6.3 Analytical momentum integration in the continuum limit
While the momentum-space integral in (7.74) can in general not be done analytically due
to the complexity of the vertex functions and the dispersion εk, it is instructive to first
consider the continuum limit of (7.74) which allows us to disentangle various contributions
hα depending on the field bilinears EµĒν+h.c. and the magnetoelectrical couplings g1, . . . , g5.
The precise numerical values and especially the dependence of the induced fields on the
driving frequency Ω however can only obtained in a numerical evaluation of (7.74), as
discussed in the following subsection.
For more details on the evaluation of the momentum-space integral in the continuum ap-
proximation and the resulting analytical expressions, we refer the reader to Appendix F.
We here give concise expressions which summarize the results of Appendix F and highlight
how both resonant and off-resonant terms depend on the electric field bilinears as well as the
dependence on microscopic parameters. The field which is conjugate to the phase degree of
freedom u can be written in the form
hu = N linu,Λ(g, J,Ω, δ, 2φ, 2θ; ExĒx − EyĒy; ExĒy + EyĒx)
+ (4g21 − (g2 − g3)2) sin 4φN intu,Λ(J,Ω, δ) E · Ē
+ g1(g2 − g3)Ru(J,Ω, δ) iE × Ē , (7.76)
while we find for the field conjugate to the out-of-plane magnetization m
hm = Rlinm (g, J,Ω, δ, 2φ, 2θ; ExĒx − EyĒy, ExĒy + EyĒx)
+ (4g21 − (g2 − g3)2) sin 4φRint(J,Ω, δ) E · Ē
+ g1(g2 − g3)Nm,Λ(J,Ω, δ) iE × Ē . (7.77)
Here N and R denote functions/prefactors which result from the principal-value integral
and the energy-conserving δ-distribution, respectively, and the superscript “lin” denotes a
dependence on field bilinears which are only finite for linearly polarized light (we will hence-
forth denote these bilinears as the “linear intensity”), while “int” indicates a proportionality





only finite when the electric field is circularly polarized and can thus be referred to as the
“chiral intensity” of the field. We have also used the shorthand g = {gigj} \ {g24, g4g5, g25} in
Eqs. (7.76) and (7.77) in order to denote a set of occurring products of coupling constants.
With a more exhaustive analysis of these expressions for the induced fields presented in
Sec. 7.7, we observe as a preliminary result that the dependence on the chiral intensity,
which is experimentally observed (see Sec. 7.1), is maximized if one takes the coupling
constants
± g1 = g2 = −g3. (7.78)
Note that for this particular choice of couplings, the dependence on the total intensity E · Ē
drops out from hu and hm.
7To this end, we note that processes which have β = −β′ vanish as one tunes the out-of-plane anisotropy
δ → 0 (as then εk = εQ−k), and thus are less relevant at small δ. Further it is clear for β = β′ = +1 in
the first summand that there are only virtual contributions because of Ω, εk > 0, which will be strongly
suppressed in the principal value integral, and conversely for the second term.
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u,m as a function of the pump beam frequency
Ω/JS for the couplings gi = 1 except g3 = −1, separated into resonant (“R”)
and non-resonant contributions (“NR”) evaluated for different polarizations.
Polarization reversal ER ↔ EL is seen to lead to a sign change in the fields, and
thereby in the initial conditions for the magnetization oscillations, consistent
with the inverse Faraday effect. The strong enhancement of the fields at Ω =
8JS is due to the van-Hove singularity in the two-magnon density of states.
7.6.4 Numerical evaluation of effective fields
Since the analytical results obtained using the continuum approximation for the momentum
space integrals in the previous subsection depend on the UV cutoff Λ and thus do not allow
for a quantitative analysis of the fields hu, hm, we also evaluate (7.74) numerically. We
employ a momentum space discretization of 200 × 200 points and rewrite Eq. (7.75) as
1
Ω− εk − εQ−k + iη
= −i η
(Ω− εk − εQ−k)2 + η2
+
Ω− εk − εQ−k
(Ω− εk − εQ−k)2 + η2
, (7.79)
where the (Lorentzian) first term in the limit η → 0 gives rise to δ-function in the Dirac
identity, while the second term gives the integrand for the PV integral. This allows us
to separate between resonant and off-resonant contributions to the fields hα when working
with a finite regularization η, where we choose η = 0.03.8 In the numerical evaluation, we
take φ = π/4 and θ = 11◦ motivated by experiment (see also Sec. 7.4). In order to maximize
the influence of the chiral intensity on the induced fields, we first consider the particular
choice couplings (7.78) and compute the fields as a function of the dimensionless driving
frequency Ω/JS. The resulting fields are shown in Fig. 7.6, where the respective curves
8We have checked the consistency of our results for varying momentum-space discretizations and regular-
izations.
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Figure 7.7: Dependence of the induced fields on the ordering axis angle φ for three distinct
sets of couplings and driving frequency Ω = 4JS. The chosen sets of couplings
activate different terms in the induced fields in Eqs. (7.76) and (7.77) which
have distinct signatures in the φ dependence (e.g. the total intensity oscillates
with 4φ) and behave differently upon polarization reversal.
show the induced fields for the polarization basis vectors EX = (1, 0)T and EY = (0, 1)T for
linearly polarized light and EL/R = (1,±i)/
√
2 for circularly polarized light.
As visible from Eq. (7.76) and (7.77), the induced fields depend in a non-trivial manner
on the in-plane ordering axis angle φ, with different terms leading to a higher harmonic
dependence (e.g. the total intensity oscillates with 4φ). In order to elucidate this φ-
dependence of various terms, we compute the induced fields for a fixed driving frequency
Ω = 4JS as a function of φ for three different sets of couplings chosen such that different
terms in (7.76) and (7.77) are activated or vanish. The results are shown in Fig. 7.7 and
further discussed in Subsec. 7.7.1.
7.7 Analysis of induced fields
Before analysing the induced fields hu,m using the analytic forms as well as numerical re-
sults, it is worthwhile to elaborate on the physical mechanism which allows for the creation
of a coherent (low-energy) magnon upon irradiating the antiferromagnetically ordered sys-
tem with light below the optical gap of this system. For this purpose, it is instructive to
inspect the bubble diagram in Fig. 7.5. Taking time to flow from left to right, we note that
an incoming photon9 excites a coherent pair of two high-energy magnons, which form the
9Note that we refer to the electrical field in terms of photons for convenience, however we emphasize that
in our treatment we treat the electric field of the pump beam as classical, i.e. unquantized.
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Figure 7.8: Initial conditions derived for the ultrafast regime. The initial conditions for the
magnetization amplitude and its initial velocity can be set by an appropriate
choice of the light’s polarization and the driving frequency.
internal bubble in the diagram. Note that the magnon pair-creation may either be dissipa-
tive (resonant contribution), or the two magnons are virtual, for which energy conservation
need not hold (this corresponds to the off-resonant contributions to the fields). The two
high-energy magnons then recombine to a photon and the low-energy magnon by means of
the cubic (interacting) vertex, which allows for the mixing of momenta and thus eventually
allows for an effective coupling between the low-energy magnon and the electric field at
quadratic order, as derived in the previous section.
An immediate feature of the schematic forms of the induced fields as given in Eqs. (7.76) and
(7.77) is that (neglecting the contribution due to the total intensity for now, see also below)
upon driving with linearly or circularly polarized light, either the resonant or non-resonant
contributions to the induced fields hu and hm are activated.
7.7.1 Polarization and angular dependence
Comparing off-resonant contributions to hm and the resonant contribution to hu which
are activated by circularly polarized light in Fig. 7.6, we note that in particular in the
regime Ω 8JS the non-resonant contribution dominates, while as Ω→ 8JS, the resonant
terms become more important and eventually dominates over hNR. It is thus natural to
define two regimes for the driving frequency either being resonant or off-resonant. As a
result, we conclude that the choice of the driving frequency regime together with the choice
of the electric field’s polarization (linear vs. circular) in principle allows to individually
activate either hu or hm. Therefore, assuming a pump in the ultrafast regime, one can
selectively either set the initial magnetization or its inital velocity by Eqs. (7.54) and (7.55),
respectively. An overview over the different regimes and polarizations and the resulting
initial conditions is given in Fig. 7.8.
Further focussing on driving with circularly polarized light due to the experimental rele-
vance, it is instructive to rewrite the chiral intensity in a circularly polarized basis with
ER/L = (Ex ± iEy)/
√
2 as
iE × Ē = ERĒR − ELĒL. (7.80)
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It is thus easily visible that switching the helicity of the driving electric field ER ↔ EL
inverts the sign of the resonant and off-resonant contributions in hu and hm, respectively.
The proportionality of the induced fields to the chiral intensity and the resulting phase
shift of π in the time-dependent upon helicity switching corresponds precisely to the inverse
Faraday effect as introduced in Sec. 7.2.
The exact antisymmetry of hRu and h
NR
m upon helicity switching is in general spoilt by
those terms in the induced fields (7.76) and (7.77) which are proportional to the total
intensity of the driving light. In this context we note that these total-intensity terms show
a 4φ-dependence on the in-plane ordering axis angle, while contributions which involve the
chiral intensity are found to be independent of φ. Moreover we notice that terms which are
proportional to the linear intensities in general oscillate 2φ. Since the prefactors of these
contributions involve different couplings (more precise, to quadratic forms constructed from
g1, . . . , g5), the φ-dependence of the fields thus allows one to draw certain conclusions about
the magnetoelectrical couplings g1, . . . , g5. This is visualized in Fig. 7.7, where we plot the
φ-dependence of the fields for three sets of coupling constants:
1. The set g = {1, 1,−1, 3, 3} maximizes the fields’ dependence on the chiral intensity
and thus the inverse Faraday effect. Moreover, this combination of coupling constants
leads to a vanishing prefactor of the total intensity, such that for any g4 6= g5 and
using linearly polarized light leads to a 2φ dependence in the induced fields. Rotating
the electric field’s polarization by π/2, i.e. Ex → Ey leads to the inversion of hu,m due
to the proportionality to ExĒx − EyĒy.
2. For g = {2, 1,−1, 0, 0} and linearly polarized light, we find that the fields show only a
4φ dependence and no variation upon polarization rotation. This indicates that only
terms proportional to the total intensity E · Ē contribute to the induced fields.
3. In the case of g = {2.0, 1.5,−0.5, 0, 0} and circularly polarized light, we find that the
non-resonant contribution to hm shows no dependence on φ [as expected from (7.77)]
and changes sign upon pump helicity switching, while the non-resonant contribution
to hu oscillates with 4φ and is invariant under switching, and thus is proportional to
the total intensity, as confirmed by inspection of (7.76).
We further comment that in the particular case of g1 = g2 = −g3 ≡ g (and g4 = g5 = 0), we
find thatHE in the local frame of the staggered octahedra does not depend on the staggering
angle θ as may be easily verified by using (7.8) in (7.25). Subsequently performing the
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we note that for this particularly symmetric choice of couplings the perturbing Hamiltonian
HE can be made independent of φ by defining a rotated electric field with E′x = Ex cos 2φ−
Ey sin 2φ and E
′
y = Ex sin 2φ + Ey cos 2φ, i.e. instead of rotating to the spin ordering axis,
we may instead rotate the electric field’s polarization vector. Since the chiral intensity is
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invariant under in-plane rotations of ~E, we deduce that the terms proportional to the chiral
intensity in the induced fields in hu and hm for this particular set of couplings must not
depend on the angle φ. We stress that for more general sets of coupling constants, this
analysis does not apply anymore, and different choices of φ (the Néel ordering axis angle)
cannot be compensated by rotations of the electric field polarization. However one observes
that the terms proportional to g2 and g3 in (7.25) have a very similar structure and thus
are likely of a related microscopic origin, and it hence appears likely that the two couplings
g2 and g3 are on the same order of magnitude, |g2| ∼ |g3|. We further comment on the
microscopic origin of the magnetoelectric couplings and provide numerical estimates based
on the exact diagonalization of an Ir-O-Ir dimer in Subsec. 7.8.2.
Importantly, for the particular case of Sr2IrO4 we recall (cf. Subsec. 7.4.3) that the Pseudo-
Jahn-Teller-effect induces an in-plane easy axis anisotropy which favours the spins (in the
staggered octahedral reference frame) to order at an angle φ = π/4 with respect to the
x-axis. Since sin(4π/4) = 0, the dependence on the total intensity in the induced fields
hu (7.76) and hm (7.77) vanishes. This has two major consequences: First, it is indeed
possible to individually induce hu or hm by the choice of polarization and driving regime,
as summarized in Fig. 7.8. Second, the absence of total intensity terms implies that the
induced fields indeed have the symmetries of the linear and circular electric field bilinears.
For instance, the fields are found to be antisymmetric under e.g. rotating the polarization
Ex ↔ Ey or switching the pump helicity ER ↔ EL.
We stress that in contrast to previous approaches to the inverse Faraday effect (cf. Sec. 7.2),
our results predict in general a dependence on all possible 0th-harmonic electric-field bilin-
ears. It is instructive to compare our results with the microscopic treatment of Ref. [260],
where the effect of driving a quantum-mechanical few-level (paramagnetic) system in the
off-resonant limit was considered in time-dependent second-order perturbation theory. The
authors observe that the Zeeman-type field which leads to a splitting of the ground-state
manifold is proportional to the chiral intensity. There are further terms which are pro-
portional to the total intensity as well as linear intensity, however, these terms alone do
not give rise to a finite magnetization [260]. The fact that both linearly and circularly
polarized light can induce effective fields (and thus exciting a coherent magnon mode) can
be understood as a consequence of considering a magnetically ordered state in this study
with magnons as collective excitations and coupled dynamics of the u and m variables. The
coupled dynamics of u and m then implies that exciting either leads to a finite out-of-plane
magnetization.
7.7.2 Two-magnon spectral features
The definition of resonant and off-resonant regimes for driving relies on the dependence of
the induced fields on the driving frequency Ω as shown in Fig. 7.6. It is clearly visible that
the resonant contribution is strongly peaked near Ωc = 8JS and vanishes identically for any
Ω & Ωc, while the resonant contribution undergoes a sign change near Ωc. Noting that the
diagram which leads to the induced fields (7.74) involves a two-magnon bubble, we compute





δ(ω − εq−k − εk), (7.82)
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Figure 7.9: Two-magnon density of states (7.82) (color-coded) as a function of frequency
ω and net momentum q along high-symmetry lines in momentum space, where
q = Q is of interest for the induced fields, and two-magnon density of states
at D2(Q). The sharp blue line corresponds to the single-magnon dispersion εq.
Note the presence of two peaks at Ω = 8JS = 2×max εk due to nesting of the
magnon band maxima.
with the result shown, along with the single-magnon dispersion, in Fig. 7.9. Note that we
will be eventually interested in the case of q = Q = (π, π)T as this corresponds to the net
momentum of the magnon bubble as visible from the loop diagram in Fig. 7.5. We find that
D2(ω, q) is strongly peaked at ω = Ωc for q = 0 as well as q = Q. Considering the single-
particle dispersion, it is easily visible that Ωc corresponds to twice the single-magnon band
maximum ωmax = 4JS. Since the band maxima are nested (with nesting wavevector Q)
in the Brillouin zone, one expects a van-Hove-type singularity already in the single-particle
density of states. The peak D2(Ωc, q = 0) thus results from the superposing the peaks in the
single-particle density of states, and similarly at q = Q, where we note that εk → εQ−k as
δ → 0. We thus conclude that the strong enhancement of the induced fields near Ω = 8JS
is directly related to the divergence of the 2DOS due to the nesting of the single-magnon
band maxima at 4JS at wavevector Q. While the non-trivial momentum dependence of
the vertex functions in the expression for the induced fields hu,m (7.74) does not allow for
a direct mapping between the induced fields and the two-magnon spectral function, our
results show that in principle mapping out the amplitude of the magnetization oscillations
[which is directly determined by the induced fields, cf. Eqs. (7.54) and (7.55)] as a function
of driving frequency Ω qualitatively probes the two-magnon density of states. Perhaps more
importantly and of experimental relevance, this observation allows one to identify certain
driving frequencies at which the coherent excitation of magnons is particularly pronounced
as maxima in the 2DOS.
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7.8 Applications to experiment
Having developed a theory for the interaction between the electric field of an ultrafast laser
pulse with magnons in an easy-plane antiferromagnet (with the specific example of Sr2IrO4)
in mind, we now turn to key implications for experiments on Sr2IrO4 and further comment
on microscopic parameters, in particular the magneto-electrical couplings g1, . . . , g5 which
we have left unspecified so far.
7.8.1 Predictions for experiment
Our microscopic approach to the inverse Faraday effect and its generalization for linearly
polarized light allows us to make several key predictions for pump-probe experiments in
Sr2IrO4. To this end, we first note that the nearest-neighbor Heisenberg coupling among
the Jeff = 1/2 local moments in Sr2IrO4 is given by J1 ' 60 meV, and the in-plane anisotropy
by δ ' 0.05 [282]. It should be noted that in general our linear-spin wave results will receive
corrections at further orders in 1/S. However, for this (in the octahedral frame) collinearly
ordered system quantum fluctuations can be expected to remain reasonably small so that
LSWT provides a good first approximation to the magnon spectrum in Sr2IrO4.
As has been pointed out theoretically [272] and verified in recent experiments [270], lattice
deformations lead to a pseudo-Jahn-Teller effect (as also discussed in Subsec. 7.4.3) which
fixes the in-plane Néel ordering axis at an angle of φ '= π/4 to the x̂-axis of the lattice.
Choosing a reference frame which is aligned the spin-ordering axis, the anisotropy potential
is given by HΓ in Eq. (7.19) with Γ ' 3µeV estimated from the experimental measured
spin-wave gap of ∼ 2 meV.
Mode energetics
Focussing on the system in equilibrium, i.e. with hm = hu = 0, the discussion in Subsec. 7.5.3
reveals that the low-energy (hydrodynamic) mode in the antiferromagnetically ordered state
in Sr2IrO4 corresponds to small in-plane spin rotations of the ordering axis which couple
due to a finite Γ > 0 to the out-of-plane magnetization. The frequency of these oscillations




ΓJ [272]. As we have shown in the previous
subsection, irradiating Sr2IrO4 with an ultrafast laser beam will lead to the excitation of
k = 0-magnon. The excitation of this mode results in out-of-plane magnetization oscillations
with frequency ω0 ' 2 meV, which can subsequently be probed using e.g. the magneto-
optical Kerr effect. We note that ω0 is an order of magnitude smaller than the out-of-plane
gap ∆ ' 40 meV [270].
Polarization dependence
Focussing on ultrafast pulses, we recall from Eqs. (7.54) and (7.55) that the induced field
hu determines the initial amplitude for the relaxation (and oscillation) dynamics of the
magnetization m, and hm sets the initial amplitude. In the non-resonant regime, i.e. for
driving frequencies well below 8JS, we have found that hm is induced by circularly polarized
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light, while hu is only finite when linearly polarized light is used. Considering the magnetic
order in Sr2IrO4, we further note that we do not expect terms which are proportional to
the total intensity E · Ē to give a finite effect, since sin 4φ = 0 for the ordering axis angle
of φ = π/4, and thus total intensity terms in (7.76) and (7.77) vanish. Staying in the
non-resonant regime, we thus predict that switching between linearly and polarized light
(and thus inducing hm instead of hu) will result in a phase shift of π/2 in the time-resolved
magnetization m(t) measurements, since we expect hm to give rise to sine-like oscillations
and hu results in a cosine-like behaviour of m(t). These results regarding a π/2 phase
difference when exciting a mode through linearly or circularly polarized light are consistent
with the experimental study and phenomenological analysis by Satoh et al. for NiO [257].
Driving frequency dependence
A major benefit of our microscopic derivation of the driving terms which are active for the
pump duration and take the k = 0-mode out of equilibrium is the possibility to elucidate the
IFE dependence on the pump frequency Ω. As demonstrated in Sec. 7.7, the Ω-dependence
of the induced fields effectively traces the two-magnon density density of states (2DOS),
with pronounced features near the singularity at Ω = 8JS. Since the induced fields directly
determine the amplitude and phase of magnetization oscillations, mapping out the ampli-
tude of m(t) as a function of the driving frequency can thus lead to valuable insight into
the excitation spectrum and its dynamics in Sr2IrO4. Conversely, the tight relationship of
the induced fields to the 2DOS can also be used in experiments to maximize the amplitude
of the out-of-plane magnetization oscillations by tuning Ω to pronounced features in the
2DOS.
7.8.2 Magnetoelectrical couplings
The induced fields hu and hm crucially depend on the magnetoelectric couplings g1, . . . , g5




it is seen that these magnetoelectric couplings are contained in the definition of an (effec-
tive) spin-dependent polarization ~P = ~P ({S}). This opens up an avenue for (in principle)
determining the magnetoelectrical couplings from microscopic considerations: Computing
the matrix elements of ~P from the full electronic Hubbard model for Sr2IrO4 and then
projecting down to the half-filled subspace (in which the spin operators are the effective
degrees of freedom), we can rewrite ~P in terms of spin operators and finally read off the
couplings g1, . . . , g5. This computation of a spin-dependent polarization has been pioneered
in Ref. [248], and was recently applied to the particular case of 4d and 5d spin-orbit Mott
insulators by Bolens [275, 283]. For technical details regarding the calculation of the cou-
plings, we refer the reader to Ref. [283] and Appendix C in our Ref. [252]. Following the
procedure outlined above, we obtain the magnetoelectric couplings as
g = e a0 × {−8.0× 10−4, 0.071, 0.053, 0.097,−0.089} (7.83)
where e the elementary charge and a0 the Bohr radius. It should be noted that these
results depend sensitively on polarization integrals over the electronic orbitals which have
been approximated using hydrogen-like wavefunctions, which is expected to be a very crude
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approximation, especially considering the very spread-out nature of the d5 orbitals. In
order to compare the energy scale of the interaction of the electric field with spins in HE,
we estimate an electric field strength of | ~E| ' 30 mV/a0, assuming a typical pump fluence
of 0.5 mJ/cm2 and an experimentally feasible pump duration of 10 fs [284]. Taken together,
we conclude that one can attribute an effective energy scale of ∼ 1 meV to the spin-spin
interactions (for a normalized classical field ~E) in HE, which is a magnitude smaller than
the exchange interaction J . We finally mention that the particular dependence of the
induce fields on the combination of electric field polarization, driving energy, microscopic
parameters and the magnetoelectric couplings might also be able to yield further insight
into the couplings g1, . . . , g5, as all further dependencies are in principle known or can be
determined using other experimental methods. In this context, it may be of interest to
relate further studies on these couplings to the giant magnetoelectric effect observed in
Sr2IrO4 [285, 275].
7.9 Discussion and outlook
In the study presented in this chapter, we have considered pump-probe experiments in
which an ultrafast subgap laser pulse coherently excites low-energy magnons. We have
developed a full quantum-mechanical theory for the interaction between the electric field
and magnons in the spin-orbit coupled Mott insulator Sr2IrO4. Integrating out high-energy
magnons in a Keldysh framework, we have derived induced fields which act as source terms
in the equation of motion of the low-energy in-plane mode which couples to the out-of-plane
magnetization. Solving these equations of motion for the pump-probe-protocol considered,
we find that these source terms act to supply the initial conditions for the subsequent
oscillation and relaxation of the magnetization, which can be probed in a time-resolved
manner using a probe beam to measure Kerr rotation.
Importantly, our framework allows us to make several key predictions for experiment which
are not available in phenomenological treatments, most notably we can elucidate the ef-
fect’s dependence on the driving frequency and predict a strong enhancement for driving
frequencies the maximum in the two-magnon density of states. We further predict that also
linearly polarized light may be used to excite magnetization oscillations, since the in-plane
phase and the magnetization are coupled as a result of a finite (but small) in-plane easy-axis
anisotropy.
While we have focussed on Sr2IrO4 as a paradigmatic antiferromagnetic Mott insulator
which is particularly attractive due to the small spin-wave gap while maintaining a large
magnon bandwidth, we expect the framework laid out here to be applicable for further
antiferromagnets, including systems for which the optical generation of magnons has been
demonstrated previously [258, 256, 257].
There are several avenues for future research. While we have focussed on the effect at T = 0,
it is straightforward to experimentally map out the effect’s temperature dependence. The
Keldysh framework applied here naturally extends to finite temperatures, however we note
that the Holstein-Primakoff spin-wave expansion will become unreliable at finite T > 0 as
a result of Mermin-Wagner divergences, and one would need to resort to modified spin-
wave/Schwinger-Boson approaches which take into account the temperature dependence of
the magnetic order itself [286].
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Further, we note that magnon-magnon interactions in non-collinear magnets are present
already at cubic order in the spin-wave Hamiltonian, as e.g. for the 120◦ Néel order on the
triangular lattice. Considering an expansion of the form Fig. 7.5, these anharmonicities may
give rise to further diagrams contributing to the effective fields and may lead to enhanced
IFE-type effects.
A third avenue for future studies is motivated by the recent interest in topologically non-
trivial magnon band structures [287]. These magnon bands can give rise to Hall effects and
edge modes (note however that the bosonic character of the system prevents any quantiza-
tion, in contrast to the fermionic analogue). Since the magnon bands at low temperatures
generically become depopulated, the optical excitation of coherent modes directly into the
topological non-trivial bands may lead to enhancement of these effects at low tempera-
tures.
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In this thesis we have studied phases in quantum magnets which are beyond Landau’s
paradigm, with a particular focus on the interplay of symmetry-broken and quantum-
disordered states of matter in quantum magnetism, and have further developed a quantum
theory for the excitation of long-wavelength magnons in a spin-orbit coupled antiferromag-
net. We have shown how coupling additional degrees of freedom to quantum-disordered
phases can give rise to exotic states of matter (Part I), and, conversely, how fluctuations
in symmetry-broken states give rise to frustrating interactions among additional degrees
of freedom (Part II). While long-wavelength collective modes in an antiferromagnet are
well-described within a hydrodynamic framework, which in itself are well-described in a
hydrodynamic framework, we demonstrated how the excitation process of these modes via
a subgap ultrafast laser pulse is an inherently quantum process which crucially depends on
interactions among the magnon quasiparticles (Part III).
8.1 Summary
In Part I of this thesis, we introduced Kitaev’s honeycomb spin liquid (see Chapter 2)
which is a rare example for a realistic and exactly solvable model for a Z2 quantum spin
liquid, with dispersing Majorana fermions hopping in the background of a static Z2 gauge
field. The exact solubility of the model in principle allows for controlled expansions (in
the weak-coupling limit) upon letting further degrees of freedom interact with the local mo-
ments which are in the spin-liquid phase. However, in general such a coupling (at arbitrary)
strength spoils the exact integrability of the Kitaev model. Progress can be made by em-
ploying a parton construction in which the spin operators are rewritten in terms of bosonic
or fermionic creation and annihilation operators, and subsequent mean-field decoupling of
the resulting particle-particle interaction terms. In Chapter 3 we have reviewed that for
systems with Kitaev interactions, parton constructions involving four Majorana fermions
are of particular use, as the resulting mean-field theory exactly reproduces the ground state,
demonstrated in Ref. [101], and static correlation functions, as we have shown. We have
provided a novel SO(4) Majorana fermion parton construction, which allowed for a natural
understanding of the SU(2) projective realization of symmetries in the Kitaev model.
Equipped with this framework, we have then studied the Kitaev Kondo lattice in Chapter 4,
where conduction electrons are coupled to local moments forming a Kitaev spin liquid
through a local Kondo coupling JK. We have mapped out quantitative phase diagrams for
various parameter regimes using Majorana mean-field theory. At small couplings JK/K,
a fractionalized Fermi liquid (FL∗) is realized, which is a stable non-Fermi liquid phase
in which conventional electronic quasiparticles coexist with fractionalized excitations. The
fact that FL∗ is realized at small couplings and adiabatically connected to the product
state of conduction band and spin liquid has allowed us to use perturbation theory on top
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of the exactly known ground state of the Kitaev model to further characterize FL∗. In the
opposite regime, if the Kondo coupling JK is large compared to the Kitaev interactions, the
internal structure of the Kitaev spin liquid is lost, and the local moments form singlets with
the conduction electrons, so that a Fermi liquid with strongly renormalized bands (“heavy”
quasiparticles) emerges. We have found that the transition between FL∗ and FL is masked
by a (confining) superconducting phase with nematic triplet pairing. Importantly, we have
argued that the pairing of conduction electrons is induced through Majorana fermions in
the Kitaev spin liquid (“Majorana glue”) and shown explicitly that the symmetry of the
superconducting state is intimately related to the symmetry properties of the Kitaev spin
liquid.
In Chapter 5, we have employed the Majorana mean-field theory to map out the phase dia-
grams of bilayer Kitaev models, which consist of two antiferromagnetically (of strength J⊥)
coupled Kitaev honeycomb models, also taking into account anisotropies of the intralayer
Kitaev interactions (parameter λ). We have introduced four different stackings which differ
in their symmetry properties, which has turned out to be crucial for the resulting phase
diagrams and phenomena. In the anisotropic limit (i.e. λ  1), two stackings (AA and
σAC) reduce to four-site plaquettes (involving two Kitaev and two Heisenberg dimers),
while two other stackings (AB and σ̄AC) in the anisotropic limit give rise to weakly cou-
pled one-dimensional chains comprised of alternating Kitaev and Heisenberg interactions.
In the first two stackings, we have found (for sufficiently small λ) a single transition between
the Kitaev spin liquid phase at J⊥  K and the trivial dimer paramagnet at J⊥  K. In
the AA stacking, a hidden Z2 symmetry allows for a duality mapping which has allowed us
to deduce that this transition is in the (2+1)d Ising universality class, while in the σAC
the transition is likely of first order. Further, we have argued that in the AA stacking
there may exist a novel “interlayer coherent” spin liquid phase with spontaneously broken
inversion symmetry. For the AB and σ̄AC stackings in the anisotropic limit λ→ 0, we have
found a mapping of the emergent Kitaev-Heisenberg chains to transverse-field Ising chains,
allowing us to locate a phase transition at J⊥ = K/2. The Ising phase in the effective model
corresponds to a twofold degenerate ground state per chain, which can thus be viewed as
a “macrospin”. In the σ̄AC stacking at finite λ, a coupling between these macrospins is
forbidden by symmetry, resulting in a classical spin liquid with subextensive ground state
degeneracy. In the AB stacking however, analysing the closing of the triplon dispersion in
the dimer paramagnet has revealed that a coupling of the macrospins eventually yields a
local-moment antiferromagnet.
Chapter 6, constituting Part II of this thesis, is concerned with the mechanism behind the
novel partially quantum-disordered phase (PD) on the stuffed honeycomb lattice Heisenberg
antiferromagnet, suggested by recent numerical studies. In this phase, there is collinear Néel
order on the spins on the honeycomb lattice, while the central spins at the center of each
hexagon are in a short-range correlated disordered phase. Utilizing the fact that PD per-
sists for small couplings between central spins and honeycomb spins, we have perturbatively
integrated out the “fast” fluctuations of the magnetic order in the honeycomb sublattice,
thereby generating an effective action for the central spins as low-energy degrees of free-
dom. Neglecting retardation effects, justified by the separation of scales, we ultimately
obtained an effective spin model for the central spins. The most dominant interactions in
this effective model were found to be a nearest-neighbor ferromagnetic xy coupling as well
as two competing Ising couplings between nearest and next-nearest neighbours. Classical
analysis and linear-spin wave theory revealed that the effective model is close to a critical
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point (masked by an incommensurate phase) between an in-plane ferromagnetic and an
out-of-plane stripe ordered ground state, which led us to conjecture that the disorder on
the central spins is driven by enhanced fluctuations near the transition. We have further
commented on more general features of PD and experimental implications. If the disor-
dered spins form a (topological) quantum spin liquid, the coexistence of symmetry-breaking
and topological order raises important questions about the robustness of presently available
notions of “topological order”, in similarity to FL∗ investigated in Part I.
Having investigated equilibrium phases of matter in the first two parts of this thesis, we turn
to non-equilibrium probes in magnetically ordered materials in Part III, Chapter 7. Here,
we have been inspired by recent pump-probe experiments to study the optical excitation
of magnons in Heisenberg-type antiferromagnets by ultrafast laser pulses. In the presence
of spin-orbit coupling, the electrical field of the laser may directly couple to the spins and
thus, intriguingly, light pulses below the optical gap can generate coherent magnons. While
the dynamics of these low-energy mangnons and equilibration of the system at long time
scales t  ~/J is well-described in a hydrodynamic framework with classical equations
of motion, the ultrafast excitation process necessitated a full quantum treatment. In our
study, we have focussed on the antiferromagnetic spin-orbit driven Mott insulator Sr2IrO4,
finding that the reduced space-group symmetry of the crystal allows for several channels
of couplings between the laser’s electric field and spin operator bilinears. We have then
perturbatively integrated out high-energy magnons in a real-time Keldysh path integral
framework, thus obtaining a low-energy effective action for the low-energy magnon, which
corresponds to the q = 0-mode of rotations about the in-plane ordering axis which couple
to the out-of-plane magnetization. This effective action contains two effective fields which
are induced by the perturbing light, and act to excite the low-energy mode, which can
be understood as a generalized “inverse Faraday effect”. Our formalism has allowed us to
elucidate the dependence of these fields on the polarization dependence, matching previous
experimental results, and further has revealed a tight link of these induced fields to the
two-magnon density of states (2DOS). This can be used to maximize the effect (by tuning
to maxima in the 2DOS), as well as opens up the possibility of using these pump-probe
experiments for two-magnon spectroscopy.
8.2 Outlook
It is the purpose of this section to comment on outstanding problems which arise from our
work, and to remark on directions for further research along the key themes of this thesis.
• We have found two examples for phases (FL∗, PD) where conventional degrees of freedom
may coexist with fractionalized excitations supported by a quantum-disordered subsys-
tem. It appears that some notion of “topological order”, which has been mainly developed
for and applied to gapped systems, is still applicable due to the very presence of superse-
lection sectors in the system, however additional (gapless) degrees of freedom spoil some
of the hallmark features of topological order, in particular the topological ground-state
degeneracy. To our knowledge, an undisputed and applicable definition of an ordering
paradigm (be it topological, or something else) applicable in these cases is still lacking and
present an interesting avenue for future research. Here, studies that focus on respective
(potentially universal) features of the entanglement entropy may be of particular aid.
213
8 Conclusion and outlook
• Given the availability of materials which realize strong Kitaev interactions, and may
even host a quantum spin liquid phase under certain conditions (e.g. upon applying an
external magnetic field), experimental realizations of the Kitaev Kondo lattice as well as
bilayer Kitaev models appear to be within reach. In particular RuCl3 can be exfoliated
[184, 185], and may be placed e.g. on a metallic substrate to engineer a Kitaev Kondo
lattice model. Since these Kitaev materials have further exchange interactions, it may
be of interest to amend the models of Part II with further Heisenberg and off-diagonal
(Γ) interactions and to map out resulting phase diagrams. In addition to the deconfined
phases, they can be expected to show a plethora of symmetry-broken orders with complex
ordering patterns.
• In the study of the AA stacking of the bilayer Kitaev model, our mean-field results suggest
the presence of a novel interlayer coherent spin liquid (FLUX) with spontaneously formed
π-flux among the layers. As this is – to our knowledge – the first suggested example of
spontaneous interlayer coherence in a spin liquid, it is desirable to study this phase and
its robustness beyond mean-field theory. This may be a hard problem due to the absence
of a small parameter, so that perturbative methods are inapplicable. Besides numerical
approaches (e.g. using density-matrix renormalization group methods), inspiration for
analytical approaches, such as coupled-wire constructions, may be drawn from studies of
interlayer-coherent quantum Hall phases [199, 200, 201].
• Having derived an effective model for the disordering mechanism of the central spins in
the stuffed honeycomb lattice, our analysis was restricted to (semi-)classical methods.
Here, a detailed numerical study of the fate of this frustrated S = 1/2 model on the
triangular lattice is called for, which may also provide insight about the precise nature of
the disordered component of the system. As the stuffed honeycomb Heisenberg antifer-
romagnet is the first example of a system exhibiting correlated partial disorder, finding
further examples for this novel phase of matter is of strong interest. This may eventu-
ally allow for the identification of general conditions on lattice geometry and interactions
under which PD is realized.
• We note that the framework developed for our study of the optical excitation of coherent
(low-energy) magnons is widely applicable to further systems. These include magnets
with more complex, non-collinear, ordering patterns as well as systems hosting topolog-
ical magnon bands (typically at higher energies). For these, it would be of particular
experimental interest to directly populate topologically non-trivial states using optical
methods.
The past three decades have seen notable theoretical progress in finding and understanding
of realistic models which host long-range entangled and possibly topological ground states.
Remarkably, recent experimental discoveries point to “quantum materials” which to some
approximation realize these models. Central questions now concern the properties of these
states of matter, and novel ways to probe and control their highly unconventional excita-
tions. Advancements in the engineering of heterostructures involving 2D magnetic systems
[288] further allow for new pathways to study the interplay between these unconventional
states of matter and additional degrees of freedom, such as conduction electrons. In this
context we note that a comprehensive understanding of the universal (topological) ordering
principles of the arising states of matter, often involving the presence of gapless degrees of
freedom, is still at large and thus constitutes a key goal for further investigation.
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8.2 Outlook
A largely unexplored field are non-equilibrium phenomena of systems with fractionalized
excitations, and possibly topological order. Driving with light may allow for new means of
control [243, 289], aid in stabilising new phases of matter [290, 291], and novel spectroscopic
probes could allow for further insight into fractionalized excitations [292, 293]. This field,








A Path integral methods
In euclidean time, we take the path integral of some system as
Z =
∫
D[X,Y ] e−S0[Y ]−Sint[X,Y ], (A.1)
where the action S0[X] is a functional only of the fields X, and S[X,Y ] is a functional of the
fields X and Y . An effective action for the fields X alone can be obtained by perturbatively














D[X] e−Seff , (A.3)
where Z0 =
∫
D[Y ] e−S0[Y ] denotes the partition function for the free Y fields, and the second
equality implicitly defines the effective action Seff . Above expansion is justified as long as
the energy scale of Sint, set in general by some coupling g, is small compared to the energy
scale of the action S0 for the Y fields. Introducing the corresponding expectation value of
an observable O which can depend on both X and Y ,
〈O〉0 = Z−10
∫
D[Y ]O[X,Y ]e−S0[Y ], (A.4)
the effective action can be expressed at quadratic order in g after re-exponentiating as






+ . . . (A.5)
The effective action (A.5) is straightforwardly evaluated using a diagrammatic approach,
where the low-energy degrees of freedom X occur as sources and internal lines to be inte-
grated over are given by contractions of the Y -fields, with the order at which the diagram
contributes determined by the number of vertices which scale as g. Note that as a result of
the linked cluster theorem, all disconnected diagrams in (A.5) cancel, so that Seff is given




Magnetically ordered states are characterized in general by components of the spin operator
acquiring a non-zero expectation value, 〈Sαi 〉 6= 0, where the non-zero spin components may
have an spatial arbitrary modulation, depending on spin-spin interactions. The magnetic
order can then be characterized classically by classical vectors ~Si ∈ R3. While the classical
magnetic order corresponds per definition to a minimum in the energy landscape of the
energy functional (represented by the classical Hamiltonian), the corresponding quantum,
spin-S state is usually not an eigenstate of the Hamiltonian (with spin S operators replacing
the classical vectors), so that naturally the interactions induce quantum fluctuations to the
system.
Since the ground state of the classical model can in large class of systems be determined
exactly, it is desireable to develop a framework in which quantum fluctuations can be in-
troduced in a controlled manner. Such a framework is provided by the Holstein-Primakoff
representation of spin operators, in which bosonic operators are used to parametrize devi-
ations from the classically ordered ground state.
B.1 Holstein-Primakoff bosons
In the Holstein-Primakoff approach, a SU(2) spin operator for a spin of size S at site i is
parametrized in terms of a bosonic creation and annihilation operators a†i , ai as
S+i =
√





2S − a†iai (B.2)
Szi = S − a†iai. (B.3)
where S = n/2 with n ∈ N corresponds to the classical spin size (however it is often useful
to allow for more general S ∈ R), and the ai fulfil the bosonic commutation relations
[ai, a
†
j] = δij . Since above representation introduces additional states which do not belong
to the (2S + 1)-dimensional local Hilbert space of a spin-S, one formally introduces the
constraint ni = a
†
iai < 2S + 1 to project out unphysical states.
Because Sz has a leading-order scaling in S, while 2Sx = S+ + iS− and 2Sy = S+ − iS−
scale as
√
S, the spin operator for large S →∞ is just given by a classical vector of length
S pointing in the z-direction, ~S = S~ez, corresponding to the classical magnetic ordering.
To consider finite S, i.e. deviations from S → ∞, it useful to expand in 1/S, so that the



















and equivalently for S−i = (S
+
i )
†. It thus becomes clear that S+ and S− at finite 1/S >
0 introduce deviations from the z-polarized state. Importantly, the Holstein-Primakoff
approach facilitates a perturbative treatment, in which higher-order boson terms which
correspond to interactions are introduced at higher orders in 1/S.
The fact that the Holstein-Primakoff representation implies that the spins order along the z-
axis implies that before the application of the spin parametrization to more general spin con-
figurations with spatially modulated orientations, one has to define a local (site-dependent)
frame in which the classical ground state configuration is ferromagnetic.
We now consider a generic spin Hamiltonian H in which the spin operators may in prin-
ciple enter in linear, quadratic and higher orders. Inserting the Holstein-Primakoff spin
parametrization and expanding in 1/S, one then obtains generically





where H(n) contains n bosons. In the following, we focus on the particular case of quadratic
spin exchange interactions, for which one finds H(n) ∼ S2−n/2. If terms in the Hamiltonian
are present which are not quadratic in the spin operators, it is custom to rescale the respec-
tive couplings constants and fields such that each term in the classical Hamiltonian H(0)





~h · ~Si = −S
∑
i
~h′ · ~Si, (B.6)
where we have set ~h = S~h′ to make the S-scaling of the magnetic field explicit.
The first term in this expansion which does not contain any bosonic operators then corre-
sponds to the classical energy of the spin configuration, which is obtained by treating the
spins as classical vectors of length S. Since we wish to expand about the classical ordered
ground state of the system, the spin configuration has to be chosen such that H(0) is (locally)
minimal.
The term H(1) is linear in the bosons and thus corresponds to linear deviations from the
chosen classical configurations, implying that the configuration is not in a local minimum,
such that we may take H(1) ≡ 0 once the correct ground state is chosen.1
B.2 Linear spin-wave theory
All terms which are quadratic in the bosons occur in H(2) and are of order S. This quadratic
Hamiltonian may be diagonalized by means of a Bogoliubov transformation acting on the
bosonic creation and annihilation operators which ensures that the diagonal modes of the
Hamiltonian retain bosonic statistics.
1Note that in non-collinear systems, the classical ground state depends on canting angles which in general
receive 1/S corrections due to fluctuations, such that the classical ground state configuration needs to
be chosen recursively such that the linear terms vanish in every order of 1/S.
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B.2 Linear spin-wave theory
B.2.1 Diagonalization via Bogoliubov transformation











with the 2N -component particle-hole spinor ψ
q
= (a1,q, . . . aN,q, a
†
1,−q, . . . a
†
N,−q)
T , and the







with A(q) and B(q) being momentum-dependent N ×N matrices.
We now seek to construct a transformation T (q) to a new set of bosonic operators γq =
(α1,q, . . . , α
†







such that the Hamiltonian H(2) becomes diagonal. To this end, we note that ψj,q (where
j = 1, . . . 2N) being bosonic implies that
[ψi,q, ψ
†
j,k] = δq,kΣij (B.10)







It is easily seen that for the 2N×2N transformation T (q) (note we will henceforth suppress
the momentum index unless explicitly specified) to preserve the commutation relations we
require
T †ΣT = Σ, (B.12)
so the required transformation T is a symplectic matrix.
The requirement of T diagonalizing the Hamiltonian implies that
T †MT = diag (ε1(q), . . . , εN(q), ε1(−q), . . . , εN(−q)) , (B.13)
where the redundancy is a result of having written the Hamiltonian for the N bosonic
modes (in momentum space) in terms of an N ×N matrix, i.e. having formally doubled the
degrees of freedom.
We now proceed by employing the algorithm described in Appendix A of Ref. [294] to
construct a matrix T that fulfils both requirements. Note that an alternative approach to
construct the required transformation matrix which is based on the Cholesky decomposition
of M is given in Ref. [295]. Having found a symplectic transformation which diagonalized H,















j,kαj,k + const., (B.15)
where the resulting modes are labelled by a flavor index j and a lattice momentum k, and
εj(k) ∼ S is the associated mode energy, which is linear in S. Note that the band index
j does not necessarily correspond to a sublattice (or spin) index, but rather to a coherent
superposition of these due to the Bogoliubov transformation.
The correction to the (staggered) magnetization m in LSWT is obtained by using that in
the local reference frame, m is obtained as the mean expectation value of the z-component












Using the translational symmetry of the system and subsequently transforming to the eigen-
modes of H(2) using (B.14), we then obtain




TrV (q)†V (q). (B.17)
B.2.2 Applicability of linear approximation
It is often a good approximation to truncate the 1/S expansion at order S, i.e. only keep
terms which are quadratic in the bosons in (B.5), even for systems where 1/S is not small,
such as the prototypical case of S = 1/2. This approach is often referred to as the “Harmonic
approximation” or “Linear spin-wave theory (LSWT)”, since the bosonic operators αj,k
create quanta of spin waves, which can be also obtained in a classical equation of motion
approach and subsequent canonical quantization. These quantized spin wave are commonly
referred to as “magnons”.
We note that truncating the expansion at linear order (even for S = 1/2) is justified
when the mean density of bosons 〈a†i 〉  2S is much smaller than the spin size, such that
the square root in Eq. (B.1) and (B.2) is strongly dominated by 2S. This is precisely
the case when the mean deviations from the classically ordered ground state are small.
In particular, observables such as the sublattice magnetization have been computed for
several prototypical systems, such as the spin-1/2 square lattice [296, 297] and triangular
lattice antiferromagnets [298] at T = 0, in linear spin-wave theory together with further 1/S
corrections. The results for these systems show that 1/S corrections are small compared to
the linear spin-wave theory and find remarkably good agreement with numerical data.
B.3 Magnon-magnon interactions
Terms of higher order in the bosons in the expanded Hamiltonian (B.5) correspond to
magnon-magnon interactions, which in in general renormalize the harmonic magnon dis-
persion and give rise to a finite magnon lifetime. These magnon-magnon interactions cannot
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B.3 Magnon-magnon interactions
be treated exactly, so that one usually resorts to a perturbative framework in which the
corresponding diagrams can be consistently organized in terms of their 1/S scaling. Con-
sequently, the magnon Greens function G(ω, k) then acquires a finite self-energy Σ(k, ω)
with
G(ω, k) = 1
ω − εk − Σ(ω, k)
, (B.18)
with the on-shell real part of Σ shifting the pole of the Greens function, thus renormalizing
the dispersion, and the imaginary part giving rise to a finite magnon lifetime. We briefly
mention that symmetry considerations often significantly constrain the form and nature of
allowed interactions. For instance, in Heisenberg-like systems with collinear order, it can be
shown that cubic magnon-magnon vertices are forbidden due to a π-spin rotation symmetry
about the classical ordering axis.
B.3.1 Dyson’s equation and 1/S consistency
We note that generally, the interacting magnon Greens function G(ω, k), is obtained as a
solution to the Dyson equation
G = G+G · Σ · G, (B.19)
where “·” denotes an appropriate convolution of Green’s functions. Following a diagram-
matic approach, it is easily seen that Dyson’s equation results from summing up all 1-part
irreducible diagrams (1PI). In the particular context of a perturbative 1/S expansion how-
ever, we note that Dyson’s equation is inherently non-perturbative as it involves summing
up an infinite number of diagrams. As a result, the 1/S systematics which we rely on in a
large-S study breaks down. This problem is resolved if we expand G in (B.18) in powers of
1/S, which is equivalent to solving Dyson’s equation perturbatively. To demonstrate this,
we assume that the self-energy Σ = Σ(0) +O(S−1) contains an explicit contribution which
scales as Σ(0) ∼ S0 and further subleading contributions O(1/S), while the non-interacting
Green’s function G ∼ S−1 as usual. Inserting the Dyson equation in itself we obtain

















It hence becomes clear that this 1/S consistent-solution of the Dyson equation just amounts
to summing those 1PI diagrams which contribute to G in the desired order in 1/S.
B.3.2 Self-energy from quartic interactions in collinear states on bipartite
lattices
For collinear antiferromagnetic states on bipartite lattices, such as the collinear Néel order
on the honeycomb lattice as considered in Subsec. 6.3.1, the self-energy at order S0 generated
by quartic magnon-magnon interactions can be evaluated analytically [299], as we review
here. With this particular example and its LSWT solution in Eq. (6.13) in mind, we wish to
consider Hamiltonian H(4)J,h (6.15) compute the resulting self-energy corrections from quartic
interactions at order S0. This can be done by Bogoliubov-transforming from the Holstein-
Primakoff bosons aq, bq to the Eigenmodes αq, βq and normal-ordering the Hamiltonian.
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B Spin-wave theory
As a consequence, the loop diagrams as shown in Figs. 6.4(b) and (c) just evaluate to the
Bosonic occupation number which at T = 0 vanishes, such that the self-energy corrections
due to quartic magnon-magnon interactions are the frequency-independent contributions
due to normal ordering. These corrections can also be obtained, more straightforwardly, by
performing a Hartree-Fock-type decoupling of H(4)J,h [300], with the non-zero boson-bilinear
expectation values (in momentum space)
〈a†qak〉 = 〈b†−qb−k〉 = v2kδq,k (B.21a)
〈aqb−k〉 = 〈a†qb†−k〉 = −ukvkδq,k, (B.21b)
which are evaluated by transforming to the eigenmodes α, β of the LSWT Hamiltonian.
As the self-energy ΣHF is static, it is simply given by the spectrum of the Hartree-Fock-
decoupled Hamiltonian H(4)J,h which renormalizes the LSWT magnon spectrum. Writing


















Using uk = cosh θk and vk = sinh θk, the Bogoliubov angle implicitly determined by (6.12)






and ∆(k) = −|f(k)|
2ωk
. (B.25)
Inserting these expressions in H(4)J,h and diagonalizing by Bogoliubov-transforming using













from which we can read of the self-energy as
ΣHF(q) = −1
6










which, after adjusting for different conventions, corresponds to Oguchi’s result [299].
2Here we find it useful to use “Callens Theorem” [301]∑
k′








iδ·k denoting the structure factor of the lattice and g(k) some arbitrary function which
respects the lattice symmetries and in particular g(−k) = g(k).
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C Details on the SO(4) Majorana mean-field theory
C.1 SO(4) Matrix representation of SU(2) subalgebras




0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
 ,M 2 =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 ,M 3 =

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 , (C.1)
and the pseudospin operators (3.19)
G1 =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 , G2 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 , G3 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 . (C.2)
C.2 Generalized SO(4) Majorana mean-field theory for a
Heisenberg dimer (Chapter 3)
In order to compare different elements (i.e. choices of ξ) of the one-parameter family of
spin representations Sαξ in (3.34) and potential advantages or disadvantages of these spin
representations, we employ those representations to mean-field decouple the Hamiltonian
of two antiferromagnetically coupled S = 1/2 moments,
H = J ~S1 · ~S2. (C.3)
The mean-field decoupling of such a Heisenberg dimer is of particular relevance for the study
of the bilayer Kitaev models in Chapter 5, where in the limit of large interlayer couplings
we expect the formation of interlayer singlets.
In the decoupling, we assume only same-flavour mean fields to be non-zero and, due to









































C Details on the SO(4) Majorana mean-field theory



















Figure C.1: Ground state energy EMF0 , eigenmode energies ε
µ and total energies of single-
particle excited states EMF0 +ε
µ of an antiferromagnetic Heisenberg dimer in the
mean-field approximation using a family of generalized Majorana spin represen-
tations, parametrized by ξ. Here, ξ = +1 yields Kitaev’s representation, ξ = 0
corresponds to the SO(4) representation, and ξ = −1 is the representation due
to Coleman, Miranda and Tsvelik.
and the self-consistent value of the mean-field parameter v is straightforwardly obtained by
minimizing the ground state energy
EMF = 〈HMF〉 = 3J
2
(1 + ξ2)v(1 + v), (C.5)




(1 + ξ2) (C.6)
as a function of the parameter ξ which parametrizes the choices of spin representation,
with ξ = +1 corresponding to Kitaev’s representation, ξ = 0 the conventional slave-
fermion representation mapped to Majorana fermions, and ξ = −1 the Coleman-Miranda-
Tsvelik/Shastry-Sen representation. The energy of the excited states are straightforwardly



















3− 2ξ + 3ξ2
)
for i = 1, 2, 3. (C.8)
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C.3 Dimerization of SO(4) Majorana mean-field for the Kitaev model (Chapter 3)
The ground-state energy EMF0 , the eigenmode energies ε
0, εi, and the total energies of the
system with a single excited fermion, EMF0 + ε
µ are displayed as as a function of ξ in
Fig. C.1.
Comparing with the exact solution of (C.3), with the ground state given by a spin singlet
|0, 0〉 with energy E0 = −3J/4, one immediately notices that the mean-field theory repro-
duces the exact ground state energy for ξ = +1 and ξ = −1. Moreover, we find that the
mean-field theory for ξ = −1 reproduces exactly the total energy of the triplet excitations
with E1 = J/4.
It may be tempting to thus identify the fermionic single-particle excitations, at least for
ξ = −1, with the three excited states. However, we stress that the writing the spins in
terms of four Majorana fermions through Sαξ (3.34) leads to a Hilbert space dimension of√
2
8
= 16 which is a factor 4 larger than four-dimensional Hilbert space of the original
problem. In an exact treatment, one would now have to employ the pseudo-spin singlet
constraint Gα1 |ψ〉 = Gα2 |ψ〉 = 0 (corresponding to half-filling of Abrikosov fermions) to
project out all unphysical states, which is a tedious task and can in general not be done
exactly. Instead, in parton mean-field theories one often resorts to demanding that the
mean-field ground state fulfills the pseudospin-singlet constraint on average [45, 8] through
the use of Lagrange multipliers λ which are chosen self-consistently. The full Hamiltonian
thus reads



















2, we can explic-
itly evaluate that the mean-field ground state |0〉, which is the vacuum of the aµ-fermions,
fulfills the pseudospin singlet constraint
〈0|χTi Gαχi|0〉 = 0 for i = 1, 2, (C.10)
and we can thus choose λ = 0 in HMF,λ, independent of the choice of ξ. Since parton
mean-field theories usually aim at describing deconfined fractionalized excitations, one then
associates the MFT’s single-particle excitations with the fundamental excitations of the
system to be described. These, as argued above, do not necessarily correspond to the
exact excited states of the system and therefore do not necessarily need to reproduce the
exact spectra. We argue that instead, the mean-field solutions should be compared and, if
compatible, identified with known exact solutions based on their symmetry properties. For
instance, the formation of interlayer singlets in the bilayer Kitaev model is characterized by
a full (appropriately implemented) spin rotation invariance of the mean-field solution.
C.3 Dimerization of the SO(4) Majorana mean-field theory with
anisotropic mean fields for the Kitaev model (Chapter 3)
In this section, we investigate the SO(4) Majorana mean-field theory (i.e. the spin represen-
tation (3.34) with ξ = 0) for the Kitaev model with a generalized mean-field ansatz, which
may be of particular relevance if one wishes to consider anisotropic Kitaev couplings or in-
clude further interactions for which the ansatz (3.65), which assumes identical mean-fields
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C Details on the SO(4) Majorana mean-field theory
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u0(x) for ξ = 1
u0(z) for ξ = 1
u1(x) for ξ = 1
u1(z) for ξ = 1
u0(x) for ξ = 0
u0(z) for ξ = 0
u1(x) for ξ = 0
u1(z) for ξ = 0
E0 for ξ = 1
4E0 for ξ = 0
Figure C.2: Comparison of the SO(4) Majorana mean-field theory (spin representation ξ =
0, markers) for the Kitaev honeycomb model, and the mean-field theory using
Kitaev’s spin representation (ξ = 1, continuous lines) for anisotropic couplings.
We find the ξ = 0-mean field theory yields a dimerized ground state for all
values of λ, as also indicated by the arrows. We further find that the Kitaev
spin liquid is a saddle point of the generalized SO(4) mean-field theory, and
matches the correct ground state energy (upon rescaling by a factor of 4), as
indicated by the markers for λ > 0.56. However, as visible, the dimerized
solution has a lower ground-state energy.
for the β-fermions on β 6= α-bonds, is no longer justified by symmetry. For simplicity, we
take all mean-fields to be Majorana-flavour diagonal, such that our generalized mean-field
ansatz for the Kitaev model is given in terms of the matrix Uij on 〈ij〉α bonds as
Uij = diag
[
u0(α), u1(α), u2(α), u3(α)
]
, (C.11)
where the mean-field parameters uµ(α) are to be determined in a self-consistent manner to
obey uµ(α) = 〈iχµi χµj 〉.
As argued in Sec. 3.5, a comparison of the energies of the Kitaev mean-field saddle points
obtained in the SO(4) Majorana representation and Kitaev representation, respectively,
requires rescaling the Kitaev coupling in the former as Kα → K ′α = 4Kα. We then self-
consistently solve the mean-field equations for anisotropic Kitaev couplings, parametrized
as Kx = Ky = λKz, where 0 ≤ λ ≤ 1. Notably, we find that for all values of λ, the
SO(4) Majorana mean-field theory yields a dimerized solution. The non-zero mean-field
parameters at the dimerized saddlepoint are given by (focussing on the strong z-bond for
our choice of anisotropy)
u0(z) = −u3(z) = ±1
2
and u1(z) = −u2(z) = ±1
2
, (C.12)
where the signs of u0(z) and u1(z) can be chosen independently. This particular sign
structure can be elucidated by noting that at the dimerized mean-field saddlepoint, the
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We hence conclude that u0 and u3, as well as u1 and u2 are coupled and thus their respective
relative sign cannot be chosen freely.
We further find that the Kitaev saddlepoint as computed in the Kitaev (ξ = 1) represen-
tation is a solution to the mean-field equations with the generalized ansatz, however has a
higher ground-state energy than the dimerized solution, as shown in Fig. C.2, where both
the dimerized ground state (for λ < 0.56) and the Kitaev spin liquid as a higher-energy
saddlepoint are shown. We further note that the mean-field ansatz (3.65) explictly ex-
cludes the dimerized mean-field solution as here the mean-field parameter ub couples to
both β 6= α-Majoranas on α-bonds. This corresponds to the requirement that e.g. on
z-bonds u1(z) = u2(z), which is violated by the sign structure of the dimerized solution.
C.4 Mean-field Hamiltonian in the Kitaev Kondo lattice
(Chapter 4)
The explicit matrix form of the mean-field Hamiltonian to be diagonalized, given in Eq. (4.39),









where the matrix A(k) contains the matrix elements for the conduction electron Majoranas
and is given by





− iµG3 ⊗ 12×2, (C.15)
with f(k) = 1 + eik·n1 + eik·n2 , the conduction electron bandwidth is denoted by t and µ
the chemical potential. The matrix elements for the Kitaev Majoranas are contained in the
matrix C(k) follow from (3.66) with additional Lagrange multipliers λα which enforce the































C Details on the SO(4) Majorana mean-field theory
Finally, the matrix C(k) contains the mean fields for the hybridization between Kitaev and




(−w11−w22−w33 w10−w23+w32 w13+w20−w31 −w12+w21+w30
w01+w23−w32 −w00−w22−w33 −w03+w21+w30 w02−w20+w31
w02−w13+w31 w03+w12−w30 −w00−w11−w33 −w01+w10+w32
w03+w12−w21 −w02+w13+w20 w01−w10+w23 −w00−w11−w22
)
⊗ 12×2, (C.17)
where wµν denote the elements of the mean-field matrix W .
C.5 Example solutions in the superconducting phase for
symmetry analysis (Chapter 4)
In Tab. C.5, we provide an example for the energy-degenerate solutions to the mean-field
theory for the Kitaev Kondo lattice. We detail both the structure of the mean-field matrix
W as well as computed observables, such as the hopping t(α) and pairing d(α) amplitudes of
the conduction electrons on a given α-link. We define these by 〈c†iσcjσ′ = [tτ 0 +ταtα]σσ′ , and
Eq. (4.68), respectively. Different solutions can then be related to each other by applying
the projectively implemented symmetry operations as outlined in Subsec. 4.4.2, which in
turn transforms the t- and d-vectors both in real space and in spin space. As shown in the
table, we can associate each solution to a particular state |{X,Y, Z}±〉 in the representation
space of the symmetry group of the model, as discussed in Subsec. 4.9.4.
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D Linear spin-wave theory for macrospin phase in the
bilayer Kitaev model (Chapter 5)
D.1 Spin-wave Hamiltonian and Bogoliubov rotation






































~Si,1,s · ~Si,2,s. (D.1)
Using the analysis in Sec. 5.6.3, a classical ordered ground state of the chain is given by
local moments in the lower layer pointing in +z, and spins on Kitaev dimers on the top
layer pointing in −z. Due to the ferromagnetic coupling of the macrospins (i.e. transverse
to the chains), this pattern persists on all chains, so that the classical order may be written
as ~Si,1,s = −~Si,2,s = Sẑ.
We now define a local reference frame in which the ground state spin configuration is
ferromagnetic by transforming
Sα1 → S̃α1 and (Sx2 , Sy2 , Sz2)→ (−S̃x2 , S̃y2 ,−S̃z2). (D.2)
Note that the Kitaev interactions in the Hamiltonian are invariant under this transforma-







−S̃xi,1,sS̃xi,2,s + S̃yi,1,sS̃yi,2,s − S̃zi,1,sS̃zi,2,s
)
. (D.3)
We can now use the Holstein-Primakoff representation (cf. Eq. (B.1) to (B.3)) in this local
reference frame, where we denote the Holstein-Primakoff bosons on the A,B sublattices



































+ J⊥ (a1,qa2,−q + b1,qb2,−q + h.c.)












D Bilayer Kitaev LSWT MAC




































Figure D.1: Magnon bandstructure for J⊥/K = 1 and λ = 0.8 in the macrospin antiferro-
magnet MAC-AF. (a) Cut through the magnon dispersion along high-symmetry
lines of the hexagonal lattice’s Brillouin zone. (b) Energy of the lowest magnon
band in the hexagonal Brillouin zone (orange dashed).
Since the Hamiltonian contains anomalous terms, we now perform a Bogoliubov trans-
formation which diagonalizes the Hamiltonian and simultaneously preserves the Bosonic
commutations relations such that the eigenmodes of the Hamiltonian are indeed Bosons.
To this end, it is convenient to rewrite the Hamiltonian in the form of (B.7) with the Bosonic
spinor ψq defined as
ψ
q










and the matrix M(q) written in terms of 4 × 4 block matrices. The block matrices on the
diagonal of M are given by
A(q) = S

K + J⊥ 0 −λK(e−iqn1 + e−iqn2) 0
0 K + J⊥ 0 −λK(1 + e−iqn1)
−λK(eiqn1 + eiqn2) 0 K + J⊥ 0
0 −λK(1 + eiqn1) 0 K + J⊥

(D.6)
and the anomalous terms are specified in terms of the matrix
B(q) = S

0 −J⊥ −λK(e−iqn1 + e−iqn2) 0
−J⊥ 0 0 −λK(1 + e−iqn1)
−λK(eiqn1 + eiqn2) 0 0 −J⊥
0 −λK(1 + eiqn1) −J⊥ 0
 .
(D.7)
In particular, we note that the matrices above fulfil A∗(−q) = A(q) and similarly for B(q).
For the classical spin configuration, we may define the staggered magnetization per site mi





















D.2 Results and discussion
(a) (b)




































Figure D.2: (a) Magnon bandstructure for J⊥/K = 1 and λ = 1.0 in MAC-AF, where the
magnon dispersion is gapless along lines in momentum space due to the large
degeneracy of the Kitaev model at the isotropic point. (a) Cut through the
bands along high-symmetry lines in the hexagonal Brillouin zone. (b) Energy
of the lowest magnon band in the hexagonal Brillouin zone (orange dashed).
The classical value of mi ≡ S is reduced by 1/S corrections. Using the linear spin-wave
theory introduced above and in Appendix B, the staggered magnetization (employing trans-












〈ψ†j,qψj,q〉 = S −
∑
q
TrV (q)†V (q). (D.9)
D.2 Results and discussion
Using the spin-wave theory developed above, we can now study the spin-wave spectrum
and 1/S corrections to the staggered moment for the MAC-AF in the AB stacking of the
bilayer Kitaev model as a function of λ and J⊥/K
z.
At λ = 0 and finite J⊥/K
z > 0, we find that the spin-wave spectrum is completely flat,
owing to the fact that the only transverse fluctuations are generated by the x- and y-
components of the interlayer coupling. Since these are local interactions and do not couple
different unit cells, the magnons are thus completely localized. Going to finite λ, the
magnons acquire a dispersion as now there is a finite energy associated with the transversal
excitation both intrachain (i.e. on the weak links of each chain), and interchain (i.e. between
chains). A cut through the magnon spectrum at J⊥/K = 1 and λ = 0.8 is shown in
Fig. D.1(a), and the energy of the lowest energy quasiparticle band in Fig. D.1(b). Clearly,
as a result of the anisotropy in the Kitaev couplings and the magnetic order along the
chains, the spin-wave spectrum does not have hexagonal symmetry, but we rather note the
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Figure D.3: Magnetization m computed in LSWT for the S = 1/2 MAC-AF. Note that
m < 0 indicates quantum fluctuations destroying the classical order, which is
understood as a result of LSWT being incapable to portray interlayer singlet
formation. The black data points at λ = 1 have diverging magnetization due
to the gap closing along lines in momentum space.
emergence of two (inequivalent) directions in momentum space corresponding to inter- and
intrachain hopping. Further, a striking feature of the spin-wave spectrum are directions
in momentum space along which the lowest-energy quasiparticle band is flat, given by
the wavevectors (−2π, 2π/
√
3)T and (0, 4π/3)T , corresponding to the vectors (1/2,
√
3/2)
(intrachain dispersion) and (−1, 0) (interchain hopping) respectively.
Further increasing λ, we find that eventually the excitation gap is closed. Importantly,
this gap is closed along lines in momentum space, corresponding to the flat directions of
the lowest-energy magnon as discussed above. The lowest-energy quasiparticle band at
J⊥ = 2K and λ = 1 with the closed energy gap is shown in Fig. D.2. The closure of the
excitation gap allows for the condensation of the magnons into the band minimum, implying
an instability of the magnetically ordered state that was initially expanded about. The fact
that the minima of the magnon band structure occur along entire lines in momentum space
however means that there is no unique minimum and thus no well-defined wave-vector for
the emergent magnetically ordered state. This is in accordance with the extensive ground
state degeneracy of the classical spin-S Kitaev model. We thus find that in particular at
small J⊥, MAC-AF becomes unstable as we tune to the highly degenerate isotropic case at
λ = 1.
We also compute the corrections to the staggered magnetization per unit site from LSWT
using Eq. (D.9). The resulting staggered magnetization per unit cell for S = 1/2 as a
function of λ and J⊥/K is shown in Fig. D.3.
We find that the magnetization decreases almost linearly as a function of J⊥/K, and even-
tually reaches m = 0 at J⊥ ' 7K (for small λ), suggesting that quantum fluctuations fully
destroy order along the chains and thus the MAC-AF. Inspecting the effective model in
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Subsec. 5.6.2, this behavior is expected, since at J⊥  K the ground state is adiabatically
connected by a product state of interlayer singlets. As a S = 0 singlet is an inherently
quantum (i.e. maximally entangled) state of two local moments, it appears natural that
quantum corrections computed spin-wave theory, which is a semiclassical approximation
about a classical spin configuration, grow strong, signalling the absence of classical order.
Furthermore it is observed that the critical J⊥/K, where the classical staggered order is de-
stroyed, decreases as λ is increased. This is a clear sign of the transversal spin fluctuations,
which gain in energy as λ is increased, becoming more dominant and further contributing
to the 1/S correction in destroying the order.
Nevertheless, we observe that at λ ' 0 the critical J⊥/K is an order of magnitude larger
than the exact value of J⊥/K = 0 obtained in the effective model and also from series-
expansion results. We may attribute this difference to the spin-wave theory likely (formally
an expansion about S = ∞) underestimating the role of spin-fluctuations at S = 1/2, in
particular when truncated at the linear order in 1/S.
We hence conclude from the above discussion that the LSWT for the magnetically ordered
MAC-AF phase in the AB stacking of the bilayer Kitaev model yields qualitative insight into
this ordered phase. In particular the spin-wave theory shows expected instabilities towards
the highly degenerate Kitaev spin liquid by gap closing on surfaces in momentum space and
the interlayer singlet phase (by fluctuations destroying the classical order), however with
only limited quantitative reliability.
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E Extrapolation of the effective couplings for the
staggered field h→ 0 (Chapter 6)
The couplings jxyij and j
z
ij in real space, computed from (6.46), both depend on the size of the
finite-size lattice that was used to evaluate the momentum-space integrations, as well as on
the applied staggered field h. To obtain values of the couplings in the thermodynamic limit
and for zero staggered field, we first perform a finite-size scaling according to Eq. (6.47),
and then fit the thus obtained finite-size scaled couplings (as a function of h) to analytically
obtained scaling forms for the h → 0 limit. It is the goal of this Appendix to derive these
scaling forms.
To this end, we note that, as one decreases the staggered field h → 0, the gap in the
magnon dispersion ω(q) eventually closes at h = 0. We emphasize that this gap closing is
non-analytic, since at any h > 0 we may approximate ω(q) ∼ ω0 + q2 for small momenta,
but at h = 0 one has ω(q) ∼ |q|. To obtain a scaling form for the couplings jαij(h) as a
function of the staggered field (for small h), we note that the evaluation of the couplings
jαij in real space involves at least one momentum summation due to the Fourier transform,
and the longitudinal couplings involve a further momentum sum which is due to the fact
that these diagrams are given by bubble diagrams. These momentum summations may in
general be split into two contributions, a lattice contribution for momenta |q| ≥ Λ larger
than the inverse lattice spacing Λ, and a continuum contribution for λ < |q| < Λ, where λ
is an IR cutoff which regulates potential divergences. As the gap closes at q = 0 if one takes
h → 0, the leading order contribution to the h-scaling of jα is due to the long-wavelength
contributions to the respective momentum summations which we may approximate in the
continuum by momentum integrals, with the integrands expanded for small momenta q.
E.1 xy interaction
In order to find the continuum version of the momentum-dependent couplings, we expand
(6.40) for small momenta |q|. It is convenient to discuss the various terms in (6.40) sep-
arately, where we choose to distinguish between leading order terms contributing to the
S0-scaling and to subleading terms (which scale as S−1).
E.1.1 Leading order ∼ S0
We first consider the leading order term of the transversal coupling. Here we note that one
may write rewrite the absolute square of the vertices defined in Eq. (6.25a) as
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Fit, j = (−0.154) + (0.055)
√
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Fit, j = (0.075) + (−0.046)
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Figure E.1: Examples of fits of the finite-size scaled h-dependent couplings data to the
scaling laws for the most dominant respective couplings. (a) Leading order
contribution (∼ S0) to the XY coupling between nearest neighbors. (b) 1/S-
contribution to the XY coupling on nearest-neighbor links. (c) Ising interaction
between next-nearest neighbours at order 1/S.
and analogous for |Γβq |2. The vertices and structure factors may be expanded to quadratic
order in the momenta, yielding




and thus |f(q)| ≈ 3− q2/4. It is further useful to write the phase occuring in the vertex Γaq















We now use the definition Bogoliubov factors uq = cosh θq and vq = sinh θq, the hyperbolic























with an identical expression for |Γβq |2.1
The continuum contribution to the Fourier-transform (6.46) for the leading order (S0) con-
tribution to the transversal coupling then reads (neglecting prefactors which are irrelevant















From (6.14) one straightforwardly obtains in the continuum
ω(q)2 ≈ 9h(h+ 2) + 3/2q2 (E.6)
which we find to be analytic as h → 0, in contrast to ω(q). Power counting of momenta
shows that the second term in (E.5) gives a regular contribution even for h = 0, which
depends on the UV cutoff Λ. On the other hand, for the first term, we find the momentum-
space integral of eiq·rω(q) is formally (logarithmically) divergent if we put h = 0 as is well
known for a gapless boson in two spatial dimensions, however this divergence is regulated
by the prefactor of h originating from the vertex functions. The integral of the first term
can be evaluated analytically using standard methods to yield a modified Bessel function,




2) + . . . , (E.7)
where the ellipsis denote regular terms for h→ 0. We thus encounter no divergences upon




ij (h) ∼ jxy,(0)ij +Ah log h+Bh+ Ch3 log h+Dh3, (E.8)
where the prefactors A, . . . ,D in principle depend on the distance r = ri− rj in real space,
but are taken to be free parameters to be determined by a non-linear fitting procedure.
The intercept j
xy,(0)
ij then constitutes the coupling in the field-free limit h→ 0 which we are
ultimately interested in, and is similarly left as a free parameter for the scaling form. An
example for the scaling form fitted to the h-dependent couplings is shown in Fig. E.1(a).
E.1.2 Subleading order ∼ S−1
The derivation of scaling forms to the subleading order of the transversal coupling can be
split into the discussion of the h-scaling of terms arising from the loop corrections to the
vertex, and contributions arising from the honeycomb magnon self-energy due to quartic
interactions. For the former, we observe from Eqs. (6.22a) and (6.22b) that the vertices











k. We can hence rewrite the second term in




















1Note that this corrects Eq. (B3) in our Ref. [212] which contained two erroneous numerical prefactors.
These are however not of relevance for the subsequent scaling form to be used in the fitting process.
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The scaling form for these terms is thus obtained by combining the scaling form for the







k. Using the identities 2 sinh
2 θk = −1 + cosh 2θk and cosh 2θk = |f(k)|/ω(k) by the













where we have only kept the most singular contribution to the integral, and simplified



















k, scales in lowest order as
√
h as one
decreases h → 0. For taking into account the h-scaling due to the self-energy ΣHF arising
from magnon-magnon interactions, we note that in (B.27), one has
lim
h→0
9(1 + h)− |f(q)|2
ωq
→ ωq |h=0, (E.12)
and thus the self-energy corrections in Eq. (6.40) are not expected to further contribute to
the leading-order h → 0 scaling. Concluding, we hence assume the scaling ansatz for the
subleading contributions in S to the XY interaction
j
xy,(1)







where A, . . . ,D are free parameters which we determine by fitting the scaling form to the
computed data, as discussed above. We show an example for the use of this scaling form in
Fig. E.1(b).
E.2 z-Ising interaction
In order to find a scaling ansatz for jzij , we first note that that the expression for j
z(q)
in Eq. (6.44) contains odd powers of the dispersion ω(q) which leads to potential non-
analyticities as we decrease h → 0. To avoid these, we recall that the field h effectively
corresponds to an IR cutoff. We can evaluate the occuring momentum space integrations
at h = 0 at a finite cutoff λ, and then analyse the scaling of the expressions as we take
the cutoff λ → 0. Noting that ω(q) ' |q| at h = 0, we multiply both nominator and
denominator of the fraction in the integrand of (6.44) by ωkω(q+ k). Focussing on the first
term for simplicity, we then expand
|Γαβq,k|2ωkωq+k ∼
(
2k2 + 2k · q + q2 − 2|k||k + q|
)
. (E.14)













|k + q| −
4|k| − 4|k + q|





Power counting reveals that the first two integrands are regular, as are their Fourier trans-
formations (using a finite UV cutoff Λ corresponding to the finite lattice spacing). In
general, these regular terms will be polynomials in the IR cutoff λ. For the remaining third
integrand, we substitute k → −k and split the integral as∫
d2k
|k| − |k + q|








k2 − |k − q|2 . (E.16)
We can now shift momenta k → q − k in the second integral to see that both integrals
on the right hand side are in fact equivalent, and find it convenient to work with the first
term. The denominator can be simplified as k2− |k− q|2 = 2k · q− q2, and we find that the
evaluation of the integral and it’s Fourier transformation bears similarities the derivation of
the RKKY interaction in two spatial dimensions [302, 303]. Taking the Fourier transform,







q · (q − 2k) . (E.17)
The k-integration can be performed by choosing polar coordinates k = (|k|, ϕ) with ϕ
denoting the angle between q and k, such that q · k = |q||k| cosϕ. For the angular integral,








Choosing polar coordinates q = (|q|, ϑ) with ϑ denoting the angle between q and r, we
perform the angular part of the q-integral, which yields the 0-th Bessel function of the first




















q2 − 4k2 , (E.19)
where we drop the absolute value bars for visual clarity, i.e. k, q, r > 0 are understood to
be radial coordinates. To perform the q-integration, we substitute q′ = q/(2k). Further,
in order to obtain a closed analytical form, we find it necessary to let Λ → ∞ for the
q-integration, which contradicts the finite UV cutoff being set in terms of the inverse lattice
spacing. However we expect that this approximation does not impact the scaling of the













where Y0 denotes the 0-th Bessel function of second kind. We find that this integral is
regular as λ → 0 for any fixed Λ < ∞. To obtain a scaling form, we expand in kr  1
which yields to lowest non-trivial order
∫ Λ
λ
k2[dγ + log(kr/2)]. Evaluating the integral at
the lower bound λ then yields the leading order contributions λ3 and λ3 lnλ for the scaling
λ→ 0. Taking into account that λ ∼
√
h as argued above, and combining with polynomial
contributions to the scaling as a result of regular contributions, we thus make the scaling
ansatz











The parameters are A, . . . ,D to be determined in the fitting process, as demonstrated for
the Ising coupling in Fig. E.1(c).
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F Light-induced fields by analytical integration
(Chapter 7)
F.1 Method
For the analytical evaluation of the expression (7.74) for the induced fields, we expand the
vertex functions Φ̂2 and Φ̃3 by using the out-of-plane anisotropy δ  1 as a small parameter
and then take the continuum limit of small momenta k. It is convenient to work in polar



























We emphasize that the magnon dispersion εQ−k becomes singular as k → 0 at finite δ > 0
as the gap-opening upon introducing a finite anisotropy is non-analytic. However any
divergences that might occur as a result of this singularity are regularized because we work
with a finite momentum-space cutoff λ < |k| for the separation of slow and fast modes.
The vertex functions Φ̂2,Q,µ and Φ̃3,Q,µ can be expanded in a similar manner. Since both
functions couple to two fast modes, each contains in general two Bogoliubov factors depend-
ing on ϑk and ϑQ−k. It is advantageous to employ the identities 2 cosh ϑ sinhϑ = sinh 2ϑ,
cosh2 ϑ + sinh2 ϑ = cosh 2ϑ as well as the hyperbolic Pythagorean theorem in order to
rewrite the product Φ̂2,Q,µΦ̃3,Q,µ in terms of hyperbolic functions with arguments 2ϑk and
2ϑQ−k before explicitly performing the small-δ and long-wavelength expansion.
As elucidated in the main text, the momentum-space integration in (7.74) can be split into
a resonant contribution for which Ω = εk + εQ−k and off-resonant contributions which are
given by the principal value of the momentum space integral. For the former, we rewrite
the δ-distribution as





∂|k| (εk + εQ−k)|ki=ki(α)
, (F.2)
where the derivative in the denominator is to be taken with respect to the radius |k|. The
ki = ki(α) are roots of Ω = εk + εQ−k and generally given by closed lines in momentum
space. Using the continuum approximations of the dispersion as in (F.1), the two roots (to




















Here we use that δ  1 to argue that k1(α) is small compared to k2(α) and thus may lie
below the IR cutoff λ, such that we only consider k2 in the evaluation of δ-distribution (F.2).
The k-integration is trivial upon using (F.2), and the α-integration involves elementary in-
tegrals over trigonometric functions, cos(nα) sin(mα) with n,m ∈ N. Due to the lengthy
nature of the expressions, we employ a computer-algebra system (such as Mathematica).
The resulting expressions for hm and hu [obtained as the linear superpositions of hα aco-
ording to Eq. (7.67)] are given below, the contributions resulting from the evaluation of the
δ-function are contained in the fields denoted with hR.
For the principal value integral P
∫
dk dαk [. . . ] we find it convenient to first perform the
angular integration for α ∈ [0, 2π), as this leads to the cancellation of some terms which
involve an odd power of trigonometric functions of α which occur in the long-wavelength
expansion of the vertices. We subsequently perform the radial |k|-integral, where choose
the limits λ ≤ |k| ≤ Λ, with λ being the IR cutoff used to separate slow and fast modes,
and Λ is a UV cutoff, which in the exact (numerical) evaluation of (7.74) on a lattice is set
by the inverse lattice spacing. Performing the integration using Mathematica, we find it
safe to take the IR cutoff λ→ 0, which means that we can integrate out the entire magnon
band in order to find the induced fields for the lowest-energy (q = 0) mode. We label the
contributions to the induced fields arising from the evaluation of the PV integral by hNRu
and hNRm , respectively, and give the obtained analytical expressions below.
F.2 Results
For a compact presentation of the resulting expressions, it is convenient to define some
common prefactors which depend on the coupling J , the driving frequency Ω, and the UV
cutoff Λ as
N(0,0) =
Ω2 (1024J2 + 3Ω2)
3× 221J5 (F.5)
N(1,0) =
9× 221J4 − 2× 33 × 5× 215J2Ω2 − 3505Ω4
33 × 227J5 (F.6)
N(1,1) =
33 × 221J4 − 5× 33 × 212J2Ω2 − 3505Ω4





















2J3ΩΛ3 + 48J2 (64J2 + Ω2) Λ2 − 12
√








2J4Λ4 + 1664J3ΩΛ3 + (512J2 − 13Ω2)
(














We then obtain for the induced fields, splitting into resonant contributions (from the eval-
uation of the integral over the δ-distribution) and non-resonant contribution (due to the


















(g2 − g3)N(0,0) sin(2φ)
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) i (ExĒy − EyĒx)
×
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(g2 − g3)M(0,0) sin(2φ)
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(g2 − g3) sin(2φ)
)
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×
(
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