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Combustion has played a key role in the development of human society; it has 
driven the evolution in the manufacturing processes, transportation, and it is 
used to produce the vast majority of the global energy consumed. The emission 
of pollutants from the combustion of fossil fuels in power plants lead to the 
development of advanced clean energy technologies, such as carbon capture 
and storage. Oxyfuel combustion is part of the carbon capture and storage 
techniques, and consists in the replacement of the air as oxidiser in the reaction 
with a mixture of oxygen and recycled flue gas, thus allowing a rich CO2 out-
flow stream that can subsequently be compressed, transported and safely 
stored.  
The number of phenomena in combustion that are inherently dynamic impede 
the convention of a unique conception of flame stability. However, the quanti-
fication of the flow repeatability can produce insights on the efficiency of the 
process. This thesis presents the assessment of the stability in swirling flows 
through the calculation of their spatiotemporal coherence. The experimental 
data obtained from a 250 kWth combustor allows the assessment of the flame 
by means of spectral and oscillation severity analyses. A similar methodology 
is developed to analyse the data from large eddy simulations. The spectral 
analysis, the proper orthogonal decomposition and the dynamic mode decom-
position have been employed to account for the temporal, spatial and spatio-
temporal coherence of the flow, respectively. The spatiotemporal coherence is 
employed as a comprehensive term for the characterisation of the dynamic 
behaviour in the swirling flows and as a measurable indicator of the stability. 
This concept can be incorporated into the design of novel combustion technol-
ogies that will lead into a sustained reduction in pollutants and to the mitiga-
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Energy consumption is often referred to as a main indicator of social and eco-
nomic development of nations worldwide [1]. An expected global population of 
8.3 billion people by 2030, in addition to the sustained industrialisation of 
emerging countries, such as China, Russia and India will generate a 36% higher 
energy demand, which will be more complex to satisfy [2], [3].  
Most of the global energy demand is accounted by the power generation in-
dustry, which relies on a mixture of different fuels and technologies to fulfil 
the population requirements. The power generation miscellanea is highly dy-
namic, varying accordingly to the fuel source availability, market price and the 
implementation and amendments to their usage policies. As a result, it is ex-
pected that usage of some of the available alternatives tends to increase, espe-
cially those recent developments such as renewable technologies. Nevertheless, 
fossil fuels are predicted to remain the major the contributor in the energy 
mixture with steady values of more than 80% of the overall primary consump-
tion, as shown in Figure 1.1 [4].  
 
Figure 1.1 Share by fuel of total power generation from 1970 to 2040. 
Among the fossil fuels, coal has been used historically as a primary source of 
energy due to its wide availability and relative easy way of extraction. The 
actual proven coal reservoirs are estimated to be more than a 100 years, thus 




Contrary to its benefits, several drawbacks associated to the employment of 
coal for power generation have been widely reported. Coal-based power plants 
are a major source of air pollutants such as nitrogen and sulphur oxides, par-
ticulate matter, heavy metals and greenhouse gases [5]. 
Carbon dioxide (CO2), a product of the combustion of coal, is acknowledged 
as a major contributor to the greenhouse house effect in the atmosphere due 
to its higher concentration in comparison to other pollutants. The direct rela-
tionship between the levels of greenhouse gases in the atmosphere and the rise 
in ambient temperature, known as global warming, is of prime concern due to 
its repercussions to the global life balance [6].  
1.1. Global warming and climate change 
The increasing trend in the atmospheric and surface temperatures recorded in 
the last century is known as global warming. The planetary average tempera-
ture is reported to have increased 0.9 K, relative to the baseline of mid-20th 
century as shown in Figure 1.2. It has been concluded that global warming is 
mainly driven by the increasing emission in greenhouse gases to the atmosphere 
since the industrial revolution [7]. 
Carbon dioxide is by far the largest anthropogenic greenhouse gas emitted to 
the atmosphere. The concentration of CO2, presented in Figure 1.2, has in-
creased from approximately 280 parts per million in the pre-industrial era to 
more than 400 ppm nowadays. The sustained increase in CO2 emissions is a 
direct consequence of the reliance in fossil fuels [8], [9]. 
 
Figure 1.2 The increase in the average temperature relative to the pre-industrial era 
(right) [7]. Concentration of CO2 measured at Mauna Loa observatory (left) [9]. 
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The climate equilibrium is a direct consequence of the planetary energy bal-
ance. A large part of the energy emitted by the sun is absorbed, while the 
remaining energy is either reflected or emitted back to space. The changes in 
the composition of the atmosphere as a result of the larger concentration of 
greenhouse gases modifies the overall energy balance; the alteration in the ab-
sorption coefficient is reported to be the direct cause of the greenhouse effect 
[10]. 
In addition to global warming, a wide range of phenomena are directly associ-
ated to the greenhouse effect, these include the melting and detachment of 
large fragments of ice in glaciers, the rise in the sea level, alterations to the 
natural sprout cycles of many crops and extreme weather systems [7]. 
An increment of more than 2 K on the planetary average temperature is agreed 
to be potentially irreversible and its consequences are predicted to be devas-
tating. The large effort made by the scientific community in terms of awareness 
and contingence of the climate change effect has lead to the drafting of several 
laws and global policies aimed at reducing the greenhouse gas emissions [11]–
[13]. 
1.2. Power generation using coal 
Coal, as a fuel, represents a major contributor in the power generation indus-
try. In general, coal-based power plants use the heat obtained from the com-
bustion of coal particles to evaporate water. The generated steam is used as a 
working fluid in a turbine, thus generating torque. The power shaft of the 
turbine is finally coupled to a generator in order to produce electricity. 
The more common coal combustion or gasification processes in the power gen-
eration industry include the fixed bed, fluidised bed and entrained flow reac-
tors. A representation of these types of boilers is presented in Figure 1.3 [14]. 
 
Figure 1.3 Schematic representation of coal boilers, fixed bed reactor (left), fluidised 
bed (middle), and entrained flow (right). 
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In fixed bed boilers, the fuel is supplied by a conveyor into a moving grate, 
hence forming a compact bed of particles. The coal particles are heated as the 
grate moves within the boiler, releasing their volatile matter and later burning 
as char. A stream of air is pushed through the coal bed in order to drive the 
formed gases into the volatile combustion zone, usually at the top. The stoi-
chiometry of the volatile combustion is adjusted by introducing a secondary 
air flow after the coal particle bed. Fixed bed boilers are capable of using a 
wide range of coal types; however, their efficiency is severely penalized by the 
excess air required by the process. 
Fluidised bed boilers require smaller particles than those used to form fixed 
beds, being usually 5 to 10 mm in size. The coal particles are injected into a 
hot mixture of inert solids, such as ash or limestone, and air. The particle 
devolatilisation and subsequent combustion occurs within this zone. The air 
velocity supplied must be sufficiently large to overcome the inertial force of the 
particles and set them in motion; the lower value for this purpose is known as 
the fluidisation velocity. The air with velocities above the fluidisation threshold 
flows in the form of bubbles through the particle bed; for velocities being much 
higher, the particles are lifted out of the bed, thus making necessary the addi-
tion of a cyclone separator in order to recirculate the entrained particles. The 
possibility to recirculate coal particles into the system increases their residence 
time, thus providing these types of systems with a large capability to use a 
wide range of coal types.  
In the entrained flow systems, the coal particles are carried by a small portion 
of the total air required for the reaction in the primary flow channel; the tem-
perature of the primary air is maintained low, less than 373 K for safety pur-
poses. Coal particles are milled into a fine dust, usually below 70 μm, thus 
securing a proper displacement into the furnace. The remaining part of the air 
is preheated prior to entering the furnace, and is often swirled by an arrange-
ment of blades in a burner. The residence time for these types of systems is 
usually about 1 to 2 s, a value much lower in comparison to the bed-based 
boilers. Pulverised coal is the most common fuel in the installed power plants, 
mainly due to its high reliability, wide range of fuel capability and their relative 
simplicity in increasing the unit size. However, the efficiency of the system 
directly relies on the aerodynamic profile generated by the installed burner and 
its capability to produce a stable flame. In addition, the energy required in the 




In order to mitigate the contribution of coal-fired power plants to the concen-
tration of greenhouse gases in the atmosphere, different technologies, such as 
carbon capture and storage have been proposed. 
1.3. Carbon capture and storage technologies 
A large socioeconomic endeavour has recently been put in place to successfully 
tackle the challenges of future energy security and to mitigate the adverse 
climate change effects. Recent policies and amendments to the law have pres-
sured large companies into sustained economic investments towards the devel-
opment and deployment of advanced clean energy alternatives, such as carbon 
capture and storage (CCS). 
Carbon capture and storage comprises a group of technologies aimed at remov-
ing the carbon dioxide generated as part of many industrial processes. In power 
generation from fossil fuels, the fundamental chemical process is the exothermic 
oxidation of carbon, thus the generation of carbon dioxide is unavoidable. The 
captured carbon dioxide is subsequently compressed for simpler transportation 
and finally stored in a safe site or reused as part of a different industrial pro-
cess. The removal of the generated carbon emissions can be achieved at differ-
ent stages in the process [15]: 
 Elimination of carbon from the fuel prior to its combustion (pre-com-
bustion capture) 
 Dissociation of carbon dioxide from the products of combustion (post-
combustion capture) 
 Modify the combustion process to produce a pure carbon dioxide stream 
as its product (oxyfuel combustion) 
1.3.1. Pre-combustion capture 
The removal of CO2 prior to combustion relies on the processing of the fuel in 
a gasification reactor to produce hydrogen. The gasification process involves 
the reaction of the fuel with a mixture of water vapour and insufficient oxygen 
to fully complete the combustion reaction. The product obtained from the gas-
ification of the fuel is a mixture known as synthetic gas or syngas, consisting 
mainly of carbon monoxide, carbon dioxide, methane, and hydrogen [16]. The 
preliminary syngas is re-processed with a second stream of water vapour in a 
shifting reactor to convert it to a mixture of only carbon dioxide and hydrogen. 
The CO2 is then separated and the remaining hydrogen-rich gas is further 
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processed to be used in a fuel cell or combusted as part of the gas turbine cycle 
[6]. 
The energy required for the capture and compression of CO2 in pre- combustion 
processes is reported to be lower in comparison to other CCS technologies [15]. 
However, the large capital cost of the gasifier requires a constant full load 
operation of the reactor in order to make the process affordable. In addition, 
some technical challenges are currently being addressed; these include the re-
duction of the amount of steam required in the process, the development of 
gas turbines for flameless combustion and the appropriate materials for their 
construction [15]. 
1.3.2. Post-combustion capture 
In post-combustion capture, the carbon dioxide is trapped from the products 
of the reaction before they are released to the atmosphere. The post-combus-
tion treatment of flue gases allows the capture of air pollutants such as NOx 
and SOx in addition to CO2. Chemical absorption is considered the most ma-
ture treatment for post-combustion CO2 capture [15]. In chemical absorption, 
the CO2 is removed from the flue gases after the formation of a chemically 
bounded compound by the presence of a liquid solvent [17]. The absorption 
reaction takes place in a column in which the gas is exposed directly to the 
solvent. The absorber column is often filled with a porous inert material in 
order to increase the superficial area and the absorption rate as consequence. 
The captured CO2 is stripped from the solvent mixture by a stream of steam 
in a posterior column; the water vapour is condensed afterwards, thus produc-
ing a rich CO2 product suitable for compression. Organic solvents, such as 
monoethanolamine (MEA) are the most widely used in post-combustion cap-
ture systems [18]. 
Despite its technological maturity and feasibility for retrofitting, the large en-
ergy penalty associated with the low CO2 content in the flue gases from air-
fired combustion (7–14% for coal and 4% for gas) represents a major challenge 
to address [19], [20].  
1.3.3. Oxyfuel combustion 
In oxyfuel combustion, the nitrogen (N2), an inert gas that accounts for almost 
80% of the air composition, is effectively removed from the oxidizer stream in 
the reaction. The fuel is burned in a mixture of oxygen and recycled flue gas, 
the process was initially developed to produce a rich CO2 gas to be used for 
enhanced oil recovery [21]. In addition to replacing the nitrogen within the 
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combustor, the recycled flue gas is used to control the temperature of the re-
action [22]. The resulting products obtained from the oxyfuel process are solely 
those associated with the combustion reaction, mainly CO2 and water vapour. 
The CO2 concentration obtained from oxyfuel combustion has been reported 
to be up to 95% on a dry basis measurement, in comparison to 14% achieved 
under air-fired conditions, thus facilitating and increasing the efficiency of the 
later compression process [23]. A schematic diagram of an oxy-coal power plant 
is shown in Figure 1.4 [24]. 
 
Figure 1.4 A process flow diagram of an oxy-coal power plant.  
Oxyfuel combustion systems represent an attractive alternative towards the 
decarbonisation of power generation. The feasibility for retrofitting power 
plants to oxyfuel combustion, while retaining the capability to be able to op-
erate under air-fired conditions, currently represents its major advantage [25]. 
The flame front generated under oxyfuel combustion produce a lower conver-
sion of fuel-bounded nitrogen to NOx gases, and SO2 to SO3, both gases that 
are removed as liquid acids in CO2 purification units [24], [26]. 
In addition to the different composition in the emissions, oxyfuel combustion 
produce a lower adiabatic flame temperature and delayed ignition in compari-
son to its counterpart under air-fired conditions. These effects are mainly at-
tributed to differences in the physicochemical properties of the diluting gases, 
N2 and CO2 for air and oxyfuel conditions, respectively [27], [28]. In order to 
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achieve a similar temperature profile, a larger amount of oxygen is required for 
oxyfuel combustion, between 27 and 30%, rather than the 21% required for air 
[25], [27]. The alterations in the combustion environment could potentially 
disrupt the overall stability of the system, thus making crucial a suitable as-
sessment of the flame repeatability. 
In oxyfuel combustion, there is no energy penalty directly associated to the 
steam cycle in the power production process, however a large amount of energy 
is required for the separation of air into its components [29]. Novel technologies 
for air separation, such as electrolytic separation and chemical looping, are 
currently under development in order to replace the use of cryogenic distillation 
which has been adopted as the standard technique in oxyfuel systems [30]. 
1.4. Flame stability and coherence 
In order to embrace oxyfuel combustion as a viable technology in the CO2 
abatement strategy, safe and reliable operation must be ensured in power 
plants. A burner is considered as stable if is able to maintain the fuel ignition 
without the assistance of a pilot across the range of operational parameters 
ordinarily used [31]. 
The stability of the generated flame is directly influenced by the capability of 
the burner to attain and maintain the minimum ignition temperature; provide 
enough momentum so the oxidant is continuously mixed with the fuel and the 
flammability limit is surpassed and the entrained velocity equalizes the flame 
speed [22]. The oscillatory patterns of the flame characteristics, such as size, 
colour and shape are desired to remain low. An unstable coal flame will exhibit 
a noticeable erratic behaviour in the near burner region as the fuel and the 
oxidizer are mixed, then the instability will be propagated through the flame 
front [32]. 
The effect of the higher concentration of CO2 in oxyfuel combustion, and the 
changes in physicochemical properties associated with it are expected to modify 
the stability of the flame [33]. Both the flame propagation speed and flamma-
bility limits are affected by the higher heat capacity of CO2 in comparison to 
N2, and the ignition delay in the oxyfuel environments [34], [35]. A common 
flame stabilization measure is to induce a stronger recirculation of the hot 
combustion products to compensate for the higher heat capacity of CO2, and 
this is achieved by altering the combustor aerodynamics [14], [25], [36]–[38]. 
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The assessment of the stability of a flame is often carried out by analysing the 
temporal repeatability of its characteristics. Since coal combustion comprises 
several associated phenomena, the different parameters measured from the 
flame will lead to different insights in the flame stability. The stability analysis 
in terms of the flow field is directly related to the presence of turbulent coher-
ent structures within the domain [39], while the analysis using the size, shape, 
brightness or temperature of the flame is used as an indicator of the efficiency 
of the chemical reactions involved [40]. The transient data obtained from the 
flame is often converted into a more comprehensive type in the frequency do-
main by performing fast Fourier transforms (FFT). The constructed frequency 
spectrum accounts for the temporal repeatability of the flame parameter oscil-
lation [41]. In addition to the temporal repeatability, the physical space in 
which the flame front resides is of primary concern. Data driven models, such 
as the Proper Orthogonal Decomposition (POD), are used to determine the 
zone in which the flame is oscillating. The Dynamic Mode Decomposition 
(DMD) was formulated as an extension of the POD methodology by including 
fast Fourier transforms in time for the calculated spatial oscillations, hence 
accounting for the spatial and temporal repeatability [42]. A stable flame will 
display a discernible oscillation frequency across a delimited physical space, 
thus representing its spatiotemporal coherence. 
1.5. Modelling of coal combustion 
Combustion engineering is focused on improving the process efficiency, and 
particularly to reduce the greenhouse gas emissions. A thorough study of all 
the parameters involved and their effect on the overall combustion phenomena 
is often required as part of the design or retrofit process. The development of 
accurate mathematical models that are able to predict the response of the 
system to a wide range of conditions provides a valuable insight into the oper-
ational behaviour of the system. The effects of the oxy-fuel environment in the 
combustion performance and plant efficiency as a consequence are the primary 
concern during the development and implementation of low carbon technolo-
gies for power generation. 
Combustion is often regarded as one of the most complex phenomenon in en-
gineering due to the strong interaction between the physical and chemical pro-
cesses involved. A typical combustion analysis comprises the solution for the 
turbulent motion of the fluid, heat transfer, chemical reactions and fuel particle 
interactions. Computational fluid dynamics (CFD) is a numerical tool used for 
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modelling the combustion process and the related phenomena. The set equa-
tions that represent all the intertwined processes involved are numerically 
solved across a finite discrete space that represents the domain of interest. The 
coupling of different sub-models in the same CFD analysis provides a large 
adaptability of the methodology into different research topics. The implemen-
tation of CFD models provides a fast and relative inexpensive alternative to 
investigate different oxy-fuel ratios and to predict the adequate laws when 
adjusting the scale of the application [43]–[45]. 
Coal combustion modelling is often analysed as a two-phase reacting flow in a 
three-dimensional space. The integration of the fluid motion and reacting par-
ticles of pulverised coal leads to the solution of sub-models for the turbulent 
mixing, heat transfer mechanisms, reaction kinetics and pollutants formation 
[46]. Many of the sub-models employed in CFD analyses are developed for a 
wide range of applications, however comparisons against experimental results 
for the particular case under investigation are often necessary to ensure their 
validity. In case that none of the available sub-models is suitable, amendments 
to their assumptions, inputs or, if necessary, a new model must be made prior 
to their implementation [22]. 
The chaotic essence of turbulent flows compel the employment of detailed 
mathematical models in order to predict its motion. Steady-state solutions for 
the flow field and temperature distributions are still the most desired data for 
industrial applications; the solution of the Reynolds-Averaged Navier-Stokes 
(RANS) equations are commonly used for this purpose. The additional terms 
in the transport equations produced by the time-averaging procedure in RANS 
simulations needs to be approximated by a suitable model [47]. Contrary to 
the RANS approach, the solution for all the scalars in the Navier-Stokes equa-
tions can be obtained by performing Direct Numerical Simulations (DNS). 
However, due to the large computational cost associated with the DNS simu-
lations, these are currently limited to simple geometries and low Reynolds 
number flows, thus restricting its use for practical purposes. A third approach 
in the solution of turbulent motion is to partially solve the turbulent spectrum 
in the flow domain; this alternative is known as the Scale-Resolving Simulation 
(SRS). Large Eddy Simulation (LES) is a widely known SRS method. In LES 
simulations, a filtration function is introduced in order to limit the portion of 
the turbulent spectrum to be solved. The detailed solution obtained from SRS 
methods allows a comprehensive overview of the unsteady nature of turbulent 
flows and their related phenomena [48]–[51]. 
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The heat transfer mechanisms in coal combustion are strongly dependant on 
the gas heat capacity and temperature; both properties are directly influenced 
by the gas composition [52]. The major contributor to the energy balance is 
the thermal radiation from the combusting particles and the products of com-
bustion. The prediction of the radiative heat flux is therefore affected by the 
uncertainties in the gas emission and absorption rate modelling. The higher 
concentrations of CO2 and H2O reached in oxyfuel combustion, impose changes 
in the overall heat flow throughout the furnace and eventually might lead into 
increasing the formation of pollutants and compromise the stability of the re-
action [53]–[55]. The selection of an adequate model to account for all the 
variables in the heat transfer phenomena across different scenarios is para-
mount for the accuracy of the simulation of coal combustion [56]. 
1.6. Aims and objectives 
The combustion of coal for power generation purposes will remain to play a 
key role in fulfilling the global energy demand over the next decades. Therefore, 
the deployment of novel combustion technologies such as oxyfuel combustion 
is paramount to reduce the associated carbon dioxide emissions. 
The alteration of the oxidant affects the whole set of processes related to the 
combustion phenomena and the burner aerodynamics. The changes in the fuel 
ignition point, residence time, flame shape and its proper spatial and temporal 
propagation are among the parameters that influence the stability of the sys-
tem and are potentially disruptive if not controlled. The adoption of CFD 
modelling techniques in conjunction to experimental results can be employed 
to investigate the effects of the oxyfuel environment in the early stages of the 
retrofit or design process is therefore  
In this framework, it is crucial to develop an adequate methodology to assess 
and predict the overall stability of flame, as an indicator of the quality of the 
combustion process. The main objectives of this work are presented as follows: 
 Implementation of flame imaging techniques for the assessment of the 
temporal coherence and stability of a series of experimental coal flames 
under different oxyfuel conditions. 
 Development of a CFD model and an adequate methodology to account 
for the spatial and temporal coherence of an isothermal swirling flow. 
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 Application of the spatiotemporal coherence assessment methodology to 
estimate for the stability of a series of different CFD oxyfuel scenarios. 
1.7. Thesis outline 
The work presented in this thesis comprises the development of a methodology 
to assess and predict the stability of coal flames under different oxyfuel condi-
tions. In this chapter an introduction into the context and motivation of this 
research is presented. In Chapter 2, a summary of the literature available is 
provided. A review of the different techniques available for the spatial and 
temporal coherence analysis is introduced alongside an examination of the CFD 
models for coal combustion under air and oxyfuel conditions. 
The technical details of the experimental facility and data collection procedures 
used in the experimental flame imaging campaign are presented in the first 
sections of Chapter 3. The details of the isothermal chamber and its measure-
ments, used in the development of the methodology for the spatiotemporal 
coherence analysis are contained in the subsequent sections. 
Chapter 4 presents the analysis of different coal flames using spectral and dig-
ital imaging techniques. The stability of the flames are estimated after their 
repeatability in time and the severity of the oscillations in their parameters. 
In Chapter 5, the development and test of a methodology to account for the 
repeatability in time and space of CFD simulations of an isothermal swirling 
flow is introduced. Reduction order models and spectral analysis techniques 
are compared among them and evaluated after the results produced. 
Chapter 6 describes the estimation of the stability in a coal combustor under 
different oxyfuel ratios produced by CFD simulations. The stability assessment 
of the flow was performed in terms of the temporal, spatial and spatiotemporal 
coherence of the flow scalars. 
Finally, Chapter 7 provides a summary of the general conclusions obtained, 




2. Literature review 
The tightening of policies on pollutant emissions in the power industry, besides 
the progression towards novel and more efficient combustion systems, compel 
the generation of reliable and reproducible methodologies in the evaluation of 
combustion processes. The assessment of the flame stability, as an indicator of 
the combustion efficiency, is a challenging task due to the large amount of 
phenomena involved in the combustion reaction and the lack of universal cri-
teria in its definition. 
The quantification of the influence of new technologies in the overall process 
efficiency, such as the different combustion environment in oxy-fuel techniques, 
is crucial in its successful implementation. Measurable data obtained experi-
mentally from the flame front, including digital imaging, have been used in the 
development of mathematical models that are used to evaluate the combustion 
reaction performance. Additionally, computational tools, such as computa-
tional fluid dynamics, have been recently applied in the prediction of the dy-
namic behaviour of the combustion reaction. The data generated, from both 
experimental and numerical approaches, are of a critical importance in the 
continuous development of cleaner combustors for future power generation ap-
plications. 
A review of the available literature for the modelling of coal combustion and 
for the assessment of the spatial and temporal coherence of the obtained data 
is presented in this chapter. The mathematical expressions and models used in 
the computational fluid dynamics simulations are introduced in Section 2.1. 
The governing equations employed in the simulation of combusting coal parti-
cles are described in Section 2.1.1. The concepts behind the modelling of tur-
bulent flows, combustion reactions and radiative heat transfer are reviewed in 
Sections 2.1.2, 2.1.3 and 2.1.4, respectively. In addition, the approaches used 
in the quantification of the spatial and temporal coherence of the coal flames 
are presented in Section 2.2. Finally, a summary of the models employed 
throughout this thesis is provided in Section 2.3. 
2.1. Computational fluid dynamics modelling for coal 
combustion 
The ability to accurately predict the combustion performance is key in the 
design and implementation of novel technologies in the power generation in-
dustry. Different techniques have been developed for this purpose; computer-
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based analyses, such as computational fluid dynamics, have gained relevance 
recently due to the amount of data produced and the insights on the process 
dynamics that are possible to infer after interpreting those techniques [43]. 
Computational fluid dynamics (CFD) is a numerical tool that allows different 
operational conditions to be tested across different scales without any major 
adjustments to the algorithms. The results produced by CFD analyses have 
been used in coal combustors across different scales, such as in laboratory de-
vices [57]–[59], pilot scale [60]–[69] and for industrial size applications [56], 
[70]–[72]. In CFD simulations, the behaviour of the fluid flow is bounded by 
the conservation laws of physics and are expressed through a series of govern-
ing equations. 
2.1.1. Governing equations 
The mathematical expressions used in the representation of the fluid motion 
are known as the governing equations. In CFD analyses, the molecular motion 
of the fluid constituents, as well as the structure of the matter are regularly 
ignored, hence considering the fluid as a continuum. The fluid flow is depicted 
through its macroscopic properties, such as the velocity, pressure, density and 
temperature, and spatial and temporal derivatives [44]. 








(𝜌𝑢𝑖) = 0 + 𝑆𝐷𝑃𝑀 
(2.1) 
 
where 𝑆𝐷𝑃𝑀 is the mass released by the particle in the form of moisture, vola-
tiles or char. The external forces acting on a fluid particle, assuming a Lagran-
gian approach, will produce changes to its momentum if a closed system is 
assumed. The momentum conservation convention is evidenced in Newton’s 
second law; in the CFD approach the fluid motion is governed by the momen-

















where 𝐹𝑖 is a body force, such as gravity, acting on the continuum, 𝐹𝐷𝑃𝑀 is the 
exchange of momentum between the coal particles and the fuid and 𝜏𝑖𝑗 is the 
stress tensor, which for Newtonian fluids may be written as 
 
 














For fluid flows with a finite number of reacting species, 𝑘, the transport equa-













) + ?̇?𝑘 
(2.4) 
 
where 𝜔?̇?is a source term that accounts for the volumetric rate of either the 
generation or the destruction of a species due to chemical reactions. The species 









The thermodynamic state and the composition of the mixture determines the 
temperature reached in combusting flows. The enthalpy resulting from the ex-
othermal chemical reactions is obtained by solving the energy transport equa-


































with 𝑆𝑟𝑎𝑑 being a source term for the radiation exchange; the enthalpy of the 
mixture per unit mass is represented by ℎ, while ℎ𝑘 is the specific enthalpy of 
the species 𝑘. The summation of enthalpies on the right hand side of the equa-
tion contains all the number of species, 𝑁, that are contained in the mixture. 
The Prandtl number, 𝑃𝑟, accounts for the ratio of momentum and temperature 









Different assumptions in the combustion simulations are regularly made in 
order to reduce the complexity of the governing equations. The assumption of 
a single diffusion coefficient, 𝐷, for all the species 𝑘 present in the reacting flow 
is commonly adopted in the transport equations. In addition, turbulence is 
acknowledged as the driven mechanism in the transport of species and temper-
ature, hence the convention of a unitary ratio among them [73], [74]. The Lewis 
number accounts for the ratio of energy transport against species transport 












Further, in the case of low-speed combustion applications, such as in an un-
pressurized coal furnace, the temporal pressure oscillation term, 𝜕𝑝 𝜕𝑡⁄ , can be 
effectively disregarded. When adopting the unitary diffusion coefficient and a 
unitary Lewis number for low-speed combusting flows, the energy transport 
equation (2.6) can be simplified to an expression that resembles the species 





















The transient turbulent motion of a reacting flow can be characterized through 
the simultaneous solution of Equations 2.1, 2.2, 2.4 and 2.9. The analytical 
solution for the set of governing equations can only be accomplished for ele-
mentary flow configurations, such as laminar flows in simple geometries, thus 
reducing its significance in practical applications. However, numerical methods 
are often applied to obtain approximate solutions that, within a finite range of 
error, provide useful information of the fluid flow. The numerical approxima-
tion is usually performed by employing a three-dimensional domain which, as 
well as the temporal terms of the governing equations, is conveniently discre-
tised. In order to decrease the computing time required to obtain a solution, 
mathematical formulations involving the averaging or filtering operations are 
included in the governing equations. Additional terms are often created as a 
result of the averaging or filtering operations, hence requiring the selection of 
a suitable model to obtain a solution. The details regarding the model selected 
for the simulation of coal combustion by means of computational fluid dynam-
ics will be detailed in the subsequent sections. 
2.1.2. Turbulence simulation 
Turbulence is a phenomenon present in the majority of both naturally occur-
ring and engineering fluid flows. In turbulent flows, the thermo-hydrodynamic 
properties of the fluid, such as temperature, pressure and velocity, experience 
fluctuations caused by the presence of eddies. The size and number of the 
eddies in turbulent flows is extremely irregular and their dynamics is chaotic 
by nature; as a result of the inhomogeneous variations of the fluid properties, 
its motion is random in space and time [75], [76]. An image of a turbulent jet 
is presented in Figure 2.1 [77]. 
The ratio between the inertial and viscous forces of a fluid in motion, repre-
sented by the Reynolds number, provides a measure to characterize the uni-
formity of the flow. For fluid flows with Reynolds number values, 𝑅𝑒, below a 
characteristic threshold, known as the critical Reynolds number, a well distin-
guished arrangement of fluid layers is observed and the flow is smooth and 
consistent, these types of flows are known as laminar. In contrast, for fluid flow 
characterized by Reynolds numbers above the critical value, the fluid flow 
becomes erratic and instabilities arise, even when constant boundary conditions 
are enforced, and the flow becomes turbulent. The Reynolds number used in 











where 𝑈 is the velocity of the fluid, 𝐿 is a characteristic length scale and 𝜈 is 
the kinematic viscosity. 
 
 
Figure 2.1 Turbulent jet motion captured by laser-induced fluorescence at 𝑅𝑒 = 
2300. 
Turbulent fluid flows exhibit a high degree of randomness in their motion, thus 
forbidding a deterministic approach for their solution. In addition, high vorti-
city regions naturally occur within the domain, which eventually leads to the 
generation of discernible three-dimensional structures [44]. The turbulent 
structures interact with the surrounding fluid and suffer alterations in their 
shape driven by elongation, stretching and ultimately break-up. The turbulent 
structures, especially those of larger size, evince a certain degree of repeatabil-
ity and therefore are classified as coherent. The presence of three-dimensional 
eddies enhances the transport processes and, as a consequence, the exchange 
of heat, mass and transfer is more efficient than in laminar flows [78], [79]. 
The size range of the eddies present in turbulent flows ranges vastly for prac-
tical applications. The largest eddies sustain their turbulent motion by extract-
ing energy from the mean flow through a process known as vortex stretching. 
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The characteristic length and velocity of the larger eddies, ℓ0 and 𝑢0 respec-
tively, are of the same order of magnitude as those of the mean flow; in large 
eddies the viscous effects are negligible and only the influence of inertial forces 
are relevant. The smaller eddies are stretched predominantly by the larger ones 
and, to a lesser extent, by the mean flow. The process in which the kinetic 
energy is progressively ceded by the larger eddies into the smaller ones is known 
as the energy cascade [80]. The energy transfer will be extended until the re-
cipient eddy is small enough that the viscous forces are able to halt their mo-
tion and dissipate the kinetic energy as thermal internal energy [44]. 
The first process in the energy cascade sequence, in which energy from the 
mean flow is gathered from the largest eddies, is determined by the rate of 
dissipation, 𝜖. The energy contained by the large eddies is of an order 𝑢0
2 and 










and is independent of the viscosity, 𝜈, under the assumption of a high Reynolds 
number [81]. The value of the dissipation rate can be approximated to 𝑈3 𝐿⁄  if 
the large eddy length scale is sufficiently close to the characteristic values of 
the domain, as in wall-bounded flows. The larger eddies are generally consid-
ered as anisotropic, hence their behaviour is strongly influenced by the bound-
ary conditions of the flow. 
In contrast, the smallest turbulent structures (ℓ ≪ ℓ0) can be considered as 
statistically isotropic for high Reynolds number flows [82]. A characteristic 
length scale, ℓ𝐸𝐼 = ℓ0 6⁄ , can be used as a threshold for the size of the turbulent 
eddies [81]. In addition, the statistics of the small turbulent eddies, contained 
in the universal equilibrium range (ℓ < ℓ𝐸𝐼), are assumed to be a direct rela-
tionship of uniquely 𝜈 and 𝜖. The definition for the unique length, velocity and 
time scales are known as the Kolmogorov scales and they are defined as [81] 
 
 ℓ𝜂 = (𝜈




 𝑢𝜂 = (𝜈𝜖)
1 4⁄  (2.13) 
 
 𝒯𝜂 = (𝜈 𝜖⁄ )
1 2⁄  (2.14) 
 
Following the energy cascade concept, it can be stated that the Reynold num-
ber associated to the smallest dissipative eddies is equal to one, thus regarding 
the viscous effects as being larger than the inertial forces. From the definition 
of the Kolmogorov scales, ratios between the smallest and largest eddies can 
be defined as [81] 
 
 ℓ𝜂 ℓ0⁄ ~𝑅𝑒
−3 4⁄  (2.15) 
 
 𝑢𝜂 𝑢0⁄ ~𝑅𝑒
−1 4⁄  (2.16) 
 
 𝒯𝜂 𝒯0⁄ ~𝑅𝑒
−1 2⁄  (2.17) 
 
From the length scales relationship introduced in Equation 2.15, it can be 
inferred that for fluid flows with high Reynolds number there is a range of 
eddies that are very small in comparison to ℓ0, yet large enough to not be 
effectively dissipated as heat. Further, it can be stated that flows at sufficiently 
high Reynolds number, the statistics of the turbulent eddies of a scale ℓ, within 
the range ℓ𝐸𝐼 > ℓ > ℓ𝐷𝐼, have a universal form that is determined exclusively 
by 𝜖 and thus being independent of 𝜈. The lengthscale, ℓ𝐷𝐼 = 60ℓ𝜂, is intro-
duced in order to conveniently split the universal equilibrium range in two, 
namely the inertial and dissipation subranges. The motions in the inertial 
subrange (ℓ𝐸𝐼 > ℓ > ℓ𝐷𝐼) are driven entirely by inertial forces, whereas the vis-
cous effects are only relevant to the motions contained in the dissipation 
21 
 
subrange (ℓ < ℓ𝐷𝐼). A typical energy spectrum of a turbulent flow is presented 
in Figure 2.2. 
The governing equations, introduced in Section 2.1.1, provide a mathematical 
representation of fluid flows and analytical solutions can be obtained for simple 
geometric configurations under a laminar regime. In contrast, solutions for 
more complex configurations, such as many engineering applications, need to 
be solved through a numerical approach. Various numerical methodologies 
have been developed for this purpose, with different degrees of simplicity, and 
accuracy. In Direct Numerical Simulations (DNS), the governing equations are 
solved by applying discretisation techniques exclusively. The lack of averaging 
or approximation procedures within the DNS approach allows one to obtain 
the most accurate representation of the flow field possible. However, the spatial 
and temporal discretisation required for DNS must be small enough to capture 
the motion of the turbulent eddies up to the Kolmogorov scales. The range of 
sizes for the eddies in turbulent flow conditions dramatically escalates the 
amount of computational resources required to perform DNS analyses, hence 
making it unusable for practical purposes. 
 
Figure 2.2 Energy spectrum for a turbulent flow, plotted on a log-log scale. The line 
has −5 3⁄  slope and this indicates that the separation scale is insufficient to capture 
the inertial sub-range. 
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In order to solve complex flows, a different numerical definition of the flow 
scalars, known as the Reynolds decomposition, is often used. The Reynolds 
decomposition employs an averaging procedure to the governing equations, in 
which only the mean values of the flow scalars are retained; the filtered equa-
tions obtained are commonly referred to as the Reynolds-averaged Navier-
Stokes (RANS) equations [44]. The additional terms generated in the governing 
equations by the Reynolds-averaging procedure needs to be modelled in order 
to be able to solve the governing system of partial differential equations. The 
results obtained from the RANS computations will only represent the steady 
state of the flow, often desirable for engineering applications but ineffective to 
capture highly dynamic transient phenomena such as combustion instabilities 
[74]. 
 
Figure 2.3 Graphical representation of the detail of a flow variable captured by 
RANS, LES and DNS approaches. 
A different approach to simulate turbulent flows is to exclusively resolve the 
motion of the larger, and more energetic, eddies while a suitable mathematical 
model accounts for the smaller structures [48]. This approach, known as large 
eddy simulation (LES), employs a spatial filter to dissociate the larger turbu-
lent structures from the flow field; the additional terms in the governing equa-
tions, produced by the filtering operation, describe the contribution of the 
smaller scales into the flow and these are required to be modelled [83]. In LES 
computations, the grid resolution must be fine enough in order to successfully 
capture the motion of the larger turbulent eddies, thus imposing a higher com-
putational cost in comparison to the RANS approach but significantly lower 
than in DNS. In addition, the three-dimensional nature of turbulent flows im-
pede the simplification of the geometry and compel the implementation of high-
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order discretization algorithms. In LES, the natural oscillatory behaviour of 
turbulent flows can be captured, thus giving a better prediction of the turbu-
lent transport phenomena and in the development of turbulent coherent struc-
tures [81], [84]. A graphical representation of the captured detail for each CFD 
approach in turbulence is presented in Figure 2.3. 
2.1.2.1. The Reynolds-averaged Navier-Stokes approach 
A common practice to characterise the instantaneous values of the scalars com-
prised in turbulent flows, 𝜙, is to describe them as the addition of the mean ?̅? 
and fluctuating part 𝜙′; this approach was introduced by Reynolds [85] and 
can be written as 
 
 𝜙 = ?̅? + 𝜙′ (2.18) 
 
where ?̅? denotes the statistical mean of the scalar 𝜙 across time. For practical 
applications, the period of time in which the averaging procedures take place 
is considerably larger than that associated to the motion of the slower turbu-
lent structures, thus representing a statistically stationary turbulent flow. The 

























In reacting flows, such as in combusting environments, the density of the fluid 
will fluctuate, thus requiring an additional averaging procedure. The Favre 
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averaging procedure is applied to all the field scalars but the pressure; the 









The instantaneous scalars therefore can be re-written as 
 
 𝜙 = ?̃? + 𝜙′′ (2.22) 
 
where 𝜙′′ comprises the effects of the fluctuating density; for incompressible 
flows, the density is assumed constant, and therefore ?̃? = ?̅? and, consequently, 
𝜙′′ ≡ 𝜙′. The governing equations for reacting flows resulting from the Favre-









































































The additional term, 𝑢𝑖′′𝑢𝑗′′̃, contained in Equation 2.24 is known as the Reyn-
olds-stress tensor and requires to be modelled, this is commonly regarded as 
the closure problem of turbulence, and is addressed by selecting a suitable 
mathematical approximation [88], [89]. 
The direct relationship between the Reynolds stresses and the mean rate of 
deformation introduced by Boussinesq is often used as the basis in turbulence 
















where 𝜇𝑡 is the turbulent viscosity, a field variable that, in contrast to the 
molecular viscosity, depends on the flow characteristics rather than on the 
intrinsic properties of the fluid; 𝓀 = 1 2⁄ (𝑢′′2̃ + 𝑣′′2̃ + 𝑤′′2̃ ) is the turbulent 
kinetic energy and 𝛿𝑖𝑗 is the Kronecker delta operator. For simplification pur-
poses, the turbulent viscosity is often obtained as an analogous correlation 
between the characteristic length ℒ and velocity 𝒰, of the turbulent structures 
developed [44]. 
Different mathematical models have been proposed to approximate the turbu-
lent viscosity. The earliest, and most simplistic, approach for the turbulent 
viscosity estimation is known as the mixing-length model, and it relies on a 
dimensionless constant of proportionality introduced to an algebraic relation 
between turbulent viscosity and the length scales of the mean flow [44], [88], 
[90]. Subsequently, a differential transport equation was employed to obtain a 
more accurate solution for the turbulent kinetic energy, hence the one-equation 
models, such as the Spalart-Allmaras [91], were developed. 
The most widely used models for turbulence modelling are those that make use 
of two complementary transport equations for the flow variables which are 
then employed to evaluate the characteristic turbulent length and velocity. 
The calculation of characteristic turbulent velocity, in the two-equation mod-




 𝒰 = 𝓀1 2⁄  (2.28) 
 
The calculation of the turbulent length scale imposes a greater degree of com-
plexity; therefore, different interpretations have been used to develop suitable 
mathematical models [88]. A common approach among the two-equation mod-
els for computing the turbulence characteristics, is through computing the rate 
of dissipation of kinetic energy, 𝜖; this approach is known as the 𝓀 − 𝜖 model 
[92], [93]. The characteristic turbulent length scale is defined in terms of both 


















where 𝐶𝜇 is a dimensionless constant that, in addition to those contained in 
the transport equations for 𝓀 and 𝜖, can be adjusted for particular applications 
[89]. The 𝓀 − 𝜖 model was devised to be used in turbulent flows with high 
Reynolds number. Therefore, the equations postulated are not applicable for 
the near-wall region in enclosed domains due to its inability to capture the 
logarithmic decay in the proximity of the wall. In wall-bounded flows, such as 
in a coal combustion furnace, a value of zero for the velocity and for the gra-
dient of 𝓀 in the normal direction are imposed as boundary conditions for the 
walls. The transport equation for 𝜖 is not solved up to the wall, and semi-
empirical equations, known as wall functions, are used instead to associate the 
solution of the field scalars in the turbulent region to that obtained for the 
zone adjacent to the wall [44]. Different formulations have been proposed as 
wall functions, such as the standard approach, which is based on the law-of-
the-wall; and the scalable and two-layer approaches [93], [94]. 
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The 𝓀 − 𝜖 turbulence model has been modified to improve its performance for 
different applications. The renormalisation group (RNG) analysis was included 
in the standard 𝓀 − 𝜖 formulation in order to obtain a better representation 
for the low-Reynolds regions and more complex arrangements, such as swirling 
flows [95]. The RNG 𝓀 − 𝜖 model has been successfully implemented for the 
solution of highly swirled coal combustion cases [96]–[99]. In addition, the re-
alisation of the velocity, assumed as a random variable, has been employed in 
order to satisfy the mathematical constraints of the flow when it is aligned to 
the physical motion [94]. The realisable 𝓀 − 𝜖 turbulence model also provides 
a revised formulation for the turbulent viscosity [100] that has produced good 
agreement in reacting flows [72], [101], [102]. 
Different turbulence models, such as the 𝓀 − 𝜔 model [103], have been specif-
ically devised to be used in the low-Reynolds regimes, thus requiring a finer 
spatial discretization of the computational domain that effectively envelops the 
viscous sublayer. In the 𝓀 − 𝜔 model, the transport equation for the specific 
turbulent dissipation rate, 𝜔, is solved alongside the equation for the turbulent 









Different modifications and improvements have been made to the original for-
mulation of the 𝓀 − 𝜔 model in order to overcome the limitations associated 
to the turbulent viscosity assumption. The SST model [104], which results from 
blending the transport equations for 𝜖 and 𝜔, and the revised version of the 
𝓀 − 𝜔 model [105] are two noteworthy improvements. 
A more detailed model, known as the Reynolds-stress model [106], in which 
the stress-isotropy assumption is dropped, hence requiring a transport equation 
for each component of the stress tensor. Furthermore, an additional equation 
for the rate of dissipation 𝜖 is solved, thus solving for a total of seven transport 
equations. The larger number of transport equations impose an increase in the 
computation time in comparison to the two-equation models. 
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The results obtained from the RANS computations are often the steady-state 
solution in which all the time-dependant effects are disregarded, leading to 
inaccuracies when detailed information of the flow is required. In addition, 
since turbulent motions are entirely modelled, RANS computations are com-
pletely unsuitable to produce instantaneous values for the field variables. 
2.1.2.2. The large eddy simulation approach 
In large eddy simulations (LES), unlike the RANS approach, the motion of the 
larger and more energetic turbulent structures are directly solved, while the 
smaller eddies are assumed to be isotropic, and therefore are modelled [48]. A 
spatial filtering operation is employed to the field variables as a threshold to 
isolate the small-scale structures from the filtered part that is defined as [107] 
 
 
?̿?(x) = ∫𝜙(x∗, 𝑡)𝐺(x,x∗, ∆)𝑑x∗ 
(2.32) 
 
where 𝐺(x,x∗, ∆) is the spatial filtering function and ∆ is the cutoff filter width, 
which determines the part of the field variable that is either retained for direct 
computations or rejected [44]. Following, the instantaneous values for the field 
variables can effectively be described in terms of their resolved component ?̿? 
and the residual part 𝜙∗ as 
 
 𝜙 = ?̿? + 𝜙∗ (2.33) 
 
The filtering functions commonly used in LES computation employ a box [108], 
a Gaussian filter [83], or the spectral cutoff technique [109], and the implemen-
tation of the filter can be made either explicit or implicitly. In the explicit 
approach, the filtering operation is performed to the governing equations 
through a previously constructed function [48]. The filtered equations that are 
composed from both resolved and modelled scales are solved numerically. The 
solutions obtained from the explicit approach exhibit grid independence due to 
the separation of the filtering and discretization procedures. However, the grid 
resolution needs to be sufficiently small to capture the smallest scales produced 
by explicit filter, thus imposing an increase in the computational cost [110], 
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[111]. In contrast, while using the implicit filtering technique, the grid size and 
the numerical scheme employed for the discretization procedure are considered 
to be the spatial filter function [48]. The solutions obtained while using an 
implicit filter are, therefore, directly dependant on the grid resolution. How-
ever, an examination of the statistical behaviour for the field variables across 
different grid resolutions will show that they become invariant as they reach a 
sufficiently small cell size, thus ensuring the validity of the computation [48]. 
As a consequence, the accuracy of the LES calculations improves as the grid 
resolution approaches to the Kolmogorov scale [112]. 
In CFD computations, the cutoff width Δ, a measure for the size of the resolved 
eddies, is set to be a direct function of the grid size, and it is defined as[108] 
 





where Δ𝑥, Δ𝑦 and Δ𝑧 are the length of the cell contained in the grid in each 
direction of the Cartesian coordinate system [108]. 
The instantaneous transport equations obtained after the implicit filtering op-
eration, can be obtained by a Favre-filtering operation, similar to that em-
ployed for the RANS approach. The Favre-filtering operation is defined by [81] 
 
 
?̿??̃?(x) = ∫𝜌𝜙(x∗, 𝑡)𝐺(x,x∗, Δ)𝑑x∗ 
(2.35) 
 
The Favre-filtered instantaneous fluctuation 𝜙∗̃, unlike in the averaged equa-
tion, does contain a value that is usually different form zero. The Favre-filtered 





















(?̿?(𝑢𝑖𝑢𝑗̃ − ?̃?𝑖?̃?𝑗)) +
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ℎ𝑡̿̿ ̿̿ ) + ?̿?ℎ𝑡 
(2.39) 
 
From the spatial filtering operation in Equation 2.37, an unknown term, known 
as the SGS stress tensor, is generated and a suitable model is required for the 
solution of the system. The SGS stress tensor is defined as [81] 
 
 𝜏𝑖𝑗,𝑆𝐺𝑆 = 𝑢𝑖𝑢𝑗̃ − ?̃?𝑖?̃?𝑗 (2.40) 
 
Additionally, it can be noted from Equations 2.38 and 2.39 that, resembling 
the Reynold-averaging procedure, a general form for a Favre-filtered field var-















) + ?̿?𝜙 
(2.41) 
 
where ?̿?𝜙 is a sink term that depends on the definition of 𝜙, 𝐽𝑗
𝜙̿̿ ̿
 is a filtered 
diffusion flux that usually is evaluated a molecular level and 𝜙𝑢?̃? − ?̃??̃?𝑗 is the 
SGS flux of the scalar 𝜙. Both, the SGS stress tensor, 𝜏𝑖𝑗,𝑆𝐺𝑆, and the SGS 
scalar flux represent the effect of the modelled turbulent structures on the large 












where 𝜇𝑆𝐺𝑆 is the turbulent sub-grid viscosity. 
The SGS stress tensor, contrary to the Reynolds stresses in the RANS equa-
tions, is comprised of different contributions whose nature can be determined 
after the decomposition of the flow variable 𝜙, presented in Equation 2.33. The 
SGS stress tensor can be written as [114] 
 
 𝜏𝑖𝑗,𝑆𝐺𝑆 = 𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅ − 𝑢?̅?𝑢?̅? = 𝑢?̅?𝑢?̅?̅̅ ̅̅ ̅ − 𝑢?̅?𝑢?̅? + 𝑢?̅?𝑢𝑗′̅̅ ̅̅ ̅ + 𝑢𝑖′𝑢?̅?̅̅ ̅̅ ̅ + 𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅  (2.43) 
 
where 𝐿𝑖𝑗 = 𝑢?̅?𝑢?̅?̅̅ ̅̅ ̅ − 𝑢?̅?𝑢?̅? are the Leonard stresses, 𝐶𝑖𝑗 = 𝑢?̅?𝑢𝑗′̅̅ ̅̅ ̅ + 𝑢𝑖′𝑢?̅?̅̅ ̅̅ ̅ are known 
as the cross-stresses and 𝑅𝑖𝑗 = 𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅  are the LES Reynolds stresses. The contri-
bution of the Leonard stresses are unique due to the interactions among the 
resolved turbulent structures, while the cross-stresses arise from the interac-
tions of the larger eddies and the SGS eddies. Finally, the LES Reynolds 
stresses are a consequence of the convective momentum transfer within the 
SGS structures and are modelled through a suitable SGS turbulence model 
[44]. A typical assumption to model the SGS stress tensor is to ignore both the 
Leonard and cross-stresses and only account for their effects while modelling 
the LES Reynolds stresses [108], [115]. 
A common approach to approximate the SGS stress tensor is by, resembling 
the RANS models, assuming the isotropy of the smaller eddies, thus employing 
the Boussinesq relationship. The SGS stress tensor is modelled as [81] 
 
𝜏𝑖𝑗,𝑆𝐺𝑆 = −2𝜇𝑆𝐺𝑆𝑆?̅?𝑗 +
1
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where 𝜇𝑆𝐺𝑆is the sub-grid turbulent viscosity. A direct analogy to the mixing-
length theorem is employed by the Smagorinsky-Lilly model [116], where the 












where 𝐶𝑚 is a proportionality constant that can be adjusted depending on the 
type of flow, and 𝒟𝑠 is the rate-of-strain differential operator acting on the 
velocity field, defined as  
 
 
𝒟𝑠 = √2𝑆?̅?𝑗𝑆?̅?𝑗 
(2.46) 
 
The value of 𝐶𝑚,𝑆 was suggested to be contained within a range of 0.065 and 
0.3 [117], [118]. However, later studies evidenced that a value between 0.1 and 
0.13, if the grid was fine enough, produced less damping of the solution and 
therefore was appointed as being more suitable [108], [119]. The simplicity and 
numerical stability of the Smagorinsky-Lilly model has made it a popular 
choice among the scientific community. However, the dependence on a singular 
constant and its subsequent high level of turbulence prediction in the near wall 
region are regarded as the major handicaps for its implementation. In order to 
ensure a zero value for the viscosity at the wall, different mathematical func-
tions have been developed, thus giving the Smagorinsky-Lilly model a wider 
usability [94], [120]. In addition, a mathematical postulate has been used to 
dynamically compute the value of 𝐶𝑚, thus eliminating the necessity of previ-
ously assess its value [114]. 
The Wall-Adapting Local Eddy Viscosity (WALE) model was developed to 
overcome the limitations of the Smagorinsky-Lilly approach [121] while cor-
recting the behaviour of the solution in the near-wall region. The differential 




















𝑑 is the symmetric part of the velocity gradient tensor given by 𝑔𝑖𝑗
2 =
















The model constant 𝐶𝑚,𝑊 is set to be 0.325 for all purposes. 
A mathematical model, of recent development, known as the Sigma SGS stress 
model [122] has been acknowledged to comply to all the requirements for ac-
curate LES calculations. The singular values,𝜎1 ≥ 𝜎2 ≥ 𝜎3, obtained from the 
Eigen-decomposition of the tensor G = gtg are used to obtain a differential op-



















































































(tr(G)2 − tr(G2)) 
(2.56) 
 
 𝔗3 = det(G) (2.57) 
 









and a model constant, 𝐶𝑚,𝜎, of 3 is used in all flow configurations. Comparisons 
among different SGS models shown that the Sigma SGS stress model produced 
more accurate results than the fixed-constant models, and in some cases, sur-
passed the performance of the Dynamic model approach [123]. The Sigma SGS 
stress model has been successfully implemented in reacting flow simulations 
[124], [125], and has been reported to improve the prediction of the naturally 
developed turbulent coherent structures [126]. 
The errors produced in the LES simulations are an aggregate of those associ-
ated to the numerical methods such as the discretization algorithms, ℯ𝑛𝑢𝑚, and 
those intrinsically related to the sub-grid modelled part ℯ𝑆𝐺𝑆 [127]. In scale-
resolved simulations, such as in LES, a direct relationship between the contri-
butions of numerical and modelled associated errors is acknowledged, being 
this more relevant when the implicit filtering operation is employed [128]. 
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In order to assess the accuracy of the LES solution, the results obtained are 
often compared against reliable data; this methodology is known as the a pos-
teriori approach and involves either experimental data or results obtained from 
DNS [129]. In addition, the performance of the SGS stress model can be eval-
uated by exclusively comparing the results obtained from the modelled part to 
the filtered data acquired from experiments or DNS. However, the resolution 
of the data used for comparison must be high enough to account for the smaller 
structures contained in the modelled part of the LES; this approach is known 
as the a-priori assessment [129], [130]. 
Different quality indices for the mesh resolution have been developed based on 
the direct relationship between the grid resolution and the accuracy of the LES 
solution, especially while using and implicit spatial filtering operation. These 
qualitative assessments are intended to decrease the dependability on high-
resolution data, which often is only available for simple flow configurations, to 
validate the LES calculations. However, the grid quality indicators, only eval-
uate the capability of the grid to capture the larger turbulent structures, hence 
the pertinence of the boundary conditions and any other additional inputs are 
not considered, and their contributions towards the final solution are excluded 
[127]. 
A ratio between the turbulent kinetic energy that has been directly computed 
and that corresponding to the modelled part is frequently used as an indicator 









where 𝓀𝑡𝑜𝑡 = 𝓀𝑆𝐺𝑆 + 𝓀𝑟𝑒𝑠. The index 𝒬 produces values ranging between 0 and 
1, being 0 the corresponding value of a solution where all the turbulent kinetic 
energy was resolved, such as a DNS solution; in contrast; an index value of 1 
represents a fully modelled solution, as in the RANS results. It is acknowledged 
that an LES solution in which at least 80% for the turbulent kinetic energy is 
resolved will produce accurate results [44], [81].  
The definition of 𝒬 relies on the results obtained from the LES computation, 
thus imposing computational time in their assessment. An additional method-
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ology for the estimation of the quality in LES was proposed after the charac-
teristic turbulent length scale. The characteristic length of the larger, aniso-
tropic eddies is described in terms of the universal equilibrium range as ℓ𝐸𝐼 =
ℒ 6⁄  [81]. In addition, a characteristic filtering length, based on the mesh size, 
is introduced by ℒ𝑔𝑟𝑖𝑑 = ∆= √∆𝑥∆𝑦∆𝑧
3
. In order to successfully resolve at least 
80% of the turbulent kinetic energy, it was estimated that, for highly turbulent 
flows, a filter size of ∆≈ ℒ 12⁄  is required [81], [127], [128]. Following these 






≤ 1  the grid is adequate          




The value of ℒ can be estimated as ℒ = 𝓀1.5 𝜖⁄ , where the values of 𝓀 and 𝜖 
are often obtained from a preliminary RANS computation [81]. 
The boundary conditions employed in LES and their ability to capture the 
dynamic behaviour of the flow are of prime concern due to the influence that 
they impose in the final solution. In RANS calculations, mean values for the 
transported scalars of the flow usually will suffice to obtain a valid solution. In 
LES, however, the instantaneous fluctuations of the flow are directly resolved, 
thus requiring the implementation of a time-dependant boundary condition, 
that comprises these effects. The implementation of time-varying components 
for the velocity and related scalars will improve the authenticity of the solu-
tion; these boundary conditions can be obtained from experimental sampling 
or DNS data. The complexity associated to the acquisition of transient data 
that can be used in LES boundary conditions compel the utilization of numer-
ical algorithms that generate stochastic variations in the flow field. Different 
algorithms have been developed for this purpose, such as the vortex method 
[131]–[133], which employ a 2D approach for generating variations in the axial 
velocity. Additional algorithms that produce flow variations using the spatial 
orthogonality [134] and white noise [135] have been reported to decrease the 
number of synthetic coherent structures developed as a direct result of the 
boundary condition, thus enhancing their usability in the assessment of the 
flow coherence [126].  
37 
 
2.1.3. Combustion modelling in coal particles 
The combustion models for solid fuels, such as coal, are often derived using a 
single particle approach. However, in reality a large number of particles are 
simultaneously combusted in the furnace. The cluster of coal particles are en-
trained by the gaseous phase into the furnace where they sustain an increase 
in their temperature and eventually ignite. The lack of detailed experimental 
data in association to the complexity of the chemical reaction compel the uti-
lization of simplified mathematical models to account for more involved phe-
nomena. Furthermore, the modification to the combustion environment under 
oxyfuel condition will require to either modify the mathematical models that 
were developed for air-fired conditions or to develop a suitable methodology 
that comprehends the possible alterations to the combustion environment com-
position. In this section, the models employed in the simulation of turbulent 
reacting flows will be reviewed, including the prediction of the particle dynam-
ics and the combustion of volatiles and char.  
2.1.3.1. Particle dynamics 
In the combustion of coal, different phases interact and the differences in the 
thermo-physical properties among them require that each phase be treated 
separately. Three different approaches, namely Euler-Euler, Euler-Lagrange 
and probabilistic formulations, are usually employed in the calculation of mul-
tiphase flows [70]. The Euler-Lagrange approach is often preferred to account 
for particulate flows, especially when the volume of the solid phase is low in 
comparison to that of the entire domain, such as in coal combustion [94], [136]. 
In the Euler-Lagrange approach, the gaseous phase is modelled as a continuum, 
thus following the governing equations introduced in the previous sections. 
However, the dynamics of the particle entrained in the carrier phase is obtained 
after a set of differential equations for the rate of change in mass, momentum 
and energy. The set of equations to compute the change sustained by the prop-





















where the variable 𝑚𝑝 is the mass of the particle and 𝑅𝑝 is the rate of mass 
loss due to different phenomena such as moisture evaporation, devolatilisation 
or char oxidation; 𝑢𝑝 is the velocity of the particle and 𝐹𝑝 is the effect of nu-
merous forces acting on the particle, such as the drag and gravitational forces; 
(𝑚ℎ)𝑝 is the enthalpy of the particle and 𝑄𝑝 is the sum of the energy sources 
in the particle including conduction or convection from the gaseous flow, radi-
ative energy and heat liberated from the reaction. The local properties of the 
fluid along the particle trajectory are used to determine the boundary condi-
tions required for the solution of the set of governing differential equations. 
Different constitutive relationships for the drag and heat transfer coefficients 
are employed to compute the exchange rates of momentum and heat transfer 
between the phases. In addition, the mass exchange rate is estimated after 
incorporating various relationships for the wide range of phenomena occurring 
in the combustion of the coal particle.  
Several simplifications are often adopted in coal combustion simulations in 
order to reduce the complexity of the analysis; commonly, the particles are 
assumed to be spherical thus obtaining the drag force coefficient from simpler 
correlations [72], [137]. Furthermore, the effects of the thermophoretic force 
and Brownian motion are neglected after the assumption that the vast majority 
of the particles are larger than 1 𝜇m and their velocity is large enough to not 
suffer any disruption in their trajectory due to these effects. In contrast, the 
effects of the random turbulent motion of the gas in the particle path are 
significant and must be included through a suitable model in computations 
involving multiphase flows. The turbulent dispersion of particles is often ac-
counted for by the particle cloud model or by employing the stochastic tracking 
approach, the latter model being the most common in coal combustion studies. 
In the particle cloud model, the concentration of particles within the domain 
is approximated as a Gaussian probability density function that directly de-
pends on the turbulent fluctuations of the velocity [138]. The stochastic track-
ing approach estimates the turbulent dispersion of the particles as an integral 
of the trajectories described by a cluster of particles; the motion of each particle 
is estimated after the mean and fluctuating parts of the velocity field for the 
gas phase [139]. The fluctuating component of the velocity can be incorporated 
by a model, such as the discrete random walk model, in which the variations 
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the velocity are assumed to be a piecewise constant functions of time, and are 
only computed over a finite time interval based on the characteristic lifetime 
of the turbulent eddies [140]. 
2.1.3.2. Particle combustion 
As the particle temperature increases, the moisture is evaporated in a first 
stage followed by the release of light volatile matter. The released volatiles are 
transported within the furnace and mixed with oxygen until they are ignited. 
The char particles, that remains after the volatiles are released, undergo into 
an oxidation process that is slower than the combustion of the volatiles. After 
the completion of the combustion process, the constitution of the particle will 
be reduced to ash, a material assumed to be inert but relevant in the heat 
exchange within the furnace.  
A sequential approach in which the combustion reaction is assumed to be a 
series of consecutive steps is often employed for CFD calculations; each step in 
the process is modelled as an isolated event, hence requiring its completion to 
trigger the subsequent stage. However, overlapping and simultaneous sub-pro-
cesses in the combustion reaction does occur in reality, which are more notori-
ous for air fired conditions [141]. A schematic of the coal combustion process 
is presented in Figure 2.4. 
 
Figure 2.4. A schematic of the combustion process for a coal particle. 
40 
 
2.1.3.2.1. Moisture evaporation and devolatilisation 
The rise in the temperature of the particle prompt the evaporation of the 
moisture contained on the surface, known as free-water, in a first stage, and 
the dissociation of the water molecules bounded to the particle in a following 
process. The water vapour is released through the pores in the particle causing 
shrinking and reducing its structural integrity, and eventually leading to inter-
nal cracking and breakup [136]. The moisture evaporation is a low-temperature 
phenomenon that takes place in the vicinity of the burner, hence influencing 
the overall behaviour of the flame. The water vapour removes heat from the 
flame zone, thus causing lower flame temperatures and inducing stabilization 
issues due to the lower particle heating rate and ignition delay [142]. In order 
to reduce the effect of the moisture content in the combustion process, fuels 
are stored in dry conditions whenever it is possible or dried in low temperature 
desiccants prior to their utilisation [32]. 
The further heating of the particle will produce a thermo-chemical decomposi-
tion of the constitutive compounds of the particle material, thus producing the 
release of volatile matter; this process is known as devolatilisation. The gases 
are physically trapped within the particle, such as 𝐶𝑂2 and 𝐶𝐻4, and these are 
released in the first stage of the devolatilisation process, followed by the light 
volatiles and the latter heavier compounds, which require more energy to break 
their chemical bonds [143]. The volatiles are released through the particle 
pores, which can melt and fuse afterwards, thus trapping any additional gas 
and forming bubbles. Depending on the heating rate, size, temperature and 
morphology of the particle, the trapped gas will either cause swelling or, even-
tually, rupture. The alteration in the particle structure due to the devolatilisa-
tion process influences the particle trajectory, distribution and directly affects 
the ignition and reactivity [144], [145]. 
The devolatilisation process is often modelled using mathematical relationships 
obtained after two different approaches. The first approach is based on the 
evolution of the coal molecular structure during the devolatilisation, and the 
models derived after it are usually regarded as part of the functional group. 
These models are able to produce high fidelity predictions of the rate and yield 
of the volatile production as well as its composition. However, their implemen-
tation requires a large amount of detailed input data that often is difficult to 
obtain experimentally [146]. Among the functional group models, the most 
widely used are the Functional-Group, Depolymerization, Vaporization, Cross-
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linking (FG-DVC) [145], [147], the FLASHCHAIN [148]–[150] and the Chem-
ical Percolation and Devolatilization [151]–[154]. 
The second approach employs empirical relationships based on the kinetic rates 
of the governing equations that can be obtained either experimentally or after 
more detailed models, such as those in the functional group [72]. This method 
includes different approaches, such as the single rate [155] and two-competing-
rates models [156]. In the single rate model, an Arrhenius equation is used to 
compute a kinetic rate that is used to estimate the amount of volatiles released 










where 𝑚𝑣 is the mass of released volatiles, 𝑅 is the universal gas constant, 𝑇𝑝 
is the temperature of the particle; terms 𝐴 and 𝐸𝑎 are a constant and the ac-
tivation energy, respectively, and they need to be estimated for each analysis. 
The suitable parameters for the single rate model are often obtained after tem-
poral data of the mass loss in the particle under a controlled environment. The 
transient data is usually acquired by thermo-gravimetric measurements and 
drop-tube tests [157], [158]. 
The single rate model represents the most simplistic approach to the mathe-
matical representation of the devolatilisation process; the two-competing-rates 
model incorporates the notion of the evolution in the particle constituents as 
it heats up, thus employing two kinetic rates for low and high hating rates 














where 𝑚𝑐 is the mass of the char particle assuming full combustion, 𝑘1 and 𝑘2 
are Arrhenius expressions that account for the kinetic rate of devolatilisation 
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under each condition, and 𝛼1 and 𝛼2 are weighting parameters that require to 
be adjusted. 
Despite the differences in the combustion environments, and the effects of the 
high CO2 concentration in the combustion kinetics, no noticeable changes have 
been observed in the devolatilisation rate [158]. The empirical models for de-
volatilisation are usually implemented in CFD analyses due to their simplicity 
and robustness. However, the composition of the volatiles is often simplified to 
a single compound that comprehensively represents the overall chemical struc-
ture. The simulated compound is obtained after the ultimate and calorific anal-
yses of the fuel in order to maintain the relevant mass and energy balance.  
2.1.3.2.2. Combustion of volatiles 
In the context of combustion studies, flames are often categorised under three 
groups based on how the fuel and the oxidiser are combined [159]. In premixed 
flames, the fuel and the oxidiser are thoroughly mixed, up to the molecular 
level, before they encounter their way into the combustion chamber. The flame 
front produced in the premixed regime is well defined and usually its shape is 
retained during the process [32]. Further, the possibility to accurately control 
the combustion stoichiometry allows them to operate under lean conditions 
with a lower risk of quenching. In contrast, non-premixed flames are obtained 
after the streams of the fuel and the oxidiser are mixed within the combustion 
chamber. The mixing process of the reactants, mainly driven by the diffusion 
mechanisms, will constrain the ignition and subsequent flame propagation in 
the combustion chamber; hence, these types of flames are often referred to as 
diffusion flames [74]. The diffusion flames are characterised by a wrinkled front 
that visibly oscillates both in space and in time; furthermore, an oxygen rich 
mixture is generally used to ensure the complete combustion of the fuel and to 
inhibit instability phenomena, such as flame detachment [32]. Otherwise, the 
partially premixed flames are those obtained after a flow in which only a part 
of the fuel and the oxidiser were fully mixed. The flow regime of the reactants 
greatly influences the combustion process, thus encouraging the adoption of 
turbulent and laminar flows as a sub classification for each flame group. In 
turbulent flames, the transport of heat and species occurring at large scales 
will control the reaction, while those under laminar conditions will rely on the 
diffusion at the molecular level [74], [136]. The modelling approach for the 
simulation of non-premixed turbulent flames, typical of coal combustion, will 
be detailed henceforth; the models employed in the computation of both pre-
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mixed and partially premixed flames can be reviewed in the relevant literature 
[74], [160], [161]. 
The interaction between turbulence and chemistry is paramount in the com-
bustion reaction, with the evolution of the reactants occurring at scales smaller 
than those resolved in RANS and even LES calculations [162]. The range of 
scales involved in combustion compel the adoption of a suitable model that is 
able to account for the turbulent-chemistry interaction in the sub-grid scale 
[74].  
The composition of the volatiles released by the coal particles is difficult to 
estimate as it is directly related to the fuel and the dynamic heating rates that 
the particles undergo as they travel in the furnace. A single compound, 
C𝑎H𝑏O𝑐N𝑑, that is representative of the overall devolatilised species is often 
preferred in order to simplify the reaction complexity.  
The intermediate species from the volatile combustion, which are a conse-
quence of up to thousands of reactions, are neglected. Simplified chemical 
mechanisms, including a few hundreds of reactions, such as the GRI 3.0 model, 
are available. However, their implementation in CFD analyses of coal combus-
tion are still not common due to the elevated computational cost and the nu-
merical stability issues associated to the solution of a large number of transport 
variables [163]. The diffusion of oxygen into the particle and the subsequent 
effects on the composition of the volatiles is neglected, thus assuming that the 
mixing process will take place after the devolatilisation.  
The volatile combustion reaction is governed by the more relevant phenome-
non in place, being physically limited when the turbulent mixing of the reac-
tants is slower than the reaction kinetics. In contrast, the kinetically controlled 
combustion will assume a reaction kinetics slower than the mixing of chemical 
species. In coal combustion studies, the concept of an infinitely fast reaction 
kinetic is adopted, thus obtaining models for reaction rate that are directly 
dependant on the mixing mechanisms. 
The simplest modelling approach in volatile combustion is to consider that 
combustion will take place as soon as mixing occur, this approach is known as 
the mixed-is-burnt (MIB) model [164]. The stoichiometric ratio of the flow will 











N2 (R 2.1) 
 
where 𝛼𝑀𝐼𝐵 = (𝑎 + (𝑏 4⁄ ) − (𝑐 2⁄ )). The estimation of a reaction rate in the 
MIB model is obviated after the assumption of the full combustion of the re-
actants. 
An improvement to the mixed-is-burnt model is the eddy break-up (EBU) 
model [165] and its latter upgrade, the eddy dissipation model (ED) [166]. The 
combustion is assumed to be controlled entirely by the turbulent mixing in the 
ED model and the effects of the reaction kinetics are neglected. The turbulent 
mixing time, 𝒯𝑡, in addition to the mass fractions of the participating species, 















where 𝑅𝑅 is the fuel burning rate, ?̃?𝑓 is the Favre-averaged mass fraction of the 
fuel, ?̃?𝑜𝑥 is the Favre-averaged mass fraction of the oxidiser, assumed to be O2, 
?̃?𝑝 is the Favre-averaged mass fraction of the products of the reaction, 𝒮 is the 
stoichiometric coefficient calculated as the mass of oxidant per unit mass of 
fuel and 𝐴 and 𝐵 are model constants. The turbulent mixing time can be esti-
mated in RANS computations as the ratio of the turbulent kinetic energy and 
the dissipation rate 𝒯𝑡 = 𝓀 𝜖⁄ . Moreover, the implementation of the ED model 
in LES will require the introduction of the relevant spatially filtered variables 
and the estimation of the turbulent mixing time in terms of the rate of strain 
as 1 𝒯𝑡⁄ = |?̃?| = (2?̃?𝑖𝑗?̃?𝑖𝑗)
1 2⁄
 [167], [168]. The value for the constants 𝐴 and 𝐵 
will mainly depend on the type of fuel and usually were assumed to be 4 and 
0.5, values that were obtained for a methane flame. However, further studies 
evidenced that setting values of 0.5 and 0.7 for 𝐴 and 𝐵, respectively, yield 
more accurate results [56], [61], [62]. In the ED model, an irreversible two step 















O2 → CO2 (R 2.3) 
 
where 𝛼𝐸𝐷 = ((𝑎 − 𝑐) 2⁄ ) + (𝑏 4⁄ ). The assumption of a turbulent controlled 
reaction for the ED model reduces its accuracy in particular regions of the 
simulated domain where the effects of the chemistry kinetics are more im-
portant, such as in low temperature regions. The finite-rate eddy dissipation 
(FR-ED) model, which is a stem of the ED model, incorporates an Arrhenius 
rate to account for the chemically-limited part of the reaction. The net reaction 
rate is then assumed to be whichever is the minimum between the chemically-
limited part and the turbulence-driven mixing process. The Arrhenius rate in 
the FR-ED model is obtained after the averaged or filtered flow properties, 
which are not representative of the mixture, thus reducing its relevance in the 
reaction limiting. 
The eddy dissipation concept (EDC) model is an upgrade to the ED model 
that allows a full integration of a kinetic mechanism and the turbulent mixing 
process [170]. In the EDC model, combustion is assumed to occur at charac-






























where 𝓀 is the turbulent kinetic energy, 𝜖 is the dissipation rate, 𝜈 is the kin-
ematic viscosity and 𝐶𝐷1 and 𝐶𝐷2 are model constants with values of 0.134 and 
0.5, respectively. The EDC has been successfully implemented in RANS simu-
lations using 2 [172] and 4 [173] reaction mechanisms, the results evidenced a 
better prediction in temperatures and heat flux. However, the associated com-
putational cost was significantly higher in comparison to the ED and ED-FR 
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cases [174]–[176]. Furthermore, the EDC has been extended into the LES 
frame, however the case of studies have been focused on gaseous fuels [168], 
[177], [178]. 
The possibility of modelling volatile combustion in terms of the transported 
scalars for the fuel and the oxidiser have been recently employed as an alter-
native approach to the kinetically controlled models. An additional transported 
variable that characterize the mixing in the flow field is introduced, it ranges 
from 0 to 1, corresponding to pure oxidiser and pure fuel, respectively, and it 
is known as the mixture fraction. Instantaneous relationships that includes the 
mixture fraction, the thermodynamic state of the species, temperature and the 
detailed chemistry are tabulated into a database that is used in the prediction 
of the flame front. Furthermore, a probability density function (PDF) is intro-
duced as a representation of the variation in the mixture fractions at the sub-
grid level; a 𝛽 function is often adopted for RANS calculations, while simpler 
functions, such as the top-hat, are implemented for LES [179]. 
A turbulent diffusion flame can be considered as an ensemble of one-dimen-
sional flamelet structures that represent the interface between the oxidiser and 
the fuel [180]. Each flamelet is assumed as a laminar diffusion flame and de-
pends on the local conditions of the flow. The association of the laminar flame-
let hypothesis to the calculation of a PDF yields a more accurate prediction of 
the combustion process; however, its practicality in CFD analyses decreases 
due the computational time that imposes. The laminar flamelet and variable 
tracking models had been successfully applied for hydrogen flames [181] and 
recently in the modelling of pulverised coal combustion [69], [182]–[185]. A 
detailed characterization of the chemical composition of the volatiles is funda-
mental for the proper implementation of combustion models that include de-
tailed chemistry. However, this data is often difficult to obtain and simpler 
approaches, such as the ED model, are preferred for large applications. 
2.1.3.2.3. Combustion of char 
The progression of the coal particle into char occurs as the volatile matter is 
released. Char is a porous solid material consisting in large hydrocarbon struc-
tures packed around condensed rings of aromatic compounds and usually ac-
counts for 30 to 70% of the mass fraction of the original coal particle. The 
heterogeneous reaction of char with the oxidiser stream accounts for the ma-
jority of the time required for particle burnout [136]. The characteristics of the 
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char depend on different parameters, such as the type of coal, the devolatilisa-
tion temperature, pressure, heating rate and size of the particle; char is mainly 
constituted of carbon and ash, with presence of hydrogen, oxygen, nitrogen 
and sulphur in smaller quantities [14]. 
The oxidising of the char is directly is governed by the chemical structure of 
the particle, the reactivity of the surface and the composition of the gases 
surrounding the particle. The char reaction kinetics can be summarized as eight 
steps, whose two are assumed as reversible thus giving a total of ten heteroge-
neous reactions given by 
 
 2C+O2⟶C(O)+CO (R 2.4) 
 
 C+C(O)+O2⟶CO2+C(O) (R 2.5) 
 
 C(O)⟶CO (R 2.6) 
 
 C+CO2⟷C(O)+CO (R 2.7) 
 
 C(O)⟶CO (R 2.8) 
 
 C+H2O⟷C(O)+H2 (R 2.9) 
 
 C(O)⟶CO (R 2.10) 
 
 C+2H2⟶CH4 (R 2.11) 
 
where R 2.4 to 2.6 are the oxidation mechanisms and R 2.7 to 2.11 the gasifi-
cation reactions and C(O) is the oxide complex developed in the carbon surface 
[186]. The limiting factors in the combustion of char can be due to the super-
ficial reaction kinetics or due to the diffusion of the surrounding gases across 
the boundary layer and into the particle through the pores. Different processes 
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predominantly influence the different stages of the char combustion process, 
thus three different zones occur, namely [22], [169], [187] 
i. Zone I is a low temperature and chemically limited region where the 
relative slow reaction rate allows the replenishing of the burnt oxygen 
from the surrounding gas. 
ii. Zone II is characterized by being both chemically and diffusion con-
trolled. The temperature and the reaction kinetics are faster than in 
Zone I, and the intrinsic concentration of the oxidiser is lower than in 
the surrounding gas due to a slower diffusion rate. The density and size 
of the particle undergoes a reduction process. 
iii. Zone III is a high temperature region in which the superficial reactions 
occurs faster than the diffusion of oxygen through the pores into the 
particle. The combustion reaction will be take place exclusively at the 
surface, thus reducing the particle size whilst the density does not suffer 
sizeable alterations. 
The environment achieved under the typical operation of pulverised coal boil-
ers, both in pilot and industrial scales, suggest that the char combustion will 
develop under Zone II and III conditions [188].  
The limit in the diffusion of the oxidiser into the char particle is used as a 
premise in the simplest models for char combustion [155], [189], however the 
limiting effect of the chemical kinetics was included into the estimation of the 
overall reaction rate as an improvement of the diffusion approach [190]. Fol-
lowing, the reaction rate for the combustion of char can be written in terms of 









where 𝑚𝑐 is the mass of the char particle, 𝐴𝑠,𝑝 is the external superficial area 
of the particle, 𝑅𝑑 is the diffusion rate coefficient, 𝑝𝑜,∞ is the bulk partial pres-
sure of the oxidiser, 𝑝𝑜,𝑠 is the partial pressure of the oxidiser at the particle 
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surface, 𝑅𝑐 and 𝑅𝑑 are, respectively, the reaction rate coefficients for the chem-
ically limited and diffusion limited reaction, and 𝑛 is the apparent reaction 
order. The chemically controlled kinetic rate, 𝑅𝑐, can be estimated as [187] 
 
 𝑅𝑐 = 𝐴𝑠,𝑖𝑘𝑐 (2.70) 
 
where 𝐴𝑠,𝑖 is the internal superficial area of the char particle and 𝑘𝑐 is the over-
all kinetic rate of the combustion reaction, usually expressed as an Arrhenius 
expression given by 
 
 𝑘𝑐 = 𝐴𝑐exp(−𝐸𝑐 𝑅𝑇𝑐⁄ ) (2.71) 
 
where 𝐴𝑐 and 𝐸𝑐 are the pre-exponential factor and the activation energy of 
the reaction, 𝑅 is the universal gas constant and 𝑇𝑐 is the temperature of the 
particle. The reaction rate limited by the diffusion of species is obtained by 
applying the Fick’s law to the boundary layer, in addition the assumption of 






2 (𝐶𝑜,∞ − 𝐶𝑜,𝑠) 
(2.72) 
 
where 𝜆 is the molar-based stoichiometric coefficient, 𝐷𝑐 is the binary diffusion 
coefficient, 𝜌𝑐  is the apparent density, 𝑑𝑐  is the particle diameter and 
(𝐶𝑜,∞ − 𝐶𝑜,𝑠) is the difference in the oxidiser concentration between the bulk 

















where 𝑇0 and 𝑝0 are reference temperature and pressure, respectively. 
In addition to the chemical and diffusion limiters in the char combustion reac-
tion, the particle reactivity, which relies on the extent and accessibility to the 
oxidiser from the internal pores of the particle is included. The intrinsic reac-
tivity of the char particle can defined as the reaction rate per unit area of pore 
surface if no restrictions in the mass-transfer mechanisms are assumed [193]. 
An effectiveness factor, 𝜂𝑐, is introduced to the chemically limited rate expres-
sion, given in Equation 2.70, thus 
 
 𝑅𝑐 = 𝜂𝑐𝐴𝑠,𝑖𝑘𝑐 (2.74) 
 
The effectiveness factor is the ratio of the actual rate per particle to that ob-
tained under the assumption of no pore diffusion resistance, and it is a function 






























where  𝑛 is the order of reaction and 𝐷𝑒 is the effective diffusion coefficient of 
the oxidiser through the particle pores which is highly dependent on the par-
ticle structure and the properties of the oxidiser. The value for the effective 
diffusion coefficient is obtained by including the effects of the diffusion in the 
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large and micro scale, usually known as Knudsen diffusion, of the porous struc-































where φ is the porosity of the char, 𝜏 is the tortuosity, 𝑑𝑝 is the pore diameter 
and 𝑀𝑜 is the molecular weight of the oxidiser. Furthermore, the reaction rate 
of the char combustion that includes the effects from the three different com-














which requires a suitable numerical method for its solution.  
The changes in the char particle size and density associated to the combustion 
process are accounted through a relationship of their initial value and the frac-
tional degree of burnoff, 𝜓, and it is given by: 
 
 𝑑𝑝 = 𝑑𝑝,0(1 − 𝜓)
𝛼 (2.80) 
 





where 𝑑𝑝,0 and 𝜌𝑐,0 are the diameter and the density of the char particle prior 
to the combustion process and 𝛼 is the burnout mode. The value of 𝛼 will vary 
according to the different combustion conditions; for Zone I 𝛼 = 0, thus burn-
ing under a constant diameter; in the Zone III region 𝛼 = 1 3⁄ , thus allowing 
the particle to shrink at a constant density. The value of 𝛼 for the Zone II 
conditions is dynamic as both the size and density changes, however a value 
of 0.25 is commonly used [56]. 
The dynamic variability in the physical structure of the coals and the large 
difference in length-scales associated to the different phenomena involved, in-
creases the complexity of the char combustion process. Therefore, it is common 
to employ global reaction rates and optimize them to improve their prediction 
under certain conditions, such as in oxyfuel combustion. 
2.1.4. Radiative heat transfer 
Radiative heat transfer describes the energy exchange caused by electromag-
netic waves. All materials continuously emit and absorb electromagnetic 
waves, or photons, at a particular level and wavelengths that directly depends 
on the temperature of the emitting body [194]. 
The largely radiative environment of the furnace, and its adequate mathemat-
ical representation, is of prime concern in coal combustion modelling, as it 
considerably influences the prediction of the temperature distributions. In ad-
dition, the variations in the combustion environment, as a consequence of the 
different oxygen enrichment levels in oxyfuel combustion, will alter the reac-
tion kinetics and the overall heat transfer mechanisms [195]. 
2.1.4.1. Radiative heat transfer in a participating medium 
The radiative energy that travels through a continuum is weakened by other 
bodies absorbing it and the scattering effects, whilst the radiative emissions 
from the surroundings and the in-scattering phenomena increases it. The radi-
ative flux in a medium can be described through the radiative transfer equation 















where 𝜂 = 1 𝜆⁄  is a wavenumber and 𝜆 is a wavelength in the radiation spec-
trum, 𝐼𝜂(r,ŝ) is the radiative intensity at a position r and direction of propaga-
tion ŝ, 𝐼𝜂,𝑏 is the Planck function obtained at the temperature observed in the 
position r, 𝜅𝜂 and 𝜎𝜂 are the absorption and the scattering coefficients, respec-
tively, Φ𝜂 is the scattering phase function and Ω is a solid angle used to com-
pute the integral over a unitary sphere. The terms on the right-hand side of 
the Equation 2.82 represent the radiative emission, attenuation due to scatter-
ing and absorption, and the in-scattering augmentation effect, respectively. 
In the CFD calculations, the contribution of the radiative heat transfer to the 
enthalpy balance, depicted in Equation 2.6, is accounted for by means of the 
source term 𝑆𝑟𝑎𝑑. The radiation source term is defined as the divergence of the 
radiative heat flux in the fluid domain, and is given by 
 
 








where 𝑞𝜂 is the radiative heat flux at a position r within the domain. The ther-
mal radiation to the walls accounts for the largest portion of the total heat 
flux in furnaces, thus making its accurate calculation a paramount parameter 
in the simulation of the overall process. The heat flux at the boundary walls is 
obtained by means of an energy balance similar to equation 2.83, is as follows 
 
 








where 𝐫𝒘 is a location in the wall, n̂ is the vector normal to the surface of the 
wall and 𝜖𝑤 is the emissivity of the wall, a property of the material that rep-
resents the effectiveness in the emission of thermal radiation. The solution of 
the RTE involves the spatial integration of the radiative heat flux, hence the 
evaluation over the discretized spectrum is often employed. Different numerical 
approaches have been developed for this purpose based on the spatial and 
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angular discretization of the domain space, and these techniques include the 
discrete transfer (DTM), the discrete ordinates (DOM) and the Monte Carlo 
method [194]. 
The DTM method employs the direction between two points, r𝑛 and r𝑛+1, in 
the domain for the estimation if the radiative intensity, which is defined as 
[196] 
 
 𝐼𝜂(r𝑛+1,ŝ) = 𝐼𝜂(r𝑛+1,ŝ)𝜏𝑛→𝑛+1 + 𝑆𝜂(1 − 𝜏𝑛→𝑛+1) (2.85) 
 
where 𝜏𝑛→𝑛+1 is defined as the transmissivity across the path between r𝑛 and 










where the integration operation is performed over the path 𝑠 = |r𝑛+1 − r𝑛|, and 
𝛽 = (𝜅 + 𝜎) is known as the extinction coefficient. Moreover, the radiative 
source function can be described as 
 
 









where 𝓌 = 𝜎 𝛽⁄ , 𝐼(̅𝒔?̂?) is the mean intensity between that measured at r𝑛 and 
r𝑛+1, 𝛿Ω represents the discrete intervals of the solid angle. 
A finite number of rays are traced from the boundaries through the domain; 
the radiative energy absorbed and emitted from each of the control volumes is 
calculated and a radiative source function is obtained after the net intensity in 
the volume. The solution of the radiative intensity becomes iterative as the 
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traced rays are scattered or reflected from the wall. Further, the accuracy of 
the results is directly proportional to the number of traced rays. 
The DOM method employs a finite volume approach for the approximation of 
the spatial evolution of the radiative intensity while a Gaussian quadrature is 









where 𝑤𝑖 is a weighting factor associated to the radiative intensity of the di-
rection s?̂? and 𝑛 is the number of directions, or ordinates, used in the quadra-
ture estimation. As the number of directions in the quadrature increases, the 
accuracy of the prediction is enhanced, thus reaching an exact solution if the 
number of ordinates tend to infinity. The employment of the DOM in CFD 
calculations is very popular as its implementation is straightforward and the 
level of accuracy obtained is directly proportional to the computational power.  
A stem of the DOM model is known as the finite volume method (FVM) for 
the radiation and employs a discretisation of the angular integral into a finite 
number of non-overlapping intervals that are subsequently solved using the 
finite volume method [198]. The advantage of the angular discretisation in the 
FVM is that it can be easily adapted to irregular geometries and unstructured 
meshes without losing accuracy, thus illustrating a great flexibility in its usa-
bility [199]. 
The Monte Carlo approach employs a statistical sampling technique to obtain 
the radiative intensity; the history of a statistically meaningful random sample 
of photons are traced from their point of emission to their point of absorption 
or up to its intensity depletion. The position of the traced rays and its wave-
number in the spectrum is assigned stochastically, usually between 105 and 
107 sampled paths are drawn in a Monte Carlo simulation. The fast selection 
of the ray origins and paths is important for the simulation efficiency, and sets 
of random numbers from previous tabulations were stored in separate files and 
used as an index for the allocation of the sampled rays. However, the amount 
of storage required for these files imposed additional restrictions in the imple-
mentation of the Monte Carlo method. The use of parallel routines, known as 
56 
 
pseudorandom number generators have been adopted lately, but they still need 
to be tested and adjusted before their coupling into the simulation [194]. The 
inclusion of all the important associated phenomena in radiative heat transfer 
without requiring numerical approximations is the major attribute to the 
Monte Carlo method, nevertheless the large number of rays required to achieve 
an accurate solution, and the associated computer cost, diminish its suitability 
for CFD analyses [200]. 
The differences observed in the absorption coefficient for each of the wave-
lengths contained in the energy spectrum represents a challenge in the model-
ling of radiative environments. Different numerical approaches have been de-
veloped in order to predict the properties of the participating medium, such as 
the absorption coefficient, without the necessity of a high resolution partition-
ing of the energy spectrum. The composition of the combustion environment, 
and its alterations while under oxyfuel conditions, directly influences the over-
all radiative heat transfer, as the absorption and emission properties of the 
different compounds in the medium vastly differ between them [201]. The mod-
els derived for the calculation of the spectral radiative heat transfer can be 
grouped into the line-by-line, narrow and wide band calculations and the global 
approach. 
The line-by-line model applies detailed information for each of the spectral 
lines that are usually gathered from databases of the spectrometry measure-
ments, such as HITRAN [202] or HITEMP [203]. Due to the large variations 
in the absorption coefficient, the integration over the spectrum of the radiative 
heat transfer must be performed using several hundred thousand wave-
numbers. The results produced by the line-by-line model are highly accurate; 
however, they take up a large amount of computational power. Nevertheless, 
the line-by-line method is commonly used as a benchmark in order to validate 
further developments in spectral modelling [194]. 
In narrow band calculations, the line-based absorption coefficient is replaced 
for a smoothened value that is valid over a narrow range of the spectrum. 
Different models have been developed under this assumption, including the 
statistical narrow band model, the Elasser approach and the narrow band 𝑘-
distribution. The spectrally averaged, or narrow band, values of the absorption 
coefficient and the emissivity are computed after the spacing and the relative 
strength of each band contained within the partition. The Elasser model as-
sumes that the lines in the band are equally spaced and hold equal intensities, 
whilst the statistical model assume randomness in both the line spacing and in 
57 
 
the intensity value [194]. In the narrow band 𝑘 -distribution, the spectrally 
averaged absorption coefficient is re-ordered using a  𝑘-distribution function 
based on the field variables relevant to the absorption coefficient, such as the 
pressure, temperature and gas composition [204]. 
Wide band models rely on the relative constant value for the blackbody inten-
sity across a rotational-vibrational band of the energy spectrum. Wide band 
correlations can be obtained by integrating the results of the narrow band 
approach over the entire band. A well-known approach is the exponential wide 
band model which employs a direct integral of the spectral absorptivity over 
the band width [205]. The wide band models were popular in the past due to 
the simplicity in their calculations and the lack of highly detailed spectral data, 
however it is acknowledged that, in some cases, the error might be as high as 
70% [194]. Recent developments have used the high definition data available 
nowadays to produce highly efficient computer codes that compute the radia-
tive intensity using a wide band approach faster than the counterpart using a 
global approach [206]. 
A more practical approach is to obtain mean values for the absorption and 
emissivity of a gas based on its composition and the conditions of the environ-
ment, such as the temperature and pressure. A function fitted to experimental 
data or more detailed results, such as the narrow band or line-by-line models, 
is used to estimate the radiative properties of the gas [52], [194]. Furthermore, 
different models have been developed to account for the total radiative inten-
sity using a global approach, noteworthy methodologies are the weighted sum 
of grey gases (WSGG) model and the full-spectrum correlated 𝑘-distribution 
(FSCK). 
The WSGG model was developed in the context of the zonal method, however 
it was later applied to the general radiative transfer equation depicted in Equa-
tion 2.82 [207]. In the WSGG model the emissivity of the fluid is approximated 
as the weighted contribution of 𝑁 gases assumed to be grey, namely 
 
 








where 𝜖 is the overall emissivity of the medium, 𝒶𝑛 is the weighting coefficient 
for the grey gas 𝑛, 𝜅𝑛 is the absorption coefficient of the grey gas 𝑛, 𝑝 is the 
partial pressure of the species contained in the medium, and s is the path 
length of the emission. Tabulated values for the gas emissivity obtained from 
more detailed models are used to acquire values for the weighting and absorp-
tion coefficients, the tabulated data is often produced as a relationship of the 
gas composition, temperature, pressure and beam lengths [194]. Moreover, the 
gas evaluated in 𝑛 = 0 is considered as a transparent gas, hence containing an 
absorption coefficient 𝜅0 = 0 and is used to encompass the windows that might 
be generated while computing the spectrum. The beam length is often esti-









where 𝑉 is the volume of the domain and 𝐴 is the surface area that intervenes 
in the radiative exchange. A rearrangement of Equation 2.89 allows the calcu-









The tabulated data employed in the WSGG model are usually generated under 
controlled conditions or numerically by the narrow band or line-by-line models, 
therefore its validity must be examined prior to its implementation. In oxyfuel 
conditions, the higher concentration of CO2 and water vapour affects the over-
all transfer of the radiative heat. Recent studies have documented updated 
values for air-fired combustion that were obtained using different refinements 
and high definition experimental databases such as HITEMP2010 [208], [209]. 
In addition, weighting coefficients suitable for oxy-fuel environments have been 
obtained after different models such as the exponential wide band model [210], 




The WSGG model is a computationally cheap approach in the calculation of 
the radiative heat transfer, however the reliance on the fluid composition, usu-
ally a simulated variable itself, for the estimation of the weighting coefficient 
increase the uncertainty in the predictions [56], [215], [216]. Despite its 
acknowledged drawbacks, the WSGG model is a common approach for CFD 
calculations [71], [217], [218], but advising caution while employing it. 
The full-spectrum correlated 𝑘-distribution (FSCK) is a global model that em-
ploys the Planck function as weighting mechanism for a set of 𝑘-distributions 
and it is given by [219] 
 
 






𝛿 (𝑘 − 𝜅(?̅?)) d𝜂 
(2.92) 
 
where 𝑓(?̅?, 𝑇, 𝑘) is the full-spectrum 𝑘-distribution, ?̅? is the conditions that in-
fluence the absorption coefficient arrange in a vector form, 𝐼𝑏(𝑇) is the black-
body intensity, 𝐼𝑏𝜂(𝑇, 𝜂) is the Planck function and 𝛿 is the Dirac delta. Fol-
lowing, the local absorption coefficient, 𝜅(?̅?), is calculated as a value correlated 
to a reference state ?̅?0 
 
 𝜅(?̅?) = 𝑘∗ (?̅?, 𝜅(?̅?0)) 
(2.93) 
 
where 𝑘∗ is the correlation function. In addition, the 𝑘-distributions for the 














where 𝑁𝑏𝑎𝑛𝑑𝑠 corresponds to the number of bands in the narrow band calcula-
tion, Δ𝜂 is the width of the band and 𝑓𝑛(?̅?, 𝑘) is the 𝑘-distribution of the nar-
row band 𝑛. The implementation of the FSCK model into the CFD calculations 
require to pre-compute the full-spectrum of the 𝑘-distributions for different 
conditions and then interpolate them to the desired state [204], [220], [221]. 
Comparison of the CFD results generated by the FSCK model to the bench-
mark cases using line-by-line and narrow band results [222]–[224], as well as in 
combustion applications [56], suggests that the model produces accurate results 
without the computational cost of the spectral approaches. 
2.1.4.2. Radiative heat transfer in particles 
In coal combustion furnaces, a large amount of particulate matter remains 
entrained thus contributing to the transfer of radiative heat. The temperature 
reached at the particle surface, as a result of the heterogeneous reactions, is 
often higher than that measured in the surrounding medium. In addition, the 
thermal properties of the particle evolve from the highly radiative behaviour 
of coal, char and soot particles to the large scattering effect of the ash. Fur-
thermore, the effects of oxyfuel conditions in the radiative heat transfer of the 
particle are directly associated to the localized high temperature regions. 
An equivalent coefficient for the absorption and scattering contribution from 
a cloud of particles is calculated using a cross-sectional approach [194], namely 
 
 













where 𝜅𝑝 is the effective absorption coefficient and 𝜎𝑝 is the effective scattering 
coefficient, 𝑛(𝑟) is a particle distribution function in a volume of radius 𝑟, 𝐶𝑎𝑏𝑠 
is the absorption cross-section and 𝐶𝑠𝑐𝑎 is the scattering cross section. Simi-
larly, the energy dispersed by the particle cloud can be obtained through an 
integration over the cross section, however the Planck function evaluated at 






















where Φ𝑝(ŝ, 𝒔?̂?) is the effective phase function in the scattering direction (ŝ, 𝒔?̂?) 
and Φ(ŝ, 𝒔?̂?) is the phase function of a single particle. The incorporation of the 













The size of the particles affect the transfer of the radiative heat; for the case 
of small particles, such as soot and molecular gaseous particles, the scattering 
and extinction efficiencies are evaluated after the Rayleigh scattering theory. 
In contrast, the larger particles, such as coal, char and ash, exhibit noticeable 
scattering effects and their contribution to the radiative exchange must be 
accounted for through a more comprehensive methodology, such as the Mie 
theory [194].  
In cloudy combustion environments, a common approach in the calculation of 
the optical properties is to assume a constant absorption and scattering effi-
ciency. The estimation of an overall value for the radiative properties is based 
on experimental data, such as the Fourier-transform infrared (FT-IR) spec-
troscopy [225], [226]. The absorption efficiency of the char is commonly set 
between 0.85 and 0.95, furthermore the value for the suspended ash is agreed 
to be inferior however it has not been widely validated. The optical properties 
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evaluated for environment filled with both coal and char particles remain sim-
ilar across different coal types, nevertheless data is available for a wide range 
of coal ranks [227], [228]. 
In addition to the vibration-rotation bands in the spectrum that account for 
the majority of the radiative heat transfer, there are some wavelengths that 
emit radiation in the form of light. The vast majority of the combustion pro-
cesses are luminous and therefore are visible to the human eye. The luminous 
emission in coal combustion comes from soot particles, and their contribution 
to the radiative heat transfer is often enclosed in the estimation of the optical 
properties of the suspension. The light emitted, in contrast, does not contrib-
utes to a great extent in the heat transfer but it can be used in the evaluation 
of the overall combustion performance [194]. 
2.2. Spatial and temporal coherence assessment 
The classical definition of turbulent flows implies a chaotic and random ar-
rangement of vortices that move and interact within a continuum. The asymp-
totic, or mature, turbulence generated as the fluid flows through the domain 
is often considered as more important than the level of turbulence observed as 
initial conditions. However, in turbulent flows, a certain amount of the initial 
conditions of the flow are retained despite the complexity of the phenomenon. 
The lingering turbulence information is associated to the dynamic invariants 
of the flow which are a direct result of the laws of conservation of linear and 
angular momentum [79]. 
The evolution of the turbulent motion after the initial conditions provides, up 
to certain degree, repeatability or coherence to the flow and in some cases 
allows the formation of three-dimensional structures. The ability of a flow to 
repeat itself in an orderly fashion enhances the sustainability of more complex 
phenomena, such as combustion. Furthermore, the adequate analysis and pre-
diction of the flow coherence is paramount in the control and improvement of 
any associated processes. In the following sections, different methodologies for 
the assessment of the coherence of a flow are introduced. These methodologies 
are based on a statistical and data-driven approaches, and includes techniques 
for the evaluation of the temporal, spatial and spatiotemporal coherence. 
2.2.1. Spectral analysis and signal correlations 
Turbulence is dominated by the motion of the large, energy bearing, eddies 
which subsequently enhance the diffusivity and the stresses in the flow. Large 
eddies remain in the domain longer and can travel large distances, therefore 
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the diffusivity and the stresses are built upon the flow history and are not 
necessarily functions of local properties. Furthermore, the large turbulent 
structures dictate the rate of dissipation of energy through the smaller turbu-
lent eddies and eventually the viscous effects, thus effectively influencing the 
overall fluid flow. The motion at any point in the turbulent flow affects the 
motion of distant points downstream by means of the pressure field, thus pre-
venting the utilization of mean values associated to single particles in the rep-
resentation of the flow. It can be established that turbulent flows are less ran-
dom and more organised than the molecular motion, and that in order charac-
terise the organization of the flow, instantaneous and mean values of the flow 
variables for two or more particles, and the interactions among them must be 
included [88], [229]. 
The temporal evaluation of the fluid properties at a particular location in the 
domain will produce a signal. In experimentation and CFD modelling is com-
mon to sample or record fluid variables at a certain rate, thus creating discrete-
time signals. The rapid fluctuations of the flow variables often generate signals 
that are complex to analyse qualitatively, thus requiring to be analysed by 
different means. The discrete Fourier transforms (DFT) allow the conversion 
of the evidence of the temporal evolution of the flow into the frequency domain 
where underlying information, such as the temporal repeatability of the signal, 
can be acquired. The signal is decomposed into its constituent frequency com-
ponents, the range of frequencies in which the signal is contained is known as 
the frequency spectrum [230]. 
For a function 𝑢(𝑡), which contains information of the flow and is time-de-
pendant, with a period 𝑇, sampled at 𝑁 equally spaced times during the period, 
the discrete Fourier transform will define 𝑁 coefficients related to a Fourier 
series that represent a discrete spectral representation of 𝑢(𝑡). The time inter-














 𝑡𝑗 ≡ 𝑗∆𝑡,    for   𝑗 = 0,1,…,𝑁 − 1 (2.101) 
 
Each sample of 𝑢(𝑡) is defined as 
 𝑢𝑗 ≡ 𝑢(𝑡𝑗) 
(2.102) 
 
The complex coefficients of the DFT, ?̃?𝑘, are determined for 1 − 1 2⁄ 𝑁 ≤ 𝑘 ≤





























One of the advantages of the DFT is that the generated modes are orthogonal, 
thus giving independence among the modes [81]. The DFT is only defined for 
a sequence of finite-duration and despite that it can be directly computed, the 
straightforward implementation is inefficient for large number of samples. In 
order to obtain one sample of ?̃?𝑘 using the direct DFT approach, 𝑁 complex 
multiplications and 𝑁 − 1 complex additions are required, thus forcing the so-
lution of 𝑁2 complex multiplications and 𝑁(𝑁 − 1) ≃ 𝑁2 complex additions to 
obtain the complete set of coefficients. In addition, the overall set of coefficients 
will have a size 𝑁2 which might produce complications for its digital storage 
and manipulation. Since the number of DFT computations is a quadratic ratio 
of 𝑁, its implementation for a large data set is not practical [231]. Different 
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methodologies have been developed to improve the efficiency of DFT calcula-
tions; these are collectively known as the fast Fourier transform (FFT) algo-
rithms [232].  
The FFT algorithms are constructed in a way that the number of computations 
is constant per data sample, thus the total amount of operations will vary 
linearly with respect to 𝑁. Most of the operations realized while computing 
DFT are repetitive, hence periodicity and symmetry properties can be applied. 
For 𝑊𝑁 = exp




















Furthermore, the sequence 𝑁 can be divided into 𝑀 smaller sections of length 
𝐿, thus 𝑁 = 𝐿𝑀 and 𝐿2 +𝑀2 ≪ 𝑁2 for a large 𝑁. The divide-and-combine ap-
proach take 𝑀 smaller 𝐿-point DFT, and combine them into a larger transform 
using 𝐿 smaller 𝑀-point DFT. Then 𝑗 and 𝑘 can be re-written as [231] 
 
 𝑗 =  𝑀ℓ +𝑚,   0 ≤ ℓ ≤ 𝐿 − 1,   0 ≤ 𝑚 ≤ 𝑀 − 1 (2.107) 
 
 𝑘 = 𝑝 + 𝐿𝑞,   0 ≤ 𝑝 ≤ 𝐿 − 1,   0 ≤ 𝑞 ≤ 𝑀 − 1 (2.108) 
 
Since ?̃?𝑘 and 𝑢𝑗 can be written as the arrays ?̃?(𝑝, 𝑞) and 𝑢(ℓ,𝑚), respectively, 















































The solution of Equation 2.109 is usually implemented as a three-step proce-
dure, starting by the calculation of the 𝐿-point DFT array for each of the 














𝑝𝑚𝐹(𝑝,𝑚);    
 0 ≤ 𝑝 ≤ 𝐿 − 1






 is known as the twiddle factor. Finally, the 𝑀-point DFT for the 
rows 𝑝 = 0,…, 𝐿 − 1, is obtained following 
 
 









The total number of complex multiplications, 𝐶𝑁, for this approach is less than 
in the direct DFT approximation, and can be accounted for by the following 
expression: 
 
 𝐶𝑁 = 𝑀𝐿
2 + 𝑁 + 𝐿𝑀2 < 𝑁2 (2.113) 
 
The divide-and-combine procedure can be repeated whenever 𝑀 or 𝐿 are com-
posite numbers, and it becomes more efficient when 𝑁 is a highly composite 
number in the form of 𝑁 = 𝑅𝜐. The algorithms that employs the multiple di-
vide-and-combine approach are called the radix-R algorithms, with the radix-
2 FFT calculation being the most widely employed [231]. 
In the radix-2 FFT calculation 𝑁 = 2𝜐  with 𝑀 = 2 and 𝐿 = 𝑁 2⁄ , moreover 
𝑢(𝑘) is separated into two point sequences of 𝑁 2⁄  in length according to 
 
 𝑔1(𝑗) = 𝑢(2𝑗)
𝑔2(𝑗) = 𝑢(2𝑗 + 1)






where 𝑔1(𝑗) and 𝑔2(𝑗) contain the even-ordered and the odd-order samples of 
𝑢(𝑗), respectively. For the assumption of 𝐺1(𝑘) and 𝐺2(𝑘) as the respective 
DFT of 𝑔1(𝑗) and 𝑔2(𝑗), the solution for the coefficients is obtained through a 
merging operation given by [231] 
 
  ?̃?𝑘 = 𝐺1(𝑘) +𝑊𝑁
𝑘𝐺2(𝑘),    0 ≤ 𝑘 ≤ 𝑁 − 1 
(2.115) 
 
The number of complex multiplications, after using the radix-2 FFT method-











which is of the same order of magnitude as 𝑁2 for large values of 𝑁. The pro-
cedure can be repeated continuously, thus decimating the sequence and com-
bining the smaller DFT. The decimation process will effectively terminate 
when a number of 𝑁 one-point sequences are generated and their correspond-
ent DFT are obtained. The procedure resulting from the solution of the coeffi-
cients is known as the decimation-in-time FFT algorithm which has an associ-
ated number of complex multiplications given by [231] 
 
 𝐶𝑁 = 𝑁𝜈 = 𝑁log2𝑁 (2.117) 
 
which satisfies the linearity condition for large values of 𝑁. The methodology 
for the decimation-in-time FFT of a finite signal is available on a wide variety 
mathematical processing softwares, such as MATLAB, where additional sub-
routines are incorporated in order to accelerate the computation and improve 
the storage of intermediate data [231]. 
The analysis of the spectrum of frequencies derived from transient signals that 
contains flow information allows a better comprehension of the temporal dy-
namics of the turbulent motion, however these only represent the behaviour of 
the flow in a particular location. In contrast, the degree of interdependence 
between different locations, and the similarity of the flow information across 
various recorded signals provides a comprehensive characterisation of the flow 
[81]. 
For two data sequences, 𝑢1(𝑗) and 𝑢2(𝑗), of the flow information that were 















The general definition of the cross-correlation given in Equation 2.118, might 
produce inaccurate results when the signals are out of phase. The phase differ-
ence, or lag, in signals might be the result of a delay in the measurement or 
evidence of the influence of one location on the other. In order to avoid the 
miscalculation of the cross-correlation, one of the signals is shifted in order to 
improve the alignment. The signal 𝑢2(𝑗) is effectively converted to 𝑢2(𝑗 + 𝑠), 
where 𝑠 is the amount of sampling points shifted that were required in the 












The phase shift between two signals is usually unknown, so the cross-correla-
tion is commonly computed for different lags and the largest value of the cor-
relation is assumed to be the most relevant. The shifting of the signal will 
inevitably shorten it and values with no pair products will be produced. This 
is known as the end effect and it is corrected by adding the value of 𝑠𝑟12(0) 𝑁⁄  
to the remaining samples of the signal [233]. 
In order to standardize the analysis of the cross-correlations, a normalization 
procedure is often employed, and this allows the direct comparison of the cor-
relation of finite signals regardless of the absolute data values. The normalized 
expression for the cross-correlation is known as the cross-correlation coefficient 













A particular case of the auto-correlation occurs when the signal is correlated 
















where 𝐸11 is the normalized energy contained in the signal. 
The spectral analysis has been widely used in fluid dynamics to analyse the 
behaviour of flows [128], [235], [236], while employing data collected experi-
mentally [237]–[239] and, later, numerically [240]–[244]. However, the availa-
bility of high resolution data in addition to the increment in the computational 
power has led to the development of more efficient methodologies for the anal-
ysis of turbulent flows. Nevertheless, the results obtained from the direct spec-
tral analysis still represents the workhorse in the evaluation of the fluid coher-
ence due to its simplicity and wide implementation in commercial software. 
2.2.2. The proper orthogonal decomposition 
In order to understand the dynamics of flows and the transport processes as-
sociated to it, the underlying coherent features must be estimated and carefully 
analysed. The assessment of the disturbances in intricate geometries and com-
plex applications, such as in combustion chambers, allows a better understand-
ing of the transitional phenomena and instability mechanisms [245].  
Analyses of the global stability by direct methods, such as the spectral anal-
yses, become prohibitively as the number and the resolution of the samples 
increase, thus requiring iterative schemes to acquire the stability modes. Fur-
thermore, the iterative approaches rely on statistical values of the flow from 
which a series of artificial flow fields are constructed until convergence is 
reached. The statistical values of the flow field, however, are commonly un-
known, hence a robust methodology for the coherence analysis of the flow 
should be based exclusively on the sampled data[245]. 
The proper orthogonal decomposition (POD) is a global analysis technique 
that decomposes the field of any flow scalar into a sum of weighted, linear, 
basis functions known as modes [246], [247]. The development of the POD 
analysis spans across nearly three decades and it has received different names 
based on its application and fellow developers, such as the principal component 
analysis [248], the Hottelling transform [249], the Karhunen-Loeve transform 
[250], [251] and singular value decomposition [252]. The pertinence of the ap-
plication of the POD analyses to finite data became noticeable as the size in 
the databases generated either empirically or numerically increased, however 
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a common misconception that the classical method [246] could only be em-
ployed for one-dimensional data prevented its popularization. A further evolu-
tion of the classical method known as the snapshot method, demonstrated that 
it was possible to compute the empirical eigenfunctions of three-dimensional 
data without requiring any approximations [253]. The method of snapshots for 
the calculation of the POD is the preferred approach in the analysis of turbu-
lent flows as it provides the versatility to analyse sampled data in two or three 
dimensions by using the same algorithm. Different numerical algorithms have 
been designed to improve the computation process of the POD, with the cal-
culation in terms of the singular value decomposition (SVD) being regarded as 
the most efficient and straightforward [254]. The procedure for the calculation 
of the POD using the snapshot method in terms of the SVD will be describe 
thereafter. 
In the snapshots method is required to obtain a finite series of data in the form 









𝑎(r1,1, 𝑡𝑗) 𝑎(r1,2, 𝑡𝑗) ⋯ 𝑎(r1,𝑞 , 𝑡𝑗)
















where 𝑎 is the flow variable of interest, r is a spatial coordinate and the index 
𝑗 denotes the 𝑗-ith time step of the sample. Each vector field is compressed 


























The vector 𝑎(j) ∈ ℝ𝑚 is called a snapshot of the data; the value of 𝑚 will de-
pend on the size of the original vector field and the number of flow variables 
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contained in the sample and this value is usually a big number. The arrange-
ment of the vector field into a single column removes the spatial relationship 
between neighbours but allows to perform inner vector products to compare 
different temporal states. The set of flattened snapshots obtained from the 










The POD of the data matrix 𝐴 is obtained by performing the SVD that is 
defined as 
 
 𝐴 = 𝑈Σ𝑉𝑇 (2.125) 
 
where 𝑈 and 𝑉 are orthogonal matrices of size 𝑈 ∈ ℝ𝑞×𝑞 and 𝑉 ∈ ℝ𝑝×𝑝. The 
matrix Σ is of a diagonal type where the values are the non-negative square 
roots of the eigenvalues of 𝐴𝑇𝐴 and they are known as singular values or prin-
cipal values [255]–[257]. 
A matrix consisting of the inner products of the columns of 𝐴 is used to com-
pute the values of 𝑉 and Σ by correlating its eigendecomposition to the SVD 
as follows [42] 
 
 𝐴𝑇𝐴 = 𝑉Σ𝑈𝑇𝑈Σ𝑉𝑇 = 𝑉Σ2𝑉𝑇 (2.126) 
 
 𝐴𝑇𝐴𝑉 = 𝑉Σ2 (2.127) 
 
The spectral decomposition of 𝐴𝑇𝐴 allows the generation of the 𝑛 leading col-
umns of 𝑈, which are the POD modes, as 
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 𝑈 = 𝐴𝑉Σ−1 (2.128) 
 
It is common practice in the analysis of inhomogeneous flows to subtract the 
mean value of the scalar 𝑎(j) prior to the computation of the POD modes, thus 
providing more significance to the oscillatory modes computed [42]. The ma-
trices 𝑈 and 𝑉 contain the spatial and temporal correlations of 𝐴, respectively. 
In POD analyses, however, only the spatial coherence information contained 
in 𝑈 is often desired and the remaining data of Σ and 𝑉 is disregarded. Further 
developments in reduced order modelling have been made in order to incorpo-
rate the temporal component into the assessment of the coherence in dynamics 
systems, and that is the case of the dynamic mode decomposition. 
POD analyses have be widely used in the assessment of complex phenomena 
such as swirling flows [258]–[262] and combustion applications [263]–[269]. Fur-
thermore, the application of the POD technique for results obtained from CFD 
analyses allowed the characterization of the flow field in terms of its spatial 
coherence and provided a deeper insight into the complex dynamics of the 
turbulent motion and its associated phenomena, such as the system stability. 
The coupled POD-CFD studies have been successfully applied to isothermal, 
non-reacting flows [270]–[275] and in combustion environments [276]–[280]. 
Despite broadening the comprehension of the turbulent flows, POD analyses 
exhibit two major acknowledged drawbacks, namely the incorrect procedure to 
rank the importance of the structures captured by the methodology and the 
loss of phase information due to the second-order statistics employed in the 
formulation of the decomposition. Different weighting function have been em-
ployed to provide a better arrangement on the modes, thus overcoming the 
first handicap. The second shortcoming is more complex to solve and requires 
the reconstruction of the decomposition procedure [245]. 
2.2.3. The dynamic mode decomposition 
The purpose of the experimental and computational fluid dynamics is to pro-
vide a description of the flow that is objective and that can be quantified. An 
accurate description of the flow is paramount in the comprehension of the 
underlying, relevant processes and it is the foundation for the development of 
novel fluid technologies. A well-known approach to obtain the relevant infor-
mation from the flow is to employ a series of measurements, from experimental 
tests or computer simulations, to extract the dynamic characteristics of the 
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fluid motion [281]. The dynamic mode decomposition (DMD) is a data-driven 
method used for the analysis of complex and dynamic systems. Unlike POD 
analyses, the DMD utilize the time correlations and rearrange the spatial co-
herent modes, thus enforcing that the dominant patterns remain coherent both 
in time and space [42], [282]. 
In the DMD, the relationship between pairs of measurements is analysed. The 
measurements 𝑎(j) and 𝑎(j+1), where j denotes a temporal iteration in the 
data, are assumed to be correlated by a linear operator given by [283] 
 
 𝑎(j+1) ≈ 𝐵𝑎(j) (2.129) 
 
where 𝑎 ∈ ℝ𝑚 and 𝐵 ∈ ℝ𝑚×𝑚, and it is adopted for all pairs of measurements. 
The principle of the DMD methodology is to find the best fit-solution for 𝐵. 
For finite transient data sets, each measurement, 𝑎(t), is collected at regular 
time intervals ∆𝑡, described as 𝑎(j) = 𝑎(𝑗∆𝑡). Each measurements in known as 
a snapshot of the field in similar fashion to the POD analysis. Two sequence 


















where 𝑛 is the number of samples obtained from the flow, and 𝐴′ is the time-
shifted snapshot matrix. Appling the relationship described in Equation 2.129, 




 𝐴′ = 𝐵𝐴 (2.132) 
 
The DMD of the pair of data matrices 𝐴 and 𝐴′ is defined as the eigendecom-
position of the matrix 𝐵 and it is given by 
 
 𝐵 = 𝐴′𝐴† (2.133) 
 
where the superscript † denotes the Moore-Penrose pseudoinverse which can 
be efficiently computed using the SVD. The SVD of 𝐴 yields a decomposition 
in the form of Equation 2.125, which can be further expanded to [283] 
 
 









 ≈ ?̃?Σ̃?̃?𝑇 (2.135) 
 
where 𝑈 ∈ ℝ𝑚×𝑚 , Σ ∈ ℝ𝑚×𝑛−1 , 𝑉𝑇 ∈ ℝ𝑛−1×𝑛−1 , ?̃? ∈ ℝ𝑚×𝑟 , Σ̃ ∈ ℝ𝑟×𝑟 , ?̃?𝑇 ∈
ℝ𝑟×𝑛−1, the subscript 𝑟𝑒𝑚 indicates the remaining singular values given as 𝑛 −
1 − 𝑟, and the superscript 𝑇 represent the complex conjugate transpose. The 
Equation 2.135 shows that the dimension of the data matrix 𝐴 can be ade-
quately reduced by choosing a suitable value of the cutoff threshold 𝑟. The 
remaining terms are eliminated for the computation, thus allowing a much 
faster calculation of the pseudoinverse [284]. 
After the SVD of the matrix 𝐴, an approximation of the matrix 𝐵 can be ob-
tained as follows 
 




A dynamic model of the process can be then constructed for the data set fol-
lowing the analogy of Equation 2.129, namely 
 
 𝑎(j+1) = ?̆?𝑎(j) (2.137) 
 
The dynamic modes of system are obtained by the eigenvalue analysis of the 
matrix ?̆?. The eigenvalue analysis of matrix ?̆? can become computationally 
expensive for large values of 𝑚, however a projection of 𝑎(j) onto a subspace 
of dimension 𝑟 will vastly reduce the requirements for the calculation. The 
transformation of 𝑎(j) is in the form 𝑃𝑎 = ?̃?, where 𝑃 = ?̃?𝑇. The reduced order 
model is therefore derived as [283] 
 
 ?̃?(j+1) = ?̃?𝑇?̆??̃??̃?(j) = ?̃?𝑇𝐴′?̃?Σ̃−1?̃?(j) = ?̃??̃?(j) (2.138) 
 
From which it can be concluded that 
 
 ?̃? = ?̃?𝑇𝐴′?̃?Σ̃−1 (2.139) 
 
The eigendecomposition of ?̃? is therefore more efficient and yields information 
that can be used in the analysis of the spatiotemporal coherence of the flow 
[42], [283]. The eigendecomposition of ?̃? is written as 
 
 ?̃?𝓌 = 𝜆𝓌 (2.140) 
 
where each non-zero eigenvalue, 𝜆, is a DMD eigenvalue. The DMD mode that 











The DMD modes obtained from Equation 2.141 need to be re-arranged by 
computing their optimal amplitudes. This procedure allows the improvement 
in the physical meaning of each set of the DMD mode and the associated 
eigenvalue. The construction of an index matrix based by on a convex optimi-
sation problem for the SVD values allows to sort the arrangement of the DMD 
modes in terms of their relevant growth/decay rate and, as consequence, as 
per their contribution to the dynamic state of the flow [286]. In addition, dif-
ferent supplementary operations have been incorporated into the computation 
of the DMD in order to increase its efficiency; these include the sparsity-pro-
moting DMD [286], the compressive DMD [284] and the DMD with control 
[283].  
The acquisition of the spatiotemporal modes through DMD analyses have been 
beneficial in the assessment of complex flows, such as swirling jets [287], pre-
mixed [288], [289] and partially-premixed flames [290]. Furthermore, the in-
sight obtained from its application varies across different combustion processes 
[291], [292], namely the analysis of the thermo-acoustics [293], [294], the com-
parisons against flame transfer functions [295] and combustion instabilities 
[296]–[301]. Nevertheless, the DMD technique for the assessment of the spati-
otemporal coherence in solid-fuel combustors has not yet been reported and 
thus represents an opportunity to expand the notion of these phenomena. 
2.3. Summary 
The accurate prediction of the flow field and the distributions of the tempera-
ture and species is paramount in the modelling of combustion environments. 
The combustion of coal particles implies the interaction of a series of complex 
phenomena whose models require to be carefully adapted and evaluated prior 
to their implementation. Further, the different scales into which the combus-
tion process takes place requires the adoption of high resolution models that 
quite often are not feasible to apply for realistic scenarios. 
In this chapter, a review of the models employed in the modelling of the coal 
combustion by means of CFD has been presented. The necessity to expand the 
RANS calculations, which currently serves as the standard for pilot-scale and 
industrial applications, into the LES framework for a better representation of 
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the turbulent motions was identified. The transient nature of the LES, in ad-
dition to the high-definition data obtained from these simulations allows us to 
broaden the understanding of the dynamics of the process. Moreover, the de-
tails of the models required to capture the combustion process were introduced, 
as well as the influence of the altered environment, a characteristic of the CO2 
rich oxyfuel combustion, among them. It was acknowledged that a correct rep-
resentation of the heat transfer mechanisms is imperative to obtain a precise 
characterisation of the process. Radiative heat transfer is recognized as the 
most relevant heat transfer mechanism; hence, the selection of the appropriate 
model is a key decision in the modelling process. The utilization of global 
methods, such as the FSCK model, provides independence from the gas com-
position, thus preventing a necessary adjustment of the model form each com-
puted scenario. 
Furthermore, a methodology for the estimation of the temporal, spatial and 
spatiotemporal coherence of a finite sample of data was reviewed and its per-
tinence in the assessment of the systematic motion of the flows was acknowl-
edged. The coherent modes obtained from the decomposition of the fluid flow 
data are a reference of the stability of the flame, which is often used as an 
indicator of the combustion efficiency. The development of novel combustion 
technologies, and the changes to the operational conditions associated to it, 
compel the formulation of robust methodologies for their study. In addition, 
the ability to compute the statistical behaviour of the combustion process will 
allows the anticipation of the effect of such technologies in the overall process 
performance. In the following chapters the assessment of the spatiotemporal 
coherence in swirled coal flames will be performed, firstly in terms of the ex-
perimental data gathered using a flame imaging system, and later by means of 
CFD modelling. The methodology employed for the CFD calculations is devel-
oped and tested on an isothermal swirling jet in order to analyse the charac-
teristics of these structures. Finally, the methodology is employed to the flow 
developed in a coal combustor in which both the effects of the swirling motion 
and the chemical reactions are evaluated. 
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3. Experimental facilities and 
data collection 
3.1. Introduction 
This chapter provides a description of the facilities used to acquire the neces-
sary data to perform analyses of the spatiotemporal coherence though an en-
tirely experimental approach and CFD calculations. In Section 3.2, the pilot 
scale combustion facility used for the assessment of the stability and coherence 
of coal flames carried out in Chapters 4 and 6 is detailed. In addition, Section 
3.3 features the apparatus used to examine the behaviour of an isothermal 
swirling flow; the data reported from this test is used in Chapter 5. 
3.2. 250 kW Combustion Test Facility 
The development and evaluation of the methodologies used in Chapter 4 and 
6 for the estimation of the stability and spatiotemporal coherence of coal flames 
were sustained by the data obtained from an experimental campaign. The ex-
perimental test rig consists of a 250 kW solid fuel combustor, and it is a UK 
national facility. The CTF is part of the CCS Research Centre Pilot Advanced 
Capture Technology (PACT) Facilities, and is located in Sheffield, South 
Yorkshire, UK.  
The core of the CTF is the down fired, multi-fuel, cylindrical furnace. The 
furnace has the capability to burn pulverised coal and biomass, and operate 
under either air or oxyfuel environments. The facility incorporates a parallel 
fuel feeding system for coal and biomass particles that is digitally controlled. 
In addition, the upper section of the furnace features a detachable fitting, hence 
providing the flexibility to switch between different types of burners easily. 
The operation and monitoring of the equipment is continuously performed by 
a customized supervisory control and data acquisition (SCADA) system. 
3.2.1. Coal burner 
The PACT furnace was devised as a flexible test array that is capable to work-
ing under various operational conditions and for different fuels. The uppermost 
section was fitted with an easy access flange that couples the furnace to the 
different interchangeable burners available in a down-firing disposition. The 
coal burner consists of a scaled-down version of a commercially available third-
generation low-NOx burner of 250 kW; the burner was manufactured by Doo-
san Babcock Ltd. 
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The burner is of a staged type with different concentrically arranged annular 
flow channels. An image of the front of the burner is presented in Figure 3.1. 
At its centre contains a natural gas inlet paired with an annulus that delivers 
the necessary air to light an initial flame that is used in the heating of the 
furnace prior to the solid combustion tests. The fuel-entraining channel is com-
posed of four coal gutters in which only a fraction of the gas required for the 
combustion reaction is introduced; a bluff body is located at the end of the 
primary channel in order to promote the anchoring of the flame to the near 
burner region. The rest of the oxidiser is delivered into the furnace through 
the secondary and tertiary annular channels. Angular momentum is provided 
to the flow by means of a series of fixed-blade arrangements located upstream 
in each of the flow channels. The disposition of the blade arrangements can be 
seen in the computer aided image shown in Figure 3.1. The blades in the pri-
mary channel are placed at a polar angle of 63o and they have equal chord 
length; afterwards, the swirled primary flow is conducted through four con-
stricted sections that clusters the coal before it finds its way into the combus-
tion chamber. The flow in the secondary and tertiary annuli are swirled in a 
similar fashion with flat blades disposed at polar angles of 64o and 33o, respec-
tively. 
 
Figure 3.1 Photograph of the front view of the Doosan Babcock 250 kW coal burner 
(left), and cross-section computer aided drawing of the coal burner (right). 
The amount of oxidiser that flows in the secondary and tertiary channels is 
controlled by a damping mechanism that splits a single air supply; the damper 
is allocated within a wind-box above the burner concentric registers. The 
damping mechanism can hold different positions, from diverting the entire flow 
into a single channel to fully restricting it. The appropriate set-up of the burner 
through the damper position is of prime concern as it affects the combustion 
efficiency directly. Several test runs on the rig are necessary to find the more 
efficient position. The compact size of the burner, in addition to its assembly 
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philosophy, complicates the access of sampling probes into the wind-box. The 
quantification of the oxidiser flow in each channel has been estimated after 
performing CFD calculations based on photographs of the arrangement and 
metrology of its internal components [65]. 
3.2.2. Furnace 
The furnace at PACT is a down-fired array of cylindrical shape and it is 4 m 
in height and has a 0.9 m internal diameter. The furnace body assembly com-
prises eight sections, which are 0.5m in height and are lined with a layer of 
refractory material of 0.1 m in thickness with the commercially available Veco-
Form RCF1700. The composition of the refractory material is approximately 
80% alumina and 20% silica, and each section was specifically moulded to suit 
the geometry of each section of the furnace. The refractory of the upper section 
of the furnace is composed of different materials as shown in Figure 3.2. The 
central part of the top section was made from the high-density fire resistant 
Durax 1850 concrete, it has a 185 mm duct in which the end of the burner is 
fitted; a quarl throat, that is formed by a chamfer of 25o and 50 mm long, was 
casted at the end of the duct. The enclosing refractory zones at the top section 
of the furnace were manufactured using Jonlite IC16 and Skamolex Super-Isol.  
 
Figure 3.2 Schematic of the cross section of the refractory layer installed in the 250 
kW CTF The sections A and B are made from Durax 1850 concrete, and the sec-




Several sampling ports are located along the furnace with the vast majority of 
them residing in the top three sections, where the flame front is contained. The 
upper six sections and the exhaust pipe of the furnace are cooled by a closed 
circuit of flowing water. For safety purposes, the water temperatures, and thus 
the heat transfer from each section are monitored individually. The heat ex-
tracted from the furnace through the water is transferred to the atmosphere in 
a 500 kW forced-convection cooler. The water tray, that is located on the 
bottom of the furnace, provides flexibility to contain the pressure fluctuations 
of the combustion process and impede the flue gases from escaping. A centrif-
ugal fan is coupled to the exhaust pipe that is located in the bottom section of 
the furnace. The furnace operates under a low induced draft to inhibit leakages 
of the combustion products. The flue gases are conducted through a cyclone 
separator and a high temperature candle filter, where the flying solid particles 
are removed. Photographs of the furnace are presented in Figure 3.3. 
 
Figure 3.3 Photographs of the 250 kW furnace, the upper 3 sections are located at 




3.2.3. Oxidiser and fuel supply system 
The oxidiser stream required for the air combustion reaction is provided in a 
pressurized state at 7 bar by a reciprocating compressor unit. The compressor 
unit is coupled to a cooler and an arrangement of coalescing and activated coal 
filters in order to remove the moisture and oil traces from the compressed gas. 
The total air flow is split into two pipelines, one being the entraining stream 
and the second corresponding to the rest of the oxidiser. Each line is fitted 
with control valves and mass flow meters that are regulated by a set point that 
is provided via a programmable logic controller (PLC). 
The primary line, carrying the entraining stream, is fitted to the coal feeding 
system to carry the particles into the furnace. The air flow containing the 
entrained coal particles is directly conducted through the primary channel of 
the burner. The second pipeline that contains the remaining part of the oxidiser 
is attached to the wind box of the burner, and this is allocated into the sec-
ondary and tertiary channels as per the position of the damping mechanism 
within the burner. 
 
Figure 3.4 Photograph of the oxidiser supply manifold of the 250 kW CTF. 
For the oxy-fuel combustion tests, the oxidiser is a gaseous mixture with a pre-
established concentrations of O2 and CO2. The gases are contained in separate 
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liquid tanks at 5 bar from which they are conducted through a natural convec-
tion evaporator and into a mixing manifold. A photograph of the oxidiser man-
ifold is shown in Figure 3.4. The manifold contains a set of flow control valves 
that are coupled to independent mass flow meters and O2 analysers. The output 
lines of the manifold are jointed to the primary and secondary-tertiary air 
channels. The junction from the oxy-fuel manifold and the air channel in the 
primary pipeline is located prior to the coal feeding system, thus replacing the 
air for the O2/CO2 mixture as the entraining fluid. 
An electric heater unit is installed on the secondary-tertiary pipeline and this 
is used to increase the temperature of the gases before entering the burner. 
The temperature of the gases is set to 523K, a similar value to those obtained 
in a power plant. As a security measurement, the temperature of the primary 
stream is that of the surrounding environment, in addition its O2 concentration 
for the oxyfuel tests are kept below 21 vol%. 
 
Figure 3.5 Photograph of the mechanical feeder used in the coal delivery system. 
A mechanical feeder, as presented in Figure 3.5, is used to ensure that the 
appropriate amount fuel is carried into the furnace. The feeder consists of a 
cascade-type hopper array, with the main coal storage on the upper level. A 
smaller amount of coal is allowed into the second hopper, which is located on 
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the ground floor, through a rotary valve. The coal contained in the lower hop-
per is constantly mixed in order to homogenize its density and decrease the 
risk of agglomeration in the walls. A screw conveyor is located at the bottom 
of the lower hopper and this is used to transport fuel into a vibrating plate in 
order to produce a smooth fuel delivery ratio. The screw conveyor is driven by 
an electric fix-geared motor that is capable of adjusting its angular velocity; 
the angular velocity is set by an electro mechanic controller. Subsequently, the 
conveyed fuel is dropped into a junction pipe that is of a conical shape and 
from where it is carried by the oxidiser into the burner. 
The pressure of the fuel feeder system is maintained at low negative values to 
enhance the displacement of the coal particles. A small amount of the primary 
oxidiser is redirected through a parallel pipeline into the feeder, where a dif-
ferential pressure cell is used to control the amount of diverted oxidiser. 
The calibration of the fuel feeder system is preformed prior to each test, or 
whenever relevant changes to the fuel composition takes place, such as for a 
different fuel batch. Also, several measurements of the fuel displaced at various 
set points are carried across different short time bursts, ranging from 1 to 5 
minutes. A linear regression of the experimental data is used to estimate the 
required set point for the coal mass flow values that were not tested. The 
calibration curve that is employed throughout these studies is presented in 
Figure 3.6. 
 
Figure 3.6 Calibration curve for the frequency of the geared motor (left), and for the 
fuel mass flow (right), of the fuel supply system. 
The fuel used for all the experimental campaigns is a South American bitumi-
nous coal, which has a high volatile content, and it is commercially branded 
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as ‘El Cerrejon’; the fuel is supplied by the manufacturer as a pulverized pow-
der in bags of 20 kg. The stockpiles of the fuel bags are stored in a low-humidity 
closed space and the composition and calorific values are obtained for the coal 
using the relevant British Standard procedures, and these are presented in 
Table 3.1. 
Table 3.1 Properties of the ‘El Cerrejon’ coal. 
‘El Cerrejon’ coal 
Ultimate analysis (%, DAF)  Proximate analysis (%, as received) 
Sulphur  0.52  Moisture  7.63 
Carbon 80.92  Ash  2.90 
Hydrogen  5.12  Volatile matter 35.50 
Nitrogen  1.65  Fixed carbon (by diff.) 53.98 
Oxygen (by diff.) 11.79    
     
Gross calorific value [MJ/kg] 29.61    
Net calorific value [MJ/kg] 28.41    
 
The particle size distribution of the coal was obtained after several samples 
were gathered from different bags and locations of the coal. The particle size 
trend is approximated by a Rosin-Rammler distribution [302] and it is used as 
an input for the CFD calculations. 
3.2.4. Experimental capabilities 
The 250 kW CTF was conceived to be able to perform as many experiments 
as possible through its probe allocation capabilities and several measurement 
techniques have been employed to analyse the efficiency of the combustion 
process. A large number of ports are located along the eight furnace sections; 
those used for the flame assessment are located in the first three sections of 
the furnace, where the flame front resides.  
3.2.4.1. Gas analysis 
The ports used for the gas sampling and heat flux measurements are comprised 
of 1.5 inch couplers with compression fittings attached that allows the instal-
lation of probes of up to 1 inch in diameter. The compression fittings provides 
a tight seal between the sampling port and the probe, thus restricting air leak-
ing into the furnace. 
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A water-cooled sampling probe is used to extract gases at different locations 
in the furnace. The outlet gas composition was always sampled from the ex-
haust pipe, while various positions were tested in a similar way. The conden-
sates generated within the sampling channel of the probe are removed from 
the gas using a Dreschel bottle attached to the sampling line that is located 
immediately after the probe. Additionally, the sampled gas is conducted 
through a fine particle filter that removes all the carried solids. Finally, the 
sampled gas enters the analyser array, where the remaining moisture is elimi-
nated and the gas composition assessment is performed. 
 
Figure 3.7 Photograph of the cluster of analysers used for the gas composition as-
sessment on the 250 kW CTF. 
The analysers cluster is a MAXSYS 900 series from Signal Group Ltd; it com-
prises O2, CO2, CO, SO2 and NOx analysers that work in parallel, a photograph 
of the analysers cluster is shown in Figure 3.7. In addition to the analysers, a 
vacuum pump and a cooler unit are mounted on top and bottom of the rack; 
the vacuum pump provides the suction required to extract the gas sample while 
the cooler unit is used to fully remove the moisture contained in the sample. 
The analysers are constantly calibrated throughout the experimental tests, 
thus ensuring the accuracy of the measurements. Three different calibration 
procedures are performed; one of them is executed while zero grade N2 is flow-
ing through the sampling line and this is used to set the zero point value on 
the analysers. The second calibration uses beta standard gases with a pre-
established concentration for the species measured by the analysers, and the 
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concentration level for the species are situated within the expected range in 
the experimental campaigns. The calibration to the value of the beta standard 
value is used to set a second point, namely the span level point. A third cali-
bration is used exclusively for the CO2 analyser when the oxy-fuel conditions 
are tested, due to the wider range in the values of species concentrations. The 
value obtained for a pure CO2 gas stream is recorded and the measurements 
obtained during the test are corrected as required. 
3.2.4.2. Temperature measurements 
The temperature measurements of the gas are approximated by a series of 
thermocouples along the furnace. A type R thermocouple is located in each of 
the eight sections of the furnace, and these are encapsulated in a ceramic shield 
that protects them against radiation-induced damage. Due to the direct line-
of-sight between the thermocouples and the flame front, and the proximity of 
the glowing furnace walls, the measurements are expected to be affected by 
radiative heat transfer. The temperature values obtained from the furnace 
thermocouples are used as a reference during the experimental tests; however, 
they must not be used as the value of the temperature at either the wall or the 
gaseous flow. 
3.2.4.3. Heat flux measurements 
The total heat flux at the wall of the furnace was measured by a heat probe 
which was designed and manufactured by The International Flame Research 
Foundation. The probe consists of an ellipsoidal cavity that is water-cooled 
and have an aperture in one end and a thermopile at the other, thus effectively 
focusing the entering radiation into the measuring sensor. The thermopile con-
sists of a stainless steel plug with thermocouples at each end, and produces an 
electromotive force directly proportional to the absorbed energy. The surface 
of the ellipsoid is plated with a gold layer of thickness 0.5 mm in order to 
minimize the effect of the surface absorption. In addition, a protecting window 
is mounted in the cavity as a guard for the thermopile and to avoid errors 
associated to convective heat transfer. Furthermore, a purge flow of nitrogen 
is used to prevent the entry of combustion gases in to the ellipsoidal cavity. 
3.2.4.4. Flame imaging 
The furnace of the 250 kW CTF contains several ports that are designed to 
accommodate different devices for the 2D imaging and 3D tomography recon-
struction techniques. The flame imaging system used in this experimental cam-
paign consists of an optical probe fitted with a wide angle telescopic lens and 
a high-speed camera. The optical probe is cooled with water to protect the 
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telescopic lens array from the high temperatures of the furnace. A stream of 
air, that is directly discharged to the telescopic lens, was used to prevent the 
adhesion of particles that might obstruct the view of the flame front. An addi-
tional array of focus and aperture lenses is paired to the telescopic lens to 
adjust the depth of field as required. 
 
Figure 3.8 Photograph of the flame imaging array used during the experimental 
campaign. From top to bottom, water-cooled probe, focus and aperture lenses, in-
dustrial RGB camera and telescopic lens. 
The device used to record videos of the flame is an industrial grade RGB 
camera, and a photograph of the flame imaging probe is presented in Figure 
3.8. The sensor of the camera is of a complementary metal-oxide-semiconductor 
(CMOS) type, and it is capable to recording videos up to 265 frames per sec-
ond. The camera sensor is contained within an integrated electronic circuit, 
and the camera output is coupled to a personal computer through a Universal 
Serial Bus (USB) 3.0 connector. Live images, as well as recorded videos, from 
the camera are obtained through a dedicated software. 
3.2.5. Conditions analysed 
The experimental coal combustion campaign conducted as part of this thesis 
was performed at 200 kWth of thermal load, and the fuel used during the ex-
periments was ‘El Cerrejon’ bituminous coal, whose properties can be found in 
Table 3.1. 
Four different cases were tested, being air combustion and three oxyfuel sce-
narios with overall O2 concentrations of 24, 27 and 30 vol%. The portion of the 
oxidant delivered to the furnace was through the primary channel, and it was 
used as the carrier flow for the coal particles, this was set at 20%. The remain-
ing flow was split into the secondary and tertiary by the damping mechanism 
in the burner wind box. Different positions of the mechanism were tested prior 
to the experimental campaign until the optimal ratio was achieved; the position 
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of the mechanism was then held thereafter. The secondary-tertiary flow was 
preheated to a temperature of 523 K in both the air and oxyfuel conditions; 
the oxidiser in the primary channel was retained at 293 K. A summary of the 
amount of oxidiser used for the experimental campaign is presented in Table 
3.2. 
Table 3.2 Operating conditions used in the coal combustion experimental campaign. 
Coal combustion campaign 
 Primary flow Secondary-Tertiary flow 
Case Air [l/min]  Air [l/min]  
Air 825  3250  
 O2 [l/min] CO2 [l/min] O2 [l/min] CO2 [l/min] 
Oxy24 138 523 657 1992 
Oxy27 124 464 674 1677 
Oxy30 111 419 685 1428 
 
3.3. Isothermal swirling flow apparatus 
Turbulent swirling flows are commonly used in combustion applications to 
enhance the mixing of reactants and to stabilize the resulting flame. The in-
teraction of the swirling jets in a confined space, such as a combustor or a 
furnace, generates zones where counter current flows occur [32], [36].  
The comprehension and control of the swirling flows is a major concern due to 
its associated practical applications in the combustion industry [303]. The con-
ditions experimented within a combustion chamber, such as high gas temper-
atures and incident radiation, often interfere with the acquisition of detailed 
experimental measurements. Non-reactive swirling flows have been historically 
used to develop and validate suitable models that later are applied to different 
combustion scenarios [304]. 
The development of the methodology used for the assessment of the spatio-
temporal coherence in swirling flows through Large Eddy Simulations are pre-
sented in Chapter 5, and these are based on the experimental report produced 
by the Lewis Research Center, which is part of the National Aeronautics and 
Space Administration (NASA) in the United States [305]. The report provides 
detailed measurements of an isothermal, non-reactive swirling flow. The prin-
cipal components of the test rig are a water reservoir tank, a metered flow 
circuit with an inlet plenum, a test section made of glass, a dye injection system 
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and an argon ion laser. A computer-aided representation of the test rig is shown 
in Figure 3.9. 
 
Figure 3.9 A computer-aided representation of the isothermal swirling flow test rig. 
3.3.1. Swirling flow duct 
The test section of the swirling flow apparatus comprises of a glass tube which 
is 1 m long and 0.122 m internal diameter in which water at a temperature of 
293 K is circulated. The tube was enclosed by a glass box filled of the same 
fluid that serves as a direction distortion reduction mechanism for the laser 
beams. 
Water enters the test section though a jet tube and a concentric annular duct 
in which an arrangement of blades provides a swirling component to the flow; 
the test section outlet is coupled to a vertical chamber that acts as a weir. The 
weir section is open to the atmosphere, thus allowing to mitigate any over 
pressurization of the system. The water flow over the weir wall is returned to 
the water reservoir tank in the closed circuit configuration; for the cases where 
a dye was injected into the entering water stream, the outflow was discharged 
to the drain. 
3.3.2. Water inlet plenum and swirler arrangement 
A water inlet plenum is used to pass the water into the test section of the 
isothermal swirling flow apparatus, and it is composed of two concentric flow 
channels. The inner channel is a jet tube of 0.025 m internal diameter; rigid 
piping of the same internal diameter was used up to 3 m before the plenum in 
order to ensure a fully developed profile. The outer flow channel is annular 
92 
 
section of 0.059 m and 0.0306 m outer and internal diameter, respectively. The 
wall that separates both flow channels was provided with a flare angle of 7.5o 
at the end of the tube. The annular channel of the plenum contains three 
perforated plates to enhance the uniformity of the flow and a region with a 
honeycomb structure to remove any swirl prior to the blade arrangement. 
A cluster of fixed blades is installed in the annular channel of the water inlet 
plenum in order to provide swirl to the flow. Several blade profiles and geo-
metric dispositions were tested as part of the rig construction. The design se-
lected produced a 30 ͦ mean-angle, and a free-vortex tangential velocity distri-
bution with a uniform axial velocity distribution; it consists of an arrangement 
of eight turning blades whose trailing edges are located 0.051 m upstream of 
the test section. A schematic of the blade arrangement is presented in Figure 
3.10. 
 
Figure 3.10. Schematic of the design characteristics of the blade arrangement in-
stalled in the isothermal swirling flow apparatus, top view (left) and front view 
(right). 
3.3.3. Flow visualization techniques 
The main purpose of the study was to acquire and analyse the flow velocity 
and mass transport rate through non-intrusive techniques within the test sec-
tion. A combination of laser velocimetry (LV) and laser induced fluorescence 
(LIF) techniques were employed to obtain instantaneous velocity components 
and concentration distributions. The turbulent transport rate was determined 
after two velocity components were obtained simultaneously. As a result, the 
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data acquired for the concentration and velocity distributions were gathered 
in at least two non-consecutive test runs. 
The flow visualization system was built using a combination of commercially 
available equipment and in-house made components that were tailored to per-
form a specific function. The two colour laser lines, blue and green, produced 
by an Argon ion laser were employed in the LV measurements. The particles 
that are contained naturally in the tap water were used as seeds that scattered 
the volume created by the laser beams. A photomultiplier was coupled to the 
Laser Doppler Velocimetry (LDV) signal processors and these were employed 
to first modulate the light intensity and then to obtain two velocity compo-
nents for several data points. The two velocity components for each analysed 
plane were obtained for a period of time of 0.001 s. 
In addition, a tracer dye that consists of a solution of fluorescein disodium salt 
was injected into the test volume through the inner jet line. The blue line from 
the Argon ion laser used in the LV measurements was adopted as the fluores-
cence inducer in the mixed fluid. The filtered signal obtained from a photo-
multiplier was amplified and converted into voltage and the LV and LIF results 
were stored as a pair for future assessment of the flow. 
3.3.4. Flow conditions reported 
The results presented in the report were aimed to be used as a database in the 
evaluation of the mathematical and computer-based transport models for ax-
isymmetric flows. Steady state flows were obtained after time-independent sta-
tistics had been presented in accordance to the nature of the transport models. 
A qualitative assessment of the steadiness of the flow was performed prior to 
the laser-based data acquisition period. In parallel, the symmetry of the flow 
was inspected along the test section in order to minimize geometrically biased 
results. High-speed photographs were acquired using a shutter speed of 0.001 
s for a continuous stream of dye in the inner jet water line and for pulsating 
dye injection stream into the swirl inlet. 
The collection of photographs were used in the analysis of the structures pre-
sent in the flow. It was found that the flow contained four distinguishable zones 
comprised by a wake region attached to the bluff body between the inner and 
annular channels, a noticeable shear layer between the two streams, an outer 
recirculation zone adjacent to the inner plane and a re-attachment zone further 
downstream. The inlet conditions used for all the cases evaluated during the 
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experimental campaign carried out by The Lewis Research Center are pre-
sented in Table 3.3. 
Table 3.3 Experimental conditions evaluated in the isothermal swirling flow test ar-
ray. 
Experimental campaign of isothermal swirling flows 
 Mean axial velocity [m/s] Flow rate [gpm] 
Flow condition Inner jet Annular jet Inner jet Annular jet 
1 0.52 1.66 6.2 52.8 
2 0.27 1.66 3.2 52.8 
3 2.08 1.66 24.6 52.8 
4 0.94 1.51 11.1 48.0 
5 0.94 2.87 11.1 94.8 
 
Despite testing all the experimental conditions, the detailed data acquired was 
only reported for the flow condition 1; the CFD computations, in whose the 
development of the methodology for the assessment of the spatiotemporal co-
herence was based, are supported by these published results. 
3.4. Summary 
In this chapter, a review of the experimental facilities used in the in analyses 
for the forthcoming sections of the thesis was presented. The details of the 
solid combustion rig, which is part of the PACT facilities in South Yorkshire, 
UK., were introduced. Special attention was given to the data acquisition ca-
pabilities of the furnace, and details of the experimental probes and sampling 
equipment were provided. The data obtained from the flame imaging system 
was used to perform the analysis of the flame stability in Chapter 4 while the 
complementary data gathered from the experimental campaign, such as the 
temperature distribution, heat flux and chemical species concentrations were 
employed to validate the CFD model developed in Chapter 6. 
Furthermore, a description of the isothermal swirling flow apparatus of the 
Lewis Research Center, part of the NASA in the United States, was presented. 
The test rig was the central part of the experimental research in swirling flows 
carried out by the institution over two decades and which results are published. 
The constituents of the device were enumerated and further described individ-
ually; a layout of the array of fixed blades, the foremost important component 
of the rig, was produced in order to clarify the swirl generation mechanism. 
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The results reported from the experimental campaign carried over the appa-
ratus were employed to validate the CFD model and the methodology for the 





4. Spectral and digital imaging 
analysis of coal flames 
The ability in maintaining a stable flame is key in the deployment of novel 
technologies in combustion, such as oxyfuel techniques. The alterations in the 
flame characteristics such as colour, shape and brightness are often used as an 
indicator of its stability [32]. 
This chapter presents the assessment of the stability of a range of coal flames 
based on the quantification of its transient nature. A digital imaging approach 
was used for the different coal flames to obtain transient data that later was 
used to account for their stability. The instantaneous variations of the flame 
parameters, such as temperature and luminance, are employed in the evalua-
tion of its fluctuating behaviour through spectral and oscillatory analyses [306]. 
As a non-intrusive technique, digital imaging provides a useful approach to 
recover information from the flame without interfering in its natural behaviour. 
The experimental set up used through the coal combustion campaign is pre-
sented in Section 4.1 followed by the introduction of the methodology employed 
in the flame stability assessment in Section 4.2. The results obtained from the 
spectral and oscillatory intensity analyses are reported in Sections 4.3 and 4.4, 
respectively. Finally, a summary of the results alongside the general conclu-
sions of these studies are discussed in Section 4.5. 
4.1. Experimental set-up 
Digital imaging techniques have been widely employed in the characterization 
of the combustion of a range of fuels across different conditions [307]. The 
utilization of spectral analyses in the assessment of the behaviour of a flame 
was previously used for both premixed and diffusion gaseous flames [308], [309], 
and later deployed in the characterization of heavy-oil flames [310]. In addition, 
spectral analysis has proven to be successfully adapted in the study of coal 
flames under air [311]–[313] and oxyfuel conditions [40]. As a complement to 
the CFD computations, spectral analyses have been employed in order to com-
prehend the underlying mechanisms of the oscillatory behaviour of swirling 
flows and combustors [314], and to estimate their impact on the stability of 
the flame in terms of its temporal repeatability [64], [315]. 
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The coal combustion campaign was carried out on the 250 kW solid-fuel com-
bustion test facility of the UK CCS Research Centre located in Sheffield, UK. 
The experimental rig, described in Section 3.2, was fitted with a scaled-down 
version of a third-generation low-NOx burner that produces 250 kW, the design 
and manufacture of the burner was executed by Doosan Babcock Ltd. A ther-
mal load of 200 kWth of a high volatile bituminous coal, commercially branded 
as ‘El Cerrejon’, was fired in all cases. The composition and calorific values of 
the coal are summarized in Table 3.1. 
The experimental campaign consisted in one air-fired and three oxyfuel cases 
under overall concentrations of 24, 27 and 30 vol%. The composition of the 
combustion environment was adjusted through an O2/CO2 mixing skid; the 
concentration of O2 in the primary channel was retained at 21 vol% for security 
purposes. The amount of oxidant delivered to the furnace through the primary 
channel was 20%, while the remaining fluid was split into the secondary and 
tertiary streams in the plenum of the burner. The position of the damping 
mechanism of the burner was set after a series of preliminary tests, in which 
the aerodynamics of the flame was assessed; the disposition of the damper was 
then fixed, and held during the experimental campaign, to that in which the 
optimal burnout was achieved and levels of NO remained low. An electric 
heater was used to raise the temperature of the secondary-tertiary gas flow to 
523 K in all cases; the temperature of the oxidiser flowing in the primary 
channel was maintained at 293 K to reduce the risk of early ignition. The total 
gas flows used in the coal combustion experimental campaign are presented in 
Table 3.2. 
A digital imaging system was fitted to a port in the top section of the furnace, 
thus allowing a direct line of sight to the flame front. The flame imaging system 
is composed of a water-cooled optical probe that encases a wide-angle telescopic 
lens. The depth of field is adjusted by an external array of focus lenses and an 
iris mechanism that regulates the aperture. The perceived light is conducted 
through the lenses into a complementary metal-oxide-semiconductor (CMOS) 
sensor of an industrial camera. The light spectrum captured by the camera is 
divided into three primary channels (red, green and blue) thus producing a 
colour space in which all the remaining colour can be estimated, a schematic 
representation of the RGB colour space is presented in Figure 4.1 [316]. The 
installed camera is of a RGB type and it is built as an integrated circuit into 
which the CMOS sensor is embedded. The camera is paired to a custom soft-
ware from where it is possible to record videos and visualize live images. The 
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software is capable of alter the exposure time and recording speed of the cam-
era sensor, for the experimental campaign the exposure was set at 1.5 ms. The 
flame imaging system have a maximum recording speed of 265 frames per sec-
ond however it has been decreased to capture 250 frames per second or less in 
order to avoid data loss due to Bus bandwidth depletion. 
 
Figure 4.1 A Cartesian representation of the RGB colour space (left) and a three-
dimensional colour cube used to capture the light spectrum (right). 
A set of 8000 images were extracted from recorded videos for each case, the 
images comprised a resolution of 320×256 pixels. The stability of the flame was 
computed for two regions of the flame front, the first corresponding to the 
maximum captured extension, and the second zone, commonly known as the 
root region, being the vicinity of the burner tip in which flow mixing and 
emissions formation phenomena are predominant due to a larger concentration 
of volatile matter [310]. The transient signals were constructed by post pro-
cessing the recovered frames using a computational algorithm that is coded 
specifically for this purpose in MATLAB R2015a. 
4.2. Methodology 
A series of still images were extracted from videos recorded during the experi-
mental coal combustion campaign. The recording speed of the flame imaging 
system was set at 200 fps, while the minimum length of each video was 40s. 
The number of images, or snapshots, used for the stability assessment in each 
case was fixed at 8000 for the sake of consistency. Each snapshot is composed 
by a matrix array of size M×N×3, where M and N represents the number of 
pixels, or the resolution of the image, in width and height, and 3 is the number 
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of colour channels in which the light spectrum is captured by the CMOS sensor 
of the camera. Each colour matrix is composed of evenly quantized 24-bit val-
ues for each pixel within the recorded area. The colour channel recorded by 
the camera sensor are red, green and blue. 
 
Figure 4.2 Schematic representation of the array of matrices used to represent an 
image in RGB colour space. 
A stability analysis was performed after three complementary flame parame-
ters were recorded. The first parameter used is mainly associated with the 
larger char particles combusting and corresponds to the flame brightness [317]. 
The flame brightness is represented by the value of the digital luminance for 
each snapshot. The second parameter employed is the temperature calculated 
by the two-colour pyrometer method [318]–[320]. The temperature computed 
by the two-colour pyrometer method accounts for the volume contained by the 
flame front and includes the transient effects of both the volatile and char 
combustion, as well as those derived from its associated highly radiant partic-
ulate products, such as soot. Finally, the third flame parameter used in the 
estimation of its stability corresponds to the entire light spectrum captured by 
the camera. An overall index is computed after the magnitude of the light 
fluctuations in the colour hue, intensity and saturation space [321]. 
The dynamic nature of the flame is captured by the repeatability of its recorded 
parameters. Spectral analysis are performed over the transient data obtained 
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from the digital luminance and temperature estimations, thus accounting for 
the temporal coherence of the flame. In addition, the severity of the oscillations 
manifested by the flame are accounted by the index calculated after the light 
spectrum. In conjunction, both the temporal coherence and the severity of the 
oscillations are employed in the evaluation of the flame stability exhibited in 
each case. 
4.2.1. Digital luminance 
The ability to properly characterize the light is paramount in the science of 
colour and image-based analyses. If the light does not produce any colour, it 
can only be characterized by its magnitude, or intensity, and this type of light 
source is known as achromatic. However, colourful light, or chromatic light, 
resides in a wider range of the electromagnetic spectrum, from 400 to 700 nm, 
approximately. The quality of the chromatic light source can be represented 
by its radiance, luminance and brightness. The energy flowing from the light 
source is accounted by the radiance, while the luminance measures the amount 
of energy perceived by an observer from a referred light source. The brightness 
term comprises a subjective connotation as it refers to the way a light source 
is sensed by an observer, and therefore it is practically impossible to measure 
[322].  
Different mathematical relationships have been developed to calculate the ra-
diance and luminance of light sources, and lately these have been modified to 
be adopted to the data obtained from digital devices, such as cameras and 
recorders. The digital luminance perceived by the camera sensor, ℒ𝐷, was cal-
culated by weighting the quantized values of the colour channels for each pixel 
location. The weighting relationship coded into the mathematical algorithm is 
as follows: 
 
 ℒ𝐷 = 𝛼𝑅𝑅 + 𝛼𝐺𝐺 + 𝛼𝐵𝐵 (4.1) 
 
Where the values 𝑅, 𝐺, and 𝐵 corresponds to the pixel-wise value of the quan-
tized light spectrum in the red, green and blue colour channel, respectively. 
The weighting coefficients for each colour channel were set as per the recom-
mendation of the International Telecommunications Union and have values of 
𝛼𝑅 = 0.2989, 𝛼𝐺 = 0.587 and 𝛼𝐵 = 0.114 [323]. 
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4.2.2. The two colour pyrometer 
Historically, the emission of light in combustion processes, caused by the ther-
mal decomposition of the fuel constituents, has been used as an indicator of 
the reaction efficiency. The necessity of an accurate measurement of the radi-
ated heat and temperatures reached within a furnace motivate the develop-
ment of non-intrusive techniques such as the optical pyrometer [318]. 
In optical pyrometry, the temperature calculation is based on the magnitude 
of the radiance on a singular wavelength or across different bands of the light 
spectrum. In multiphase combustion environments, such as in a coal furnace, 
the single band optical pyrometer was found to be not suitable due to its 
inability to account for the temperature of particulate matter [324]. In contrast, 
the temperature of highly radiative solids produced in the combustion process, 
such as soot, can be accounted for by expanding the range of the light spectrum 
in which the radiance is measured. By encompassing the radiance at two dif-
ferent wavelengths, hence the two-colour pyrometer, the prediction of the tem-
perature for the solid particles can be derived through relationships in the 
intermediate values recorded [318]. 
The relationship employed for the calculation of the temperature was con-
structed as a correlation of the quantized values in the red and green channels, 



















where 𝐶2 corresponds to the second Planck’s constant and it has a value of 
1.4387×10-2 mK. The terms 𝜆𝑅 and 𝜆𝐺 are the peak wavelength values in the 
light spectrum for the red and green colours, their values are 615 and 540 nm, 
respectively. Finally, 𝑆 denotes an experimental-based apparatus that can be 
obtained as a ratio of the colour bands used in the temperature approximation 
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4.2.3. Temporal coherence 
The temporal repeatability of the flame parameters, introduced in Sections 
4.2.1 and 4.2.2, was obtained by performing spectral analyses on their respec-
tive transient data. The magnitude of the flame parameters obtained for each 
pixel location within the image were combined into a single term through an 
arithmetic mean value calculation. The arithmetic mean values for each snap-
shot are then incorporated to produce a transient digital signal. 
The transient signal obtained from the set of snapshots obtained through the 
digital imaging system is used to construct a spectrum a frequencies in which 
the signal resides, this procedure is known as spectral analysis. The frequency 
spectrum alongside the power spectral density, which states the contribution 
of each of the computed frequency bands, is obtained by performing fast Fou-
rier transforms to the transient signals. The power spectral density, 𝑃(𝑓), is 










where 𝐹𝐹𝑇𝑛𝑠(𝑓) represents the fast Fourier transform at a frequency band 𝑓, 
of the transient signal composed by 𝑛𝑠 sampled points. The value obtained for 
the power spectral density value at 𝑓 = 0 Hz has been removed from the fre-
quency spectrum as it is not associated to the dynamics of the flame front 
[327]. 
By analysing the spectrum of frequencies constructed from the transient data, 
the temporal repeatability of the analysed flame parameter can be judged. 
However, based on the length of the signal and its sampling rate, the spectrum 
might be an intertwined arrange of the frequencies that, in harmony, represent 
the dynamic motion of the flame. A characteristic oscillatory frequency is in-
troduced in order to interpret the potentially large amount of data obtained 
from the spectrum into a single term. The weighting expression used in the 













The characteristic oscillatory frequency 𝐹 is obtained after the summation of 
the values of the frequency and power spectral density, 𝑃𝑖 and 𝑓𝑖, respectively, 
of the 𝑖th band of the 𝑛𝑓 divided spectrum. Therefore, the oscillation frequency 
obtained represents a characteristic repeatability ratio and can be interpreted 
as the coherence in time of the flame parameter from which it was estimated. 
4.2.4. The oscillation severity index 
The assessment of the overall stability of a flame exclusively through the spec-
tral analysis, as described in Section 4.2.3, may be misleading due to its intrin-
sic formulation. The construction of the spectrum of frequencies relies uniquely 
in the temporal repeatability, without regarding how severe the oscillations 
are, hence evidencing the necessity of a complementary indicator in the flame 
dynamics. An oscillation severity index based on the pixel-wise values obtained 
from the recorded snapshots of the flame have been introduced [328], and the 
index is derived to produce a range of values between 0 and 1. 
In order to appropriately capture the magnitude of the oscillations in the flame, 
a better representation of the observed colour is required. The colour emerged 
from the flame vastly depends on the properties of the fuel, the stoichiometric 
rate of the reaction and on the adiabatic temperature reached [328]. The RGB 
colour space stands as a straightforward approach to depict the colour spec-
trum, and it has proven to be useful in digital image processing, however it 
oversees the physical interpretation of the colour through the eye. An observer 
usually defines the colour of an object through its hue, saturation and intensity 
or brightness, rather than as a percentage of the primary colours composing 
its shade. The hue can be interpreted as the attribute of the light that repre-
sents its pure colour while the saturation measures the extent into which the 
pure colour has been diluted by white light. The brightness of the colour is a 
subjective term that comprises, to some extent, of sensorial information from 
the observer; however, it inherently encloses the achromatic meaning of inten-
sity, a value that can be quantized. Effectively, by converting the colour spec-
trum into the hue, saturation and intensity (HSI) space, the intensity compo-
nent, the key in the assessment of the oscillation severity, is isolated from the 




Figure 4.3. Three-dimensional representation of the HSI colour space. The circular 
colour plane presented is computed at I=0.5. 
The HSI system separates the colour information of an image from its intensity 
information. Colour information is represented by the hue and saturation val-
ues, while the intensity, which describes the brightness of an image, is deter-
mined by the amount of the light. Hue represents basic colours, and is deter-
mined by the dominant wavelength in the spectral distribution of light wave-
lengths. It is the location of the peak in the spectral distribution. The satura-
tion is a measure of the purity of the colour, and signifies the amount of white 
light mixed with the hue. It is the height of the peak relative to the entire 
spectral distribution. A three-dimensional representation of the HSI colour 
space is presented in Figure 4.3 [316].  
The relationships used to convert the values obtained in the RGB colour space 
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The severity in the flame oscillations is estimated after computing the mean 
value of the hue, saturation and intensity components of the image. In addi-
tion, a second term known as the contrast is introduced as a registry of the 
range width in each of the HSI image components. The mean and contrast 



























where the subscript 𝑘 represents each of the image components in the hue, 
space and intensity colour space and 𝑈𝑘(𝑖, 𝑗) is the pixel element located in the 
𝑖th-𝑗th coordinate of the 𝑀 ×𝑁 image frame. As a complement to the fluctu-
ations in the colour spectrum captured through the HSI components, the area 
occupied by the flame front is included in the estimation of the oscillation 
severity index, thus incorporating the potential fluctuations in the shape of the 
flame. The effective area of the flame is obtained by performing a background 
removal operation to each of the flame snapshots. The background removal 
operation takes advantage of the relative large difference in brightness between 
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the flame front and the darker surroundings. The brighter region in the frame 
is obtained by converting the coloured image into a monochromatic array 
through a threshold estimated from the grey-level histogram [329]. The mono-




1,  if > threshold
0, if ≤ threshold
} (4.12) 
 













In order to incorporate the transient component into the computation of the 
oscillation severity index of the flame, the standard deviation across the sam-
pled snapshots for each of the seven parameters previously introduced, 𝜎𝑋𝑖,  is 
obtained. The oscillation severity index, is obtained by merging the standard 
deviation and the maximum dynamic values of the flame parameters into a 











Where, 𝑋𝑖 ∈ {𝑀𝐻 , 𝑀𝑆, 𝑀𝐼 , 𝐶𝐻, 𝐶𝑆, 𝐶𝐼 , 𝐴𝐼} and 𝜙(𝑋𝑖) is the dynamic range of the 
signal produced by each of the flame parameters In this study, 𝜙(𝑋𝑖) = 0.5 for 
𝑀𝐻 , 𝑀𝑆, 𝑀𝐼 , 𝐴𝐼  and 𝜙(𝑋𝑖) = 0.25  for 𝐶𝐻, 𝐶𝑆, 𝐶𝐼 . Finally, 𝑤𝑖  corresponds to a 
weighting factor that is used to stipulate the relevance of each parameter 
against the remaining ones. The value of 𝑤𝑖 was set to 2 for all the parameters 
after recognizing them as being equally important in combustion studies [328]. 
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The results obtained after the oscillation severity index, in conjunction to the 
spectrum of frequencies, will serve as the basis in the assessment of the flame 
stability. 
4.3. Spectral analysis 
The flame imaging system described in Section 3.2.4.4 was installed in a port 
located in the top section of the 250 kW CTF furnace at PACT, the remaining 
port in the furnace were sealed to avoid leakages into the furnace. The water-
cooled probe that encloses the telescopic lens of the flame imaging system was 
inserted into the refractory wall of the furnace until no further obstruction in 
the view was noticed and a direct line of sight of the flame front was achieved. 
The depth of field was manually corrected by adjusting the focus and aperture 
external lenses prior to each recording session, in addition, the exposure time 
of the sensor was set to 1.5 ms through its proprietary software and this was 
retained throughout the experimental campaign. 
A set of 8000 images was extracted from videos recorded during the experi-
mental test; the recording speed and resolution of the system was established 
at 200 frames per second and 320×256 pixels, respectively. The cluster of im-
ages obtained for each case was post-processed in order to convert the multi-
dimensional data into a digital signal that was later the base in which the 
frequency spectrum was constructed. The post-process operations were carried 
out in MATLAB R2015a, a multipurpose numerical computing tool, via an 
algorithm designed for this function. 
Two regions of the flame front were analysed, the first corresponds to the whole 
length of the flame and the second is focused on the near burner region. During 
the preliminary assessment of the methodology, the signal constructed after 
the temperature estimation by the two colour pyrometer method exhibited a 
low oscillatory behaviour, contrary to what is expected for diffusion flames; a 
detailed inspection revealed a large damping effect in the calculations caused 
by the hot walls of the furnace that were captured as background. The area of 
the image used in the calculation of the temperature, and the subsequent signal 
conversion, was reduced in order to mitigate this effect. The flame area was 
obtained after the implementation of a global threshold algorithm in a similar 
fashion to the calculation of the oscillation severity index [329]. 
The repeatability of the present study was evaluated by comparing the results 
of a second set of images obtained from different videos of the flame under air, 
Oxy27 and Oxy30 conditions; the second group of videos were recorded on 
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different test days to ensure their validity. The results comparison exhibited 
differences of less than 1% for the whole captured frequency spectrum, while 
differences in the oscillatory severity index were, on average, 4.4%. 
4.3.1. Full flame region 
The frames extracted from the videos of the flame were trimmed into a smaller 
area in order to employ them in the subsequent calculations. Only the region 
in which the luminous front of the combustion reaction is located and the size 
of the image used in the estimation of the digital luminance and temperature 
is 190×235. An original snapshot extracted from the video alongside their cor-
respondent luminance and temperature computed frames are depicted in figure 
4.4. 
Digital signals for the perceived luminance and temperature flame parameters 
were constructed as a time series of the singular values generated by each 
processed frame. The constructed signals were retained unaltered throughout 
the study due to the lack of preliminary knowledge of their type and the asso-
ciated impossibility to properly build a filter that will exclusively remove noise. 
The Fourier transforms performed over the flame parameter signals produced 
spectrum of frequencies that are sharply arranged in the lower range, thus 
reassuring the triviality of a filtering operation for these particular cases. 
The frequency spectrums were constructed up to the maximum range possible 
that is bounded by the Nyquist frequency of 100 Hz, however the majority of 
the relevant frequencies, measured by the magnitude of their power spectral 
density, were contained below 10 Hz. The constructed frequency spectrums are 
displayed, in their normalized form, in Figure 4.5; the maximum value for the 
frequency axis in the plots is 10 Hz for a better appreciation of the relevant 
bands. 
The relevant frequencies contained in the constructed spectrums appear to be 
more spread for the oxyfuel cases; however, they were clearly contained below 
4Hz. Low range relevant frequencies, such as the cluster exhibited for all the 
coal combustion cases, are associated to slower phenomena, such as the com-
bustion of char particles. In contrast, the oscillatory frequencies of higher val-
ues are generally related to faster reaction rates of gaseous combustion [189]. 
The overall characteristic oscillatory frequency, calculated as a weighted value 
of the data contained in the whole spectrum, exhibited a narrow difference 
among all the cases for the luminance approach. The compactness of the values 
of the weighted frequencies for the luminance approach, as shown in Figure 
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4.6, suggest that the char burn rate was similar for all the cases; all the 
weighted oscillatory frequencies ranged between 1.8 and 1.9 Hz. 
 
 
Figure 4.4 Original snapshot recovered from the recorded video (top) and the corre-





Figure 4.5 Normalized spectrum of frequencies constructed after the digital lumi-
nance (left) and temperature parameters computed using the full flame region. 
 
Figure 4.6 Trend of the characteristic oscillation frequencies for the luminance (left) 
and temperature (right) approach using the full flame region. 
In contrast, the values obtained by weighting the frequency spectrums gener-
ated by the temperature fluctuations produced a wider range; the characteristic 
frequencies for the Oxy24 and Oxy30 cases were 2 and 2.6 times higher than 
that originated from air-fired combustion. The value for the richer oxygen case, 
Oxy30, displayed a discontinuity in the trend by dropping to a lower value of 
3.6 Hz, which is closer than that exhibited by the air case at 2.6 Hz. The 
discrepancies among the values in the characteristic oscillation frequency of 
the temperatures may be a direct consequence of both the lower diffusivity of 
oxygen in a CO2 rich environment and the lower adiabatic temperatures 




4.3.2. Near burner region 
The same set of snapshots recovered from the recorded videos of the flame 
were used for the assessment of the oscillatory behaviour in the region near the 
burner front. The original frames were cropped into a smaller area than that 
used in the full flame region; the final snapshots used in the computations were 
of a resolution of 190×100 pixels. The position of the area used in the analysis 
was carefully set to entirely accommodate the burner throat. A preliminary 
assessment of the temperature transient data evidenced that the damping ef-
fect of the walls into the oscillatory trends was lower in comparison to the full 
flame region; nonetheless, the same background removal operation was per-
formed for the group of images in order to avoid biased results. A singular 
snapshot cropped to the near burner region alongside its luminance and tem-
perature estimations are presented in Figure 4.7. 
 
 
Figure 4.7 Original (top) and processed luminance (left) and temperature (right) 
snapshots used in the assessment of the characteristic frequency in the near burner 
region. 
The normalized frequency spectrums generated for the flame parameters rec-
orded in the near burner zone showed a similar arrangement as in the full flame 
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region, with the vast majority of the relevant frequencies clustered in the low 
range of the spectrum. The frequency spectrums for the luminance and tem-
perature approaches are presented in Figure 4.8. 
 
 
Figure 4.8 Spectrum of frequencies obtained after the luminance (left) and tempera-
ture (right) parameters in the near burner region. 
 
Figure 4.9 Characteristic oscillation frequencies for the digital luminance (left) and 
temperature (right) of the flame, measured in the near burner region. 
Despite the sharpness of the frequency spectra, the weighted values for the 
characteristic frequencies were larger in comparison to those obtained using 
the larger area. The characteristic frequencies for the digital luminance signals, 
presented in Figure 4.9, were grouped between 2.3 and 2.55 Hz, in a similar 
trend to what the full flame exhibited. In addition, the characteristic frequen-
cies obtained from the temperature estimations appears to be inversely pro-
portional to the oxygen concentration for the oxyfuel cases, this progression 
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resembles the tendency observed in the analysis for the full flame region. How-
ever, the range in the magnitude of the frequencies in the near burner region, 
as expected for a rich volatile zone, was broader; the air case showed a char-
acteristic frequency of 2.2 Hz, while the Oxy24, Oxy27 and Oxy30 scenarios 
obtained frequencies of 9.3, 8.2 and 6.3 Hz, respectively. 
4.4. Oscillation severity analysis 
The oscillation severity index, 𝛿, conceives the stability of a flame as a direct 
relationship of the oscillation in the colour components. The oscillatory range 
is accounted for by a numerical relationship between the mean value and the 
standard deviation of the image; the area occupied by the flame is included 
into the expression to encompass its spatial variations. 
The oscillation severity index is calculated from the same snapshots used in 
the spectral analysis and that were extracted from the flame videos. A colour 
space transformation is performed to convert the recorded data in the RGB 
space into the more comprehensive HSI space. While converting the images 
into the HSI colour space, the intensity, a value largely associated to luminous 
phenomena such as combustion, is decoupled from its position within the col-
our palette, thus facilitating posterior analyses. 
The mathematics for the oscillation severity index was constructed to represent 
the unsettling of the flame through a value within the range between 1 and 0. 
A value of 1 in the oscillation severity index represents a flame in which all 
the recorded parameters remained unaltered during the sampled period. In 
contrast, a flame with an oscillation severity index of 0 portrays the maximum 
oscillatory behaviour that the flame imaging system is capable of capturing; 
this lower limit value will require a shift from the maximum to the minimum 
magnitude on all the flame parameters for each sampled snapshot. 
Following its mathematical formulation, it can be established that the oscilla-
tion severity index and the stability of the flame are directly proportional; it 
is important to be noted that the temporal repeatability for the oscillations 
recorded are not included into the estimation, thus making essential to perform 
both the oscillation severity and spectral analyses simultaneously. 
4.4.1. Full flame region 
The set of snapshots used in the spectral analyses were used in the calculation 
of the oscillation severity indices. The extracted snapshots were trimmed into 
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a smaller area in order to focus attention on the luminous region; the final size 
of the images is 190×235 pixels.  
 
Figure 4.10 Oscillation severity index computed using the full flame region. 
The values obtained for the oscillation severity index, as presented in Figure 
4.10, shows that the oxyfuel flames appear to produce oscillations of lower 
severity than their counter part under air-fired conditions. The severity index 
computed for air combustion is 0.66, whilst the Oxy24 and Oxy30 cases shared 
a value of 0.75; the oxygen enriched Oxy27 case displayed the more steady 
behaviour, achieving a value of 0.82 for its oscillation severity. The range of 
values in which all the cases are contained evidenced that the natural occurring 
combustion oscillations remained relatively low during the experimental cam-
paign, thus indicating stable flames overall. 
4.4.2. Near burner region 
The assessment of the oscillation severity in the near burner region was per-
formed using a similar procedure to the spectral analysis approach. The ex-
tracted frames were undersized, and the area used in the estimation of the 
oscillation severity index was positioned to incorporate the tip of the burner. 
The magnitude of oscillation severity indices, in accordance to the values ob-
tained for the full flame region, showed a distinguishable increment for the 
oxyfuel cases. The air case generate an index value of 0.65, while a sustained 
increment for the index was obtained in direct proportion to the oxygen en-
richment level; the oscillation severity indices for the oxyfuel cases were 0.74, 
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Figure 4.11 Oscillation severity index for the near burner region of the coal flame. 
Despite the noticeable changes in their temporal repeatability, evidenced 
through the characteristic oscillatory frequency, the severity of the oscillations 
manifests itself steadily across the whole flame front. The insensitivity to the 
sampled region in the computation of the oscillation severity index, reassures 
the necessity to generate an inclusive data set from which a better insight into 
the whole combustion process can be obtained.  
4.5. Summary 
An assessment of the flame front produced by the combustion of pulverized 
coal particles in the 250 kW furnace of the PACT facilities was performed after 
recording information through a digital imaging system. Two different meth-
odologies, namely spectral and oscillation severity analyses, were employed to 
characterize the dynamic nature of the flame.  
The repeatability in time of the flame oscillation was accounted for by the 
spectral analyses performed to the digital signals generated after the post-pro-
cessing of the experimental data. Two different flame features were approxi-
mated from a finite set of images, the first being the digital luminance and the 
second the temperature. The frequency spectrums obtained for both flame fea-
tures displayed a tight array of frequencies in the lower range, with no relevant 
values beyond 10 Hz. The absence of frequencies in the higher range of the 
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captured spectrum suggests that the motion of bright particles through the 
flame front represented a larger contributor to the temporal repeatability ra-
ther than the light emitting phenomena associated to the combustion of vola-
tiles. The spectrum of frequencies obtained for the temperature signal were 
more spread across the range, thus generating higher values for their corre-
sponding weighted characteristic frequency.  
The trend obtained for the weighted frequencies evidences that the digital lu-
minance, mainly driven by the char combusting particles, remained uniform 
for all the cases, thus indicating good char burnout rate. In contrast, the effects 
of the different combustion environments for the oxyfuel cases produced a no-
ticeable alteration in the weighted values for the oscillatory frequency of the 
temperature. The oscillations in the temperature frequency exhibited an in-
verse proportionality to the oxygen concentration of the environment, which 
appears to be directly related to the adiabatic flame temperature achieved. An 
equivalent flame temperature and heat transfer profile to those obtained under 
an air combustion environment will require an oxyfuel recycle rate between 27 
and 35%, hence consistent to the results obtained throughout this study. 
In addition, the results obtained after the oscillation severity index computa-
tion indicated that the oxyfuel environment promotes the stability of the coal 
flames by decreasing the range of their oscillations. An increasing trend in the 
steadiness of the flames was depicted in concordance to the oxygen level. The 
comparison of the results obtained using the full flame and the near burner 
regions showed that the capture of the oscillation severity index is independent 
of the sampled region, and therefore a good approach for application in which 
the flame front can only be partially observed.  
The definition of flame stability comprises an ambiguous connotation due to 
the wide range of variables from the combustion and fluid flow phenomena 
involved that are inherently dynamic. The convention singular approach in 
order to quantify the stability of a flame is therefore complicated, and to some 
extent futile. In contrast, the temporal repeatability and the severity of the 
flame oscillations can be quantified, and their results employed in a more com-




5. The coherence of an isother-
mal swirling flow  
The effects of swirl in a flow field are vivid and favourable for particular ap-
plications. Their utilization and control is crucial in the design stages for the 
development of innovative technologies across many disciplines. Swirling flows 
can be encountered in a wide range of phenomena, such as in weather systems, 
tornadoes, whirlpools and maritime currents, as well as in different practical 
equipment such as cyclone separators, vortex amplifiers, jet pumps and com-
bustors. In combustion, the effects of the swirling motion are widely used to 
stabilise the high intensity reaction and as control mechanism for the genera-
tion of pollutants [331]. 
A swirling flow is the result of the application of a spiralling motion, often 
referred to as swirl or tangential velocity, to the flow by means of swirl vanes, 
by providing a tangential inlet to the combustion chamber or by using axial-
tangential swirl generators [332]. Furthermore, experimental results have 
shown that the effects of the swirl in the fluid motion are ubiquitous and long-
lasting, thus directly influencing the jet growth, entrainment, decay rate and 
the vortex size and shape [331], [333].  
In order to take advantage of the intrinsic benefits of swirling flows, accurate 
predictions of the flow behaviour must be obtained. Mathematical models have 
been developed and modified to account for the intertwined arrangement of 
the flow. As discussed in Chapter 2, a more detailed representation of the 
fluctuating nature of turbulent flows can be obtained by performing large eddy 
simulations. However, the amount of data produced by this methodology is 
generally large and complex to synthesise into practical information of the 
process. Further processing of the information is often required in order to 
acquire statistically meaningful values and to successfully characterize the flow. 
In the following sections, a methodology for the assessment of the coherence 
exhibited by an isothermal swirling flow is developed. The particularities and 
the operating conditions of the experimental rig will be reviewed. Furthermore, 
the settings employed, as well as the selection of mathematical models used in 
the numerical simulations, are discussed. Moreover, the methodology for the 
evaluation of the temporal, spatial and spatiotemporal repeatability of the 
flow, using one and two-dimensional sampled data, is presented. Finally, a 
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summary of the results obtained, in addition to the insights provided by them 
into the flow behaviour and a discussion on the pertinence of the methodology 
for further swirling flow applications, is provided. 
5.1. Case description 
The case used for the development of the methodology to perform the assess-
ment of the coherence in a swirling flow corresponds to that reported by the 
Lewis Research Center, part of the NASA, in the United States [305]. The 
report comprehends an experimental campaign carried over a test rig that was 
constructed to evaluate the performance of a swirling jet in an enclosure. The 
apparatus consisted of a test section made of glass where a combination of 
laser velocimetry (LV) and laser induced fluorescence (LIF) were employed to 
obtain the instantaneous velocity components of the water flow and the con-
centration distribution of a dye. The flow entered the domain through an inlet 
plenum consisting of two concentric channels. The outer channel is of an an-
nular shape and allocates an arrangement of fixed blades that provides the 
angular component to the flow. The inner channel is a pipe of a rigid material, 
long enough to ensure that a fully developed profile is achieved before the 
mixing with the swirled fluid occurs. A detailed description of the components 
of the experimental rig, as well as the experimental techniques employed in the 
data sampling can be found in Chapter 3. 
Table 5.1 Characteristics of the flow condition used to develop the methodology for 
assessment of the coherence in swirling flow. 
Flow condition 1 
Mean axial velocity [m/s] Flow rate [gpm]   
Inner jet Annular jet Inner jet Annular jet Fluid Temperature 
0.52 1.66 6.2 52.8 Water 293.15 K 
 
The experimental apparatus was designed and manufactured as part of an 
inclusive project that intended to expand the knowledge of the effects of the 
swirling motion in combustors. Different swirler geometries and flow conditions 
were evaluated during the set-up of the device; however, the data collected 
from these tests are not reported. Nevertheless, the data obtained from a stable 
operational state, regarded as flow condition 1, was thoroughly documented 
and it is the condition used for the present CFD study and the subsequent 
coherence analysis. A summary of the conditions that characterize the flow is 
presented in Table 5.1. 
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The selection of an isothermal flow to evaluate the mathematical models and 
to develop the methodology employed in the coherence assessment in this thesis 
comply to the similarities in the mixing process between the swirling test ap-
paratus and the coal combustion furnace. Furthermore, the development of 
zones of recirculating flow in the domain, as documented in the NASA report, 
is characteristic in combustors of recent generation, thus providing additional 
similarities between applications. Different test rigs have been modelled and 
the characteristics of their particular swirling patterns have been reported 
[334]–[338]. However, many of them are based on unconfined flows thus ex-
cluding the effects of the boundary wall in the overall flow structure [339]. The 
methodology developed in this chapter will be extended to the investigation of 
a coal combustor, in which the influence of the gaseous and char combustion 
in the flow distribution will be studied. 
5.2. Numerical settings 
The domain used in the CFD computations consists of two sections, firstly the 
main test section, is a cylinder of 122 mm in diameter and a length 1024 mm. 
In addition, a portion of the inlet plenum is included on the side and it is 51 
mm long for the annulus and 169 mm for the jet inlet. A cross section of the 
simulated geometry is presented in Figure 5.1. 
 
Figure 5.1 Cross section of the isothermal swirling flow apparatus. 
The grids employed along this study were constructed using ANSYS ICEM, 
and consisted of hexahedral elements. The grids were generated by employing 
the structured blocking technique over the fluid body. Moreover, element re-
finements were applied near the chamber walls and in the regions of interest 
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as required. A preliminary study to evaluate the performance of different 
RANS models was performed over three different two-dimensional grids, the 
details of the grids are presented in Table 5.2.  
Table 5.2 Details of the numerical grids employed in the evaluation of different 
RANS models for turbulence modelling and in the LES computations. 
Numerical grids for RANS and LES calculations 
 Grid 1 Grid 2 Grid 3 Grid 4 Grid5 
Grid type 2D 2D 2D 3D 3D 
Number of 
elements 
117235 265100 475863 14608800 22195812 
 
The RANS turbulence models tested in the two-dimensional grid are the 𝓀 − 𝜖 
[93], the 𝓀 − 𝜔 [105] and the RSM approach [106]. In addition to the standard 
versions of these models the renormalization group (RNG) [95] and the realiz-
able [100] variations of the 𝓀 − 𝜖 model, as well as the shear-stress transport 
(SST) [104] version of the 𝓀 − 𝜔 were included. The results obtained from 
these analyses were used to obtain the element size distributions that later 
were set in the three-dimensional mesh required for the LES simulations. 
The three-dimensional mesh consisted of 22195802 hexahedral elements and it 
was used to perform the LES calculations. The RANS results were compared 
against those obtained using the two-dimensional grids. Furthermore, the vol-
umetric mesh was refined near the inlet plenum, in order to capture the effects 
of the recirculating flow. These refinements were made after constantly review-
ing the data generated by the RANS models and by assessing the computer 
resources available for the subsequent LES computations. 
A fully developed profile was used as the boundary condition for the jet inlet. 
The profile was produced by a preliminary simulation that used a translational 
periodic approach over the smaller domain of the pipe. In addition, the effect 
of the swirlers was accounted for by a separate simulation in which the blades 
were incorporated into the domain as surfaces. The results obtained at the 
inlet surfaces, such as the velocity distributions and the relevant turbulence 
variables, were incorporated into the three-dimensional simulation of the iso-
thermal chamber as a profile distribution. For the LES simulation, the spectral 
synthesizer [134] was used to provide perturbations into the inlet flow, further-
more, constant pressure of 0 Pa was used as the outlet condition of the domain.  
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The CFD simulations were performed using ANSYS Fluent v17.2, which is a 
commercially available software. The pressure-velocity coupling was carried by 
the semi-implicit method for the pressure-linked equations (SIMPLE) algo-
rithm [340]. A second-order upwind scheme was used for the spatial discreti-
zation of the pressure and momentum in the RANS cases, meanwhile the 
bounded central differencing scheme was employed in the LES computations. 
The second-order implicit scheme was used as the transient formulation. The 
selection of an adequate sub-grid scale (SGS) model is paramount in the pre-
diction of the swirling motion of the flow, therefore, the Smagorinsky-Lilly and 
the Sigma models were tested in the LES framework in order to compare their 
performance. 
The time-step used for the calculations was set to 1 × 10−4 s and the sampling 
frequency was fixed at every two time-steps. The total flow time of the simu-
lation was no less than two-seconds for each LES case. 
5.3. Velocity field results 
The results obtained for the simulation of the flow condition 1 in the isother-
mal-swirling flows test-rig of the Lewis Research Center are presented in the 
following sections. The study of the performance of various RANS turbulence 
models, alongside the assessment of the influence of the grid size, are presented 
in the first section. Following, the velocity field obtained from the LES calcu-
lations is introduced and a direct comparison of the two SGS models is per-
formed. Furthermore, the characterization of the vortex type in the domain is 
introduced. 
Different monitors for a series of field scalars were defined at several locations 
in the domain and the transient variations of the scalars were recorded at a 
fixed sampling rate. In addition, vector fields of the velocity at different planar 
locations were gathered. The transient recorded data was used as input in the 
analysis of the temporal, spatial and spatiotemporal coherence of the flow that 
is later presented. 
The flow field was reported to be of the vortex breakdown type, with two well-
defined recirculation zones and one vortex, one of the recirculating regions is 
located at the outer zone of the vortex and close to the inlet plenum, and the 
second recirculation zone is located at the centre of the cylinder and it is en-
closed by the vortex. Furthermore, the LIF and the high-speed photography 
revealed that the principal flow interaction occur at the shear layers between 
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the swirling and jet inlets and between the swirling and the recirculating outer 
flow [305]. 
5.3.1. RANS turbulence models and grid size assessment 
The assessment of the performance of different RANS turbulence models was 
carried out by comparing the results yielded for the flow condition 1 case. 
Three different meshes, using a two-dimensional space and an axisymmetric 
formulation, were constructed for this purpose. The results obtained for each 
mesh are showed in Figures 5.2 to 4. Four locations were used to sample data 
from the flow and these were located at consecutive axial positions according 
to what it was documented in the report of the Lewis Research Center. The 
summary of the positions and the type of monitors employed throughout this 
study can be found in table 5.3. 
Table 5.3 Summary of the monitors employed in the assessment of the coherence in 
an isothermal swirling flow. 
Summary of locations and monitors 
Position Axial distance [mm] Monitor types 
1 5.1 6 points, 1 line, planar 
2 12.7 6 points, 1 line, planar 
3 25.4 6 points, 1 line, planar 
4 50.8 6 points, 1 line, planar 
 
 
Figure 5.2 Comparison of the axial velocity obtained for different RANS models using 
the coarse two-dimensional grid (grid 1) at different axial positions. 
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The results obtained from the coarse grid displayed that the flow coming from 
the central jet was poorly captured in all cases. In contrast, the maximum axial 
velocity in the swirling channel and the recirculation zones exhibited a better 
agreement. Furthermore, the RNG 𝓀 − 𝜖 model showed an over prediction in 
the magnitude of the velocity and the location of the recirculating zone. 
Further refinements were made to grid 1 in the central region in order to 
improve the representation of the jet inlet, however, no significant changes in 
the velocity profiles were observed while using the new grid, known as grid 2. 
The behaviour of the RANS models remained unaltered for the two-equation 
models, while the RSM approach exhibited small variations for the position 1, 
as presented in Figure 5.3. 
 
Figure 5.3 Comparison of the axial velocity for the different RANS models on the two 
–dimensional grid with medium refinement (grid 2). 
An additional refinement was performed to the two-dimensional grid, including 
the central region and the outer recirculation zone, with the resulting grid (grid 
3) consisting of 475863 quadrilaterals. Although the element distribution was 
heavily dense in the near plenum region, no noticeable improvement was ob-
served for the two-equation models whilst the RSM marginally enhanced the 
velocity magnitude of the outer recirculation region. However, the numerical 
stability in the solution for the RSM and the standard 𝓀 − 𝜔 model was evi-
dently compromised, thus requiring a decrease in the under relaxation factors 
for the momentum and continuity equations and, as a consequence, necessitat-




Figure 5.4 Comparison of the axial velocity produced by different RANS models on 
the most refined two-dimensional grid (grid 3). 
The overall performance of the two-equation models, and their respective mod-
ified versions, was similar in all of the two-dimensional grids considered. How-
ever, the realizable 𝓀 − 𝜖 model and the 𝓀 − 𝜔 SST appeared to be the more 
robust models, thus producing more stable processes than the other models. In 
contrast, the RSM was shown to be prone to become numerically stiff and 
exhibited a large dependence on the grid size and distributions. Furthermore, 
the RNG 𝓀 − 𝜖 model was unable to accurately predict the recirculation in the 
outer side of the vortex despite the refinements made to the grid. Finally, all 
the RANS models failed to capture the distribution of the jet inlet into the 
domain, however the predictions of the velocity field improves as the mixing 
between the two inlet flows occur downstream. 
A three-dimensional mesh was generated using the structured blocking tech-
nique in ANSYS ICEM. The initial block was fitted to the fluid domain by 
including O-grids as required and collapsing the edges that capture the sharp 
chamfer in the jet-swirling flow intersection. The resulting mesh was comprised 
of 14608800 hexahedrons whose distribution across the domain followed the 
criterion of the grid 2. The three-dimensional mesh allowed us to supress the 
effects of the axisymmetric flow assumption, thus accounting for a more real-
istic approach to the turbulent motion. The boundary conditions for the inlets 
were set by employing profiles of the superficial velocity distribution and the 
relevant turbulence quantities. The profile for the swirling flow was obtained 
by performing a CFD analysis of the annular channel in which the fixed blades 
125 
 
of the swirler were included as two-side surfaces. The jet inlet was established 
through a fully developed profiled obtained by performing a transitional peri-
odic simulation of the pipe.  
The realizable 𝓀 − 𝜖 model was selected to test the mesh pertinence for LES 
calculations as it was shown to be the most stable among the two-equation 
formulations. Furthermore, an evaluation of the Scalable and Menter-Lechner 
functions [94] for the near wall treatment was performed, and the results for 
this comparison are presented in Figure 5.5. 
 
Figure 5.5 Comparison of the axial velocity at different axial positions for the evalu-
ation of the near-wall treatment functions on the three-dimensional mesh. 
The three-dimensional simulations showed that the Menter-Lechner functions 
generated slightly higher values for the maximum velocity of the central jet for 
positions 1 and 2. However, no differences were observed at different radial 
positions and for locations 3 and 4. The pertinence of the mesh to fully resolve 
the large eddies was assessed by the mathematical expression ℒ𝑔𝑟𝑖𝑑 (ℒ 12⁄ )⁄  
[81] which was previously introduced in Equation 2.60. The value of ℒ =
𝓀1.5 𝜖⁄ , was evaluated using the results obtained from the RANS simulation. 
It was found, that despite the majority of the elements in the grid comply with 
the criterion introduced before, in some regions of the mesh were still too 
coarse. A series of successive refinements to the mesh were carried out taking 
into account the grid size and the projected computation time. The final mesh 
contains 22195812 hexahedrons and it is denominated as grid 5 henceforth. 
Larger meshes were generated, but they were difficult to manipulate and the 
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computational resources required for the solution of the CFD simulation esca-
lated rapidly, thus reducing the feasibility of the study. 
 
Figure 5.6 Axial velocity a various positions used to evaluate the effect of the refine-
ment of the three-dimensional grids in the RANS computations. 
 
Figure 5.7 Assessment of the mesh suitablity for LES based on the quality criterion, 
the areas coloured in red need further refinement. 
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The performance of the three-dimensional grids, namely grid 4 and grid 5, was 
compared by carrying out CFD simulations with the same numerical settings. 
The realizable 𝓀 − 𝜖 model, coupled with the Menter-Lechner wall functions, 
was selected for the comparison and the results are presented in Figure 5.6. 
The results of the axial velocities showed that the capture of the region near 
the inlet plenum, comprising positions 1 and 2, suffered no noticeable improve-
ment and the enhancement in the prediction of the outer recirculation zones 
in the positions 3 and 4 is marginal. However, the pertinence of the mesh for 
LES simulations was considerably improved; the distribution of the quality 
criterion on the domain is showed in Figure 5.7. Despite the effort in the mesh 
refinement, there are regions that remain too coarse to successfully resolve the 
turbulent kinetics and, therefore, further mesh refinement might be required if 
sufficient computational resources are available for future calculations. 
5.3.2. Transient velocity distributions and vortex identification 
The effects of the sub-grid modelling are crucial in the accurate prediction of 
the velocity field in LES [341]. The accuracy, cost of use and the range ap-
plicability are often regarded as the criteria for the selection of the appropriate 
SGS model [81], [128]. In addition to the complexity of the swirling phenomena, 
the influence of the walls on the overall flow evolution must be included. Two 
different SGS models, namely the Smagorinsky-Lilly [116] and the Sigma model 
[122], have been tested for the same flow conditions. The Smagorinsky-Lilly 
model is a popular choice for SGS modelling due to its numerical robustness. 
However, the turbulence in the near-wall region is acknowledged to be over 
predicted, thus suggesting the inability to properly capture wall-bounded flows 
[120]. In contrast, the Sigma model stems from the Wall-Adapting Local Eddy 
Viscosity (WALE) model [121], which included a correction for the solution of 
the turbulence near the wall. The sigma model is based on the eigen-decompo-
sition of the velocity gradient tensor and it has been shown to outperform both 
the Smagorinsky-Lilly and WALE models [123]. The details for the formulation 
of the SGS stress tensor in both models can be further reviewed in Chapter 2. 
The results of the comparison among the SGS models are presented in Figure 
5.8, and the profile obtained in the RANS calculation is included to illustrate 
the advantages of the LES over the steady state approach. The variables used 
for the comparison are the mean values of the scalars obtained after sampling 
each variable for a period of time. The results exhibited a better capture of the 
central region of the domain, where the jet inlet is located. Furthermore, the 
representation of the shear layer generated where the jet and the swirling fluid 
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are combined was enhanced in the LES cases, as can be noted in the plots for 
the positions 1, 2 and 3. Downstream, as the intensity of the swirl decreases, 
and as the mix of the inlet streams occur, the differences in the results are 
educed. The location of the outer recirculation zone was miscalculated in all 
cases, hence the inaccurate trend observed in the position 3. Nevertheless, the 
magnitude of the recirculating velocity was successfully predicted downstream 
in position 4. Finally, the mixing process of the streams appears to be under 
predicted when employing the Sigma model, hence the slightly higher value of 
the velocity in the central region at the position 4, which is a remnant of the 
central jet. 
 
Figure 5.8 Comparison of the axial velocities obtained for different SGS models and 
for the RANS approach. 
In addition to the comparison in the velocity distribution, a series of contours 
are introduced. The contours depicted in Figure 5.9 correspond to the distri-
bution of the axial velocity in a cross-sectional plane. The contours evidenced 
the improvement in the representation of the central jet while implementing 
the LES approach, as it is noticeable that the jet penetrates the central recir-
culation zone and the RANS approach fails to capture this behaviour. Further-
more, the extension of the central recirculation zone is similar in all cases, but 
a narrower region is predicted on the RANS approach. Moreover, the swirling 
jet exhibited a sudden decay in the magnitude of the axial velocity for the LES 
cases, thus allowing a disruption in the vortex structure; the swirling jet in the 
RANS case showed, in contrast, to be a constant entity until eventually hitting 
the wall of the chamber. The shape of the shear layer in the outer recirculation 
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zone is slightly different for the LES cases with a small crest being present for 
both SGS models, while in the RANS contour of the interface is smoother. The 
outlet exhibited backflow at its centre which may be due to the associated 
boundary condition selected. 
 
Figure 5.9 Distribution for the axial velocity [m/s] on the cross-sectional plane of the 
test section. 
In addition, contours plots at the four different axial positions are presented 
in Figure 5.10. It should be noted that the positive values obtained for the 
axial velocity in the RANS approach are higher than those generated by the 
LES calculations. In addition, the profile of velocities that is generated by the 
arrangement of swirling blades is well retained in the LES computations whilst 
in the RANS case it become more diffused. Furthermore, the separation of the 
inlet streams at the axis is well maintained in the LES, as shown for the posi-
tions 1 and 2, but it is non-existent in the RANS results. Moreover, the range 
of velocities in the LES case using the Sigma SGS model is wider and the 
diameter of the recirculation zone predicted by the Sigma model is smaller 
than that obtained from the Smagorinsky formulation and the RANS ap-
proach, as evidenced in the contours for positions 3 and 4. Further, the high-
speed ring, depicted in the contour for the position 4, suggests that it is com-
prised of several spots of rapidly moving fluid that might be related to the 
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turbulent coherent structures, such as the vortex breakdown phenomena. In 
contrast, the RANS approach produced a smoother ring body, with a more 
evenly distributed velocity. 
 
Figure 5.10 Plots of the axial velocity distribution [m/s] at different positions along 
the axis. 
The plots and contours previously analysed provide a representation of the 
velocity distribution in the domain but they fail to fully identify and charac-
terize the vortex generated. The appearance of vortices is often assumed to be 
inherent in the turbulent motions of the fluid, nonetheless a universal consen-
sus in the definition of a vortex is still debatable [79]. Furthermore, the spa-
tially coherent, temporally evolving structures that arise in turbulent shear 
flows dominate the dynamics of the flow, hence making the appropriate iden-
tification of the vortices a crucial factor in the analysis of swirling flows. Dif-
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ferent requirements have been set in order to determine the presence of a vor-
tex core, a region in which fluid particles move around, but having net vorticity 
and a geometry that is Galilean invariant are often employed in vortex anal-
yses. Three different vortex identification schemes have been used in this study, 
and they are the vorticity magnitude, the Q-criterion and the Lambda-2 crite-
rion [342], [343]. A series of plots of the isosurfaces generated for each vortex 
identification scheme are presented in Figure 5.11. The isosurface for the vor-
ticity magnitude corresponds to the 10% of the maximum value, while the 
isosurfaces of the Q-criterion and Lambda-2 criterion were obtained at 15% of 
the maximum value for the Smagorinsky model and 20% the Sigma model. 
 
Figure 5.11 Isosurface for the vorticity magnitude, Q criterion and Lambda-2 criterion 
used to identify the type of vortical arrangement. 
The tangle of vortices depicted in the isosurfaces suggest that there is no major 
vortex structure, instead smaller vortex filaments coexist within the swirling 
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flow as they move through the domain. In addition, it appears that some of 
the structures eventually collide, and consequently form larger vortices. Fur-
thermore, the trail of vortices are mostly contained in the shear layers, which 
agrees with the findings of the experimental campaign. The high density of the 
water, in addition to its viscosity value, appears to influence the orderly dis-
position of the vortices and the lack of a singular major turbulent structure, 
which is often characteristic in applications involving air as the working fluid. 
Nonetheless, the assessment of the vortical structures indicate a high degree of 
uniformity and therefore coherence in the fluid flow. 
5.3.3. Temporal coherence analysis 
The evaluation of the temporal repeatability provides an insight into the dy-
namics of the flow, and it is a paramount attribute in their utilisation across 
different industrial applications. The transient behaviour on a swirling flow 
that exhibit a discernible sequence of oscillations in its velocity components 
can be predicted, and therefore improves the possibility to control it. Swirling 
flows that are able to produce a distinguishable oscillatory behaviour are the 
pinnacle in the stabilisation techniques for the flame in combustion applica-
tions. The transport phenomena is greatly enhanced by the swirling motion, 
however transient instabilities that might arise, or be exacerbated, from the 
erratic behaviour of the flow are regarded as the principal cause for disruption 
in the process [332]. Therefore, it is necessary to determine the degree of re-
peatability of the flow variables in order to successfully take advantage of the 
benefits of the swirl. 
 
Figure 5.12 Location of the different monitor points (depicted as black dots) used in 
the analysis of the temporal coherence. 
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For the assessment of the temporal coherence of the flow, 24 monitor points 
were placed in the domain, six of them were located at each axial position as 
stated in Table 5.3. The coplanar points were distributed so they form a perfect 
hexagon, furthermore the diameter d of the circle that circumscribes the hex-
agon was adjusted for each axial position in order to locate the monitors within 
the swirling vortex. The value for the axial velocity was recorded simultane-
ously at all locations and the spectral analysis of the signals was performed 
[344]. In addition, the cross-correlation for the signals is presented as an indi-
cator of the influence from one point to the other and as an indicator of the 
degree of interdependence [345]. Moreover, the analysis is performed using the 
results produced by the Smagorinsky-Lilly and the Sigma model, thus provid-
ing an additional comparison of the performance of each SGS model. 
The instantaneous value for the axial velocity was recorded at a sample rate 
of 2 × 10−4 s, which is every two time-steps during the LES calculation. The 
signals consist of a total of 780 records, which is the maximum value of time-
steps accomplished for the Sigma model using a single batch job in the high 
performance computing facility used for this study. The signal obtained from 
the Smagorinsky–Lilly model was shortened for consistency to the Sigma 
model. Furthermore, the values of the PSD and the cross-correlation have been 
normalised to enable a direct comparison between the points and the frequency 
plot has been clipped at 500 Hz to facilitate its reading despite that the spec-
trum was calculated up to the Nyquist threshold of 2.5 kHz.  
5.3.3.1. Axial position 1 
 
Figure 5.13 Spectrum of frequencies obtained for the monitors at position 1 using the 
Smagorinsky-Lilly SGS model. 
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The spectrum of frequencies obtained from the Smagorinsky-Lilly model 
showed up to five noticeable frequencies that are scattered between 0 and 500 
Hz, as presented in Figure 5.13. This arrangement of frequencies suggest that 
at this axial position, the variations in the flow velocity superimposed by the 
perturbation algorithm at the inlet boundary have not been diffused and are 
still noticeable. The weighted value for the oscillatory frequencies averaged 
287.8 Hz, however the large number of relevant frequencies prevent the as-
sumption of this value as the overall temporal frequency. 
 
Figure 5.14 Cross-correlations of the signals recorded at consecutive points at position 
1 using the Smagorinsky-Lilly model. 
The plots for the cross-correlation between signals are ranged from 0 to 1 where 
1 corresponds to the highest correlation possible, with the x axis being the 
time, thus illustrating the lag between recorded signals. The cross-correlations 
for the Smagorinsky-Lilly model, as displayed in Figure 5.14, exhibits a high 
degree of inter dependence, with almost no lag perceived and this represents 
that, despite the unsettled spectrum of frequencies, the flow field produced by 




Figure 5.15 Frequency spectrums produced by the Sigma model for the different points 
located at position 1. 
 
Figure 5.16 Plots of the cross-correlation for the temporal signals obtained using the 
Sigma model across the different points at position 1. 
The frequency spectrum produced by the Sigma model was sharper for a couple 
of locations, with well defined principal frequency components around the 250 
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Hz frequency band. The velocity fluctuations that are enforced at the inlet 
influence the distribution of frequencies across the spectrum in a similar man-
ner that what it was observed for the results of the Smagorinsky-Lilly model. 
Furthermore, the plots for the cross-correlation function of the point-wise sig-
nals exhibit the highest degree of interdependence with virtually no lag de-
tected among the dataset. This shows that the signals recorded at that position 
are almost identical despite the perturbations perceived in the frequency spec-
trums. 
5.3.3.2. Axial position 2 
The results obtained for the second axial position, located 12.7 mm down-
stream of the inlet plenum in the axial direction, shows that the number of 
relevant frequency bands in the spectrum obtained using the results produced 
by the Smagorinsky-Lilly model decreased. Despite the lower number of rele-
vant frequencies, the spectrum still shows a high level of disturbances across 
the lower frequency range, as can be observed in Figure 5.17. The overall 
weighted frequency of oscillation was estimated at 218.4 Hz, which is a nar-
rower range than that obtained for position 1. 
 
Figure 5.17 Frequency spectrums obtained at different point in the position 2 using 
the results produced by the Smagorinsky-Lilly SGS model. 
In addition, the level of interdependence among the recorded signals remained 
strong for all the cases, with a value for the normalised cross-correlation being 
higher than 0.9 and it remained nearly constant throughout the length of the 
signals. The correlation between points 2 and 3 appeared to be the lowest for 




Figure 5.18 Value for the cross-correlation of the signals produced at different points 
located at the axial position 2, and the Smagorinsky-Lilly SGS model was employed 
for this case. 
The frequency spectrums obtained from the LES using the Sigma SGS model, 
introduced in Figure 5.19, shows the influence of the velocity fluctuations pro-
duced at the inlet. A noteworthy frequency spectrum was produced for point 
2, in which a single frequency band was found perceived as relevant. A later 
inspection to the transient signal evidenced that this was caused by a sudden 
changes in the value of the velocity rather than a sustained change in their 
trend. Furthermore, relevant frequency bands appeared in the low range of the 
spectrum, thus evidencing the influence of the mixing in the overall flow dis-
tribution. 
The cross-correlations of the point-wise signals produced by the LES that em-
ploys the Sigma model, as presented in Figure 5.20, exhibited the same ten-
dency as those calculated for the axial position 1, with an almost perfect cor-
relation among all of them. Despite the emergence of new structures with a 
lower oscillatory rate, as confirmed by the spectral trends, it appears that those 
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inhomogeneities are well distributed in the domain so the overall temporal 
coherence of the flow does not suffer a significant alteration. 
 
Figure 5.19 Frequency spectrums for the signals produced by the LES simulation using 
the Sigma SGS model. The signals were sampled at the axial position 2. 
 
Figure 5.20 Plot of the cross-correlations of the different transient signals obtained at 
the axial position 2 by the LES computation that employs the Sigma SGS model. 
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5.3.3.3. Axial position 3 
As the fluid travels through the domain, the overall transient behaviour equal-
ise and a better arrangement in the flow can be perceived. The frequency spec-
trums calculated after the transient oscillations in the axial velocity for the 
LES case that utilise the Smagorinsky-Lilly formulation for the SGS stresses 
appeared to be less noisy and considerably better defined, as shown in Figure 
5.21. The majority of the trends obtained show that only a few frequency bands 
can be considered as being relevant across the captured spectrum, and most 
notably the bands around 70 Hz. The overall value for the weighted frequency 
of the spectrums was observed to have a narrow range across the measured 
points and it was estimated at 82 Hz. The random fluctuations in the flow 
imposed at the boundary condition that ended up producing the spurious fre-
quencies measured in the spectrums for the point at the positions 1 and 2 have 
been dissipated by this point, and the frequencies captured in this analysis 
appeared to be have a better physical meaning. 
The correlation among the signals, depicted in Figure 5.22, did not suffer re-
markable alterations in comparison to those estimated for the two previous 
locations. The signals at this position exhibit a strong interdependence and the 
value for the cross-correlation is almost constant for the entire possible lag at 
all locations. 
 
Figure 5.21 Distribution of frequencies obtained after the analysis of the transient 
signals recorded at different points at the axial position 3 employing the Smagorinsky-
Lilly SGS model. 
The spectrum of frequencies obtained by processing the temporal data gener-
ated by the Sigma model within the LES framework, presented in Figure 5.23, 
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displayed a similar behaviour to those produced by the Smagorinsky-Lilly ap-
proach. The accord in the frequencies indicate that the larger contributions to 
the structure of the fluid flow can be distinguished, and these are contained in 
the low range part of the spectrum. The overall value for the weighted fre-
quency was calculated at 85 Hz, thus agreeing well with the estimate of the 
Smagorinsky-Lilly approach. 
 
Figure 5.22 Ratio of the interdependence among the locations computed as the cross-
correlation of the transient signals. The results were obtained using the Smagorinsky-
Lilly approach. 
The set of monitor points placed at the axial position 3, as in the previous 
positions, exhibited a high degree of correlation. However, slight misalignments 
in the frequencies of the points 2, 4 and 1 were observed across the whole signal 
length. The presence of misalignments in the cross-correlation plots may be 
evidence of the presence of turbulent structures if the shifting of the signals is 
found to be repetitive. Nevertheless, the lack of additional deviations in the 
trends for the correlations imply that misalignment in the signals was an iso-
lated event, or probably a remnant of the flow oscillations enforced at the inlet. 
Despite the minor shifting in the signals, as showed by some discrepancies in 
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the frequency spectrums, the swirling flow has retained its shape until this 
position and is manifesting to be coherent. 
 
Figure 5.23 Frequency spectrums for the points located at position 3, computed using 
the Sigma model. 
 
Figure 5.24 Cross-correlation of the transient signals recorded at different points lo-
cated on axial position 3 while employing the Sigma model. 
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5.3.3.4. Axial position 4 
The results obtained for the furthest axial location showed the same progres-
sion as at position 3. The relevant group of frequencies are disposed to coalesce 
in the low range of the spectrum while the high frequency oscillations tend to 
dissipate into the flow, thus decreasing their contribution into the flow field 
dynamic behaviour.  
The frequency spectrums calculated for the signals at position 4 by performing 
LES that employs the Smagorinsky-Lilly model are presented in Figure 5.25. 
While the number of high contributing bands in the spectrum decrease, the 
weighted value of the frequency becomes more relevant in the characterisation 
of the flow. The average weighted value for the spectrums obtained by the LES 
transient data employing the Smagorinsky-Lilly model is 74 Hz. This indicates 
that as the swirling stream expands in the test chamber, and mixes with the 
central jet, the flow homogenises and decreases its oscillatory rate. 
The correlation for the temporal signals, however, is shown to be less than in 
the previous positions, as introduced in Figure 5.25. A large misalignment was 
obtained for the correlations involving point 1, namely C12 and C61, and since 
the value of the shift appears as the highest measured so far, and it this evi-
denced at two locations, the appearance of a fluid structure is implied. A sim-
ilar trend, but of a lower intensity is advised for the correlations C34 and C45, 
which suggests that an additional inconsistency of the flow was captured at 
point 4. 
 
Figure 5.25 Frequency spectrums calculated after the transient data that was pro-
duced by the LES computations using the Smagorinsky-Lilly model, and these were 




Figure 5.26 Cross-correlations of the transient signals sampled at position 4. The LES 
calculations involved the Smagorinsky-Lilly SGS model. 
Furthermore, the frequency spectrums generated by the LES calculations that 
comprised the Sigma model showed a decrease in the number of relevant fre-
quency bands with their aggregation occurring further down in the spectrum 
range, as shown in Figure 5.27. The average weighted frequency was estimated 
at 73 Hz, hence comparing well with the estimates computed for the Sma-
gorinsky-Lilly results.  
The results obtained for the cross-correlations manifested that none of the 
signals are perfectly aligned. Moreover, the misalignments in the temporal data 
occur across the entire length of the signal and remain relatively constant, as 
shown in Figure 5.28. Furthermore, the levels of the correlation for the tem-
poral signals produced by the Sigma model were higher that its counterpart 
using the Smagorninsky-Lilly approach. This suggests that, despite the exist-
ence of the flow anomalies, these are more scattered and less energetic. Never-
theless, the degree of correlation obtained for the points at this position suggest 
that the flow retains its arrangement and that after diffusing the fluctuations 




Figure 5.27 Frequency spectrums obtained for LES using the Sigma model. The tran-
sient signals were obtained at the axial position 4. 
 
Figure 5.28 Cross correlations for the temporal signals at position 4. The signals were 
generated by LES incorporating the Sigma SGS model. 
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5.3.4. Spatial coherence analysis 
The analysis of transient data by means of the frequency spectrum, as intro-
duced in the previous section, provides a representation of the dynamics of the 
flow. However, since it relies on the temporal information recorded at a par-
ticular location, its validity across the whole domain is questionable. The in-
clusion of additional monitor points, and the calculation of the cross-correlation 
function for each pair, improves the characterisation of the flow, but the 
amount of data that has to be analysed sharply escalates and becomes unprac-
tical. Furthermore, the resolution on the data obtained experimentally and 
numerically have increased recently, thus compelling the development of meth-
odologies for the evaluation of large data sets. 
The proper orthogonal decomposition (POD) is a methodology that allows the 
extraction of the dominant features and trends from a finite set of data. These 
predominant structures influence the overall dynamics of the fluid flow and are 
directly related to the spatial coherence of the system. In the POD analyses, 
the flow field, and any other scalar considered, is decomposed into a sum of 
weighted basis functions, known as modes. The decomposition of the flow field 
in the POD is a linear procedure and, therefore, the modes obtained are equally 
linear even if the input data and the nature of the system to characterise is 
dynamic [346]. 
A POD analysis, based on the snapshots method [254], was performed over the 
flow field captured at different flow times in a LES computation. Each snap-
shot consisted of the instantaneous values of the velocity field obtained for all 
the coplanar grid points located at a given position in the domain. The posi-
tions used for this study were the same as those employed in the spectral 
analysis and these are presented in Table 5.3. Moreover, the number of snap-
shots have been selected, for the sake of consistency, so they correspond to the 
number of sampled entries and to the period of time obtained in the transient 
signals. Each snapshot was obtained in the shape of a matrix of size 𝑀 ×𝑁 ×
3, where 𝑀 and 𝑁 are the number of grid points in the 𝑋 and 𝑌 directions in 
the Cartesian coordinate system, and 3 corresponds to the velocity compo-
nents, namely 𝑢, 𝑣 and 𝑤, for the three Cartesian directions. The axial com-
ponent of the velocity, which is aligned to the 𝑍 direction was included in the 
POD analysis in order to acknowledge its contribution to the development of 
the dominant structures in the flow. However, the results are presented in the 
form of a vector field in a planar basis. In addition to the computation of the 
principal modes, the average value for the velocity obtained from the set of 
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snapshots is presented alongside a plot for the contribution of each mode into 
the overall energy of the system. In addition, the energy values of the POD 
modes have been normalised based on the maximum energy obtained in the 
system, and the order of the modes has been re-arranged in a decreasing order 
accordingly to the contained energy. The POD analysis produced a number of 
nodes equal to the number of samples but only the first six modes are presented 
in order to facilitate the inspection of the flow structures captured by the 
methodology. 
5.3.4.1. Axial position 1 
The POD analysis performed to the snapshots obtained from LES simulations 
using the Smagorinsky-Lilly model showed that for the position 1, the majority 
of the energy is contained in the first 10 modes, as shown in Figure 5.29. In 
addition, the vector plot for the mean velocity values exhibit a good agreement 
with the contour plots obtained for a longer sampled period. Furthermore, the 
velocity distribution of the inlet boundary condition is noticeable in the ar-
rangement of the vectors, and a high velocity region is perceived in the shear 
layer when the swirling streams and the central jet coincide. Moreover, the 
assessment of the POD modes, as presented in Figure 5.30, revealed that the 
relevant structures reside in the shear layers and these appear in an orderly 
fashion in the outer region of the swirling jet. Some recirculating patterns can 
be recognised in the internal shear layer which might arise from the interaction 
and the discrepancy in the velocities between the two inlet streams. Similar 
patterns appeared in the outer shear layer for the POD mode 4 and onwards, 
but they are not as clearly defined as in the interior region.  
 
Figure 5.29 Distribution of the energy contained per POD mode (left) and vector plot 
of the mean velocity components obtained by the LES that incorporates the Sma-




Figure 5.30 POD modes obtained for transient snapshots produced by the LES using 
the Smagorinsky-Lilly model for the SGS tensor at the axial position 1.  
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The vector plot for the mean velocity values obtained after the results yielded 
by the LES that employs the Sigma SGS model show a similar flow distribution 
to that obtained using the Smagorinsky-Lilly approach, as noted in Figure 
5.31. However, the width of the internal shear layer produced by the Sigma 
SGS model is narrower and some locations within the central jet containing 
higher velocities appeared to be moving towards the internal flow interface. 
The appearance of these high-velocity locations suggest that the Sigma model 
prompts the mixing of the streams earlier than when using the Smagorinsky-
Lilly model. In addition, the distribution of the contained energy across the 
POD modes exhibited the same pattern as in the processing of the results 
yielded by the Smagorinsky-Lilly model, as can be noted in Figure 5.31, with 
the dominant structures of the flow being well contained in the first few POD 
modes. 
The inspection of the POD modes obtained for the transient data generated 
by the LES with the Sigma model shows that, as in the previous SGS model, 
the principal structures of the flow are contained in the shear layers, as shown 
in Figure 5.32. However, the direction of the vectors at the interface suggest 
that the spiralling motion is retained and that the flow moves more orderly in 
the axial direction. As a consequence of this flow disposition, less recirculating 
zones are captured by the POD methodology. The recirculating zones perceived 
in the domain are mostly contained in the POD mode 4 and larger, and they 
appeared to be evenly distributed between the two shear layers. However, their 
size and intensity are lower than those observed in the results produced by the 
Smagorinsky-Lilly model. 
 
Figure 5.31 Plot of the distribution of the energy of the system in the POD modes 
(left) and the vector field of the mean velocities produced by the Sigma model in the 




Figure 5.32 POD modes for the set of snapshots produced for the axial position 1 by 
the LES with Sigma model for the SGS effects. 
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5.3.4.2. Axial position 2 
The POD analysis performed to the transient snapshots obtained from the LES 
calculation that employs the Smagorinsky-Lilly model showed that for the sec-
ond axial position, the amount of energy contained by each mode is smaller 
than what was observed for the position 1. The decrease in the contained en-
ergy, as shown in Figure 5.33, implies the necessity to incorporate a larger 
number of modes for the full characterisation of the flow. In addition, the 
dominant structures captured for each mode by the POD, despite being well 
defined, will not be as influential in the overall fluid flow as those depicted for 
the flow position 1. Furthermore, the vector plot for the mean velocity compo-
nents, introduced in Figure 5.33, shows the effect of the mixing that occurs as 
the flow travels through the domain. The flow pattern imposed at the inlet 
boundary is more dispersed and the internal shear layer produced a widening 
in space. 
The examination of the POD modes computed for the position 2 shows the 
appearance of oscillatory structures in the central shear layer, as presented in 
Figure 5.34. These recirculating zones exhibit consistency in their shape and 
their occurrence is observed for all the computed POD modes. Further, the 
relevant structures that are present in the outer shear layer appeared to be 
directly aligned to the direction of the swirling jet, thus accounting mostly to 
the swirl motion of the fluid body rather than to the mixing phenomena in the 
shear layer. Moreover, a small amount of momentum transfers between the 
shear layers is observed by the small number of vectors being displaced mostly 
from the internal to the outer region. 
 
Figure 5.33 The contained energy across the POD modes produced by analysing the 
transient data of the LES with Smagorinsky-Lilly formulation for the SGS effects 




Figure 5.34 POD modes computed for the LES that employs the Smagorinsky-Lilly 
SGS model at the axial position 2.  
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In contrast, more energy of the system was contained in the first POD modes 
produced while using the transient data generated by the Sigma model for the 
SGS effects in a LES, as shown in Figure 5.35. The prevailing structures ob-
served in the first POD modes are, therefore, more relevant to the flow struc-
ture which can be estimated by employing a combination of fewer modes than 
what was required for the results of the LES that uses the Smagorinsky-Lilly 
SGS model. Nevertheless, the comparison of the vector plots for the mean 
values of the velocity field for both SGS models showed no noticeable differ-
ences for the majority of the domain, except for that space occupied by the 
central jet inlet. No traces of large fluid displacement was perceived for the 
Sigma model results, showed in Figure 5.35, however in the Smagorinsky-Lilly 
predictions this behaviour was evident for some of the region of the central jet. 
The analysis of the POD modes, presented in Figure 5.36, showed that the 
structures contained in the outer shear layer are of the recirculating type, es-
pecially for modes 6 and onwards and this differs from what was encountered 
for the data produced by the Smagorinsky-Lilly model. In addition, the most 
energetic structures appeared to be scattered along the exterior fluid interface. 
Furthermore, the structures found in the internal shear layer were found to be 
smaller in comparison to those predicted in Figure 5.34. However, these tur-
bulent structures are predicted to be tightly clustered and contained in a well-
defined region. Some vectors, in accordance to the analogous analysis for the 
Smagorinsky-Lilly SGS model, were found to indicate the transfer of momen-
tum among the fluid shear layers. 
 
Figure 5.35 Plot of the distribution of energy in the POD modes computed for the 
results of the LES with the Sigma model for the SGS stresses (left), and vector plot 




Figure 5.36 POD modes calculated for the data sampled at the axial position 2 and 
that is produced by the LES using the Sigma approach for the SGS effects. 
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5.3.4.3. Axial position 3 
The distribution of energy across the POD modes, shown in Figure 5.37, pre-
sent a similar trend for the results produced by the Smagorinsky-Lilly model 
at the axial position 2. The number of modes containing a significant share of 
the energy of the system is the larger value in this study, thus suggesting 
position 3 as being the most unstable position in the analysis. Moreover, the 
vector plot of the mean values of the fluid velocity, introduced in Figure 5.37, 
shows the mixing process that occurred in the flow. Furthermore, a detailed 
inspection to the distribution of the vectors, and their directions, demonstrate 
that the flow is arranged around the centre of the chamber and that it is 
spinning around it, thus indicating that the swirl motion is the overall form of 
the displacement in the flow. 
The analysis of the POD modes produced for the results generated by the 
Smagorinsky-Lilly model revealed the presence of several dominant structures 
in both shear layers, as shown in Figure 5.38. Furthermore, the majority of the 
relevant turbulent structures exhibited recirculation and appeared to be over-
lapping. Moreover, the cohesion of the dominant structures are adequately de-
fined, as may be observed in the POD mode 4. The structures in the outer 
shear layer are less energetic but, likewise of those on position 2, they are of a 
recirculating type. However, the cohesion in the outer structures is weak, thus 
appearing as a cluster of contiguous, self-contained structures. The effect of 
the transfer of momentum between the interfaces is noteworthy, as indicated 
by many vectors in the in-between region of the shear layers. 
 
Figure 5.37 Plot of the distribution of energy in the POD modes calculated for the 
axial position 3 using results of the LES with the Smagorinsky-Lilly SGS model (left) 








The POD results produced for the LES that employs the Sigma SGS model 
showed a distribution for the energy in the modes similar to that obtained by 
the Smagorinsky-Lilly model, as presented in Figure 5.39. However, the num-
ber of POD modes containing a relevant amount of the energy appeared to be 
slightly higher. Nevertheless, a comparison of the energy distribution in the 
POD modes across different axial positions confirms position 3 as being un-
steady, thus spreading the dominant structures of the flow across a wider num-
ber of modes. In addition, the vector plot of the mean velocity, displayed a 
more organised distribution of the flow, with the influence on the flow dispo-
sition coming from the inlet boundary still being perceived. In addition, the 
effects of the mesh resolution was perceptible in the appearance of high velocity 
regions in the corners of the O-grids created as part of the meshing strategy 
for the results of the SGS models.  
The analysis of the POD modes of the LES data indicates that, as in the results 
for the Smagorinsky-Lilly model, the predominant structures exhibit recircula-
tion, as shown by Figure 5.40. Furthermore, the size of the turbulent structures 
predicted by the POD analysis are smaller than for the Smagorinsky-Lilly 
model, however, they are evenly distributed over the shear layer. In addition, 
the attachment of the turbulent structures is less evident for this set of POD 
modes, thus producing a series of segregated structures that are intertwined. 
Some structures, especially in the internal shear layers, contain more energy 
than the rest, thus suggesting an uneven distribution of the flow. Moreover, 
the interaction between the shear layers appear to be substantial, with a large 
number of aligned vectors, as can be noted in the POD modes 1 to 3, that 
shows this effect. 
 
Figure 5.39 Energy distribution in the POD modes (left) and vector plot of the mean 




Figure 5.40 POD modes for the transient results obtained for the Sigma SGS model 
at the axial position 3. 
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5.3.4.4. Axial position 4 
The results of the POD analysis performed to the transient data generated by 
the Smagorinsky-Lilly model on the LES showed, for position 4, a decrease in 
the number of modes containing a large share of the energy of the system in 
comparison the prediction for the positions 2 and 3. The difference among the 
contained energy is considerably smaller at this position in the domain and 
this indicates that for the first modes, their contribution to the overall fluid 
flow is similar, as shown in Figure 5.41. Furthermore, the mean velocity field, 
depicted by the vector plot presented in Figure 5.41, is more evenly distributed 
and a clear arrangement around the geometric centre, a characteristic of the 
swirling motion, can be noted. In addition, the mesh influence in the results 
was more prominent at the vertices of the blocks onto which the fluid body 
geometry was mapped. A cluster of vectors with high velocity were found at 
the vertices of the O-grids pointing in the same direction as those nearby, thus 
suggesting that the clustering effects observed in the vector plot was due to 
the element and the size distributions in the mesh. 
The POD modes generated for the LES results that employs the Smagorinsky-
Lilly approach for the SGS stresses showed that at position 4, no distinguish-
able predominant pattern can be recognised; instead, an aggregation of scat-
tered smaller structures is predicted. Recirculating regions were found across 
the entire region studied, with no discernible difference in the amount of energy 
contained by them. In addition, a high intensity small region is produced in 
the POD modes that, as in the mean velocity vector plot, appears to be related 
to the distribution of the elements in the mesh. 
 
Figure 5.41 Plot of the distribution of the energy in the POD modes (left) and mean 
velocity vector plot (right) computed for the results produced by the LES with the 




Figure 5.42 POD modes obtained for the data produced by the LES using the Sma-
gorinsky-Lilly model, at position 4. 
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The distribution of energy in the modes generated by the POD of the data 
generated by the LES that employs the Sigma model exhibited a sharp reduc-
tion in the number of relevant modes for the characterisation of the fluid flow 
at the axial position 4, in comparison to the trend at position 3. However, as 
in the analogue analysis for the results of the Smagorinsky-Lilly approach, the 
smoother arrangement of the flow field caused by the mixing phenomena re-
sults in smaller differences in the amount of energy contained by each POD 
mode, as shown in Figure 5.43. Furthermore, the effect of the mixing in the 
flow can be noticed by the vector field of the mean velocity, as presented in 
Figure 5.43. The flow is displayed in an even distribution that contains a swirl-
ing pattern that is easily recognisable. In addition, the effect of the size and 
distribution of the elements in the grid was less evident than in the results for 
the Smagorinsky-Lilly model, with some vectors grouped around one of the 
vertices of the meshing blocks. Moreover, the vectors suggest that the central 
jet is mixed into the swirling stream, hence diminishing the separation length 
that was perceived in the previous positions. 
The analysis of the POD modes computed for the Sigma model in the LES 
framework showed a randomised flow with flow structures dispersed in the 
domain, as shown in Figure 5.44, and this agrees well with the predictions for 
the Smagorinsky-Lilly model. Some structures contain recirculation patterns 
and they are mostly contained in the inner part of the domain, thus suggesting 
that they are remnants of the internal shear layer. In contrast, the structures 
located in the outer region, and close to the wall showed the swirling motion 
of the flow, despite its more chaotic arrangement. 
 
Figure 5.43 Plot of the distribution of energy across the POD modes (left) and vector 
plot for the mean velocity components computed for the transient data generated by 




Figure 5.44 POD modes computed at position 4 for LES results that were used in the 
Sigma model for the SGS stresses. 
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5.3.5. Spatiotemporal coherence analysis 
In the analysis of fluid flows, the acquisition of the underlying mechanisms 
that influence the motion of the fluid is paramount. In many cases, the physical 
features exhibited by a certain type of flow, such as swirling streams, can be 
encountered across a variety of applications, thus suggesting that the derived 
predominant structures are part of the dynamic nature of the flow. Different 
mathematical procedures have been developed in order to successfully describe 
the characteristics and behaviour of the turbulent structures. These methodol-
ogies are often developed as low-dimensional approaches in order to describe 
what in principle is a highly complex phenomenon into a more comprehensive 
description that can be easily employed for further studies or technological 
developments [346]. 
In the previous section, the characteristics of a swirling flow were assessed by 
performing a POD to the transient data obtained from LES calculations. The 
POD modes obtained provide a representation of the spatial distribution of the 
flow structures and they are often used to gain insights into the coherence of 
the flow. However, the POD methodology have acknowledged drawbacks, such 
as the usage of an arbitrary criteria for the number of modes to compute, and 
the suppression of the high-order correlations in its calculation. More im-
portantly, is the disregard of the temporal component of the analysis which 
produced POD modes that are composed from an accord of structures with 
different associated frequencies [347]. 
The dynamic mode decomposition (DMD) is a mathematical model used for 
the analysis of dynamics systems that relies on a set of data sampled over a 
period of time [281]. The DMD utilises the temporal data from the sample, 
thus producing dynamic modes that are associated to a singular frequency 
value. The dominant structures depicted by the DMD modes are coherent, 
both in time and in space. In this section, a DMD analysis over the same data 
set employed for the POD study is performed. The three velocity components, 
assuming a Cartesian coordinate system, were employed to construct each 
snapshot of the flow, thus assuming a multivariable DMD methodology for this 
study [291], the results however, are presented in the form of vector plots for 
better representation of the relevant flow structures. In order to improve the 
confidence in the results yielded by the DMD, the pertinence of the data sample 
for analysis was assessed by confirming that the spectrum of frequencies ob-
tained was evenly distributed over the complex plane [348], [349]. In addition, 
the produced DMD modes were re-ordered so that they better represent their 
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physical relevance over the flow field structure. A matrix constructed after the 
growth/decay rate for each DMD mode was used as an index to sort the modes 
[286]. The DMD analysis was performed for the numerical data obtained at 
the four axial positions introduced in Table 5.3. The results of the DMD anal-
ysis are presented in the forthcoming sections, and these include a plot of the 
normalised power contained in each DMD mode and a vector plot of the DMD 
mode obtained at a frequency 0 Hz, and this represents the steady state flow. 
Furthermore, a graphic representation of the first six DMD modes are pre-
sented. 
5.3.5.1. Axial position 1 
The DMD calculated for the results obtained from the LES with the Sma-
gorinsky-Lilly SGS model produced a frequency spectrum in which only a few 
modes appeared to be the most relevant, as shown in Figure 5.45. In addition, 
the DMD mode obtained for the frequency band 0 Hz presented a good agree-
ment with the results of the POD analysis, with a noticeable influence of the 
velocity inlet profile. The overall arrangement of the flow exhibits a strong 
rotational motion around the geometric axis, which is a distinctive feature of 
swirling flows. 
The analysis of the DMD modes showed a large difference in the frequency of 
the leading and the subsequent DMD modes, as show in Figure 5.46. The 
leading DMD mode, however, is chaotic in its arrangement and appears to be 
related to the perturbations imposed at the inlet boundary condition. In con-
trast, the successive modes contain a combination of recirculating and well 
defined swirling regions that are mostly located in the shear layers. 
 
Figure 5.45 Frequency spectrum (left) and steady state DMD mode (right) calculated 




Figure 5.46 DMD modes for the axial position 1 calculated for the data obtained by 
performing LES with the Smagorinsky-Lilly approach as the SGS model. 
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The relevant DMD modes produced for the transient data obtained from the 
LES that employs the Sigma formulation for the SGS stresses are well distin-
guished in the spectrum, as shown in Figure 5.47. However, the remaining 
DMD modes contain similar amount of energy, and thus coincide in their con-
tribution to the flow arrangement. In addition, the DMD mode obtained for 
the steady state of the system showed the same trend as in the previous anal-
yses, with a good arrangement of the flow around the geometric centre. The 
region occupied by the inlet jets still exhibit the flow disposition set at the 
inlet boundary and, therefore, is not as well organised as in the outer region. 
The DMD modes generated for the Sigma SGS mode case showed that the 
dominant structures are located in the shear layers, as presented in Figure 
5.48. The first two DMD modes are highly fluctuating with oscillations up to 
a hundred times faster than the successive modes. Nevertheless, the influence 
of the flow structures depicted in these high-frequency DMD modes appear to 
be restricted to a smaller region of the domain. In contrast, the consecutive 
DMD modes expand their effects into a broader region that contains the outer 
region of the flow and both shear layers. Furthermore, some regions in the 
domain exhibited recirculation and are more noticeable in the DMD mode 5. 
The recirculating structures were predicted to be located in the shear layers, 
however, they only appeared as a discontinuity in the more organised swirling 
motion, thus suggesting that their contribution to the flow arrangement is 
relatively low. Some variations in the intensity for the vectors can be noticed 
in the outer region, however, their direction appeared to be unaltered. 
 
Figure 5.47 Spectrum of frequencies and their association to the DMD modes com-
puted for the LES with the Sigma SGS model (left), and the steady state DMD mode 




Figure 5.48 DMD modes calculated from the results of the LES with the Sigma SGS 
model and the transient data was obtained at the axial position 1. 
167 
 
5.3.5.2. Axial position 2 
The DMD performed for the results obtained at the axial position 2 showed a 
more unsettled flow, with the DMD modes exhibiting high values for the nor-
malised power in the system scatter across the whole spectrum of frequencies, 
as can be seen in Figure 5.49. Nevertheless, the steady state DMD mode, shown 
in Figure 5.49, presents a good flow distribution and it is in agreement with 
the results produced from the methodologies previously described. However, 
slight discrepancies can be observed in the internal shear layer in comparison 
to the POD estimate, as this region appeared to be wider and containing some 
vectors that resemble the disposition of the swirling vanes. Nonetheless, the 
overall swirling structure of the flow, present in all the previous analyses, is 
still prominent. 
An inspection of the DMD modes obtained for the data generated by the CFD 
computations using the Smagorinsky-Lilly SGS model, introduced in Figure 
5.50, showed that two different types of structures are dominant at this loca-
tion in the domain. The most noteworthy flow structures are contained in the 
shear layers, as is evident for the representations of the DMD modes 1, 3 and 
4. However, it can be observed that some additional entities are contained 
within the swirling jet and these are associated with the higher frequency val-
ues. The high-frequency DMD modes appeared as a chaotic arrangement of 
vectors that only become arranged in the internal shear layer. In contrast, the 
structures developed in the DMD modes that have lower associated frequency 
present a recirculation pattern and are more distinguishable. 
 
Figure 5.49 Frequency spectrum of the DMD modes computed for the transient data 
gathered at the axial position 2 for the LES with the Smagorinsky-Lilly model (left) 




Figure 5.50 The DMD modes for the transient data at the axial position 2 that was 
obtained from a LES using the Smagorinsky-Lilly SGS model 
169 
 
In contrast, the spectrum of frequencies obtained for the DMD modes com-
puted after the LES results that used the Sigma approach, presented in Figure 
5.51, is sharper than that generated for the Smagorinsky-Lilly model and re-
sembles the corresponding calculation at the axial position 1. The frequency 
associated with the relevant DMD modes of the Sigma approach is lower in 
general that that exhibited for the DMD modes in the Smagorinsky-Lilly case. 
The steady state DMD mode showed a good agreement to its counterpart in 
the POD analysis; however, some recirculating structures arose from the inter-
action between the central jet and the swirling stream. In addition, some high 
velocity spots appeared in the outer shear layer, indicating some discontinuities 
in the overall arrangement of the swirl. 
The assessment of the DMD modes, produced by the transient results of the 
LES using the Sigma SGS model, showed that the dominant structures prevail 
in the shear layers. The region of influence for each DMD mode appears to 
decrease as the value of the associated frequency increases. Moreover, the high-
frequency structures appear as being more ordered than those observed in the 
results of the Smagorinsky-Lilly model. In addition, the flow structures in the 
DMD modes with lower frequency displayed a predisposition to recirculate, 
thus suggesting that for this flow arrangement only the slower DMD modes 
will produce lingering flow structures. Furthermore, the turbulent structures 
captured by the DMD modes in the low frequency range of the spectrum are 
presented to be cohesive and well distributed over the shear layer circumfer-
ence. 
 
Figure 5.51 Frequency spectrum for the DMD modes (left) and the steady state DMD 





Figure 5.52 The DMD modes produced for the transient data at the axial position 2, 
generated by a LES with the Sigma approach as the SGS model.  
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5.3.5.3. Axial position 3 
The results of the DMD analysis for the data obtained at the axial position 3 
shows the same tendency as at the previous location with a wider range for the 
spectrum of frequencies occupied by the relevant DMD modes of the LES re-
sults that used the Smagorinsky-Lilly SGS model, as shown in Figure 5.53. The 
steady state DMD mode showed that, in general, the flow is well arranged and 
it is rotating around the normal vector of sampled plane. However, the circum-
ference of the shear layers are less well-defined and some wrinkles in the inter-
face are observable, thus indicating that the strength of the swirl diminishes 
for the increasing downstream positions. 
The DMD modes calculated for the results produced by the Smagorinsky-Lilly 
case showed that for those of a high frequency, 2 kHz and upwards, the region 
of influence in the domain is well contained in the shear layers, whilst the DMD 
modes with lower frequency affect the whole domain. In addition the vectors 
obtained for the DMD modes with high oscillations, namely modes 1, 4 and 5, 
are disorganised and do not possess a noticeable pattern. In contrast, the dom-
inant structures illustrated by the low-frequency modes emerged as being more 
coherent with a clear recirculation defined in their paths and a large cohesion 
among them. Moreover, despite the slower relevant turbulent structures being 
distributed across the domain, there appears to be no changes in the overall 
swirling motion of the fluid. This is evident in the direction of the vectors 
located in the outer region of the swirling jet and between the shear layers. 
 
Figure 5.53 Normalised power contained by the DMD modes (left) and the DMD 
mode at 0 Hz produced for the transient data produced by the LES with the Sma-




Figure 5.54 The DMD modes obtained for the LES data for the Smagorinsky-Lilly 
case at position 3. 
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The distribution of the power in the DMD modes computed employing the 
data from the LES with the Sigma SGS model showed that, as in the results 
for the Smagorinsky-Lilly case, the relevant DMD modes are dispersed across 
the spectrum of frequencies, as shown in Figure 5.55. However, the magnitude 
of the frequencies associated to the leading DMD modes are lower for this data 
set. In addition, the steady state DMD mode revealed that the stratification 
of the swirling motion, as observed in the previous DMD analysis, is not re-
tained at this axial position. Furthermore, the effect of the surface wrinkling 
in the inner shear layer is more evident for this case, with recirculating zones 
predicted at the outer flow interface and within the central inlet jet. In addi-
tion, the surface wrinkling in the outer shear layer illustrates that the interface 
is not well defined and in some regions not even distinguishable. 
As in the previous case, the DMD modes for the Sigma SGS model, introduced 
in Figure 5.56, exhibit a large difference in the region onto which the relevant 
structures influence the flow structure. It has been found that, for this study, 
the magnitude of the associated frequency is inversely proportional to the re-
gion of influence of the flow structures. Therefore, the DMD modes with the 
highest associated frequencies are predominant for the shear layer regions, 
where small, rapid structures take place. In contrast, the slower DMD modes 
contained larger structures with well defined paths that lingered in the flow 
domain for a longer period of time. The relevant structures predicted out of 
the shear layers were only captured by the low-frequency DMD modes and 
they appeared to be arranged around the spiralling motion of the flow, with a 
few recirculating regions of low intensity. 
 
Figure 5.55 Distribution of the power in the DMD modes (left) and the steady state 
DMD mode (right) for the data produced by the LES with the Sigma SGS model at 




Figure 5.56 The DMD modes computed for the LES data for the Sigma case at the 
axial position 3. 
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5.3.5.4. Axial position 4 
The spectrum of frequencies associated to the DMD modes, presented in Figure 
5.57, showed that there is a sharp decrease in the magnitude of the DMD 
frequencies for the axial position 4. The distribution of the relevant DMD 
modes in the spectrum shows a tendency to remain in the low-range, in agree-
ment to the general behaviour of swirling flows captured by low-resolution 
studies, such as the spectral analysis for point-based temporal signals. Further-
more, the steady state of the flow captured by the DMD mode with an associ-
ated frequency of 0 Hz, introduced in Figure 5.57, evidenced the mixing oc-
curred in the flow, where the flow interfaces nearly vanished. Moreover, the 
overall flow arrangement suggests that the rotating component is preserved, 
but the emergence of recirculating zones across the domain is noticeable. The 
recirculating zones captured for the steady state appears to disrupt the flow 
motion at their particular location and, as consequence, the stratification of 
the flow structure is lost. 
The analysis of the DMD modes, as shown in Figure 5.58, showed that recir-
culating structures were captured for the majority of them. The flow structures 
obtained suggest that as the mixing occurs, the shear layers that enclose the 
swirling stream disappears and the flow disturbances are no longer contained. 
A remnant of the shear layer is still observed in the DMD modes 1, 3 and 5, 
however the arrangement of the vectors suggest that the interaction with the 
outer region, where the rotating motion of the flow is still observed, is more 
prominent. The structures depicted by the DMD mode 2, a high-frequency 
mode, are part of the swirling jet and they do not form a recognisable pattern. 
 
Figure 5.57 Frequency spectrum of the DMD modes (left) and the steady stated DMD 
mode (right) calculated at position 4 for the LES results with the Smagorinsky-Lilly 




Figure 5.58 The DMD modes for the transient data at the axial position 4 produced 
by the LES with the Smagorinsky-Lilly SGS model. 
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The distribution of the DMD modes over the spectrum of frequencies, intro-
duced in Figure 5.59, appears to be sharper in comparison to those obtained 
for the previous axial positions, thus showing the same trend as in the Sma-
gorinsky-Lilly case. In addition, the amount of power contained in the DMD 
modes indicate that the predominant flow structures influence, in an almost 
identical proportion, the distribution of the flow. The steady state DMD mode, 
presented in Figure 5.59, exhibited a well distributed flow with a circulating 
pattern tightened around the geometric centre, thus contrasting with the more 
chaotic arrangement of the Smagorinsky-Lilly case. Small regions of recirculat-
ing flow were observed in the steady state vector plot but they are small and 
do not inflict a substantial disturbance to the overall flow distribution. 
The flow structures characterised in the DMD modes for the data of the LES 
with the Sigma formulation for the SGS modelling are, in general, of a recir-
culating type and they can be encountered dispersed across the entire domain. 
However, the interface produced by the shear layers is more noticeable than in 
the DMD modes of the Smagorinsky-Lilly data, thus suggesting than the Sigma 
SGS model is more capable to retain the coherence of the flow. In addition, 
the size of the flow structures remains consistent across the DMD modes and, 
despite being presented as less energetic than those captured at position 3, 
they possess cohesion. The overall swirling motion of the flow was evidenced 
for the majority of the DMD modes regardless of the number of recirculating 
structures. However, for the DMD modes 4 and 6, the effect of the structures 
in the flow arrangement was sufficiently large that forced the fluid to move 
into different regions in the domain, thus enhancing the mixing phenomena. 
 
Figure 5.59 Distribution of the power in the DMD modes (left) and the DMD mode 





Figure 5.60 The DMD modes computed for the data generated by the LES with the 




In this chapter, an assessment of the coherence in time and space of a swirling 
flow was performed. Three different methodologies, which account for a differ-
ent definition of coherence, were employed for this purpose, namely the spectral 
analysis, the proper orthogonal decomposition and the dynamic mode decom-
position. The temporal coherence was accounted for by performing spectral 
analyses over the transient data generated at a prescribed point in the domain. 
Secondly, the spatial coherence of the flow was analysed by implementing the 
POD methodology over a transient dataset that consisted of the instantaneous 
values at a planar location. Finally, the DMD approach was used to analyse 
the spatiotemporal coherence of the flow by employing the same two-dimen-
sional data. 
The transient data was obtained from a computational fluid dynamics study 
of the test rig constructed by the Lewis Research Center in the United States, 
in which large eddy simulations were performed. As part of the CFD analysis, 
the performance of different turbulence models for different types of meshes 
was investigated. It was found that for the RANS computations, both for the 
two- and three-dimensional meshes, the realizable 𝓀 − 𝜖 model outperformed 
the other turbulence models. The numerical stability of the realizable 𝓀 − 𝜖 
model for this study was noteworthy, and the accuracy of the results produced 
by this approach were consistent to those obtained for the distinct RANS mod-
els. In addition, the efficiency of two different wall functions, namely the scal-
able and the Menter-Lechner formulations, required to fully resolve the bound-
ary layer in the near-wall region, were tested and the results showed no notice-
able advantage in the accuracy of the results. However, the Menter-Lechner 
formulation is independent of the y+ value in the study and, therefore, provides 
more flexibility for their application. 
The mesh required for the LES was constructed based on the results generated 
by the RANS approach. A quality criterion for the pertinence of the mesh for 
a LES was used and its results were employed as the basis to perform the 
refinements to the element size and distribution. Several refinements were 
made to the initial mesh until it was no longer feasible. Two different ap-
proaches for the sub-grid scale effects, the Smagorinsky-Lilly and the Sigma 
model, were employed in order to evaluate their performance for wall-bounded 
flows. The results produced by the LES improved the prediction of the flow 
distributions produced by the RANS approach, especially in the region where 
a recirculating flow occur. In addition, the velocity magnitude of the central 
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jet was better captured by the LES and the agreement with the experimental 
data was enhanced. Moreover, slight differences were observed for the LES 
results at the first two axial positions, where the effect of the distribution of 
the flow imposed by the inlet boundary condition is evident. However, further 
downstream, the Sigma model produced results for the velocity distribution of 
wider range. In addition, a qualitative characterisation of the flow structures 
was made by employing isosurfaces of three well-known principles, namely the 
vorticity magnitude, the Q-criterion and the Lambda-2 criterion. The turbu-
lent structures depicted by the isosurfaces were intertwined filaments that 
move through the domain in a swirling motion and eventually collide to form 
larger structures and these are mostly contained in the shear layers generated 
by the interaction of the swirling stream and the central jet and the swirling 
stream and the outer recirculating zone. 
The spectral analysis was performed over a set of signals generated by the 
instantaneous fluctuations of the axial velocity component at the different pre-
scribed points. The frequency spectrums produced represent the oscillation in 
time of the velocity and, hence are a direct quantification of the temporal 
coherence. It was found that significant differences occur between the two SGS 
models at the first two axial positions, where the Smagorinsky-Lilly model 
appear to be highly influenced by the flow perturbation mechanism employed 
at the inlet boundary condition. This effect might be mitigated by applying a 
filter to the signal, however the lack of a-priori knowledge of the output fre-
quency spectrum compels caution for it implementation. Nevertheless, as the 
inlet streams mix in the domain, the spurious frequency components diminish 
and the overall prediction of the swirling motion equalises to a range of 70 to 
80 Hz measured at the third and fourth axial positions. 
The spatial coherence analysis was carried out by POD of a dataset consisting 
of two-dimensional transient representations of the flow obtained at the same 
axial positions. The planar representations, known as snapshots, of the flow 
consisted in the velocity components at each vertex location of the mesh. De-
spite being a planar representation of the flow, the axial velocity component 
that is aligned to the normal direction was included in order to acknowledge 
its influence on the overall flow distribution. The POD modes obtained from 
the analysis showed that the most relevant flow structures are contained in the 
shear layers for the first three axial positions, while in the results computed 
for the fourth axial position, the turbulent structures are scattered in the do-
main. The structures obtained by the POD analysis for the first two positions 
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appeared to be smaller, more energetic and consistent with the swirling motion 
of the flow. The structures predicted for the subsequent positions exhibited 
recirculation and occupy a broader region in the domain.  
One of the main drawbacks of the POD analysis is the lack of temporal infor-
mation regarding the turbulent structures predicted. In the DMD, the com-
puted modes are enforced in order to remain coherent both in time and in 
space, thus allowing a better characterisation of the structures generated in 
the flow. In this multivariable DMD analysis, the same data as that used for 
the POD was employed for the sake of consistency. It was found that the 
results obtained showed good agreement with both of the previous methodol-
ogies introduced, with the relevant flow structures well contained in the shear 
layers and exhibiting a decay in their oscillatory rate as they mix. However, 
the differences in the resolution of the data employed in each approach produce 
discrepancies, most notably in the acquisition of the high-frequency modes re-
lying on smaller locations of the domain that are easy to miss in a point-wise 
approach. Moreover, the POD and the DMD approach produced similar re-
sults, and the turbulent structures contained in the flow field in this study are 
of a recirculating nature and they are mostly located in the shear layers. In 
addition, it can be perceived that the flow distribution remained consistent 
until position 3, and that afterwards the mixing effects in the flow induce a 
disarrangement. Furthermore, it was found that the high-intensity oscillations 
are mostly contained within the shear layers, and due to its large frequency 
values their physical origin and relevance to the overall flow structure is de-
batable. 
In conclusion, the benefits of the LES over the steady state RANS in the study 
of swirling flow were observed. The transient, high-definition results produced 
by the LES can be successfully employed in the assessment of the coherence in 
the flow. Further, a full characterisation of the flow must include an assessment 
of the temporal and spatial repeatability, and this can be obtained by perform-
ing a DMD over the transient data. Finally, the LES appear to be susceptible 
to the influence of the perturbation algorithm used at the boundary condition 
and, therefore require caution while selecting the location and type of the sam-
pling mechanisms to be employed. In addition, the Sigma model produced con-
sistent results across the domain and appeared to be more suitable to retain 




6. The coherence of the flow in a 
coal combustor 
The aerodynamic profile encountered in swirling jets is the result of a combi-
nation of the characteristic rotating motion of the flow and the free turbulence 
phenomena inherent to jet and wake flows. The presence of a swirl component 
in the flow produces gradients in the pressure field for the axial and radial 
directions which eventually influence the structure of the flow [36], [332]. The 
intensity of the swirl is paramount in the development of the flow structure. 
For a sufficiently strong swirl intensity, the opposing pressure gradient devel-
oped along the axial direction cannot be overcome by the kinetic energy con-
tained in the fluid particles and a recirculating flow, enclosed between two 
stagnation points, is developed. The recirculating zones in combustors often 
materializes as toroidal bodies within the domain; these flow structures carry 
heat and active chemical species back into the vicinity of the burner, thus 
acting as an stabilisation mechanism while enhancing the ignition of the mix-
ture entering the domain [350]. The parameters of the flame produced in a 
swirled combustor, such as its size, intensity and stability, are directly depend-
ent of the type and size of the vortex generated. Furthermore, the utilisation 
of swirling flows if often preferred over bluff body wakes as a stabilisation 
mechanism, as they do not contain a surface exposed to the effects of the 
combustion environment and particle deposits [36]. 
The alteration of the combustion environment in oxyfuel conditions will modify 
the stability of the system. The differences between the conventional air-fired 
conditions and the oxyfuel environment rely on the composition and inlet flows 
required in the oxidiser stream. Moreover, the effect of the CO2 rich environ-
ment has been acknowledged to lower the adiabatic flame temperature and the 
flame propagation speed and delay the ignition of the coal particles [351]. 
Therefore, the sustentation of a stable flame across the different combustion 
regimes is of a primary concern in the design and evaluation of novel combus-
tion technologies. The predominant feature in the development and deploy-
ment of oxyfuel systems is to reassure that the mixing of the oxygen into the 
stream is produced efficiently. Furthermore, the preservation of the flow struc-
ture play an important role in the reduction of pollutant formation, and it is 
strongly encouraged in the aerodynamics philosophy of staged combustors of 
recent development. In addition, contemporary combustion systems are de-
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signed to dampen the generation of large turbulent structures that are respon-
sible to induce noxious fluctuations to the flow and to reduce the life cycle of 
the peripheral equipment. 
The adoption of CFD analyses have been recognised as a crucial step in the 
design cycle and retrofit studies for the implementation of oxyfuel systems in 
power plants. In addition, the results that produced these analyses allow an 
accurate prediction of the combustor behaviour under different scenarios and 
the evaluation of different alternatives for the increasing of the efficiency in 
the system [25], [28], [330]. The mathematical models required to perform CFD 
simulations of coal combustion, introduced in Chapter 2, are complex, hence 
their implementation for practical applications is not straightforward. The im-
plementation of LES in the coal combustion framework compels a substantial 
increment in the computational power required to fully resolve the effects of 
the phenomenon at the spatial and temporal scales required by the LES. More-
over, the spatiotemporal coherence have been employed in the analysis of dif-
ferent types of combustion processes [288]–[292], and for the analysis of the 
thermo-acoustics [293], [294], comparisons against flame transfer functions 
[295] and for the evaluation of combustion instabilities [296]–[301]. 
The following sections introduce a comparison of the coherence of the flow 
produced in coal combustor for air and oxyfuel conditions. The characteristics 
of the test facility are presented, and the operating conditions employed in the 
study are further introduced. In addition, the numerical settings and the math-
ematical models selected for the simulations are discussed. Furthermore, the 
results obtained for the steady state solution of three different reactive cases 
under different combustion conditions are analysed and the assessment of the 
aerodynamic profile in the combustor is performed. Moreover, the spatiotem-
poral coherence of the combustor is analysed by applying the methodology 
developed in Chapter 5 to the LES results obtained for the isothermal flow 
developed under air conditions and the correspondent oxyfuel state. Finally, a 
summary of the findings of this study and a discussion of the insights obtained 
for the combustor dynamics and their utilisation in the accurate judgement of 
the flame stability are presented. 
6.1. Case description 
The cases studied in this chapter were part of an experimental campaign un-
dertaken at the solid-fuel combustion test facility of the Pilot Advanced Cap-
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ture Technology (PACT) Facilities, located in Sheffield, UK. The test rig con-
sists of a down-fired cylindrical furnace that allocates a scaled version of com-
mercial coal burner. The coal burner has a staged design with three inlets in 
the form of concentric annular channels, it produces 250 kW and it was man-
ufactured by Doosan Babcock Ltd. The fuel is entrained through the primary 
channel, which is the inner most annulus, by a fraction of the gas required for 
the reaction; four gutters are placed within the channel and a bluff body is 
attached to the end of the primary channel in order to promote the anchoring 
of the flame. The remaining oxidiser is provided by the flow in the secondary 
and tertiary channels. The swirl component in the flow is provided by a series 
of blade arrangements located in each of the flow channels. The blades in the 
primary channel were fixed at a polar angle of 63o while those located in the 
secondary and tertiary channels were placed at polar angles of 64o and 33o, 
respectively. Furthermore, the oxidiser stream for the secondary and tertiary 
channels is conducted through an electrical heater unit in order to reach the 
operational temperature. Further details on the furnace composition, operating 
philosophy, and the technicalities of the equipment employed to sample data 
during the experimental campaign have been reviewed in Chapter 3. 
Table 6.1 Combustion conditions used in the analysis of the coherence in a coal 
combustor. 
Air combustion 
Mean axial velocity [m/s] Gas composition Temperature [K] 
Pri Sec Ter Pri Sec/Ter Pri Sec/Ter 
5.41 7.71 6.94 Air Air 297.15 524.65 
 
Oxy27 
Mean axial velocity [m/s] Gas composition [mass, %] Temperature [K] 
Pri Se Ter Pri Sec/Ter Pri Sec/Ter 








Mean axial velocity [m/s] Gas composition [mass, %] Temperature [K] 
Pri Sec Ter Pri Sec/Ter Pri Sec/Ter 









Three different combustion scenarios were simulated, and the steady state re-
sults for the reactive cases were compared in order to evaluate how the aero-
dynamics in the combustor is affected by the oxyfuel conditions. Furthermore, 
the predictions for the composition of the combustion gases were employed to 
validate the pertinence of the selected models in the simulation of the combus-
tion reaction [56]. A summary of the characteristic conditions for each of the 
cases tested is presented in Table 6.1. 
The utilization of the methodology developed for the assessment of the coher-
ence in swirling flows, as developed in Chapter 5, allows the characterisation 
of the dynamics of the flow and will provide insights into the response of the 
combustor to the oxyfuel environment. The alteration in the conditions, from 
water in the case analysed in Chapter 5, to a gaseous working fluid in these 
studies, and the physical properties associated to it, will influence the turbulent 
structures generation mechanisms. In addition, the dampening of the turbulent 
structures, as noticed in the chamber analysed in Chapter 5, may be signifi-
cantly compromised, as the difference in the density and viscosity between the 
working fluids suggest less cohesion among the structures and more suscepti-
bility to break away from the general flow distribution. 
6.2. Numerical settings 
The domain used for the CFD calculations in this chapter is a version of the 
geometry of the solid-fuel test furnace at the PACT facilities that was digitally 
cleaned in order to remove spurious solids, generated from the tolerances used 
in the computer-aided assembly, and sharp edges. The diameter of the furnace 
is 900 mm and its length is 4 m, it contains a quarl section of diameter 230 
mm at the top, which is used to fix the burner in position. The oxidiser inlet 
channels have an annular geometry of widths 10.1, 12.9 and 18.9 mm for the 
primary, secondary and tertiary channels, respectively. The gutters contained 
in the primary channel were retained in the geometry in order to incorporate 
their effect on the flow distribution prior to the combustion chamber. In addi-
tion, a refractory plate is placed at the bottom of the furnace in order to in-
crement the radiative heat transfer, thus leaving a circular section of diameter 
150 mm, where the outlet of the furnace is assumed to be located. A schematic 
of the furnace geometry, including a detail view of the secondary and tertiary 
inlets, is presented in Figure 6.1. 
The numerical grid for the three-dimensional geometry consisted of hexahedral 
elements, and it was constructed using ANSYS ICEM. A structured blocking 
technique was employed to capture the geometry, in which several O grids and 
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block splitting operations were necessary. The gutters contained in the primary 
channel required further modifications to the original block structure, which 
eventually lead to the rotation of the geometry in order to retain the orthogo-
nality of the blocking array. The grid was refined in the near burner region 
and close to the walls, and it consisted in 4331721 elements. Further refine-
ments to the mesh were made, however these proved to be difficult to manip-
ulate in the context of the reactive cases and therefore were no longer used. 
 
Figure 6.1 Schematic of the solid-fuel furnace of the PACT facilities. 
The reactive cases evaluated in this chapter employed a RANS approach for 
the contributions turbulent motions which, in agreement to the findings of 
Chapter 5, the realizable 𝓀 − 𝜖 model [100] was employed. The Menter-Lech-
ner wall functions [94] were enabled for the RANS computations as its inde-
pendence from the y+ values improves its flexibility across different mesh sizes. 
In addition, the Sigma model [122] was employed for the subsequent LES iso-
thermal studies, as its performance for wall-bounded applications appeared to 
be enhanced in comparison to the other SGS models. 
The trajectory of the coal particles were calculated using a Lagrangian refer-
ence frame which included the gravitational effects [44]. The effect in the par-
ticle dispersion due to the fluctuating velocity, caused by turbulence, was in-
corporated to the particle tracking through the discrete random walk model 
[140], [352]. A single kinetic rate was employed to account for the release of 
volatile matter from the coal particle [155]. The parameters for the Arrhenius 
equation employed in the devolatilisation were carefully set to represent the 
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pyrolysis of the ‘El Cerrejon’ coal and these have been successfully employed 
in similar CFD studies [68], [353].  
Table 6.2 Modelling parameters employed in the CFD studies of the flow in a coal 
combustor. 
CFD modelling parameters 
Physics Model parameters 
Turbulence RANS: Realizable 𝓀 − 𝜖  model with the Menter-
Lechner wall functions. 
LES: Sigma model for the SGS stresses. 
  
Devolatilisation Single rate with  
𝐴 = 14841 s−1 and 𝐸𝑎 = 35.3 MJ kmol⁄  
  
Gaseous combustion Eddy dissipation model with a two-step reaction 
mechanism 




O2 → CO2 
  
Char combustion Intrinsic model with  




O2 → CO 
  
Radiation Finite volume method of the discrete ordinates 
model with angular discretisation of 3 × 3. 
Absorption coefficient given by the FSCK model. 
  
Particle tracking Euler-Lagrange approach with the discrete random 
walk model for turbulent fluctuations. 
 
The combustion of volatiles was computed by the eddy-dissipation model (ED) 
[166], which assumes that the reaction rate is controlled entirely by the turbu-
lent mixing. The mixing rate parameters required for the ED model were set 
to the values recommended for confined swirling flames [61]. The released vol-
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atiles were simulated as a single chemical compound whose properties are de-
rived from the proximate and ultimate analyses of the coal and are presented 
in Table 3.1. A constant fuel mass flow of 25.7 kg/h was assumed for all the 
cases investigated. The volatiles are further oxidised assuming a two-step re-
action mechanism. The combustion of the char particles that remain after the 
release of volatiles was modelled by the intrinsic char combustion model as-
suming previously tested values for its parameters [56], [68]. The radiative heat 
transfer was solved using the finite volume method variation of the discrete 
ordinates model with an angular discretisation of 3 × 3 [198]. The absorption 
coefficient for the gaseous phase was calculated by the full-spectrum correlated 
𝑘-distribution (FSCK) model which was incorporated into the analysis as a 
user defined function [68], [221]. The prediction of soot, and its associated in-
teraction in the heat transfer, was not incorporated into these computations, 
since previous analyses have shown marginal differences in the results [65], [68] 
while including the Brown and Fletcher model [354]. Further models have been 
developed in order to obtain an accurate representation of the soot generation 
in the combustors however, due to the complexity of the phenomenon, further 
validation is required in more realistic scenarios [355]. A summary of the mod-
els employed in the CFD studies is presented in Table 6.2. 
Fully developed profiles for the axial velocity, assuming the 1 7⁄  power law, 
and the appropriate tangential velocity were employed as the boundary condi-
tion for all the inlets of the burner. A zero diffusion flux for all the field varia-
bles, with a mass balance correction, was set at the domain outlet. The walls 
of the furnace were included in the computation as two solid bodies, where the 
upper body represents the first two sections of the furnace in which the thermal 
conductivity of 0.92 W m-K⁄  is assumed. The additional solid characterises the 
remaining six sections of the furnace and the refractory panel installed at the 
outlet, which takes a value of 0.27 W m-K⁄  for the thermal conductivity. A 
constant temperature of 300 K was set for the outer surface of the solid bodies, 
thus assuming thermal equilibrium with the cooling water that circulates in 
each section of the furnace. The walls at the top of the furnace and those 
contained in the quarl region were assumed to be adiabatic. In addition, the 
emissivity for all the walls was set at a constant value of 0.8. 
6.3. Steady state reactive flow results 
The results obtained for the steady state of the reactive flow in the CFD sim-
ulations of the PACT coal combustor are presented in this Section. The CFD 
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calculations were obtained using a RANS approach for the turbulence model-
ling and the combustion models introduced in Section 6.2. Furthermore, the 
predicted species concentrations are compared against experimental data ob-
tained during a test campaign [56]. Different numerical grids have been devel-
oped for this particular geometry, with a number of elements ranging from 
600000 to 1500000 elements on a quarter of the domain [56], [65]. The imple-
mentation of a symmetry boundary condition is not valid in the LES frame-
work, as the turbulent motion is three-dimensional by nature. A three-dimen-
sional mesh consisting in 4331721 hexahedrons was constructed taking into 
account the element size and distributions employed in similar CFD analyses 
[68], [315]. Further refinements were made to the mesh; however, the resulting 
grids contained a number of elements large enough that they were difficult to 
employ in the computations. In addition, the computer resources available for 
the calculation of combusting environments were not able to produce the nu-
merical results under a reasonable amount of time. 
 
Figure 6.2 Location of the different axial positions and monitor points (represented 
as black dots) used in the analysis of the temporal coherence in a coal combustor. 
The results from the combustion simulations have been evaluated at three 
different axial positions selected from the domain, being located at 75, 200 and 
575 mm measured from the top wall of the combustion chamber. A schematic 
of the location of the monitors employed in this study is presented in Figure 
6.2. Various monitor types have been set at these locations in order to record 
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the transient behaviour of the flow, and these were used to acquire the data 
employed in the different analyses performed in this chapter.  
The prediction of the distribution of species in the combustion gases showed 
that the oxygen concentration is well predicted in all of the combustion sce-
narios at the axial position 1, as shown in Figure 6.3. The location and size of 
the swirling jet is well defined and the maximum value for the mole fraction 
was achieved. The prediction for the carbon dioxide concentration was found 
to be good for the air-fired case, while for the oxyfuel cases a noticeable under-
prediction was observed. In addition, the carbon monoxide, mostly contained 
in the internal recirculation zone, was overpredicted for the Oxy30 case, which 
suggest that the oxyfuel environment delayed the oxidation of CO into CO2 at 
the axial position 1. 
 
Figure 6.3 Comparison of the predicted gas composition at the axial position 1 against 
the values measured during the experimental campaign. 
Further downstream, at the axial position 2, the prediction of the oxygen con-
centration was good for the Oxy27 case, as shown in Figure 6.4 . The air-fired 
and the Oxy30 cases showed a misrepresentation for the location of the maxi-
mum oxygen concentration, thus suggesting that the main vortex generated in 
the flow is captured as a wider structure in comparison to that observed in the 
experimental results. In addition, the concentrations for the carbon dioxide in 
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the furnace were better predicted in all cases in comparison to the results ob-
tained at the axial position 1. Nevertheless, the oxyfuel scenarios still under 
predicted the concentrations measured experimentally, and miscalculations for 
the position of the low CO2 regions, in agreement with the predictions of the 
oxygen concentration, were observed. Furthermore, the mole fraction of CO 
was found to be lower than the value measured in the experiments for all the 
cases investigated. The lower values obtained for the carbon monoxide and the 
carbon dioxide, especially within the central recirculation zone, suggest that 
the effects of the CO related phenomena, such as the char gasification reaction 
and the dissociation of the CO2, that were not included in this analysis may 
influence in this estimation [56]. 
 
Figure 6.4 Comparison of the gas composition predicted by the RANS computations 
against the experimental values at the axial position 2. 
The results generated for the axial position 3, presented in Figure 6.5, showed 
that the main vortical entity is vanished for the air-fired and the Oxy30 cases. 
The profile for the oxygen concentration in the Oxy27 case showed a remnant 
of the central recirculation zone, thus indicating that the flame in this case is 
longer than in the other cases analysed. Moreover, the concentration profiles 
predicted in the CFD calculations for the CO2 and the CO are lower than the 
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values measured in the experimental campaign and they appear to be mostly 
flattened. It appears that the overall mixing of the flow is overpredicted when 
employing the RANS methodology, thus showing similar behaviour to what 
was observed for the isothermal swirling flow apparatus in Chapter 5. 
 
Figure 6.5 Comparison of the distribution of species predicted by the RANS compu-
tations of the coal combustor against the experimental measurements obtained at the 
axial position 3. 
The temperature distribution, introduced in Figure 6.6, shows that the flame 
shape is similar for the air-fired and the Oxy30 cases, where the main vortex 
generated by the swirling streams from the burner appears to be wider and 
two separate hot regions are distinguished in the internal shear layer of the 
vortex. In contrast, the central recirculation zone is shortened for the Oxy27 
case and the swirling streams showed to be lightly separated. Furthermore, the 
tighter central recirculation zone in the Oxy27 case, appears to influence the 
flame shape, as this appears to be clustered in the central region of the furnace. 
The contour plots for the axial velocity, presented in Figure 6.6, shows the 
same trend as in the temperature predictions, with the air and the Oxy30 cases 
producing similar distributions. However, the range of velocities was larger for 
the air case both for the inlet streams and for the recirculation zones. The 
outer recirculation zone in the Oxy27 case was estimated to be longer, with a 




Figure 6.6 Contours of the temperature [K] and axial velocity [m/s] distributions 
predicted by steady state CFD computations for the coal combustion under air and 
oxyfuel conditions. 
The CFD results produced for steady-state of the reactive flow shows that the 
overall flow and temperature distributions under air combustion found their 
equivalent for the oxyfuel environment in the Oxy30 case and this agrees with 
the findings of the flame imaging campaign discussed in Chapter 4. In contrast, 
the behaviour exhibited by the Oxy27 case suggest that the flame aerodynam-
ics was compromised for this condition and thus the shape of the recirculation 
zones suffered changes. In addition, the numerical stability of the solution for 
the Oxy27 case is lower, as the number of iterations required to achieve con-
vergence was three times larger than those required for the remaining cases. 
Nevertheless, the difference in the species concentrations shows similar trends 
for both oxyfuel scenarios, thus suggesting the effect of the modified velocity 
profile in the coal combustion rate was relatively low.  
The purpose of this chapter is to assess the stability of the coal combustor in 
terms of the spatiotemporal coherence of the flow produced, and to evaluate 
the effects of the oxyfuel conditions into the flow distribution. For this reason, 
the air combustion case and the Oxy27 case have been selected to compute 
LES of their flow conditions, as it is in this oxyfuel case where the most signif-
icant changes in the aerodynamics were observed. The LES in the reactive 
cases require the inclusion of more realistic physics into the particle tracking 
model. The discrete random walk approach, which produces a satisfactory tur-
bulent dispersion of the particles in the RANS calculations, increases signifi-
194 
 
cantly the computational power required for the analysis, thus making its im-
plementation not practical. A transient approach for the particle tracking is 
desirable, as the particle velocity and position directly depends on the flow 
field. However, in order to increase the accuracy of the particle motion, the 
effect of the additional forces, such as the drag, lift and thermophoretic force, 
in the particle paths and distributions must be evaluated and, if required, in-
cluded in the corresponding model. Furthermore, the algorithm employed in 
the CFD for the injection of the particles into the domain is often based on 
the distribution of the elements in the mesh and does not contain temporal 
variations in the mass flow and particle size distribution. The LES for the 
reactive cases were set as part of this study, however they showed to be com-
plicate to manage and, due to the size of the domain and the complexity of the 
physics involved, exhibited large computation times for the high-performance 
computing facilities available. Different methodologies, in addition to compu-
tational subroutines, were developed and tested in order to reduce the compu-
tational costs of the reactive LES. Nevertheless, the reductions achieved in the 
computing time were still insufficient to produce the results under a reasonable 
amount of time. Therefore, the assessment of the spatiotemporal coherence of 
the combustor was performed using the results from the isothermal LES of the 
fluid, in which the inlet mass flow for each case was retained, but the temper-
ature was assumed to be 300 K. The effect of the flame in the overall flow 
distribution is discussed in the next section. 
6.4. Transient results 
The analysis of the coherence in a coal combustor requires the acquisition of 
transient data, and for this purpose, LES have been performed for the air and 
Oxy27 flow conditions. The Sigma model [122] was employed for the calcula-
tion of the SGS stresses, as it allows a better prediction for the development 
of the flow structures, as observed in Chapter 5. The spectral synthesizer [134] 
with 250 Fourier modes was employed as a perturbation mechanism for the 
inlet flow in both cases. A fixed time-step of 5 × 10−4 s was employed for the 
LES, and the frequency of sampling was every two time steps. The total time 
of the simulation was at least 12 seconds, and the data employed in the analysis 
of the spatiotemporal coherence contained the results of 1 second of the flow. 
The variations in the field scalars were recorded through a series of monitors 
of different types that were located at different positions in the domain, as 
shown in Figure 6.2. The monitor points were placed so they are contained in 
the vortex observed in the steady state of the air-fired case. These monitors 
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registered the oscillations in the axial velocity, thus producing temporal signals 
that later were used as input in the evaluation of the temporal coherence in 
the flow. In addition, transient snapshots of the flow were generated at the 
same axial positions as the point monitors for consistency in the analyses. In 
addition, the cross-section plane of the domain was used to record the velocity 
vectors in order to analyse the development and displacement of the flow struc-
tures in the axial direction. The snapshots recorded consisted in the three ve-
locity components, assuming the Cartesian coordinate system, and the vorti-
city magnitude. The addition of the vorticity magnitude in the snapshots was 
intended in order to incorporate the rotational tendency of the continuum, and 
the associated effects of this motion into the flow structures, into the estima-
tion of the coherence. Moreover, the qualitative assessment of the flow arrange-
ment was performed by employing the three-dimensional results of the calcu-
lations. 
The flow field depicted by the flame imaging showed that the vortex structure 
remains strong in the upper part of the furnace and that the flame produced 
is well anchored to the burner tip. Furthermore, no evident signs of large flow 
instabilities, such as a single precessing vortex core or the vortex breakdown, 
were noticed, instead a continuous region of symmetrical spiralling fluid was 
observed. 
6.4.1. Aerodynamics and vortex identification 
The profiles for the axial velocities, introduced in Figure 6.7, shows that the 
flow produced similar distributions in all cases in the near burner region, with 
the major differences being the values for the flow velocity in the recirculating 
regions. Further downstream at the axial position 2, the effect of the flame was 
noticeable as the reactive cases produced wider swirling streams. Moreover, the 
oxy fuel environment produced an elongation of the vortex, while in the iso-
thermal case this effect was marginal. In addition, the profile obtained for the 
third axial position showed that, in the LES the mixing of the flow is faster 
than in the RANS cases. Furthermore, the presence of the flame and it associ-
ated phenomena, such as the variations in the fluid density, will influence the 
extension of the main vortex array. However, despite the differences observed 
between the aerodynamics of the reactive and the isothermal cases downstream 
of the combustor, the upper region of the furnace produced similar distribu-
tions. The stability of the flame rely directly on the capability to produce a 
flow arrangement that is capable of sustaining and promoting the combustion 
reaction, phenomena that occurs in the vicinity of the burner, thus making the 
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study of the coherence in the flow arrangement, even under isothermal condi-
tions, paramount to guarantee an efficient operation of the system. 
 
Figure 6.7 Comparison of the axial velocity distribution for the reactive RANS calcu-
lations and the isothermal LES. 
 
Figure 6.8 Isosurfacces for the vorticity magnitude, Q criterion and Lambda-2 




In addition to the velocity distributions previously introduced, the presence of 
the turbulent structures have been assessed. The difference in the working fluid 
and size of the domain suggest that, despite being a swirling flow, the flow 
structures will differ from those observed in Chapter 5. The presence of vorti-
city and a Galilean invariant geometry have been assumed to be determinant 
in the detection of a vortex core region [342], [343]. For this purpose, three 
different numerical approaches, which are based on these flow characteristics, 
have been employed. The vortex detection schemes employed are the vorticity 
magnitude, the Q-criterion and the Lambda-2 criterion [342], [343]. A series of 
isosurfaces were plot using a constant value for each of the vortex detection 
criteria and these are shown in Figure 6.8. Different values for these criteria 
were tested in order to produce a clear representation of the developed struc-
tures in the region close to the burner and the 10% of the maximum value for 
the vorticity and 15% of the maximum value for the Q and Lambda-2 criteria 
were found to be adequate, and therefore were used in this study. 
The structures found that the flow shows to be more cohesive than those ob-
served for the swirling flow apparatus analysed in Chapter 5. The size of the 
structures appear to be larger as they move away from the axis of the furnace. 
In addition, a good arrangement around the axis was observed for all the struc-
tures, thus indicating the swirling nature of the flow. Furthermore, a cluster 
of small structures in the shape of filaments was produced inside the quarl, 
and these appear to collide and eventually grow into the bigger structures 
captured downstream. The effect of mixing in the quarl produce the appear-
ance of a single layer of structures, which contrast with the vortex dynamics 
studied in Chapter 5. Nevertheless, the dampening effect in the large structures 
is evident, as these were not noticeable in the vortex core detection mechanisms 
employed. The qualitative assessment of the flow structure indicates that the 
flow is well arranged in the near-burner region and, as it progresses down-
stream, later becomes more unsettled. The appearance of large structures in 
the flow may induce instability to the process. However, since they are discon-
tinuous and appeared to be scattered in the domain where their influence in 
the anchoring of the flame and the ignition of the coal particles, processes that 
occur near the burner, is expected to remain low. 
6.4.2. Temporal coherence analysis 
Swirling flows are used in combustors to increase the mixing rate of the reac-
tants and to promote stability in the flame. The characterisation of the turbu-
lent structures contained in a swirling flow is paramount to anticipate possible 
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sources of instability in the system [74]. However, the lack of temporal infor-
mation, associated to the qualitative methodologies employed in the previous 
section, complicates the analysis of the vortex dynamics and impede an accu-
rate prediction of their transient behaviour.  
In this section, the temporal coherence of the flow produced in the coal com-
bustor for the air-fired and Oxy27 inlet conditions is assessed. The instantane-
ous variations of the axial velocity were recorded at 18 monitor points that 
were placed in the furnace domain. The monitor points were divided into 
groups of six and each group was located at different axial positions. The axial 
positions employed in this analysis are 75, 200 and 575 mm from the top wall 
of the furnace. Each set of monitor points were evenly distributed in the planar 
location, thus forming a perfect hexagon. The circumscribing circle of the hex-
agon have a diameter d, which was modified for each position so the monitors 
are located within the swirling stream predicted by the previous RANS calcu-
lations.  
The instantaneous value for the axial velocity was recorded simultaneously at 
all monitor points using a sample speed of 1 × 10−3 s, which is every two time-
steps of the LES computation. The length of the transient records was set to 
1000 samples, thus corresponding to 1 s of the flow time. Spectral analyses 
were performed to the transient signals in order to obtain the spectrum fre-
quencies that describes the temporal repeatability of the flow oscillations [344]. 
Furthermore, cross-correlations of the signals at consecutive points were cal-
culated as a representation for the similarity exhibited by the velocity trends 
and their interdependence in time. The values for the PSD and the cross-
correlation coefficient were normalised in order to allow direct comparisons 
among the results obtained at different locations. The plots of the frequency 
spectrums are presented up to a frequency of 500 Hz for a better interpretation. 
However, the spectral analysis calculations were made for the full spectrum 
which contains a Nyquist frequency of 1 kHz. In addition, the cross-correlations 
were calculated using the total length of the signal without a prescribed over-
lapping limit, thus producing values for a maximum lag of ± 1 s. 
6.4.2.1. Axial position 1 
The spectrum of frequencies obtained for the air conditions, presented in Figure 
6.9, shows that the most relevant oscillations occur at the low end of the spec-
trum. The principal frequency band were contained below the 50 Hz mark for 
all of the monitors, with additional frequency components scattered below 100 
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Hz. The values for the weighted frequency were averaged at 54 Hz, with a 
standard deviation of 4 Hz. The narrow range in the values of the weighted 
frequency suggests that the flow contains a characteristic oscillation at this 
position. Furthermore, the perturbation algorithm employed at the inlet may 
influence the appearance of several relevant frequencies in the low range of the 
spectrum. However, the severity of their effect was considerably lower than 
what it was observed for the axial positions closer to the origin of the vortex 
discussed in Chapter 5. 
 
Figure 6.9 Frequency spectrums obtained for the transient data recorded at the axial 
position 1 using the air conditions. 
The cross-correlations calculated for the air flow condition shows that, despite 
the similitudes in the frequency spectrums, the velocity oscillations perceived 
at the monitor points are misaligned. In addition, it was observed that the 
cross-correlations involving point 6 contained the lower level of the arrange-
ment, as they are found to be out of synchrony with its neighbouring monitors, 
as shown in Figure 6.10. The large discrepancies in the cross-correlation may 
be evidence of the displacement of the large flow structures observed in the 
detection of the vortex core. The remaining points appear to have more inter-
dependence, however the arrangement of the flow is depicted as being chaotic. 
The spectral analysis for the transient data of the Oxy27 flow conditions pro-
duced cleaner frequency spectrums, with the majority of the relevant frequency 
bands clustered in the low frequency range, as shown in Figure 6.11. Further-
more, the weighted frequencies averaged 43 Hz and contained a standard de-
viation of 2 Hz, thus suggesting slower flow oscillations in comparison to the 




Figure 6.10 Cross-correlations for the transient signals generated by the fluctuations 
of the axial velocity for the air case at the axial position 1. 
 
Figure 6.11 Spectrum of frequencies produced by the velocity fluctuations observed 




Figure 6.12 Cross-correlations for the transient signals obtained for the Oxy27 flow 
conditions at the axial position 1. 
The cross-correlations obtained for the signals produced by the axial velocity 
fluctuations at the axial position 1, presented in Figure 6.12, shows that large 
misalignments occur for the locations in the vicinity of point 6. In contrast, 
the flow appeared to be more arranged for the point 2 and its neighbouring 
locations, thus producing lager values for the correlation across the entire lag 
range. The remaining monitor points produced transient signals whose misa-
lignments remained relatively constant across the calculated lag. The presence 
of regions of higher and low correlation at the same axial location may be a 
consequence of the emergence of coherent structures at these locations, or due 
to the production of an asymmetrical flow distribution. Nevertheless, the over-
all transient behaviour of the flow suggests that, despite the existence of mis-
alignments in the flow oscillations, a temporal repeatability is discernible and 
therefore the flow arrangement can be considered to be coherent. The genera-
tion of a temporal coherent flow, especially in the near-burner region is para-
mount to ensure the stability of the flame, and for the conditions analysed it 
can be concluded that for the combustor analysed this condition was enhanced. 
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6.4.2.2. Axial position 2 
The spectrums of frequencies computed for the velocity fluctuations captured 
by the monitor points at the axial position 2 in the air case showed less relevant 
frequency bands, thus exhibiting sharper trends. The weighted oscillations fre-
quencies averaged a value of 17 Hz and a standard deviation of 3 Hz. The 
frequency spectrum computed for point 6, presented in Figure 6.13, shows a 
slightly large number of relevant frequencies, however these were found to be 
lower than the predominant band, thus suggesting that the inlet perturbations 
did not contribute to them. 
 
Figure 6.13 Frequency spectrums obtained for the axial velocity fluctuations in the 
air conditions recorded at the axial position 2. 
The level of interdependence in the flow, computed by the cross-correlations 
of the signals produced by the LES of the air case, appears to increase at this 
position 2, as shown in Figure 6.14. The trend shows that the region comprising 
points 6, 1 and 2 have the largest coherence at this location. In contrast, the 
correlations involving point 4 are found to be less strong for the majority of 
the computed signal shift. Despite the higher value for the cross-correlations, 
the flow arrangement is still perceived as being disorganised, as no noticeable 
pattern is recognised. 
The frequency spectrums obtained for the Oxy27 flow conditions at the second 
axial positon, presented in Figure 6.15, shows a trend similar to the air case, 
with a sharper spectrum and lower number of relevant frequency bands. The 
average weighted frequency was 13 Hz and the standard deviation was calcu-
lated at 2 Hz, values that are in agreement with the results at the axial position 




Figure 6.14 Cross-correlations computed for the transient variations in the axial ve-
locity obtained for the air case at the axial position 2. 
 
Figure 6.15 Spectrum of frequencies obtained for the transient data produced by the 





Figure 6.16 Cross-correlations calculated for the transient signals gathered at the axial 
position 2 in the LES for the flow in the coal combustor under Oxy27 conditions. 
The cross-correlations computed for the Oxy27 shows that the monitor point 
1 produced the largest misalignments at the axial position 2. The remaining 
monitors produced cross-correlations of opposite trends, most notably for C23, 
C34 and C56, thus suggesting periodicity in the signals. The presence of perio-
dicity in the transient signals, as shown in Figure 6.16, suggests that the tur-
bulent structures that produce the fluctuations in the axial velocity contain 
rotation around the geometric centre of the furnace. 
6.4.2.3. Axial position 3 
The oscillatory frequencies produced by the transient signals of the axial ve-
locity in the air case at the axial position 3, presented in Figure 6.17, shows a 
noticeable reduction in the number of relevant bands. A single predominant 
frequency was observed for all the monitor points, and this agrees with the 
findings of Chapters 4 and 5, where a single frequency was found to be associ-
ated to the motion of the fully developed swirling flow. The weighted frequen-
cies obtained for the air conditions at this position averaged 5 Hz and the 
standard deviation was estimated at 0.7 Hz, thus suggesting that the flow 
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oscillation is clearly distinguished at this value. Furthermore, the maximum 
contribution to the PSD in the frequency spectrum was produced in the bands 
1 to 3 Hz, a range that is conformal to the values obtained for the oscillations 
in the perceived luminance and temperature obtained for the flame imaging 
campaign in Chapter 4. 
 
Figure 6.17 Frequency spectrums obtained for the fluctuations of the axial velocity 
for the air case at the axial position 3. 
The results obtained for the cross-correlations of the transient signals of the 
velocity fluctuations for the air case show, for the axial position 3, that one 
third of the domain exhibits a large degree of interdependence, while the re-
maining space appears to be disorganised. The region in-between points 3, 4 
and 5 show good correlation in their oscillations, with the misalignments oc-
curring at the sides of the lag axis, as shown in Figure 6.18. The difference 
observed in the trends for the cross-correlation suggests the appearance of co-
herent structures in the flow and that these are only contained in a prescribed 
region of the domain. 
The frequency spectrums calculated for the Oxy27 case shows a singular dom-
inant frequency for all the monitor points, with no additional contributions to 
the PSD from frequencies beyond 15 Hz. The average oscillation frequency was 
calculated at 4 Hz and the standard deviation was estimated at merely 1 Hz. 
The prediction of a tight range of oscillation frequencies suggest that as the 
flow mixing occurs, the oscillations in the main vortex of the flow equilibrate, 
thus producing sharp frequency spectrums, which improves their pertinence in 




Figure 6.18 Cross-correlations calculated for the transient oscillations in the axial 
velocity computed for the air case at the axial position 3. 
 
Figure 6.19 Frequency spectrum produced by the transient fluctuations of the axial 




The plot for the cross-correlations computed for the temporal signals produced 
by the variations in the axial velocity show fluctuating trends for all of the 
monitor points, as shown in Figure 6.20. Furthermore, the oscillations in the 
signal correlations appear to be repeating themselves at lags of 0.5 s approxi-
mately. The appearance of oscillating trends in the cross-correlations suggest 
that the presence of coherent structures are causing the velocity fluctuations 
at different monitor points as they rotate around the centre of the furnace. In 
addition, the range perceived in the cross-correlation plots show that the flow 
structure is well defined, with no spurious axial velocity fluctuations that could 
modify the trend observed. 
The results produced by the spectral analysis of the transient signals collected 
from the domain show that the flow is more unsettled for the first axial posi-
tion, where several frequency bands contributed to the PSD. However, as the 
flow mixes, a distinguishable frequency of oscillations is perceived for all points, 
thus representing its temporal coherence. 
 
Figure 6.20 The cross-correlations calculated for the transient signals of the axial 




6.4.3. Spatial coherence analysis 
The assessment of the flow dynamics requires a characterisation of the type of 
flow structures present if the domain, their temporal repeatability and their 
disposition in space. The POD is a methodology that decompose transient, 
high-resolution, data obtained from the experiments or produced numerically 
into a sum of weighted basis functions known as the POD modes. The POD is 
a linear procedure, thus producing equally linear modes for the assessment of 
the flow. The linearization of the input data allows the characterisation of the 
flow field dynamics as an aggregate of the computed POD modes [346], [356]. 
The predominant flow structures contained in the POD modes are a direct 
representation of the spatial coherence of the flow and, therefore, a direct rep-
resentation of the flow arrangement. 
A POD analysis was performed on the transient data obtained from the LES 
of the flow field in the coal combustor. The method of snapshots [254] for the 
POD was employed, thus requiring the acquisition of the temporal data in the 
form of matrices. Each snapshot was constructed using the instantaneous val-
ues of the flow scalars that were recorded using the coplanar vertices of the 
mesh at the same axial positions used in the spectral analyses. The snapshots 
consist of a matrix of size M×N×4, where M and N correspond to the number 
of locations sampled in the X and Y directions in the Cartesian coordinate 
system, and 4 represents the number of scalars sampled from the flow. For this 
analysis, the velocity components in the Cartesian system, namely 𝑢, 𝑣 and 𝑤, 
and the vorticity magnitude where recorded. The inclusion of the axial velocity 
component, which is aligned in the normal direction of the snapshot, allows 
the incorporation of the effects of the recirculating regions of the flow into the 
POD computation. In addition, the vorticity magnitude was added to the sam-
pled scalars in order to include a measure for the local rotation of the flow 
particles, a quantity that is inherent in the vortex motion of any coherent 
structure [331]. Nevertheless, the results of the POD analysis are presented in 
this analysis as vector plots at the prescribed axial positions for a better visu-
alisation of the flow structures. The value for the total energy associated to 
the POD modes was normalised, and the modes were sorted in a decreasing 
order in order to assign the first position to the most energetic POD mode. 
The first six modes for the flow under air and Oxy27 conditions are presented 
for each axial position. In addition, the POD modes produced at the midplane 
of the furnace are introduced in order to analyse the dynamics of the flow 
structures in the axial direction. 
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6.4.3.1. Axial position 1 
The POD modes produced for the data obtained under air conditions at the 
axial position 1 shows small differences in the amount of energy contained 
among them. Furthermore, an increase in the number of POD modes required 
to characterise the flow, as shown in Figure 6.21, was observed. The vector 
plot produced for the mean velocity value shows a strong swirl motion arranged 
around the axis of the furnace. The effect of the mesh resolution is observed in 
the results as a small, dense region of vectors was produced. This mesh-de-
pendant region, however, contains elements that are perfectly aligned with the 
flow structure. The presence of noticeable shear layers at the interface of the 
swirling stream and the recirculating zones, as obtained for the swirling flow 
in Chapter 5, was not observed for this case. In addition, the effects in the flow 
distribution produced by the different inlet channels of the burner appear to 
be dispersed, as the flow distribution does not contain any signs of staging. 
The analysis of the POD modes produced for the LES results of the air case 
show that, at the axial position 1, the majority of the structures in the flow 
are located in the central region of the flow, as shown in Figure 6.22. The 
predominant structures observed at the POD modes contained recirculation 
and these are found to be closely distributed in the central region of the do-
main. Furthermore, the interaction of the recirculating relevant structures pro-
duce high-velocity regions in the fluid, which crosses the geometric centre of 
the furnace in many directions and eventually sustains the overall swirling 
arrangement of the flow.  
 
Figure 6.21 Distribution of the energy contained in the POD modes (left) and the 
vector plot for the mean velocities obtained by the LES for the air conditions at the 




Figure 6.22 POD modes computed for the snapshots produced by the LES for the air 
case at the axial position 1. 
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The POD modes calculated for the set of snapshots captured in the LES for 
the coal combustor under the Oxy27 conditions shows an increase in the con-
tained energy in the first mode, in comparison to the results for the air condi-
tions, as shown in Figure 6.23. The subsequent POD modes are observed to 
contain lower values of the energy, thus describing them as being similar in 
their effect on the overall flow distribution. Furthermore, the vector plot of the 
mean velocity, presented in Figure 6.23, shows a strong swirling arrangement 
in the flow with a singular centre of rotation being observed. The effect of the 
mesh resolution produces a small region with a large number of vectors, a 
pattern that is similar to that obtained for the results of the air case. In addi-
tion, the shape of the main swirling structure, depicted as the shaded region, 
was smaller than in the air case, thus suggesting that the main vortex is nar-
rower. 
The assessment of the POD modes obtained from the LES results for the Oxy27 
conditions show that the main turbulent structures are contained at the centre 
of the domain, as shown in figure 6.23. In addition, the coherent structures 
captured by the POD are shown to contain recirculation. Nevertheless, the 
number and the intensity of the coherent structures that appear in the POD 
modes are shown to be lower for the Oxy27 case, in comparison to the flow 
arrangement obtained for the air conditions. However, their size and distribu-
tion appears to be similar to what was observed in the air case. Furthermore, 
a region of high-intensity and aligned vectors containing the direction of the 
swirl appears to enclose the recirculating structures in the Oxy27 case, thus 
suggesting the presence of a shear layer at the interface between the outer 
recirculating zone and the main vortex structure. 
 
Figure 6.23 Energy distribution in the POD modes (left) and vector plot of the mean 
velocity (right) computed for the results at the axial position 1 produced by the LES 




Figure 6.24 POD modes computed for the results obtained at the axial position1 of 
the LES of the coal combustor under Oxy27 conditions. 
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6.4.3.2. Axial position 2 
The POD analysis performed on the results of the LES for the air condition 
show an increase in the energy contained in the leading modes computed. The 
first three POD modes appear as more relevant than the successive modes of 
oscillation, thus accounting for the disposition of the most relevant flow struc-
tures in the domain, as shown in Figure 6.25. The vector plot for the mean 
velocity values shows that the arrangement of the flow around the furnace axis, 
a characteristic of the swirling flows, is the predominant flow structure, as 
shown in Figure 6.25. Furthermore, four regions containing large velocity val-
ues, which appear to be located in the same disposition as the coal gutters 
installed in the primary channel of the burner, were perceived. 
The examination of the POD modes obtained for the transient data of the air 
case, presented in Figure 6.26, shows the appearance of larger coherent struc-
tures of a recirculating type that contains an opposing rotation direction. These 
opposing turbulent structures were more evident for the POD modes 1 and 3, 
and they are an indicator of precessing vortex core structures [357], [358]. The 
structures observed in the flow produced by the coal combustor under air con-
ditions are helical filaments that, despite exhibiting precession, are not at-
tached to the burner tip, thus are loosely travelling within the swirling jet. The 
large filaments occurring in the flow are observed in the isosurfaces produced 
for the vortex core detection mechanisms in Figure 6.7. However, the presence 
of a flow arrangement in which two helices are produced simultaneously and 
strongly interact was not obtained. 
 
Figure 6.25 Distribution of the energy contained in the POD modes computed for the 
LES results for the air case at the axial position 2 (left) and the vector plot of the 








The distribution of the energy of the system in the POD modes computed for 
the snapshots obtained at the axial position 2 of the Oxy27 case shows a de-
crease in the number of modes that are considered to be relevant. Furthermore, 
the difference between the energy in the first and the consecutive POD modes 
was shortened, hence making the subsequent POD modes more relevant in the 
spatial coherence of the flow. The plot produced for the vector of the main 
velocity values, presented in Figure 6.27, shows that the swirling motion dom-
inates the flow arrangement. A single centre of rotation was observed for this 
plot, however the distribution of the vectors near this point shows some minor 
disruptions in their structures. In addition, the effects of the flow distribution 
imposed by the gutters installed in the primary flow channel of the burner, as 
observed in the results for the air case, was not noticeable in the flow under 
the Oxy27 conditions. 
The assessment of the flow distribution produced in the POD modes for the 
Oxy27 case showed the presence of recirculating turbulent structures, as shown 
in Figure 6.28. These vortices were observed in the central region of the domain 
and their intensity was noticed to be higher than for the case under air condi-
tions. In addition, the turbulent structures showed recirculation in opposing 
directions within the domain, thus producing fluid interfaces where the velocity 
of the flow is high. The level of vorticity exhibited by the rotating structures 
was high, as they contained a well-defined centre of rotation. However, they 
cohesion and their effect on the flow arrangement remains low, as they are 
depicted in the form of independent structures rather than forming larger vor-
tices, which eventually could compromise the stability of the flow. 
 
Figure 6.27 Distribution of the energy contained in the POD modes calculated for the 
results at the axial position 2, produced by the LES for the coal combustor under the 




Figure 6.28 POD modes computed for the snapshots captured at the axial position 2 
of the coal combustor under the Oxy27 flow conditions. 
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6.4.3.3. Axial position 3 
The results of the POD preformed on the data generated by the LES for the 
air condition in the coal combustor at the axial position 3 shows, a decay in 
the number of modes containing a significant part of the energy in the system 
in comparison to the trends observed for the axial positions 1 and 2. The energy 
contained in the first five POD modes is significantly larger than the subse-
quent states, thus increasing their relevance into the flow arrangement, as 
shown in Figure 6.29. The flow distribution produced by the vector plot of the 
mean values of the velocity field is tightened around the axis of the furnace, 
with no traces of disturbances in the arrangement of the vectors.  
The assessment of the POD modes produced for the LES of the coal combustor 
under air conditions, see Figure 6.30, shows flow structures of similar nature 
to those observed at the axial position 2. The flow structure captured in the 
POD mode 1, shows a recirculating region close to the geometric centre of the 
radial cross-section and a series of less energetic swirls that are located around 
it. The flow distribution for the POD modes 2, 3 and 4 produce a flow arrange-
ment similar to that exhibited at the axial position 2, with two main turbulent 
structures that recirculate in opposing directions. Furthermore, a region of high 
velocity was encountered at the centre of the domain, and this is a consequence 
of the interaction between the two main structures predicted. The flow distri-
bution captured in the POD modes 5 and 6 contains a larger number of tur-
bulent structures with a predominant vortex at the centre of the plot, while 
the remaining vortical entities are scattered throughout the entire domain of 
the flow. 
 
Figure 6.29 Distribution of the energy in the POD modes calculated for the LES 
results for the air conditions (left) and the vector plot for the mean velocity compo-




Figure 6.30 Modes produced by the POD of the LES data generated for the air flow 
conditions in the coal combustor at the axial position 3. 
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The distribution of the energy contained in the POD modes, presented in Fig-
ure 6.31, shows a sharp decrease in the number of relevant modes. In addition, 
the energy contained in the POD modes show that the impact of the structures 
captured in them increase their relevance in the flow distribution. In addition, 
the vector plot obtained for the mean velocity values show an equalised flow 
distribution with a clear rotational component around a prescribed centre. 
However, the location of the centre appears to be placed in an offset position 
from the geometric centre, thus suggesting that the flow was asymmetric for 
the flow time sampled. The presence of asymmetry in the transient calculations 
may suggest an additional rotational motion of the fluid, which in this case 
implies that the main swirling vortex is under precession. 
The assessment of the POD modes produced for the transient results of the 
coal combustor under the Oxy27 flow conditions shows that, at the axial posi-
tion 3, the coherent structures exhibit recirculation. In addition, the number 
of recirculating vortices was increased from what was observed at the previous 
axial positions, thus suggesting the appearance of more structures in the do-
main. In addition, some of the turbulent structures were show scatter in the 
periphery, hence indicating that during the flow mixing these structures are 
not contained. The interaction of the flow structures in the POD modes is well 
defined with up to four vortices showed at the central region of the furnace. 
Furthermore, in some regions of the domain, most notably in the POD modes 
3 and 4, the structures appear to undergo a double helix arrangement, with 
the remaining structures accompanying their motion.  
 
Figure 6.31 Distribution of the energy contained in the POD modes (left) and vector 
plot for the mean velocities (right) calculated for the snapshots captured at the axial 




Figure 6.32 POD modes calculated for the transient data-set obtained at the axial 




In addition to the POD modes produced at different axial locations, snapshots 
of the flow at the cross-section of the furnace were recorded. The distribution 
of the energy in the POD modes appear in pairs and this is an indication of 
the presence of vortical structures under precession [265], [359]. Furthermore, 
the trend of the energy distribution shows that the first 5 pairs of POD modes 
are more relevant than the rest, thus producing the sharp decrease in the con-
tained energy presented in Figure 6.33. In addition, the vector plot for the 
mean velocity values shows good agreement with the velocity distributions 
previously introduced. The flow arrangement shows a single main vortex that 
is more defined in the quarl section. As the fluid travels into the combustion 
chamber, the arrangement in the flow becomes less defined until it vanishes. 
A noticeable shear layer is observed for the internal flow interface between the 
main swirling stream and the central recirculation zone. In contrast, the shear 
layer for the outer recirculation is not well defined for the majority of the 
domain, hence representing a weak interaction of the fluid at that interface. 
The analysis of the POD modes for the air case at the cross-section plane shows 
that the predominant turbulent structures contains recirculation and are at-
tached to the flame-holder of the burner, as shown in Figure 6.34. The cohesion 
of these structures are large enough than some of them appear to reach the 
combustion chamber. A noticeable arrangement of precessing vortex cores was 
observed in the POD modes 5 and 6, however these are contained within the 
quarl, thus reducing their impact on the overall flow stability. 
 
Figure 6.33 Energy distribution in the POD modes computed from the LES results 
for the air conditions at the cross-section of the furnace (left) and a vector plot of the 




Figure 6.34 POD modes computed for the transient results obtained at the cross-sec-
tional plane for the air conditions in the coal combustor. 
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The trend produced for the energy contained in the POD modes that are com-
puted for the cross-section of the coal combustor under the Oxy27 flow condi-
tions, are presented in Figure 6.35. These show a different distribution to that 
obtained for the air case, with only one pair of modes being observed. In addi-
tion, the energy of the system is seen to be more spread across the POD modes, 
thus requiring a larger number of POD modes to accurately characterise the 
spatial coherence of the flow. The vector plot obtained for the mean velocities, 
introduced in Figure 6.35, show that the aerodynamic profile under the oxyfuel 
scenario does not suffer noticeable alterations in comparison to its counterpart 
for the air conditions. A well defined swirling vortex emerges from the quarl 
and becomes less intense as it enters the combustion chamber. The internal 
shear layer is well defined, thus allowing the observation of the shape and 
extension of the central recirculating zone, which for the Oxy27 case appears 
to be narrower. 
The assessment of the POD modes produced for the Oxy27 conditions allows 
the observation of the trailing vortices that emerge from the flame holder and 
extend outside the quarl, as shown in Figure 6.35. The turbulent structures 
captured in the POD modes show recirculation in the axial direction. Further-
more, an indication of the precessing vortex cores is produced by the POD 
modes 4 and 5, where a pair of recirculating structures appears to be governing 
the flow arrangement. However, these structures are contained within the 
quarl, and, due to their lack of cohesion, their influence in the flow distribution 
appears to be dissipated further downstream. 
 
Figure 6.35 Distribution of energy in the POD modes calculated for the results at the 
cross-section plane in the simulation for the Oxy27 flow conditions in the coal com-




Figure 6.36 POD modes calculated using the transient data recorded at the cross-
section of the coal combustor in a LES of the Oxy27 flow conditions. 
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6.4.4. Spatiotemporal coherence analysis 
The flame produced by the combustion reaction propagates against the flow of 
the reactants, thus being sensible to the alterations in the flow rate, air/fuel 
ratio and the amount of swirl provided by the burner [36]. A flame is considered 
to be stable if, for a range in the aforementioned burner parameters, quenching 
or flashback is not present. In turbulent combustion, the flame front suffers 
indentations as a consequence of the flow velocity fluctuations and due to the 
presence of turbulent coherent structures. The disruptions in the flame front, 
if large enough, are associated to an increase in the production of pollutants, 
poor combustion efficiency and flame instability. Different techniques, such as 
the implementation of bluff bodies and swirl vanes in the burner, have been 
developed in order to enhance the stability of the process. When bluff bodies 
are installed perpendicular to the flow direction, an adverse pressure gradient 
is produced downstream and a recirculating vortex system arises in the wake 
of the bluff body. Furthermore, the addition of a swirl component to the flow 
velocity improves the generation of recirculating zones, which appear as being 
broader and more intense. The hot products of the reaction penetrates the 
recirculating vortex and are transported back to the near-burner region where 
they are mixed with the fresh oxidiser stream, thus improving the probability 
of ignition [36], [332], [350]. 
The assessment of the coherence of turbulent structures contained in the flame 
front and attached to the bluff body is paramount for the prediction of the 
stability of the flame. In the previous section, the spatial coherence of the flow 
structures was analysed by performing the POD to the temporal data obtained 
from the LES of the coal combustor for the air and Oxy27 flow conditions. 
Despite obtaining a good characterisation of the flow arrangement, the lack of 
temporal data associated with them impedes an accurate prediction of their 
motion. In this section, the dynamics of the system is studied by the calculation 
of the DMD of the same dataset employed in the POD analysis. A multivari-
able DMD methodology [291] was employed to obtain the relevant dynamic 
modes that describe the flow. The DMD modes produced for this study were 
sorted using the growth/decay rate exhibited, thus allowing us to weigh their 
contribution into the state of the flow. The pertinence of the sample length 
was assessed by confirming that the frequencies associated to the computed 
DMD modes were well distributed over the complex plane [348], [349]. The 
results for the DMD of the transient data contain a plot for the distribution of 
the power in the computed modes, and a vector plot for the DMD mode con-
taining an associated frequency of 0 Hz, which accounts for the steady state of 
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the flow. Furthermore, graphical representations for the first six DMD modes, 
and their associate oscillation frequencies, have been presented. 
6.4.4.1. Axial position 1 
The spectrum of frequencies obtained for the LES results of the coal combustor 
under air flow conditions shows that the first six DMD modes appear to be 
more relevant than the rest, as shown in Figure 6.37. Furthermore, the steady 
state of the flow, depicted in the DMD mode at 0 Hz, shows slight differences 
to the vector plot for the mean velocity values introduced in the Section 6.4.3.1. 
In the DMD mode, a noticeable shear layer for the interface of the swirling jet 
and the outer recirculation zone is observed. In addition, a region of high in-
tensity is observed within the swirling jet, and this appears to be related to 
the geometric disposition of the primary flow channel of the burner. 
The analysis of the DMD modes produced for the LES results for the air con-
ditions, presented in Figure 6.38, shows a tangle of vortical entities coexisting 
in the central region of the furnace. The DMD modes associated to the lower 
quarter of the frequency spectrum appears to influence a larger region of the 
domain, while the DMD modes with faster oscillatory rates are more contained. 
The coherent structures captured by the DMD modes shows to have recircu-
lation, and in many cases an opposing rotation direction. The interaction be-
tween the swirls produced regions of high velocity in the flow, appearing as 
shaded zones in Figure 6.38. Furthermore, the number of entities depicted at 
this axial position suggests that they are small and are tightly clustered. Nev-
ertheless, the overall flow distribution exhibits an arrangement around the axis 
of the furnace, and it is more evident in the outer region of the swirl jet. 
 
Figure 6.37 Frequency spectrum for the power contained in the DMD modes (left) 




Figure 6.38 The DMD modes obtained for the transient data generated for the air 
case at the axial position 1. 
228 
 
The spectrum of frequencies produced by the DMD modes obtained for the 
Oxy27 flow conditions, introduced in Figure 6.39, shows a larger number of 
relevant dynamic modes than in the air case analysis. Furthermore, the most 
relevant DMD modes appear to contain higher oscillating frequencies associ-
ated with them. Furthermore, the steady state of the flow, as captured by the 
DMD mode with an associated frequency of oscillation 0 Hz shows a good 
agreement with the prediction using the POD methodology. However, the ef-
fect of the flow distribution generated by the primary channels of the burner, 
which contains four gutters, is more noticeable. The flow arrangement produces 
a region in the central region of the domain where the intensity of the vectors 
suggest the influence of the flow staging produced by the burner. In addition, 
two shear layers are observed for the interfaces between the swirling jet and 
the recirculating zones. Despite the appearance of disturbances in the flow, the 
overall flow arrangement retains the characteristic rotation about the axis of 
the confined swirling jets. 
The analysis of the most relevant DMD modes produced for the Oxy27 flow 
conditions in the coal combustor, presented in Figure 6.40, shows that a tangle 
of vortices is produced in the central region of the domain and that they do 
not expand their region of influence beyond that zone. In addition, the struc-
tures with higher frequencies of oscillation exhibit a chaotic distribution and 
produce erratic patterns in the flow. In contrast, the structures presents more 
cohesion and appears to produce discernible patterns for the lower frequencies, 
such as in the DMD modes 2 and 5.  
 
Figure 6.39 Spectrum of frequencies associated with the DMD modes computed for 
the flow at the axial position 1 in the coal combustor under Oxy27 conditions (left) 




Figure 6.40 DMD modes computed for the results obtained at the axial position 1 for 
the coal combustor under the Oxy27 conditions. 
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6.4.4.2. Axial position 2 
The spectrum of frequencies generated for the DMD modes for the air case at 
the axial position 2, shows that the majority of the power of the system is 
contained in the leading modes, as shown in Figure 6.41. A sharp decrease in 
the power contained in the DMD modes is observed after the first four modes 
and after the later fifteen DMD modes. In addition, the steady state DMD 
mode shows that the shear layer captured for the outer recirculation zone at 
the axial position 1 vanishes at this location. Furthermore, the effects of the 
mixing in the flow is observed as the energetic zone induced by the primary 
flow channel of the burner disseminates and only a remnant of this arrange-
ment prevails. Nevertheless, the flow arrangement is evenly distributed around 
a single centre of rotation, hence confirming the existence of the main vortex 
arrangement. 
The analysis of the DMD modes computed for the coal combustor under air 
flow conditions, introduced in Figure 6.42, shows, at the axial position 2, that 
the frequency range for the most predominant modes is smaller than what it 
was obtained for the position upstream. The arrangement of fluid structures is 
similar to that obtained for the axial position 1, as a series of recirculating 
structures are observed in the central region of the vector plots and their in-
teractions produce high velocity regions in the domain. However, the number 
of recirculating entities captured in the DMD modes at this axial position is 
lower and the size of them is bigger than at the previous location, thus sug-
gesting the aggregation of small fluid filaments into larger structures, as it is 
observed in the isosurfaces used to detect the vortex core region.  
 
Figure 6.41 Distribution of the power contained in the DMD modes (left) and steady 
state DMD mode (right) computed for the transient results at the axial position 2 for 




Figure 6.42 DMD modes computed for the flow in the coal combustor at the axial 
position 2 under air conditions. 
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The distribution of power in the DMD modes, as obtained for the snapshots 
obtained at the second axial position of the coal combustor shows that for the 
Oxy27 conditions, the relevance of dynamic modes with high associated fre-
quencies decreases, as shown in Figure 6.43. In addition, the first two DMD 
modes are depicted as being more influential in the development of the flow 
distribution than the rest. The steady state flow, characterised by the DMD 
mode with 0 Hz of oscillating frequency shows a good arrangement in the 
swirling motion for the majority of the domain. However, at its centre the 
vectors produce two distinguishable centres of rotation with similar directions. 
The overall flow distribution appears to be related to one of them, while the 
remaining recirculating structure appears to be of a companion type. Some 
disturbances in the shape of the main swirling jet are produced as a conse-
quence of the two-vortex array, but these are contained in a small region of 
the fluid and appear to be of a transitional type.  
The analysis of the DMD modes for the Oxy27 case, presented in Figure 6.44, 
shows a difference in the type of the structures captured according to the as-
sociated frequency. It is found that the turbulent structures are more cohesive 
and produce more recognisable patterns for lower associated frequencies, and 
this agrees with the findings of the analysis of a swirling flow presented in 
Chapter 5. In contrast, the turbulent structures become disorganised as their 
associated frequency grows, thus impeding the production of noticeable paths. 
The chaotic nature of these high-oscillating flow structures suggests that their 
nature may be numerical rather than a physical interaction of the fluid. 
 
Figure 6.43 Distribution of the power across the DMD modes (left) and steady state 
DMD mode (right) computed from the results obtained at the axial position 2 in the 




Figure 6.44 The DMD modes calculated for the LES results of the flow at the axial 
position 2 in the coal combustor under the Oxy27 conditions. 
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6.4.4.3. Axial position 3 
The distribution of the power contained in the DMD modes computed for the 
flow developed in the coal combustor at the axial position 3, presented in Fig-
ure 6.45, shows an increase in the number of relevant frequencies with low 
associated frequencies. The majority of the frequencies are contained below the 
200 Hz mark with a noticeable cluster around 150 Hz. The steady state flow, 
depicted by the DMD mode at 0 Hz, shows that the flow structure corresponds 
to a swirling flow, as only a single centre of rotation is observed. The flow 
appears to be evenly distributed, with a high-velocity region near the centre of 
rotation of the vortex and this presents small anomalies in its intensity. 
The inspection of the DMD modes produced for the transient flow distribution 
in the coal combustor under air conditions show a close value for the frequency 
associated with the most relevant DMD modes, and a decrease in the intensity 
of the interaction of the recirculating structures located at the centre of the 
domain, thus producing shorter interfaces of high-velocity. In addition, the 
number of flow structures observed in the predominant modes are lower than 
that obtained in the previous position analysed, as shown in Figure 6.46. Fur-
thermore, additional structures appear in the near wall region, and these pro-
duce disarrangement to some regions of the flow. A noteworthy arrangement 
was produced for the DMD mode 4, in which two recirculating structures ap-
pear to interact around the geometrical centre of the plot and several smaller 
structures follow the motion in a second concentric row. However, the cohesion 
of the recirculating structures remain low for the outer row, thus producing 
scattered structures. 
 
Figure 6.45 Distribution of the power contained in the DMD modes (left) and steady 
state vector plot (right) computed for the LES results of the flow distribution at the 




Figure 6.46 The DMD modes produced for the snapshots sampled at the axial position 
3 in the LES of the flow in the coal combustor for the air flow conditions. 
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The spectrum of oscillating frequencies associated to the DMD modes calcu-
lated for the transient data obtained at the axial 3 position of the coal furnace, 
showed that for the Oxy 27 flow conditions, a single dynamic mode is observed, 
as shown in Figure 6.47. Furthermore, the difference in the power contained 
in this DMD mode and that estimated for the rest appears to be substantial, 
thus suggesting that the flow has been effectively mixed and that the flow 
oscillates at the frequency of the most relevant DMD mode. In addition, the 
vector plot for the mean velocity components of the flow shows that the steady 
state of the system is in the form of a rotational movement. The rotation of 
the flow was predicted to occur around a single axis, as no additional recircu-
lating entities are observed. However, the velocity components for the locations 
near the outer wall exhibit variations in their magnitudes, thus producing dis-
turbances in the overall swirling motion. Moreover, the centre of rotation was 
found to be offset from the geometric centre of the furnace, which may indicate 
asymmetry in the main vortex. 
An inspection of the DMD modes produced for the transient results obtained 
for the Oxy27 flow conditions shows the presence of turbulent structures with 
recirculating patterns, and these appear to be scattered in the domain. The 
interaction of the recirculating vortices, produces a region of high-velocity in 
the central region of the furnace, while the structures located in the outer 
region appear to produce more chaotic patterns, where no evident interactions 
of the structures is observed. Furthermore, the effect of the mixing in the flow 
is observed, as the majority of the DMD modes are calculated in a narrow 
frequency range in comparison to the previous axial locations. 
 
Figure 6.47 Spectrum of frequencies produced by the power contained in the DMD 
modes (left) and steady state DMD mode (right) calculated for the flow snapshots 




Figure 6.48 The DMD modes calculated for the flow in the coal combustor under the 




In agreement with the POD analysis presented in Section 6.4.3, the assessment 
of the coherence of the flow, using the velocity distributions at the cross-sec-
tion, is performed in order to analyse the motion of the coherent structures in 
the axial direction. The distribution of the power in the DMD modes calculated 
for the flow in the coal furnace under air conditions, is presented in figure 6.49, 
and shows that the relevant oscillatory modes were scattered across the entire 
spectrum. However, the contained power remained low after the first fifteen 
DMD modes. In addition, the steady state flow distribution captured by the 
DMD mode at 0 Hz shows good agreement with the results obtained from the 
POD analysis, with the major structures contained in the quarl. Furthermore, 
the shear layer generated at the interface between the main vortex and the 
central recirculation zone was distinguished in the near burner region and dis-
persing it as the flow mixes downstream. 
The analysis of the DMD modes obtained for the velocity field at the cross-
section showed a large difference to the results of the POD, since in this study 
a tangle of coherent structures are observed, as shown in Figure 6.50. These 
structures emerge from the flame holder of the burner and then extend into 
the combustion chamber. The values for the associated frequencies suggest that 
the coherent structures recede fast from the burner tip and eventually decrease 
their oscillations and mix with the slower flow. The cohesion of the flow struc-
tures appear to be stronger while in the quarl, thus producing large uninter-
rupted structures that may be evidence of a precessing vortex cores, as pre-
dicted previously by the POD. 
 
Figure 6.49 Distribution of the power in the computed DMD modes for the flow of air 
in the coal combustor (left) and steady state of the flow generated by the DMD mode 




Figure 6.50 The DMD modes obtained at the cross-section of the coal combustor for 
the LES results for the air case. 
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The distribution of power in the DMD modes calculated for the snapshots 
obtained using the cross-section plane of the coal combustor shows, for the 
Oxy27 case, a decrease in the number of relevant DMD modes in comparison 
to the distribution produced for the air case. The associated frequencies of the 
leading DMD modes are predicted to be scattered across the entire spectrum, 
as shown in Figure 6.51. The steady-state of the flow, shows that the inlet 
streams mix in the quarl section and enter the combustion chamber as a single 
swirling jet of high-intensity that disseminates further downstream. However, 
the extension of the swirling jet in the Oxy27 case is observed as being narrower 
and longer than its counterpart under the air conditions. Furthermore, the 
central recirculating zone is observed to contain disturbances in its shape in 
the axial direction, which corresponds to the misalignments in the centre of 
rotation perceived for the analyses at the different axial positions previously 
introduced.  
The assessment of the DMD modes produced for the transient data recorded 
at the cross-section of the coal combustor, is presented in Figure 6.52, and 
shows a tangle of vortical structures with high vorticity and cohesion that 
emerge from the flame holder and extend into the combustion chamber. In 
addition, it is found that the structures with higher associated frequencies are 
mostly contained near the wall of the quarl, while the slower entities are more 
dispersed in the domain. Nevertheless, the extension of the turbulent structures 
appear to be shorter than those depicted for the air case, despite being exhib-
ited as largely cohesive, thus suggesting a large dampening effect for the large 
structures under the Oxy27 conditions. 
 
Figure 6.51 Distribution of the power in the DMD modes (left) and steady state DMD 
mode calculated for the velocity distributions measured at the cross-section of the coal 




Figure 6.52 The DMD modes generated for the transient results obtained at the cross-




The coherence of the flow in a coal combustor has been assessed in this chapter 
by employing the transient data produced by the LES in three different meth-
odologies. The spectral analysis was performed to the signal produced by the 
fluctuations in the axial velocity of the fluid. These signals were simultaneously 
recorded using monitor points placed at different locations in the domain. In 
addition, the instantaneous fluctuations in the flow were recorded at different 
planar locations and later were used in the calculation of the POD and the 
DMD. The POD of the transient data was used to account for the spatial 
coherence of the turbulent structures contained in the flow. Finally, the DMD 
methodology was employed to obtain a series of dynamic modes that comprise 
of structures that remain coherent in both time and space. The utilisation of 
different types of data in the methodologies employed for the analysis of the 
flow coherence allowed the evaluation of the pertinence of each dataset in the 
calculation of the flow dynamics and provided a comparison on how each of 
them characterise the flow. 
The transient data used for the coherence assessment was obtained from com-
putational fluid dynamics simulations. The cases studied in these CFD studies 
comprise of the combustion of coal under air and two oxyfuel conditions, 
namely Oxy27 and Oxy30. The furnace simulated in these cases was the solid-
fuel combustion test facility of the Pilot Advanced Capture Technology 
(PACT) facilities, which is located in Sheffield, UK. The geometry of the com-
bustion facility were simplified in order to reduce the computing requirements 
for its simulation. The geometry of the burner, placed on top of the furnace, 
was not included, instead fully developed profiles for the velocity were set as 
the inlet conditions. However, the gutters contained in the primary flow chan-
nel of the burner was retained in order to incorporate their effect into the 
overall flow distribution in the furnace and into the flame stability. The three-
dimensional mesh used to capture the furnace geometry consisted of 4331721 
hexahedral elements and it was generated employing the element size and dis-
tributions of similar grids employed for previous calculations. 
The CFD calculations employed a RANS approach for the combustion simu-
lations, with the realizable 𝓀 − 𝜖 model as the turbulence model selected. The 
Menter-Lechner wall functions were employed to capture the boundary layer 
as their independence on the y+ value improves the flexibility for its application 
in complex geometries. The particle tracking was performed using a Lagrangian 
reference frame that includes the effect of the gravitational force. In addition, 
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the particle dispersion originated from the velocity fluctuations in the turbu-
lent flow was incorporated into the calculation by the discrete random walk 
model. The release of volatiles from the coal particles was resolved by a single 
kinetic rate, whose parameters were set for the ‘El Cerrejon coal’. The com-
bustion of the volatile matter was assumed as a two-step reaction, which was 
computed by the eddy-dissipation model, thus assuming a turbulent-controlled 
reaction. The combustion of the remaining char particles was simulated by the 
intrinsic model, with parameters that were set to values tested in previous 
studies. The radiative heat transfer, which accounts for the most predominant 
heat transfer mechanism in combustion environments, was modelled by the 
discrete ordinates model. The calculation of the absorption coefficient in the 
gaseous phase was made by the full-spectrum correlated 𝑘-distribution model.  
The prediction of the distribution of chemical species in the furnace was eval-
uated at three consecutive axial positions. It was found that the concentration 
of oxygen and carbon dioxide was well predicted for the region close to the 
burner in the air-fired case. In contrast, a noticeable underprediction of the 
amount of carbon dioxide was found in both oxyfuel cases, in addition to the 
overprediction of carbon monoxide in the Oxy30 case showed a delay in the 
oxidation of CO into CO2, which appears to be a consequence of the oxyfuel 
environment. The distribution of species further downstream showed an over 
prediction of the flow mixing process as the main vortex was depicted as a 
wider structure than in the experiments. Both the carbon dioxide and the car-
bon monoxide concentrations, especially within the central recirculation zone, 
were under predicted at the remaining two axial positions, thus suggesting that 
the effects of CO related phenomena, that are not included in the analysis, may 
be relevant. The profiles obtained at the last axial position were mostly flat, 
thus showing that in the RANS simulations the main vortical entity is diffused 
in the flow faster than what it was measured experimentally. A similar behav-
iour for the vortex diffusion was observed for the studies performed to the 
isothermal swirling-flow rig in Chapter 5, thus suggesting the overprediction 
of the flow mixing as an inherent characteristic in the RANS approach. Fur-
thermore, the calculated distributions of the temperature and axial velocity in 
the furnace showed that the Oxy30 better emulated the results for the air 
combustion, and this agrees with the findings in Chapter 4. In contrast, the 
aerodynamics for the Oxy27 case showed to be changed, thus producing dis-
crepancies in the location and extent of the recirculation zones. Nevertheless, 
the distribution of species showed slight differences in the oxyfuel scenarios, 
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thus suggesting that, despite the alterations to the velocity profile, the com-
bustion rate was similar. 
In order to assess the effects of the oxyfuel environment in the stability of the 
combustor, the air combustion and the Oxy27 cases were selected to compute 
the LES of their flow, as they exhibited the largest differences in their flow 
distribution. In the LES of coal combustion, the utilisation of a transient par-
ticle tracking is crucial to improve the physical meaning of the results. In ad-
dition, corrections to the calculation of the particle trajectories must be in-
cluded in order to account for the additional forces that act on the particle. 
Furthermore, the algorithm employed for the simulation of the particle injec-
tion must be modified to incorporate the temporal variations in the mass flow, 
particle distribution and location at the injection boundary. The corresponding 
reactive LES was set for this study, however the manipulations are compli-
cated, and this is mainly due to the complexity of the numerical models in-
volved, exhibited large computation times for the high-performance computing 
facilities available. Several methodologies and computational subroutines were 
developed and tested to decrease the associated computational time in the 
simulations. The reductions in the computing time achieved by these measures 
were still not significant enough to ensure the acquisition of the data required 
for the subsequent analyses under a reasonable amount of time. Therefore, 
non-reactive LES was employed for the assessment of the stability in the com-
bustor. The mass flow and gas composition for each case analysed was retained 
and a constant temperature of 300 K was assumed for the domain.  
The Sigma SGS model was employed in the LES calculations since it showed 
a better performance for wall-bounded flows and an improved capability to 
retain the flow structures developed in the fluid. Furthermore, the spectral 
synthesiser was employed to induce perturbations to the flow in all of the inlet 
channels. The time step for the simulations was fixed to 5 × 10−4 s, and the 
relevant flow scalars were sampled every two time-steps. The total flow time 
in the simulations was at least 12 s, while the length of the sampled data was 
1 s for both of the cases analysed. The presence and type of turbulent struc-
tures in the flow was assessed by plotting isosurfaces of three different vortex 
core detection mechanisms. The size of the structures observed in the flow 
appears to grow as they recede from the burner and they showed to be largely 
cohesive. A small cluster of thin fluid filaments was depicted in the quarl sec-
tion, and these appear to collide and form larger structures. Furthermore, the 
quarl section appear to influence the mixing process of the streams as the 
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vortical entities were found to be contained in a single group. Furthermore, 
the quarl appears to damp the proliferation of large structures in the vicinity 
of the burner, as these appear further downstream and in a scattered manner, 
thus reducing their impact in the stability of the system. Nevertheless, the 
overall flow showed to be arranged around the axis with all the reaming flow 
structures being of a companion type. 
The spectral analysis employed the transient signals recorded at 18 different 
monitor points placed at three different axial positions in the domain. The 
results of the spectral analysis produced a distribution of the power spectral 
density contained in each frequency band, thus allowing us to obtain a discrete 
spectrum of frequencies. The dominant frequency bands correspond to the pri-
mary oscillating mechanisms and account for the repeatability of the flow fluc-
tuations in time which represents the temporal coherence of the system. It was 
found that the air case produced spectrums with more relevant frequencies, 
thus depicting the flow as being more unsettled. In addition, the number of 
relevant frequencies decreased for the axial positions downstream, thus show-
ing that the overall flow eventually finds harmony in its arrangement and 
becomes coherent in time. Furthermore, the flow for the Oxy27 condition ap-
peared to be oscillating slower than its counterpart for the air case, however 
this behaviour appear to be related to the slower velocities reached within the 
furnace. 
In addition to the temporal analyses, the coherence of the flow in space was 
assessed by the POD methodology as an indicator of type and location of the 
coherent structures in the flow. The calculation of the POD was based on the 
method of snapshots, where a set of planar representations of the instantaneous 
flow field were employed. The snapshots consisted of the values for the instan-
taneous velocity in the three directions of the Cartesian coordinates system 
and the magnitude of the vorticity. The axial velocity component, normal to 
the sampling plane in the axial positions, and the vorticity were included in 
the calculation in order to account for the effect of the flow recirculation and 
the rotational displacement of the fluid, respectively. The coherent structures 
captured in the POD modes show recirculation and they appeared to be mostly 
contained in the central part of the furnace. The interaction of the recirculating 
structures produced regions where the velocity of the fluid was increased. The 
number of coherent structures in the domain and their intensity decreased as 
the flow recedes from the burner. However, the interactions observed for the 
POD modes with the low number of structures showed to be more pervasive, 
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thus producing flow arrangements around them. In some POD modes the dis-
position of the coherent structures suggest the presence of large coherent struc-
tures that are intertwined and move in harmony, such as in a double helix 
precessing vortex core. In addition, the POD was calculated at the cross-section 
plane using the same composition for the snapshots recorded. It was found that 
the predominant structures contain recirculation in the axial direction and they 
originated from the flame-holder at the tip of the burner. Some of the struc-
tures observed in the POD modes at the cross-section were shown to be largely 
cohesive, thus extending their flow filaments into the combustion chamber. 
Some of the structures showed an indication of the presence of precessing vor-
tex cores, however these were rapidly dissipated within the quarl section. 
In order to obtain a temporal characterisation of the turbulent structures in 
the flow, the DMD was performed on the same data set employed for the POD 
analysis. As the snapshots contain different scalars, a multivariable DMD 
methodology was employed for the calculation of the dynamic modes. Further-
more, the DMD modes were sorted based on their decay/growth rate, so that 
the leading modes contain the most representative structures contained in the 
flow. The results of the DMD showed agreement with the POD, while predict-
ing that the majority of the turbulent structures of the flow are contained in 
the central region of the furnace. Moreover, the decrease in the oscillatory 
frequency associated with the coherent structures decayed as the axial distance 
from the furnace increased, a characteristic inherent to the dissemination of 
the main vortex produced in confined swirling flows. The tangle of vortices 
depicted in the DMD vortices appear to reach equilibrium in a range between 
100 and 200 Hz. Furthermore, the structures captured by the DMD modes 
appeared to be more disorganised than in the POD modes, with no clear evi-
dence of large structures. In addition, the results obtained for the flow snap-
shots at the cross-section plane showed an arrangement of trailing vortices 
emerging from the burner and moving into the combustion chamber. These 
fluid structures were shown to be cohesive while in the quarl section and more 
prone to be disseminated as they moved further downstream. The lack of large 
structures in the DMD modes suggest that the coherent predicted by the POD 
methodology are an aggregate of the motion of the smaller vortices rather than 
a singular body. These small structures emerge from the burner and move 
within the swirling stream, where they eventually incorporate similar struc-
tures and grow. The overall flow arrangement is strongly retained, despite the 
presence of these vortices, with a clearly defined rotation of the flow around 
the furnace axis. 
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It can be concluded that the effect of the oxyfuel conditions in the aerodynam-
ics of the flow in a coal combustor appeared to be low. The coherence in the 
analysed flows were high, as discernible patterns were recognised both in time 
and in space. The coherent structures captured by the methodologies employed 
were shown to be in the form of fluid filaments of high vorticity. These fila-
ments emerge from the flame holder, eventually undergo shedding and later 
are transported within the swirling jet. As they progress within the furnace 
domain, they grow into bigger structures but retain the rotation around the 
axis of the furnace. The flow distribution caused by the combustor geometry 
inhibits the formation of larger structures in the near-burner region, which a 
desirable behaviour in order to enhance the stability of the system. Further-
more, the incorporation of the swirl component in the flow velocity allows the 
eventual merging of vortices which occurs downstream, thus reducing their 
influence in the overall flow distribution. Nevertheless, despite the enhance-
ment of the flow stability near the burner, the effect of the larger turbulent 
structures downstream produce wrinkling in the flame front and potentially 
disruption in the flame propagation, thus requiring further analysis in order to 







7. Conclusions and further work 
This thesis has focussed on the assessment of the coherence in swirling flows 
and coal flames. The complexity of the reactions involved and the intrinsic 
dynamic nature of turbulent flows compel the development of a reliable 
methodology for the generation of results that are of statistical significance 
and can be used to accurately characterise the flow. The availability of high-
definition numerical and experimental data require the need to establish 
techniques that can be applied to a sample of flow scalars regardless on its 
nature. The accurate characterisation of the swirling flow, and its effects on 
related phenomena, such as combustion, can be used to evaluate the perfor-
mance of the system and to predict the efficiency under novel operational 
parameters, such as those of the oxyfuel conditions. In this thesis, a meth-
odology for characterisation of a flow field in terms of its temporal and 
spatial coherence was developed. The main conclusions of this study are 
presented in Section 7.1, and a discussion into the suggested further work is 
provided in Section 7.2. 
7.1. Conclusions 
The application of a spiralling motion to a fluid flow triggers large-scale 
effects, such as an increase in the entrainment capabilities, the growth and 
decay of the jet and the enhancement of the transport phenomena. Swirling 
flows are extensively used across a wide variety of industrial applications, 
such as combustors, and this is due to its inherent benefits in the reaction 
kinetics and as a stabilisation mechanism for the produced flame. The sta-
bility in turbulent flows and flames is an ambiguous concept, and it is often 
related to the existence of large turbulent structures that are responsible for 
inducing disequilibrium. A combustor is considered to produce a stable 
flame if after an alteration in the input parameters does not promote the 
extinction or flashback of the flame into the inlet plenum. Nevertheless, the 
combustion phenomena is complex and dynamic in nature and therefore a 
methodology to quantify its transient behaviour is required 
In Chapter 4, a study to characterise the dynamics of a set of swirled coal 
flames under air and oxyfuel conditions was presented. The study was based 
on high-speed videos obtained as part of an experimental campaign, from 
which three flame parameters, namely the perceived luminance, temperature 
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and oscillation severity index, were calculated. The fluctuations on the per-
ceived luminance and in the flame temperature are among the foremost im-
portant parameters measured in combustion systems and due to the relative 
simplicity in the systems required for its monitoring. In industrial applica-
tions, the light emitted by the flame, quantified as the perceived luminance, 
and its shape are the primary mechanisms for the supervision of the system 
performance and they are often used by operators to judge the efficiency of 
the reaction. The quantification of the oscillations prescribed by such flame 
parameters provide an instrument to obtain significant information regard-
ing their severity and behaviour in time.  
The videos obtained in the experimental campaign were sectioned, and a 
portion of 40 seconds was used in order to obtain consistent results for all 
the cases tested, thus allowing direct comparisons. The videos were recorded 
at a frame rate of 200 fps and all the still frames were extracted and manip-
ulated to produce a transient signal. The spectral analysis performed over 
the transient signals produced a distinguishable cluster of frequencies in the 
low range of the spectrum, with no further relevant frequency bands beyond 
10 Hz. These results suggest that, for this case, the combustion of solid char 
particles entrained in the swirling flow contributes predominantly in the 
temporal repeatability, as they exhibit slower reaction kinetics and higher 
chemiluminescence than the volatile matter. The effects of the gaseous com-
bustion were more evident at the root of the flame, a volatile-rich region, 
where the oscillatory behaviour was perceived as being more intense and the 
relevant frequencies appeared dispersed over a wider range of the frequency 
spectrum for the temperature measurements. Moreover, the altered environ-
ment in oxyfuel combustion produced no noticeable changes to the char 
burning rate, as evidenced in the uniform trend for the weighted frequency 
of the perceived luminance. In contrast, the oscillation in the temperatures 
revealed a larger effect of the oxyfuel conditions into the coal combustion 
process, with a trend for the weighted frequencies that is inversely propor-
tional to the concentration of oxygen. It was found that in order to obtain 
a temporal coherence of the flame similar to that of the air-fired combustion, 
the adiabatic flame temperature and the heat transfer profile must be equal-
ised in oxyfuel conditions. The oscillation severity index, a flame parameter 
that encompasses the changes of the flame front in the colour space and 
their corresponding standards deviations, was computed in order to account 
for the extent of the fluctuations in the flame parameters. The results of the 
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severity index indicated that for the oxycoal flames analysed, the oscillatory 
behaviour decreases as the oxygen concentration in the domain increases, 
hence becoming more steady in time. In addition, the calculation of the 
oscillation severity index demonstrated insensibility to the location and size 
of the sampled region of the flame, thus increasing its usability in larger and 
industrial combustion applications, where only a partial sight of the flame 
front is possible. 
The estimation of the temporal repeatability, in conjunction with the eval-
uation of the oscillation magnitude of the flame parameters, contributes to 
a better understanding of the combustion dynamics and provides a compre-
hensive approach to successfully interpret the stability of a flame in terms 
of quantifiable criterion. The robustness of the methodology for the spectral 
analyses allows its implementation in flame monitoring systems. However, 
the dimension-reducing operations involved in the processing of the flame 
images impose a loss in temporal and spatial data that might be of signifi-
cant relevance in the evaluation of the flame dynamics. Moreover, the sam-
ple-rate used for the data acquisition and the length of the recorded transi-
ent signals will modify the extent of the captured spectrum and the width 
of the frequency bands that comprises it. For the results obtained in this 
study, it can be concluded that the predominant source of fluctuations is 
the dynamics of the flow and this is manifested in a low range of the spec-
trum. The variations that are intrinsic to the combustion kinetics are of a 
faster nature and their influence will only be noticeable after an increase in 
the experimental sample rate of at least a hundred times. From an academic 
standpoint, the increase in the sample rate will yield a better representation 
of the flame dynamics. However, the amount of data to process will largely 
increase and so the time for the processing and evaluation of the results, 
thus reducing the usability of the methodology as a monitoring system. 
The resolution of the numerical and experimental data generated for the 
fluid analyses have increased over time, thus allowing to develop suitable 
methodologies for their analysis. In Chapter 5, the highly resolved data pro-
duced by the LES computations was employed for the assessment of the 
coherence in a swirling flow. The case analysed was the flow distribution 
produced in a swirling flow apparatus constructed to resemble the conditions 
found in a gas combustor. The test rig was part of the Lewis Research 
Center in the United States, and the results published for the experimental 
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campaign were used to validate the numerical analysis. The CFD studies 
comprehended an evaluation on the size and distribution of the mesh ele-
ments that was performed over two and three-dimensional domains and that 
was later used in the generation of the numerical grid employed in the LES. 
The performance of different RANS turbulence models was compared and 
the realizable 𝓀 − 𝜖 model emerged as the most stable. The results produced 
by the RANS models failed to accurately predict the magnitude of the ve-
locity in the central jet and in the regions where recirculation occur while 
in the LES a better agreement with the experimental data was obtained. 
Two approaches for the computation of the SGS stresses, namely the Sma-
gorinsky-Lilly and the Sigma models, were used in order to contrast their 
performance for flows under wall-bounded conditions. It was found that the 
region closer to the inlet plenum was greatly affected by the flow distribu-
tion imposed at the boundary and, more significantly, by the algorithm em-
ployed to induce perturbations in the inlet stream. As the flow progresses 
downstream, and mixing occurs, these synthetic perturbations are less sig-
nificant to the overall flow arrangement.  
The qualitative characterisation of the vortex, carried out by obtaining 
isosurfaces of the vorticity magnitude, the Q-criterion and the Lambda-2 
criterion exhibited a strong dampening for the large-scale turbulent phe-
nomena, such as the vortex breakdown and the precessing vortex core, that 
are associated to flow instability. Instead, the turbulent structures described 
by the isosurfaces consisted of small vortical entities in the form of filaments 
that are tightly intertwined and that move through the domain while re-
taining the swirling motion of the flow. These structures are often considered 
as precessing vortex cores themselves, however the alignment of their axes 
is irregular and difficult to estimate. The turbulent structures were encoun-
tered to be contained in the shear layers developed by the interaction of the 
swirling streams and the central jet and the outer recirculation zone. 
The coherence of the flow was evaluated using three different techniques; 
the spectral analysis, which accounts for the coherence in time; the POD, in 
order to capture the spatial coherence; and the DMD, which allows the 
characterisation of the flow by enforcing that the results obtained remain 
coherent both in time and in space. The spectral analysis was performed to 
the transient signals obtained at 24 different locations in the domain, while 
for the POD and DMD analyses a data set composed of matrices, known as 
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snapshots, containing the instantaneous velocity components at a planar 
location was obtained. The spectral analysis produced significant differences 
for the results produced by the two SGS models employed, with the Sma-
gorinsky-Lilly model being highly susceptible to the boundary conditions in 
the first two axial positions sampled. The last two axial positions revealed 
the diminish in the spurious oscillations, and produced frequency spectrums 
with weighted values in a range between 70 and 80 Hz for all the points 
investigated. In addition to the spectral analysis, cross-correlations of the 
aforementioned signals were computed in order to establish the level of dis-
array in the flow. The interdependence of the flow was shown to be high at 
the first three axial positions, with practically no lag perceived; the cross-
correlations, however, showed that the flow becomes unsettled and the over-
all structure is lost. 
The outcome of the POD provided a representation of the distribution of 
the predominant structures in the domain. The turbulent structures were 
found to be located in the shear layers for the first three axial positions of 
the study. In the first two positions, the POD modes predicted an arrange-
ment of small structures with high intensity that are aligned with the rota-
tion of the flow. Further downstream, the dominant structures develop re-
circulation and are scattered through the domain. The number of POD 
modes containing a relevant share of the total energy of the system was 
higher for the axial positions 2 and 3, thus recognising them as the most 
unsettled positions in the analysis. The path prescribed by the structures, 
as depicted by the principal POD modes, suggest that the majority of them 
are self-contained and co-exist alongside others. However, a large degree of 
cohesion was found for some of them, thus suggesting the displacement of 
larger entities. 
The main drawback in POD analyses is the disregard for the temporal in-
formation contained in the set of snapshots of the flow. Consequently, the 
POD modes calculated are often composed of turbulent structures associ-
ated to different oscillation frequencies with their mutual influence mecha-
nisms remaining unclear. The results obtained for the DMD showed good 
agreement to both the spectral analyses and the POD modes with the rele-
vant DMD modes capturing the recirculating nature of the predominant 
flow structures and predicting their location in the shear layers. The associ-
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ation of a frequency value to the turbulent structures allowed the demon-
stration of the high-frequency oscillations that influence a significantly 
smaller portion of the flow while the slower fluctuations dictate the motion 
of the whole domain. Some of the DMD modes with a high associated fre-
quency produced vector fields in which the identification of discernible pat-
terns was not possible and the most energetic structures were placed within 
the swirling jet region, thus questioning their physical nature and relevance 
on the overall flow arrangement. 
The spatiotemporal coherence broadens the characterisation of the flow by 
expanding the dimension of the data employed for its calculation and pro-
vides a deep insight into the underlying mechanisms that influences the flow 
arrangement. The characteristic modes obtained from the DMD combined 
well the accuracy to recognise patterns in the flow exhibited by the POD 
and the temporal behaviour captured by the spectral analyses. Nevertheless, 
as in many methodologies of recent formulation, the results generated by 
the DMD should be accompanied by supporting experimental data in order 
to enhance the confidence in the outcome. In DMD analyses, the arrange-
ment of the modes produced is paramount to comprehend the dynamics of 
the flow. This study employed an arrangement algorithm based on the 
growth/decay rate exhibited in each mode, however it was shown to be 
prone to generate modes with high associated frequencies that appear to be 
less coherent in space. The utilization of filters to the data might alleviate 
the issue; however, these must be carefully constructed specifically for each 
application in order to be only relevant to the noise and not to the portion 
of the signal that has physical relevance. In addition, the comparison of SGS 
models for the LES showed that perturbations imposed at the inlet bound-
ary vastly affect the entrance region of the domain, thus advising caution 
while collecting data from this location. Moreover, the Smagorinsky-Lilly 
model appeared to be prone to induce disarrangement in the high-frequency  
range, thus producing coherent structures whose nature is uncertain. Fi-
nally, the assessment of the flow distribution confirmed that the dampening 
of the larger turbulent structures enhances the stability of the flow and is a 
desired state to be achieved in the designing and operation cycles of a com-
bustor, as the overall spiralling motion of the swirl, and the benefit associ-
ated to it, are likely to be retained. 
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The application of the DMD to the transient data obtained by the CFD 
computations is relevant for the evaluation of the structures developed in 
the flow. In Chapter 6, the methodology developed for the assessment of the 
spatiotemporal coherence in swirling flows, as introduced in Chapter 5, was 
applied to the flow developed in a coal combustor. The geometry of the coal 
combustion chamber corresponds to that of the solid-fuel combustion test 
facility of the Pilot Advanced Capture Technology (PACT) facilities located 
in Sheffield, UK. The CFD studies consisted of steady state simulations for 
the combustion of coal under air and two different oxyfuel conditions, 
namely Oxy27 and Oxy30, that assumed an overall oxygen concentrations 
of 27 and 30 vol%. In accordance to the findings in Chapter 5, the realizable 
𝓀 − 𝜖 model with the Menter-Lechner wall functions was selected to account 
for the turbulent flow. The particle trajectories were estimated using an 
Euler-Lagrange approach and the discrete random walk approach to include 
the turbulent dispersion effects. A single rate was assumed for the devolat-
ilisation of the ‘El Cerrejon’ coal particles, while the gaseous combustion was 
solved by the eddy-dissipation model with a two-step reaction mechanism. 
The combustion of the remnant char particles was simulated by the intrinsic 
model. The radiative heat transfer was accounted for by the discrete ordi-
nate model and the gas radiative properties were estimated by the full-
spectrum correlated 𝑘 -distribution model. The results produced by the 
steady state approach showed that the heat transfer profile obtained for the 
air-fired condition is closely related to the Oxy30 case. In addition, the swirl-
ing motion in the flow appeared to be strongly retained under combustion 
conditions, with slight differences in the shape of the main vortex produced 
for the non-reactive case in the near-burner region. 
Two isothermal LES were performed using the inlet flow rates for the air 
and the Oxy27 cases, respectively. The grid used in the LES was sufficiently 
refined to be used in reactive studies, and included a detailed representation 
of the gutters presented in the primary inlet channel. The qualitative char-
acterisation of the vortices generated in the furnace, showed an array of 
turbulent structures emerging from the burner tip and merging downstream 
to form larger structures. The turbulent structures depicted in the assess-
ment, as a result of the lower density and viscosity of the fluid, were larger 
than those obtained for the chamber analysed in Chapter 5. In addition, 
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they appeared to be mostly contained in the central region of the furnace 
and exhibited recirculation in their motion. 
The spectral analysis of the flow in the coal combustor produced frequency 
spectrums that were more unsettled for the air case. Furthermore, the num-
ber of relevant oscillation frequencies in the spectrum decreased for the axial 
positions downstream suggesting that the overall flow oscillations found 
equilibrium, and this agrees with the results obtained in Chapter 5. In ad-
dition, the oscillations observed in the Oxy27 were slower than in the air 
case, a behaviour that appears to be related to the slower velocities reached 
within the furnace for this condition. 
The calculation of the spatial coherence by means of the POD, employed a 
set of snapshots captured at three different axial locations and at the cross-
section plane. The snapshots employed in the analysis were comprised of 
the three direction of the Cartesian coordinates system and the magnitude 
of the vorticity. The addition of the vorticity to the snapshots was made in 
order to incorporate the rotational motion of the fluid in each of the sampled 
locations. The coherent structures captured by the POD were of a recircu-
lating type and appeared to be located in the central region of the furnace. 
The interaction of the recirculating structures produced interfaces where the 
fluid appeared to accelerate. The number of depicted turbulent structures, 
and their intensity, decreased for the last two axial positions, where a more 
equalised flow was observed. Furthermore, evidence of the precessing vortex 
core was observed in some of the POD modes calculated in the axial posi-
tions and more predominantly at the cross-section. The coherent structures 
observed at the cross-section were originated from the burner, showed to be 
cohesive and long enough to reach the combustion chamber.  
The DMD analysis, performed to the same data set used in the POD, 
showed agreement with the location of the structures developed in the flow, 
as most of them were placed at the centre of the furnace. In addition, the 
frequency associated to the most energetic DMD modes, decrease for the 
axial positions downstream which is a characteristic that appears to be in-
herent in confined swirling flows. The vortical structures observed in the 
DMD modes were more chaotic than what it was obtained in the POD. The 
DMD modes produced a tangle of small vortices with an equilibrium fre-
quency between 100 and 200 Hz at the axial locations. In contrast, the 
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structures produced at the cross-section contained a wider range of frequen-
cies, and were depicted as trailing vortices emerging from the burner. The 
cohesion of the turbulent structures were high while in the quarl and dimin-
ishing as they recede from the burner. The absence of large structures sug-
gest that the regions of larger influence predicted in the POD were conse-
quence of the aggregate on the effect of smaller turbulent structures. The 
overall flow structure in the combustor remained arranged around the axis 
of the furnace, thus producing a singular vortex. 
The aerodynamics of the coal combustor appeared to suffer minor disrup-
tions by the implementation of the oxyfuel conditions, as the coherence of 
the flow in both conditions remained high. The flow structures predicted in 
the flow produced discernible patterns both in time and in space, thus al-
lowing to associate this values to the operational conditions in the system. 
The coherent structures produced by the analyses were on the form of small 
fluid filaments that contain large vorticity values. These filaments are pro-
duced by the effect of the flame holder in the burner in the flow. The vortices 
attach to the tip of the burner and eventually they shed and are transported 
within the swirling stream into the combustion chamber. As the fluid fila-
ments move within the swirling jet they merge with similar structures and 
produce larger vortices. These larger vortices are often regarded as a major 
cause for instabilities in combustion. However, the geometry of the coal 
combustor has shown to inhibit this phenomena in the near burner region, 
and the incorporation of the swirling component in the flow ensure that the 
larger structures that eventually will form are effectively transported out of 
their most influential region. Despite that the coal combustor produce a 
stable flow in the near-burner region, the effect of the large vortices in the 
flame front, and as consequence in the flame propagation, requires further 
analysis under reactive conditions. 
7.2. Further work 
The assessment of the spatiotemporal coherence of the flow provides a clear 
representation of the fundamental mechanisms involved in the arrangement 
of the flow and contributes in the stipulation of a more comprehensive def-
inition for the stability in fluid flows. The flows investigated in this thesis 
exhibited good coherence and the results produced were conclusive to cate-
gorise them as stable. However, topic for improvement in the techniques 
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employed have been recognised, and suggested further research subjects 
based on the findings of the present work are proposed. 
Although the results obtained for the spectral analysis based on the flame 
imaging campaign were consistent, these are highly dependent of the frame 
rate of the system. An increment in the speed of the camera recording is 
therefore advisable, however, the frequency threshold where the rapid effects 
of the combustion phenomena will became evident is uncertain for this case, 
and might be a high value in the spectrum. The increase in the sample rate 
will implicate a growth in the amount of data that will be required to be 
processed, thus reducing the pertinence of the methodology as monitoring 
system. The common practice to increase the sampling rate in digital cam-
eras is to implement a sub-mapping algorithm to reduce the region captured 
by the sensor, thus reducing the definition of the images obtained. The effect 
of the image resolution will be noticeable in the averaging operations and 
will influence the computation of the frequency spectrum. A study of the 
influence of the image resolution for the high-intensity regions, such as in 
the flame front, has not been reported and is consequently advised. In ad-
dition, the evaluation of instabilities linked to the geometry and peripheral 
systems of the combustion chamber, such as resonations, motor frequencies 
and fuel feeding delays, will allow the reduction in the noise present in the 
signals and to produce cleaner frequency spectrums. Moreover, the extension 
of the spectral analysis techniques to different field scalars, such as the pres-
sure fluctuations, will allow us to expand the understanding of the combus-
tion phenomena in the chamber. 
The reduced order modelling techniques employed in this thesis produced a 
clear representation of the structures contained in swirling flows. The stand-
ard POD methodology employed in these studies captured the spatial co-
herence of the flows. However, the lack of temporal information on them 
reduces their utilisation in the evaluation of highly-dynamic flows. The as-
sociation of a discrete spectrum of frequencies constructed by realisations of 
the flow field has been employed to obtain a temporal representation of the 
POD modes. A comparison of this methodology with the estimations pro-
duced by the DMD will allow a better understanding of their differences. 
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In the DMD studies, the dynamic modes obtained were re-arranged based 
on their growth/decay rate, thus representing their contribution to the dy-
namics of the system. Nevertheless, some of the modes predicted as predom-
inant contained high-frequency values but low spatial coherence. This insta-
bilities appeared to be produced numerically, thus complicating their asso-
ciation to the fluid structures depicted in the other modes. The utilisation 
of a different sorting algorithm will alleviate this issue, however, there is no 
clear guidelines for this purpose and the generation of indexing procedures 
remain subjective. Furthermore, the effect of the noise imposed as part of 
the LES calculation suggest the necessity of a filtering operation to the data 
prior to their utilisation in the reduced order models, and this needs to be 
further investigated. In addition, the selection of the flow scalars contained 
by the snapshots is arbitrary. In this thesis, the velocity components were 
preferred over the derivative quantities of the flow as their physical rele-
vance and applicability in the reduced order modelling remain unclear. An 
assessment of these flow variables in the POD and DMD framework is rec-
ommended in order to properly associate them to the overall fluid structure. 
Finally, the data size for each of the snapshots is directly proportional to 
the mesh size and to the number of variables sampled and these have reper-
cussions in the amount of data to process. The compressed and sparsity-
promoted DMD algorithms have been tested for image processing with 
promising results for a reduced data size, and their performance for highly 
dynamic systems is still debatable and subject to further tests. 
The results produced by the LES computations were able to better predict 
the distributions of the flow arrangements studied. The study of the spati-
otemporal coherence compel the utilisation of temporal, high resolution data 
in order to obtain a satisfactory representation of the flow field. The inclu-
sion of the flame in the study of the coherence in a coal combustor will alter 
the size of the recirculation zone and probably supplement additional oscil-
latory modes to the flow. In order to incorporate the combustion reaction 
to the LES simulations performed in this thesis, the particle tracking proce-
dure must be modified, as the steady state approach is not capable of ac-
counting for the natural-occurring oscillations in the flow. In addition, the 
mechanism for the injection of particles into the simulated domain, often 
based on the mesh resolution, needs to be revised, and a correction for the 
net amount of particles crossing the inlet boundary must be included. Fi-
nally, the cases studied in this work corresponded to flow conditions in 
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which the stability of the flow was intended, for safety purposes, to be high; 
an analysis into more stringent aerodynamic profiles will be useful to fully 
comprehend the operational limit of the combustor and to reveal the viabil-
ity of oxyfuel combustion under such conditions. 
The successful reduction in greenhouse gas emissions is tightly related to 
the adoption of CCS techniques. In oxyfuel combustion, the utilisation of 
swirling flows is crucial in the control of pollutants and in the stabilisation 
the reaction. The concept of stability has been expanded into the spatio-
temporal coherence of the flow, which is a definition that can be quantified 
and incorporated in the experimental and numerical analyses of reacting 
flows. The possibility to incorporate a comprehensive term for the dynamic 
behaviour of a combustor will play a key role in the designing and in the 
adoption of more efficient combustion technologies that eventually will lead 
to a sustained reduction in pollutants and to the mitigation of the effects 
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