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7BEVEZETÉS
Üzemben, vagy laboratóriumban mérések utján szerzünk in­
formációt az ott folyó technológiai folyamatról, ill. kí­
sérletről. Méréseink azonban mindig több-kevesebb hibával 
terheltek, igy a keresett értéket teljes pontossággal so­
hasem ismerhetjük meg. Ezért, akár műszaki, akár irányítá­
si, gazdasági, elszámolási vagy tudományos célra akarjuk 
a mért adatokat felhasználni, meg kell győződnünk arról, 
hogy elfogadhatók-e, hibájuk nem haladja-e meg a felhasz­
nálás szempontjából még megengedhető határt. Téves adatok­
ra alapozva ui. súlyos következményekkel járó műszaki vagy 
gazdasági döntések születhetnek.
Különösen fontos, hogy valamiféle számszerű információval 
rendelkezzünk a mérési adatok megbízhatóságáról, ha számi­
tógépes adatgyűjtésről és közvetlenül ahhoz kapcsolódó 
adatfeldolgozásról, vagy irányításról van szó. Ilyenkor ui. 
a mért adatok emberi beavatkozás, tehát mindennemű emberi 
kritika nélkül kerülnek feldolgozásra. Hagyományos felhasz­
nálás során az adatokat felhasználó szakember /táblakezelő, 
üzemvezető, diszpécser, kísérletet értékelő kutató, stb./ 
az adatokat több-kevesebb gyakorlat után már tudat alatt is 
ellenőrzi: a szokatlan adatrendszerekre felfigyel és alapo­
sabban megvizsgálja, hogy a tapasztalt feltűnő jelenség nem 
mérési hiba következménye-e. Ez az a tevékenység, amit auto­
matikus adatgyűjtés esetén szintén automatikusan, programo­
zottan, magával a feldolgozást végző számitógéppel kell el­
végeztetni .
A felhasználók hibaellenőrzéssel kapcsolatos természetes 
igénye, hogy a rendszerre vonatkozó információk ne legyenek 
ellentmondásban a mérlegegyenletekkel. Az ellentmondásmentes­
ség a feltétele annak, hogy ne legyenek az üzemben ismeretlen 
veszteségek és hogy a döntések és elszámolások ne függjenek
8attól, hogy a különböző információforrások közül éppen 
melyiknek adnak hitelt.
Ez az értekezés a mérlegegyenletek mérési hibákból ere­
dő ellentmondásainak vizsgálatát és feloldását tűzi ki 
céljául, mind a rendszerek állapotával, mind matematikai 
modelljének együtthatóbecslésével kapcsolatban.
Az értekezésben a mérlegegyenletek fogalmát kizárólag 
megmaradó mennyiségekre és forrásmentes rendszerekre ér­
telmezzük,mint azt a 2.fejezetben részletesebben kifejt­
jük. Itt jegyzem meg, hogy a 2.fejezet fogalmi bevezetés 
jellegű és - beleértve a hozzátartozó függelékeket is - 
nem lép fel tudományos újdonság igényével. Közlésének el­
sődleges célja az értekezésben később általánosan hasz­
nált összefüggések fizikai tartalmának meghatározása, ösz- 
szekötve ezt az alapvető megmaradási törvények és a mér­
legegyenletek kapcsolatának formailag újszerű bemutatásával.
Kizárólag műveleti egységek globális mérlegeivel és, össze­
tett rendszerek ilyenekből összetett mérlegeivel foglalko­
zom, és nem tekintem az értekezés tárgyának a térben foly­
tonosan változó állapotú rendszerek differenciális mérleg­
egyenleteit, az un. transzportegyenleteket.
Az értekezés csak véges számú mérlegegyenlet ellenőrzésé­
vel és kiegyenlitéssel foglalkozik. így nem tárgyalja a 
folytonos összetételű elegyek mérlegeit, amiről társszer­
zőkkel szintén jelent meg közleményünk [3,39,40]. Hasonló­
képpen nem szerepel annak elemzése, hogy miként lehet az 
itt véges számú csomópontra megfogalmazott összefüggése­
ket a tér kontinuum számosságu elemére értelmezni, vagyis 
hogy mi az itt tárgyalt mérlegegyenletek és a transzport­
egyenletek - mint mérlegegyenletek - közös alapja. Az első 
ezirányu lépésről Virág Tibor barátommal közös közleményünk­
ben [47] számoltunk be, Virág kandidátusi értekezéséből [46] 
kiindulva.
9Nem tartalmazza az értekezés a mérleghiba kiegyenlités 
elvének dinamikus rendszerek állapotbecslésére való ki- 
terjesztését sem. Az erre irányuló munkát Gertler János 
barátommal együtt kezdtük el [13,14], aki ezt a témát 
a jelen értekezéssel párhuzamosan tovább művelte és ar­
ról szintén doktori értekezésben számolt be [15].
Ugyancsak kizártam a tárgyalásból az összetett rendszerek 
mérleghelyes statikus matematikai modellezésének módszer­
tanát, amit az irodalom gyakran szintén mérlegszámitásnak 
nevez /lásd pl. Henley-Rosen [18], Nagijev [30] és 
Kafarov [21] munkáit/.
A matematikai tárgyalás áttekinthetőségének igénye két 
egyszerűsítő feltevést tett szükségessé: a mérési hibák 
normális eloszlását és a mérlegegyenleteket képviselő 
feltételrendszer linearitását. Úgy vélem, hogy az elméle­
ti eredmények alkalmazási körét ezek a feltevések csak 
kis mértékben korlátozzák. A rendkívüli hibáktól eltekint­
ve, a szokásos véletlen mérési hibák normális eloszlásá­
nak feltételezése ugyanis legtöbbször elfogadható. A hi­
bák feltételezett eloszlásának ellenőrzését elősegíti az 
is, hogy bizonyos tipusu rendkívüli hibák jelzésére az 
értekezés elméletileg is jól megalapozott algoritmust 
ajánl. A nemlineáris feltételi egyenletek kérdésével az 
értekezés csak érintőlegesen foglalkozik. A tartalmi, 
formai és módszertani egység kívánalmából következően az 
e tárgyban szerzőtársaimmal kidolgozott munkánkat az érte­
kezés nem tartalmazza [1].
Nem foglalkozik az értekezés a levezetett összefüggések 
kiszámításának numerikus technikájával. Úgy Ítéltem, hogy 
ez a számitógép programozás szakembereire tartozik és mint 
ilyen, nem a dolgozat tárgya.
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Az értekezés jelentős része matematikai tárgyalás jellegű. 
Mégis, hangsúlyozni kivánom, hogy egyetlen része sem lép 
fel matematikai újdonság igényével. A tárgyalás célja az, 
hogy megmutassa a mérések ellenőrzésének és a mérleghibák 
kiegyenlitésének gyakorlati feladatait és hogy megkeresse 
és felhasználja azokat az egzakt matematikai eszközöket, 
amelyek segítségével az adatokban lévő információk a lehe­
tő legjobban felhasználhatók, megtartva természetesen a 
matematikai korrektség igényét.
Az értekezés a fogalmi bevezetés után mátrix Írásmódot al­
kalmaz. Enélkül az összefüggések tárgyalása gyakorlatilag 
nem volna lehetséges. Ebből kifolyólag alapismeretként 
feltételezi a lineáris algebra alapjainak, a mátrixkalku­
lus és a szimmetrikus mátrixok főtengelytranszformációjá­
nak ismeretét. Felhasználja ezeken kivül néhány skalár- 
mátrix függvény mátrix szerinti deriválásának kevésbé is­
mert technikáját és bizonyos mátrixegyenleteknek a Neudecker- 
féle technikával [32] való tárgyalását és megoldását. A meg­
értéshez szükséges alapismereteket mindkettőre vonatkozóan 
a függelékben közlöm.
Feltételezi az értekezés ezeken kivül a sztochasztikus vektor- 
változókkal és azok lineáris függvényeivel kapcsolatos elemi 
ismereteket. Az eziránt érdeklődők számára Rao könyve [33] 
ajánlható.
Az értekezésben szerepel néhány olyan téma, amelynél csupán 
a feladat megfogalmazása és értelmezése saját munkám, mate­
matikai megoldása nem. Ilyen esetekben a matematikai tárgya­
lást leiró függelékeknél az adott függelék szerzőjének nevét 
zárójelben feltüntettem.
A függelék ezeken kivül tartalmazza néhány, az értekezés meg­
értéséhez szükséges, kevésbé elterjedt fogalom és összefüggés 
rövid ismertetését. Ugyancsak a függelékben található néhány
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olyan hosszadalmasabb matematikai levezetés, amely ön­
magában nem tekintendő tudományos eredménynek, de köz­
lése a dolgozat alkalmazhatósága vagy érthetősége szem­
pontjából szükséges.
Alkalmazási vagy bemutató példákat az értekezés szervesen 
nem tartalmaz, de ilyenek a témakörrel kapcsolatos köz­
leményeinkben találhatók. Ezekre a megfelelő fejezetekben 
utalok. A példákat tartalmazó részletek másolatát az ér­
tekezéssel egybekötve mellékelem.
Köszönetnyilvánítás
A dolgozatban összefoglalt munka az MTA Számitástechnikai 
és Automatizálási Kutató Intézetében készült. Az intézet 
igazgatósága az értekezés kidolgozását nemcsak lehetővé 
tette és támogatta, hanem hosszú időn át kitartóan bizta­
tott megírására. Ezért köszönettel tartozom Vámos Tibor 
akadémikusnak, Hamar Károly és Gertler János kandidátusok­
nak, továbbá korábbi osztályvezetőmnek, Pallai Ivánnak, a 
kémiai tudományok doktorának.
Legnagyobb köszönettel Sztanó Tamás barátomnak és régi, 
közvetlen munkatársamnak tartozom, aki nagy másirányu el­
foglaltsága mellett is mindig kész volt alkotó munkaközi 
vitákra, eredményeim ellenőrzésére, vagy szükség esetén 
levezetések hiányzó részeinek kidolgozására. Hangos Katalin 
munkatársamnak elsősorban az értekezés szerkesztésében 
nyújtott segítségét köszönöm. Krámli András kandidátust a 
dolgozat egy fontos részének egzakt matematikai alátámasz­
tásáért illeti köszönet. A tárgykörbe tartozó vagy az azt 
érintő közlemények társszerzőinek a gondolatébresztő közös 
munkáért tartozom hálával.
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A dolgozat egészének vagy egyes részeinek átolvasásáért 
és az azzal kapcsolatos értékes megjegyzéseikért 
Almásy Andor doktornak, Benedek Pál akadémikusnak, 
Gerencsér László, Gertler János, Hamar Károly kandidátu­
soknak, Hangos Katalinnak, Jedlovszky Pál, Krámli András 
kandidátusoknak, Pallai Iván doktornak, Sztanó Tamásnak, 
Vámos Tibor akadémikusnak és Veress Gábor kandidátusnak 
tartozom köszönettel.
Ezúton köszönöm Karvázy Gyulánénak a kézirat gépelésének, 
Hollósi Erzsébetnek és Schmidt Jánosnénak az értekezés 
végső formába öntésének gondos munkáját.
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1 ELŐZMÉNYEK
1.1 A mérési hibák kiegyenlítése
A mérési hibákból adódó ellentmondások feloldására a leg­
kisebb négyzetek /LKN/ elve már az értekezés és annak előz­
ményeinek kidolgozása előtt ismeretes volt. Ez a hibaki- 
egyenlitésnek is nevezett feladat először a geodéziai mé­
résekkel kapcsolatban vetődött fel a háromszögelési méré­
sek eredményeinek értékelése során, a mért szögértékek és 
a háromszög szögeinek összegére vonatkozó tétel ellentmon­
dásainak feloldására. Ennek a témának részletes feldolgozá­
sa pl. Grossmann könyvében található [16] a lineáris felté­
teli egyenletekkel korlátozott LKN együtthatóbecslés leírá­
sával együtt. Az elv vegyipari alkalmazását először való- 
szinüleg Kuehn és Davidson irta le 1961-ben [26]. ők mutat­
tak rá a hibakiegyenlités jelentőségére és arra, hogy a 
mérlegegyenletek révén az összetett rendszerekre vonatkozó 
mérések redundanciáját fel lehet használni a valódi érték 
becslési pontosságának javítására. A témát részletesen tár­
gyalta 1964-ben Swenker [37]. 6 ismertette először a hiba­
kiegyenlités megoldását általánosan, áttekinthető mátrix 
Írásmódban, részletesen kitérve számos részkérdésre, igy a 
méretlen mennyiségek számítására, a közelítési hibáknak a 
mérési hibák szórásával való súlyozására, a nemlineáris 
mérlegegyenletrendszerre vezető esetek ismertetésére stb.
Ez a közlemény mutat rá a vegyipari mérési hibák kiegyenlí­
tésével kapcsolatban először arra a tényre, hogy a LKN 
együtthatóbecslés lineáris feltételi egyenletrendszer ese­
tében is azonos a max. likelihood /ML/ becsléssel, ha a 
mérési hibák eloszlása 0 várható értékű és normális, és 
ha a közelítési hibát a változók szórásával súlyozzuk. Né­
hány nemlineáris /bilineáris/ feladatra vezető esetet is 
tárgyal, és ezek megoldására közelitő algoritmust is java­
sol az összefüggés linearizálásával, az általa javasolt
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módszer pontossága azonban nem kielégítő. Ilyen tipusu 
mérlegegyenletek esetében alkalmazandó bizonyítottan 
konvergens, iterativ hibakiegyenlitési algoritmust az 
értekezés szerzője és társszerzői ismertettek 1969-ben 
[1]. Ez utóbbi munkánk abból a felismerésből indult ki, 
hogy az R. Hoffmann és R. Müller által javasolt direkt 
iteráció [19], vagyis a kiegyenlitőszámitás korrigált 
értékekkel történő ismétlése nem a helyes megoldáshoz 
konvergál és az eredmény függ az iteráció kezdő értéké­
től. Ezt az algoritmusunkat a Péti Nitrogénmüvek Ammó­
nia II. gyáregységének mérleghiba kiegyenlítésénél al­
kalmaztuk. Ennek leírását az 1.melléklet tartalmazza.
A többkomponensű rendszerek mérlegegyenleteit más köz­
lemények is tárgyalják. Václavek [41] mutatott rá arra, 
hogy ha a komponensáramokat tekintjük kiegyenlítendő 
mérlegváltozóknak annak ellenére, hogy az össz-tömegára- 
mot és a koncentrációkat mérjük, akkor ezt a kiegyenlí­
tés során súlyozó faktorokban figyelembe kell venni.
Nem szerepel azonban ebben a munkában az, hogy ebben az 
esetben a kiegyenlített változók hibái korreláltak.
Az összáram és koncentrációk mérésével megfogalmazott 
nemlineáris mérlegek problémáját tárgyalja Václavek és 
szerzőtársai egy másik munkája is [44], de ez csupán a 
feladat Lagrange-multiplikátoros megoldásának elvét is­
merteti. F. Kaufmann és szerzőtársai [23] az összáramok 
és koncentrációk szorzatából adódó bilineáris komponens­
mérlegek megfogalmazására jól áttekinthető mátrix forma­
lizmust alkalmaznak, az ebből adódó nemlineáris egyenletek 
megoldására javasolt algoritmusuk azonban elméletileg meg­
alapozatlan .
Murthy közleménye [29] kb. 9 évvel Swenker alapvető cikke 
[37] után jelent meg az egyik legismertebb folyóiratban, 
de újat gyakorlatilag nem tartalmaz, bár sem elvi, sem
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metodikai összefoglalónak nem tekinthető. Ez a tény arra 
mutat, hogy a kezdeti lépések nemigen váltak közismertté. 
Magának Swenkernek is jelent meg még közleménye [38]
7 évvel első dolgozata után, csupán az ismert módszerek 
újabb ismertetéseként. Igen érdekes viszont Kauschus 
/tudtommal publikálatlan/ megoldása [24], ami elvileg 
azonos a lineáris mérleghiba kiegyenlitéssel, de nem mát­
rix aritmetikát használ, hanem a kapcsolatok gráfjának 
megfelelően lépésenként vonja össze a részrendszereket, 
majd a maximálisan összevont rendszer triviális kiegyen- 
litése után az összevonással ellenkező irányú lépésekkel 
sorra nyeri a kiegyenlített értékeket. A módszer alkalmaz­
hatósága a kapcsolat gráfok bizonyos tipusaira korlátozó­
dik és csak független mérési hibák feltételezésével hasz­
nálható, ebben az esetben viszont megtakarítható a mérő­
helyek számának megfelelő rendű kvadratikus együttható­
mátrix tárolása, ami különösen nagyméretű rendszereknél 
előnyös. Ezt az algoritmust alkalmazzák a PCK Schwedt 
/NDK/ teljes kombinátra kiterjedő mérlegének kiegyenlíté­
sére .
A mérési hibák kiegyenlítésének egy, az előzőktől némikép­
pen eltérő elvét publikálta legújabban szerzőtársaival 
Mehra [36]. ők az irányitáselméletben általánosan alkalma­
zott Kalman-szürő [22] elvet javasolták erre a célra. Ennek 
a megoldásnak nagy előnye lenne az, hogy a becsléshez és a 
mérések elfogadhatóságának ellenőrzéséhez nemcsak a pilla­
natnyi, hanem a régebbi információkat is felhasználja. Hibá 
ja azonban, hogy a változókról kizárólag sztochasztikus vál 
tozást tételez fel, aminek következtében az algoritmus a mü 
ködési körülmények valóságos megváltozása esetén hibát je­
lez, még pontos mérések mellett is. Másik hiányossága, hogy 
a mérlegegyenleteket valójában csak a méretlen változók ér­
tékének becsléséhez használja, a mért értékek ellenőrzésé­
hez és korrekciójához nem. /Megjegyzendő:, hogy a dolgozat
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az ilyen kiindulás elfogadása esetében is tartalmaz mate­
matikailag nem korrekt állításokat. Egyrészt két normális 
eloszlású változó tapasztalati szórásnégyzetének hányado­
sa nem X2 eloszlású, másrészt a kiugró észlelések elhagyá­
sa torzitja azt a statisztikát, amit a későbbi észlelések 
elbírálásához felhasznál./ Ezek miatt a javasolt eljárás 
vegyipari folyamatokra nem alkalmazható. Az a gondolat 
azonban figyelemreméltó és meggondolásra érdemes, hogy a 
Kalman-szürő alkalmazásával vagy anélkül, hogyan lehetne 
az adott pillanatot megelőző mérésekből eredő információt 
a korrekcióhoz és az elfogadhatóság ellenőrzéséhez felhasz­
nálni. A mérlegegyenletek korrekcióhoz való felhasználásá­
nak helyes megoldását jelenleg nem ismerjük. Az ellenőrzés­
hez való felhasználást egy korábbi közleményünkben már ja­
vasoltuk [4], a statisztika elfajulásának a problémája 
azonban ebben sincsen megoldva. A vizsgálat időpontját 
megelőző mérések figyelembevétele az aktuális állapot becs­
léséhez a rendszer dinamikus modelljének ismeretében lehet­
séges. Ezzel a problémakörrel első közös problémafelvető 
lépéseink után [13,14] Gertler János foglalkozik [15]. 
Ezért, és mivel a téma már inkább az irányitáselmélethez 
áll közelebb, ez a dolgozat az igy felvetett kérdést nem 
tárgyalja.
A mérési hibák kiegyenlitésének egy másik lehetősége a kor­
rekciók lineáris programozással történő meghatározása [28]. 
Ez az algoritmus természetesen nem normális eloszlás eseté­
ben szolgáltat maximum likelihood becslést. Az idézett köz­
lemény egyenletes eloszlású hibákat emlit. Ez az állitás 
nyilvánvalóan téves, hiszen egyenletes eloszlás esetén a 
lehetséges állapotok egyenlő valószinüségüek. Belátható, 
hogy a lineáris programozás a hibák szimmetrikus exponen­
ciális eloszlása /Laplace-eloszlás/ esetében ad maximum 
likelihood becslést [2o]. Hogy a gyakorlati hibakieegyenli- 
tési feladatok során melyik algoritmus alkalmazása helye­
sebb, azt a mérési hibák statisztikus vizsgálatával kellene
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eldönteni. Olyan - üzemi körülmények között végzett - 
vizsgálatokról azonban, ahol a különböző méréshelyek 
hibái közötti kovarianciákat, a hibáknak mint sztochasz­
tikus folyamatoknak autokovarianciáit és egyéb momentu­
mait, a "módszeres hibákat" mint sztochasztikus folyama­
tokat stb. elemezték volna, nincsen tudomásunk. Egyet­
len müszertipusról sikerült nullponthibákra vonatkozó 
adathalmazt szereznünk [34], ez azonban a kérdés eldön­
tésére messze nem elegendő. Ilyen jellegű mérések vég­
zésére - a vizsgálat megvalósitásának nehézségei és 
munkaigényessége miatt - sajnos magunknak sem volt le­
hetőségünk .
1.2 A mérések elfogadhatósága
Az előbbiekben vázolt hibakiegyenlitési eljárásokkal 
szoros kapcsolatban van a mérések elfogadhatóságának, 
vagyis a durva hibák felismerésének kérdése. Általáno­
san ismert tény, hogy a megszokott LKN becslés használ­
hatatlan eredményekre vezet, ha a mérési hibák között 
durva hibák is vannak. Ez matematikai-statisztikai érte­
lemben abból következik, hogy a LKN becslés csak egyen­
lő szórású, normális eloszlású mérési hibák esetében ek­
vivalens a maximális valószinüségi állapottal, az un. 
durva hibák viszont ilyen eloszlás mellett csak olyan 
ritkán fordulhatnának elő, hogy az gyakorlatilag kizár­
ható. A helyzet hasonló a mérési hibák mérlegegyenlete­
ket kielégitő LKN módszerrel történő kiegyenlítése esetén 
is. A szokásos LKN közelítés esetében az ellenőrzés a kö­
zelítés után maradó hiba eloszlása alapján végezhető. 
Fontos tény viszont, hogy - bizonyos feltételek teljesü­
lése mellett - a mérlegegyenletek felhasználásával egyet­
len összetartozó méréshalmaz alapján is következtetni le­
het arra, hogy tartalmaznak-e a mérések durva hibákat 
vagy sem.
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A véletlen mérési hibák ellenőrzésének megszokott módja 
az adott mennyiség mérésének többszöri ismétlése /"pár­
huzamos" mérések, elemzések stb./, és az igy kapott ér­
tékekből számitható empirikus szórásnégyzet összehason­
lítása a mérési módszerre vagy a műszerre megengedett 
hiba szórásnégyzetével. Ha a mérési hibák eloszlása nor­
mális és a módszer hibájának szórásnégyzetét eleve is­
mertnek lehet feltételezni, akkor a két mennyiség aránya 
X2 eloszlású, ennek ismeretében pedig hipotézisvizsgálat­
tal eldönthető, hogy a mérési hiba a tapasztalt szórás 
alapján elfogadhatónak minősithető-e vagy sem.
Ez a módszer üzemi mérések ellenőrzéséhez önmagában nem 
alkalmas, mert ezúton a gyakran előforduló erősen auto- 
korrelált hibák /módszeres hiba, kalibrációs hiba vagy 
nullponthiba/ nem mutathatók ki. /Ha pl. egy termoelem 
áramköre szakadt és a műszer mindig 0-t jelez, a mérés 
empirikus szórásnégyzete 0-nak adódna!/. Ugyanakkor, 
üzemi körülmények között az ilyen vizsgálat azért sem 
lehetséges, mert számitani kell arra, hogy a vizsgált 
változó valóságos értéke a mérések ismétlése közben vál­
tozik. Az ilyen hibák kimutatása etalonokkal való össze­
hasonlítással volna lehetséges, de ez eléggé körülményes 
és semmiképpen nem képzelhető el állandó ellenőrzés cél­
jaira. Az üzemi mérések ellenőrzésére olyan módszer volna 
célszerű, ami lehetőleg gyorsan, az üzem menetébe való 
beavatkozás, és külön e célra szolgáló hardware eszközök 
nélkül valósítható meg.
Számitógépes adatgyűjtés során általában az ellenőrzésnek 
azt a módját alkalmazzák, hogy az egyes méréshelyekhez 
alsó és felső korlátokat rendelnek, és a mérés eredményét 
akkor fogadják el, ha az a korlátok közé esik. Több válto­
zó egyidejű mérése esetén tehát az "összetett" mérést ak­
kor minősitik elfogadhatónak, ha a mért változók terében 
az azt jelképező pont a megfelelő alsó-felső korlátok
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által meghatározott sokdimenziós parallelepidedonba esik.
Az elfogadhatóság ilyen módon történő ellenőrzése csak a 
legdurvább hibák, mint mérővezeték szakadás, vagy zárlat 
stb. jelzésére alkalmas, másra viszont ez az eljárás sem 
gyakorlati, sem elméleti szempontból nem kielégitő. Mint­
hogy feltétlenül számitani kell ipari rendszerekben arra, 
hogy a mérendő változó valódi értéke a mérési hibához ké­
pest számottevő mértékben változik, a korlátokat úgy kell 
megválasztani, hogy az általuk meghatározott intervallum 
feltétlenül lefedje a lehetséges üzemállapotok teljes tar­
tományát. Elvileg ez a rögzitett korlátokkal történő ellen­
őrzés a mért mennyiségek egyenletes eloszlása esetében in­
dokolt: ami a korlátok közé esik, az számunkra egyenlően 
valószinü és elfogadható, ami azon kivül, annak a valószi- 
nüsége nulla, tehát elvetendő. Teljesen nyilvánvaló, hogy 
az ilyen eloszlás még a legnagyvonalubb közelítésként sem 
fogadható el, és ennek következménye az, hogy az ilyen 
módon történő ellenőrzés másodfajú hibáinak valószínűsége, 
tehát az, hogy hibás mérést is elfogad, igen nagy.
A másodfajú hiba valószinüségének csökkentésére lehet heu­
risztikus megoldásokat alkalmazni: a mérések ismétlését, 
a változás sebességének ellenőrzését és más változók mért 
értékeivel való összehasonlítását [17}.
Az alsó-felső korlátokkal történőnél hatékonyabb ellenőrzés­
hez valamiféle mozgó korlátokat, elfogadhatósági sávot sze­
retnénk definiálni.a változó valóságos értékek körül. Ez 
nyilván nem lehetséges, hiszen a valódi értékek ismeretlenek, 
de ha rendelkezésünkre állna a rendszer pontos matematikai 
modellje, vizsgálhatnánk, hogy a mérési eredmények milyen 
mértékben elégitik ki azt, illetve mondanak ellene. Ilyen 
pontos modellel sohasem rendelkezünk, de megfelel erre a 
célra a modell egy része is, igy a rendszerre felirható mér­
legegyenletek. Ezek teljesülése ui. szükséges feltétele annak,
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hogy a változók összessége egy lehetséges üzemállapotnak 
feleljen meg. Ugyanakkor a mérlegegyenletek bizonyos vál­
tozók között elvileg is pontos lineáris kapcsolatot je­
lentenek, igy lehetővé teszik azt, hogy bonyolult nemli­
neáris rendszerek esetén is a hibaellenőrzés céljaira 
lineáris részmodellt használjunk.
A vegyiparban és a vele rokon iparokban, mint a kohászat, 
kőolajfeldolgozás stb., ahol ömlesztett anyagok átalakí­
tása, feldolgozása folyik, ilyen részmodell a tömegmérleg, 
a komponensmérlegek összessége, esetleg az entalpiamérleg- 
gel kibővítve. Folytonos üzemekben az áramló mennyiségek 
közötti mérlegek alkalmazását korlátozza, illetve pontos­
ságukat csökkenti az, hogy nem állandósult állapotban a 
készülékek tárolókapacitásai forrásként vagy nyelőként je­
lentkeznek és ezeknek a mennyiségeknek a mérése legtöbb­
ször nincs megoldva. Ez a probléma megoldható úgy, hogy 
hosszabb időtartamra integrált mennyiségekre értelmezzük 
a mérlegegyenleteket, akkor ui. a kapacitások véges volta 
miatt az ebből származó relativ hiba csökken [42], vagy 
úgy, hogy felhasználjuk a rendszer közelitő lineáris dina­
mikus modelljét [14]. Végül, ha nem szükséges rendszere­
sen vagy tetszőleges időpontban végrehajtani, az is lehet­
séges, hogy az ellenőrzést csak a jó közelítéssel állandó­
sult állapotokban végezzük, amikor is ez a hiba nem jelent­
kezik.
Bármennyire is nyilvánvaló volt, hogy a mérési hibák ki­
egyenlítése csak olyankor megengedett, ha rendkívüli hibák 
nincsenek, ennek ellenőrzésére az értekezés szerzőjének 
Inzelt Péterrel és Jobbágy Máriával, mint társszerzőkkel 
publikált közleménye [2] előtt az irodalomban egzakt mód­
szert nem javasoltak. Ezt követően jelent meg Václavek egy 
tanulmánya az ellenőrzés elvéről, ez azonban csak a hipo­
tézisvizsgálat elemi alapelveit ismerteti, de konkrét mód­
szert nem. Egy másik közlemény [31] szintén foglalkozik a
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mérések elfogadhatóságának vizsgálatával, konkrét algorit­
must is javasolva, ez a vizsgálat azonban - ellentétben 
az általunk már előzőleg javasolttal - elvileg nem kellően 
megalapozott: a megengedett mérési hibák normális eloszlá­
sát feltételezve nem "legerősebb" és nem "megengedett".
A mérések elfogadhatóságának kérdésével az értekezés 3. 
fejezetében részletesebben foglalkozunk.
A hibakiegyenlitéshez és ellenőrzéshez egyaránt szükséges 
varianciamátrix meghatározása meglehetős nehézségekkel jár. 
Az egyes méréshelyeken fellépő hibák varianciái, tehát a 
varianciamátrix átlós elemei még csak többé-kevésbé meg­
becsülhetek [9], de semmiképpen nem lehetséges ezen adatok 
alapján az átlón kivüli elemek becslése. Az értekezés erre 
a kérdésre két helyen is kitér: a 3.1.2 pontban tárgyalja 
a közös hibaforrásból eredő hibák kovarianciájának számítá­
si lehetőségét, a 3.3 részfejezetben a mérések elfogadható­
ságának ellenőrzését elemzi a hiba varianciamátrix előze­
tes ismerete nélkül.
A 3.4 részfejezet a véletlen és módszeres hibák megkülön­
böztetésének lehetőségét ismerteti a mérleghibák vizsgála­
ta alapján. Az eddig ismert irodalom ezzel a kérdéssel sem 
foglalkozott.
1.3 A rendkívüli mérési hibák helye
Az ipari gyakorlat szempontjából fontos kérdés, hogy milyen 
módon lehet következtetni a rendkívüli hiba helyére, ha a 
mérések összessége elfogadhatatlannak minősül. A kérdés 
ilyen módon való felvetése eleve magában foglalja azt a fel­
tevést, hogy elfogadhatatlannak minősített mérések esetén 
nem az összes mérés hibája nagy, hanem azok közül csak egy, 
vagy legfeljebb kevés van rendkívüli hibával terhelve. Ez 
a feltevés azonban megengedhető, mert ellenkező esetben
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matematikai módszerek nem segitenek, és a teljes műszer­
park felújításra szorul. Gyakori ellenőrzés és rendszeres 
karbantartás mellett viszont annak a valószinüsége, hogy 
rendkívüli hiba több méréshelyen egyszerre lép fel - ha­
csak közös okuk nincs - rendkívül kicsi.
Régóta ismert tény, hogy elfogadhatatlanul hibás mérés ese­
tén a rendkívüli hibával terhelt mérés helye nem egyezik 
meg szükségszerűen a maximális mértékben korrigált mérés 
helyével [35]. Ez éppen annak a következménye, hogy rendkí­
vüli hiba esetén a hibák 0 várható értékű normális eloszlá­
sának feltételezése nem helyes, tehát a becslés nem felel 
meg a legvalószinübb állapotnak. Az idézett közlemény azt 
javasolja, hogy a mérések közül sorra egyet-egyet a méret­
lenek közé sorolva ismételjük meg a hibakiegyenlitést /való­
jában a hiba mértékének kiszámítása is elegendő volna/, és 
azt a méréshelyet tekintsük rendkívüli hibával terheltnek, 
amelyiknek elhagyása a korrekciókat /vagy a hibamértéket/ 
a többinél egyértelműen nagyobb mértékben csökkenti. Az el­
járás kétségtelenül ésszerű, hibája azonban, hogy számitó­
gépes megvalósitása meglehetősen körülményes, mert vagy 
minden variánsra minden alkalommal végig kell számolni az 
összes szükséges együtthatómátrixot, vagy ha az előre szá­
mított együtthatókat tárolni akarjuk, a tárolandó együttha­
tómátrixok száma, illetve a szükséges memória mérete a mért 
változók számával szorzódik.
Egy másik, igen szemléletes módszer Václavektől származik 
[43].Eszerint méréshelyenként megvizsgálandó, hogy a hozzá 
kapcsolódó csomópontok mérlegei milyen mértékben hibásak. 
Rendkívüli hibával terheltnek az a méréshely tekintendő, 
amelyre a kapcsolódó két csomópont mérlege ellenkező értel­
mű nagy hibát mutat. Ha a javaslatot azzal módosítjuk, hogy 
az egyes csomópontok rendkívüli hibáira a javasoltnál elmé­
letileg megalapozottabb kritériumot alkalmazunk, akkor ez a
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módszer is célravezetőnek látszik. Az előzővel összehason­
lítva ez kevésbé számításigényes, minthogy itt méréshelyen­
ként csak egyébként is ismert számok összehasonlítása szük­
séges .
Az értekezés szerzője Sztanó Tamással, mint társszerzővel 
az előzőktől eltérő algoritmust javasolt a rendkívüli hiba 
helyének keresésére [4]. Ez a módszer abból az elvi felte­
vésből indul ki, hogy egyidejűleg csak egy méréshely hibá­
jának várható értéke különbözik O-tól. így olyan algoritmus 
vezethető le, ami esetenként egyetlen mátrix-vektor szor­
zást igényel a hiba legvalószinübb helyének meghatározásá­
hoz. Ezt az algoritmust az értekezés 6.fejezetében ismer­
tetjük .
1.4 Mérlegegyenleteket kielégítő empirikus modellek
A mérlegegyenletekkel való ellentmondásmentesség kérdése 
az empirikus, vagy a közelitő matematikai modellekkel kap­
csolatban is felvetődik. A vegyészmérnök nyilvánvalóan 
azt az igényt támasztja bármilyen matematikai modellel 
szemben, hogy az ne mondjon ellene a világképének alapja­
it jelentő megmaradási törvényeknek még akkor sem, ha 
együtthatói egyébként semmiféle "kézzelfogható" fizikai 
tartalommal nem birnak. Ez az -elvárás azonban.hibával 
terhelt megfigyelések esetében általában nem teljesül,ha­
csak. az együtthatók becslése során arról valamilyen módon 
külön nem gondoskodunk. Mindezek ellenére tudomásom sze­
rint ezzel a kérdéssel ezideig a szakirodalom nem foglal­
kozott. A mérlegegyenleteket kielégítő lineáris, vagy 
együtthatókban lineáris matematikai modellek együttható­
becslését az értekezés szerzőjének egy közleménye [5] is­
merteti /Sztanó Tamással, mint társszerzővel/,és az érte­
kezés 4.fejezete tartalmazza. A dinamikus modellek és a 
mérlegegyenletek kapcsolatáról közlemény még nem jelent
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meg. Ezt a kérdést, beleértve a matematikai modellek 
mérlegegyenleteket kielégtő együtthatóinak becslését 
is, az értekezés 5.fejezete tárgyalja.
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2 MEGMARADÁSI TÖRVÉNYEK ÉS MÉRLEGEGYENLETEK
Az alábbiakban röviden összefoglaljuk a mérlegegyenle­
tekkel kapcsolatos fogalmakat és összefüggéseket. Nem 
célunk ezzel az összefoglalással uj elveket vagy meg­
oldásokat adni, célunk csupán a dolgozat szóhasznála­
tának és fogalomrendszerének egyértelművé tétele és 
elsősorban magának a mérlegegyenletek dolgozatban hasz­
nált jelentésének tisztázása. Ugyanakkor rámutatunk a 




Itt és a továbbiakban elemen azt a fizikai szubsztanci­
át értjük, amire a megmaradási törvényt értelmezzük. Ha 
a kémiában értelmezett elemeket, mint hidrogén, kálium 
stb. ettől meg kell különböztetni, azokat kémiai elem­
nek fogjuk nevezni. /Az elem szót használjuk még a meg­
szokott halmaz-, vektor- vagy mátrixelem értelemben is, 
remélve, hogy ez nem okoz félreértést./
A megmaradási törvényeket abszolút, vagyis a körülmények­
től független érvényű,és feltételes, vagyis csupán bizo­
nyos körülmények között érvényes megmaradási törvények 
osztályába sorolhatjuk. Utóbbi esetben a megmaradási tör­
vények érvénye is a körülményektől függ. Mig pl. elválasz­
tási műveletek során a kémiai vegyületekre is érvényesnek 
tekinthetjük a megmaradási törvényeket, egy atomreaktorban 
már a kémiai elemek megmaradási törvénye sem érvényes.
Az anyag hierarchikus felépitésének megfelelően a megmara­
dási törvények elemeit példaszerűen, a teljesség igénye 
nélkül a 2.1.táblázatban tüntetjük fel, elemenként egy-két
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olyan művelettel és rendszerrel, amelynél az adott elemre 








































A táblázatban adott elemekre csak a velük egy sorban és az ösz- 
szes felettük lévő sorban szereplő műveletek kapcsán értelmez­
hetők a megmaradási törvények. Adott műveletek esetén pedig 
csak a velük egy sorban és az összes alattuk lévő sorban sze­
replő elemek megmaradási törvényei érvényesek.
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A táblázatban szereplőkön kivül fennállnak a fizikából is­
mert abszolút megmaradási törvények az energiára, impulzus­
ra, impulzusmomentumra és tömegközéppontra. A vegyészmérnök 
gyakorlati tevékenysége során ez utóbbiak közül az esetek 
többségében csak az energiára és esetleg az impulzusra állit 
fel mérleget.
Közismert, hogy a tömeg és az energia megmaradásának törvé­
nye a tömeg-energia ekvivalencia értelmében egyenértékű, de 
a két megmaradási törvényt mégis egymástól függetlennek szo­
kás tekinteni. Ennek az az oka, hogy az általános mérnöki 
gyakorlatban a nyugalmi tömegnek más energiafajtákká törté­
nő átalakulása az összes tömeghez viszonyítva olyan kis mér­
tékű, hogy a mérési hibák miatt észlelhetetlen, mig a vele 
arányos energia átalakulás, vagyis a reakcióhő, fázisválto­
zási, szenzibilis stb. hő közönséges műszerekkel is jól mér­
hető .
2.1.2 M§gmaradási_egyenletek
Adott elem szempontjából zárt rendszeren a világnak egy olyan 
egyértelműen meghatározott részét értjük, amelyben az adott 
elemre vonatkozó megmaradási törvény fennáll. Az az állitás, 
hogy az adott elem szempontjából zárt rendszerben a szóbanfor- 
gó elem mennyisége időben változatlan,' a zárt rendszer definí­
ciójának közvetlen következménye. Az ismert megmaradási téte­
lek ilyen értelemben azzal az állítással egyenértékűek, hogy 
ilyen zárt rendszerek léteznek.
A megmaradási törvény képletszerü megfogalmazása a megmaradási 
egyenlet :
m(t2) = m(ti) , ti,t2 G T (2.1)
vagyis egy adott zárt rendszerben lévő m elemmennyiség a ti 
és t2 időpontokban egyenlő, tetszőleges ti, t2 6 T mellett.
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T az abszolút érvényű megmaradási törvények esetében a valós 
számok (—<»,оо) intervalluma, máskülönben a megmaradási törvény 
érvényességi időintervalluma.
Szokás a megmaradási egyenleteket elemmennyiség helyett az 
elemsürüség térfogati integráljával felirni, mivel azonban a 
továbbiakban nem tárgyalunk térben folytonos eloszlású rend­
szereket, ennek számunkra nincs jelentősége.
Szokásos másrészt a megmaradási törvényt a két tetszőleges 
időpontra vonatkozó egyenlőség helyett m(t) deriváltjával ki­
fejezni:
m(t) = 0  . t e T (2.2)
A (2.1) összefüggés azonban fogalmilag egyszerűbb és a belőle 
levezethető mérlegegyenletek általánosabbak, mivel az utóbbi­
val ellentétben nem kell differenciálhatóságot feltételezni.
Pl. csak egész értéket felvevő változók (darabáru) esetén 
differenciálhányadosról nem lehet szó.
2.2 Mérlegegyenletek
Mérlegegyenleteken a megmaradási törvénynek az adott elem vagy 
elemek szempontjából nyilt (vagyis nem zárt) rendszerekre való 
megfogalmazását értem.
Nem tekintem tehát mérlegegyenletnek az olyan összefüggést, 
amely valamilyen meg nem maradó mennyiség megváltozásával szá­
mol el, mint pl. az entrópia-"mérleg". Az olyan szóhasználat 
értelmében, amely ezeket is mérlegegyenletnek nevezi, az érte­
kezés forrás nélküli mérlegegyenletekkel foglalkozik. Nagy gya­
korlati jelentősége miatt eltekintek ettől a korlátozástól a 
reaktorok vegyületekre és konverziókra értelmezett mérlegei 
esetében. Ez formailag azért nem jelent nehézséget, mert az igy 
megfogalmazott mérlegegyenletek matematikailag a forrás nélküli
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mérlegekkel azonos módon tárgyalhatok.
Minthogy a mérgegyenletekkel kapcsolatban mindig feltételez­
zük a megmaradási törvény érvényességét, léteznie kell olyan 
zárt rendszernek, amelynek az általunk vizsgált nyilt rend­
szer vagy rendszerek a részrendszerei. Ha a teljes zárt rend­
szert nem ismerjük, a nyilt rendszer környezetével mindig ki- 
egészithető zárt rendszerré. így a mérlegegyenletek felállí­
tásakor mindig kiindulhatunk a részrendszerek összességére 
érvényes megmaradási egyenletből. Ez matematikailag megfogal­
mazva azt jelenti, hogy az "elemtartalom" a zárt rendszer 
részrendszereinek halmazán értelmezett additiv függvény.
A következőkben egy véges számú részrendszerre bontott zárt 
rendszert tekintünk. Kifejezzük a zárt rendszerben lévő elem­
mennyiséget, mint a részrendszerek elemtartalmainak összegét. 
Az elemátmenetekkel kifejezzük a nyilt részrendszerek elem- 
tartalmának adott időintervallumbeli megváltozását. így a 
részrendszertartalmak és az elemátmenetek között lineáris 
feltételrendszert nyerünk. Ez a feltételrendszer képezi az 
adott összetett rendszer mérlegegyenleteit.
Jelöljük I-vel a vizsgált rendszer diszjunkt részrendszereinek 
halmazát, és egy-egy részrendszert jelöljünk általában i-vel, 
speciálisan il,i2,...-vei:
I " {'C1, 2 , . . , -ч., . . . . -ч* yt j .
Jelölje továbbá mj(t) a teljes zárt rendszer, rn^ (t) az i rész- 
rendszer elemtartalmát a t időpontban. így a nyilvánvaló
I  m .(t) = m7(t) (2.3)
iel *
összefüggésből a megmaradási egyenlet
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l m.(t2) = I m.(tl) (2.4)
lei * lei /L
alakba irható, amiből az elemtartalmak tetszőleges tl idő­
pont óta tetszőleges tl-nél későbbi t2 időpontig bekövet­
kezett megváltozására:
I Am.(tl,t2) =0  (2.5)
lel /C
adódik, mint a megmaradási egyenlet részrendszer elemtarta­
lom változásokkal (növekedés) kifejezett alakja.
Rögzítsünk egy tO 6 T időpontot.
Jelöljük r -7 .„.(t)-vel a tO kezdő indőponttól tetszőleges
t időpontig az П  részrendszerből közvetlenül (vagyis más 
részrendszer érintése nélkül) az 12 részrendszerbe átment 
elemmennyiséget. Jelöljük Ar^j ^  ( tl, t2 )-vei és nevezzük 
elemátmenetnek a tetszőleges tl időponttól tetszőleges t2 
időpontig t7-ből közvetlenül 1 2 - b e átment elemmennyiséget. 
E szerint
Az egyes részrendszerek elemtartalmának megváltozásai nyil­
ván kifejezhetők az elemátmenetekkel:
Am • .(tl,t2) = I Ar. > j ( 11,12)- £ Ar., .(tl,t2)
4,/ xel * l e l  ’
tetszőleges tl,t2€T-re és minden l l e l - v e .
(2.6)
Az összefüggés egyszerüsitése érdekében vezessük be az ere­
dő elemátmenetek fogalmát. Jelöljük s^j ^(^J-vel a ‘tO kez­
dő időponttól tetszőleges t időpontig az 12 részrendszerből 
közvetlenül 1 1 - b e átment és az 11 részrendszerből közvetle­
nül 1 2 - b e átment elemmennyiségek különbségét:
31
s.U,.i2(t) = ri í , i l (t)-ri l , * i (t) •
Jelöljük A s : (ti,t2)-vel és nevezzük eredő elemátmenet-•"C / j ■'C L ' ■ ■----------
nek a tetszőleges ti időponttól tetszőleges t2 időpontig 
-c2-ből közvetlenül -cJ-be átment,és -c7-ből közvetlenül -c2-be 
átment elemmennyiségek különbségét. Eszerint egyrészt
As-c7,-c2(tl’t2) = S-cI,-c2(t2)_S-c7 ,-c2(tl) ’
másrészt
isil,.í2(tl>t2) = Ari 2 , ^ (tl>t2>-irií,i2(tl>t2) '
A (2.6) összefüggés az eredő elemátmenetekkel
Am.7(tl,t2) = I As., • (ti,t2) 4,/ ^eI x/,-c (2.7)
A (2.6) és (2.7) összefüggések felirhatók mátrix Írásmód­
dal is, az 1 összegező ("csupaegyes") vektor felhasználá­
sával .
A ti és t2 időpontok jelölését elhagyva legyen
ar =
(Дль.? ,Дт^2, . . • "
f o i l , i l Ar-c7,-c2 --- Ar., . ' -с 7 ,-си
Ar-c2,-c7 Ar-c2,-c2 --- Дг - я « -с2, -си
\ r i n , i l
Дг ■ „ .... -СИ, Л - 2 Дг ./СП, -СП
es
AS -
/ A s -c7 ,-с7 о m rsa • • • • A s  ., -с/
J A s -c2,-c7 A s -c2,-c2 --- A s ^ 2
\ s -cn, -С 7 A s -cn,-c2 --- A s «
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így a (2.6) és (2.7) összefüggés mátrix Írásmóddal*:
Дт =(AR'-AR)«1 (2.8)
és mivel
AS = A R ' - A R , 
következik, hogy
Дт =. AS • 1 (2.9)
A (2.6), (2.7) illetve (2.8), (2.9) összefüggések az 
adott egyelemü összetett rendszer mérlegegyenletei.
Ezek a mérlegegyenletek lineáris kapcsolatokat jelentenek 
а Дт. - elemtaftalom megváltozások és а Дг >.. ■ „ illetve
A s ^ i  £2 elemátmenetek között. Mégis, a (2.8) és (2.9) ösz- 
szefüggések ezt a kapcsolatot nem a lineáris algebra meg­
szokott vektortranszformációs alakjában írják le, mivel 
itt a mátrixelemek a változók, és az 1 vektor a transzfor­
mációs operátor. A Neudecker [32] által javasolt v e a { %) 
operátor alkalmazásával (lásd az F.1.függeléket) azonban 
mindkét összefüggés homogén lineáris alakra hozható:
VR*AvR = 0 ’ (2•lo)
ill.
va*Ava = 0 ' (2.11)
ahol V-5 illetve V kizárólag I részrendszerének számától,R О
azaz n(I)-től függő konstans mátrix. (n(»)-nel a halmazok 
vagy vektorok elemeinek számát jelöljük.)
Az összefüggésekben
*A mátrix transzponáltját '-vei jelöljük.
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AvR ÍAr-cl,irúri2,-t!' ‘ • * ' Лзг^ п,х:7 ' Л;|Гч:7, xL2 ' Лг>^ .2, ^ 2' ' ' *
' • ‘ ,Лгс7,-сп'Лгс2 , Лп * * ' ' , A r l n , l n ,Aml l  ,àml  2' ’ ' ' » Amtn )
tehát Av_. mérete:X\
n (Avr ) = n(I)•(n(I)+l) 
Másrészt
Ava 5
ahol Да a AS mátrix átló alatti elemeiből oszlopfolytonosan 
képzett n (í ) •(n (I )-1)/2 méretű vektor. AS ui. definíciójá­




• • • • A s «  «/ i\)>LVl, >C( П- / )
As*n,t7 ’ As-c3, f 2 5 ,Astn,t2»
А Да vektor képzését AS-ből az alábbi séma szemlélteti:
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Tehát részletezve:a
••• 9 Lsin,íl,hsií,íí’ • • • ,Asin,i(it-l )>
u > ••• 9 Дт. ) "*
Eszerint Av mérete: a
n(va) = n(I).(n(I)+l)/2
A (2.1o) illetve (2.11) összefüggések levezetését, és а 
Vtj, illetve V mátrixok részletezését az F.2 ill. F.3 
függelékben adjuk.
2.3 Többkomponensű rendszerek mérlegegyenletei
Az eddigiekben hallgatólag feltételeztük, hogy rendszerünk­
ben egyetlen elem van és a mérlegegyenletek ennek a forgal­
mára vonatkoznak. Az alábbiakban több elemet tartalmazó 
rendszereket vizsgálunk.
Aszerint, hogy a szóbanforgó rendszerben egy vagy több ele­
met értelmezünk, beszélünk egy- ill. többkomponensű rend­
szerről. Itt és a továbbiakban a komponens szót a megszokott 
nál általánosabban használjuk, bármilyen "elem"-et érthetünk 
rajta.
Az elemek definíciója értelmében egyéb feltételek hiányában 
a mérlegek elemenként függetlenek, és külön-külön alkalmaz­
hatók rájuk az előző pontban tárgyaltak. Közös változók ál­
tal összekapcsolt mérlegekre vezet azonban, ha a bennük sze­
replő változók nem azok az elemek, amelyekre a rendszer meg­
maradási törvényei vonatkoznak. A kémiai és vegyipari gya­
korlatban ez az eset gyakran fordul elő, ui. általában ve- 
gyületek vagy vegyületcsoportok mennyiségeit vagy áramait 
mérjük, a megmaradási törvények pedig kémiai reakció jelen­
létében ezekre nem érvényesek. Ilyen esetekben a mérlegegyen
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letek felállításának az a feltétele, hogy a komponensek 
egymásba való átalakulásának mennyiségi feltételeit is­
merjük. Vegyületek és kémiai elemek esetében a sztöchio- 
metriai egyenletek ezek az összefüggések. Ha a komponensek 
sztöchiometriai kapcsolatai ismertek, akkor - lényegében az 
azokat felépitő elemek megmaradási törvényeire alapozva - 
a többkomponensű rendszerek mérlegegyenleteihez hasonló 
módon jutunk el, mint egykomponensü esetben, kiegészítve 
az összefüggéseket részrendszerenként a komponenseknek a 
sztöchiometriai összefüggéseket kielégítő átalakulását le­
iró tagokkal. Az ezekben szereplő változók a különböző 
komponensek mérlegegyenleteinek közös változói. Ezek kap­
csolják össze a különböző komponensek mérlegegyenleteit 
egyetlen összefüggő egyenletrendszerré.
Jelöljük K-val a rendszerben értelmezett komponensek hal­
mazát :
K = {kJ, kl, ...» fe, . . . fen}
Jelöljük L-lel a rendszerben értelmezett reakciókat és en­
nek egy-egy elemét általában £-lel, speciálisan 1 1 , £2,...
... £n-nel:
L = { 1 1 , 1 2 , ...£,...£n}
Jelöljük továbbá v,, .-val a. fe komponens sztöchiometriai
együtthatóját az £ reakcióban (a képződő komponenseket te­
kintve pozitivnak) és legyen
a fe komponens együtthatójából képzett n ( L ) elemű vektor és
V£J,feí V£7,fe2
V £2,fe? v £2,fe2
V£í,fen 
v£2,fenN 5 • • • •
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az együtthatók n ( L ) * n ( K )  méretű mátrixa.
Jelöljük z^. ^(t)-vel a rögzített tO kezdő időponttól tet­
szőleges t időpontig az £ reakcióban egységnyi sztöchiomet 
riai együtthatójú komponensnek az £ részrendszerben képző­
dött mennyiségét. Jelöljük Az^(ti,t2)-vei és nevezzük át­
alakulásnak a tetszőleges ti időponttól, tetszőleges t2 
időpontig az £ reakcióban egységnyi sztöchiometriai együtt 
hatóju komponensnek az £ részrendszerben képződött mennyi­
ségét. E szerint
Az^^(tl,t2) = z^ ^(t2 )-2^д( ti ) 
Az időpontok jelölését elhagyva, legyen
/ Az£ 7, £ 7 Az£7,£2 • • • • Д z ., „ 4.1 , I n
az = Az£2,£7 Az£2,£2
• • • • Az£2,£n
\ Az .4 4 . n , l 7 Az£n,£2 • • • • Az£n,£n
ezen átalakulások n(I)*n(i) méretű mátrixa.
Többkomponensű rendszerek esetében az £ részrendszer fe 
komponenstartalmának [tl,t2]-beli megváltozását (növekedé­
sét) jelöljük Дт^ ^-val, a fe komponenstartalom megváltozá­
sát az összes részrendszerre az n(I) elemű Am^ vektorral, 
és az összes komponenstartalom megváltozást az n ( l  ) mn ( K )  
méretű
ДМ =
.... Am-, . 
4.1 , fen
Л т с2, fel A m t2,fc2 . . . . A m  . л , 4.2, fen
A m £n,fel Л т « д г • • • • A m  - 1 4.n, fen
mátrixszal.
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Egyszerű /azaz részrendszerekre nem osztott/ zárt rend­
szerben a komponenstartalmak megváltozása kizárólag az 
átalakulások következménye. Ezt az ismert sztöchiometriai 
egyenletek Írják le. Jelöléseinkkel:
/itt - tekintettel arra, hogy egyszerű rendszerről volt 
szó - az i indexeket elhagytuk./
Összetett rendszerben minden részrendszerre figyelembe 
vesszük komponensenként a részrendszerek közötti komponens­
átmeneteket és a reakciók következtében bekövetkező kompo­
nenstartalom megváltozásokat. Ezek együtt adják az adott 
komponens adott részrendszerbeli mennyiségeinek megválto­
zását. Rövidség kedvéért csak a As^j k erec*° komponens­
átmenetekkel foglalkozunk / - c l , i2el és k eK . / .
Az eredő komponensátmeneteket az eredő elemátmenetekkel 
analóg módon jelöljük, a komponensnek megfelelő indexszel 
is ellátva. így As^j fe a időintervallumban az
11 részrendszerből közvetlenül az i2-be átjutott k komponens 
eredő mennyiségét jelöli.
Képezzük komponensként az egykomponensü rendszereknél tár­
gyalt módon ezekből az n(I)*n(I) méretű antiszimmetrikus 
AS^ mátrixokat, ezek főátló alatti elemeiből oszlopfolyto- 
nosan az n ( o )  elemű Aa^ vektorokat, végül ezek egymás mellé 
Írásával a
(2.12)
ДХ = (Даь,,ДаЬ2,• • • 9
mátrixot.
Ezen jelölések bevezetésével a k komponens mennyiségének 
[tl,t2] időintervallumbeli megnövekedése az -cl részrendszerben
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1 As/j j o  h + £ 12el 'LI’'C‘*IZ zeL V ,n , z  l , k = Дт-i  1,  k (2.13)
Ebből a k komponens mérlegegyenletei az F.3 függelékben 
definiált C együtthatómátrixszal:
C *Aa.+ AZ*v, = Дт,o k  k k (2.14)
A valamennyi megváltozást leiró mátrix egyenlet ebből, a 
Am^ vektorok egymás mellé Írásával:
С *ДЕ+Дг*Ы = ДМ , (2.15)а ’
ahol
ДМ = .... Дты ) .
Ez az összefüggés foglalja magába a többkomponensű össze­
tett rendszer mérlegegyenleteit. Ezek a mérlegegyenletek 
lineáris kapcsolatot jelentenek a Дт^  ^tipusu komponens­
tartalom megváltozások, a As^j ^  fc "tipusu komponens átme­
netek és a Az• n tipusu komponens átalakulások között. A4* у "V-
(2.15) összefüggésben a ДT. változó jobbról, a AZ változó
balról szorozza a rendszer szerkezetét leiró C , illetveо
sztöchiometriai kapcsolatait kifejező N együtthatómátrixo­
kat, a mátrixegyenlet megoldása tehát a lineáris algebra 
megszokott fogalomrendszerének keretei között nem formali­
zálható. A már az előzőkben is alkalmazott x>eo{%) operá­
tor alkalmazásával azonban az összefüggés az összes válto­
zóra kifejezett homogén lineáris egyenletrendszerré transz­
formálható :
VKAvK = О (2.16)
Ebben az összefüggésben V állandó, csak n(I)-től, n(K)-tól,1\
n(L)-től és N-től függ, AvK pedig
oec ( AZ ) 




A (2.16) összefüggés levezetését az F.1! függelék tartalmaz­
za a mátrix részletezésével együtt.
2.4 A változók szelektálása
A (2.11) illetve (2.16) összefüggések elvi jelentősége, 
hogy származtatásuk megmutatja a megmaradási törvények és 
a mérlegegyenletek kapcsolatát. A gyakorlatban ezeket ilyen 
alakban ritkán használjuk, mert a részrendszerek közötti 
teljes kapcsolat gráfot feltételezik, vagyis a részrendsze­
rek közötti összes elképzelhető eredő elem illetve komponens­
átmenetet tartalmazzák. Ez az eset a valóságban nemigen for­
dul elő, sokkal gyakoribb az, amikor a valóságos kapcsolatok 
az összes elvileg lehetségesnek csak kis hányadát teszik ki.
A levezetés során mégis a teljes gráf feltételezése volt cél­
szerű, mert ez áttekinthetővé és egyszerűvé tette a változók 
jelölését, és ezen keresztül a mérlegegyenletek felállítását.
Megjegyezzük, hogy a AS elem- ill. komponensátmenet mátrix 
ekvivalens a Kafarov [21] féle terminológia szerinti áram­
gráffal, feltéve hogy az utóbbiban bármely két részrendszer 
(csúcs) között komponensként legfeljebb egy áram van.
Konkrét számítások során célszerűtlen volna a nem létező kap­
csolatoknak megfelelő átmeneteket jellemző változókat megtar­
tani és valamennyinek 0 értéket adni. Hasonlóképpen célsze­
rűtlen volna a komponens átalakulásoknál is minden részrend­
ben minden lehetséges reakciót értelmezni, mivel egy-egy re­




Végül (tároló-)kapacitás nélküli részrendszerek esetén 
szükségtelenek az elem- illetve komponenstartalom meg­
változásokat kifejező változók, minthogy ha a részrend­
szer nem tárol figyelembe veendő mennyiségű elemet il­
letve komponenst, akkor nyilvánvalóan annak változása is 
zérusnak tekintendő.
Gyakorlati számitások során elég a (2.11) ill. (2.16) 
összefüggések változói közül a valóban értelemmel biró- 
kat figyelembe venni, és a reális értelemmel nem biró 
változókat az azoknak megfelelő együtthatómátrix oszlo­
pokkal együtt célszerű elhagyni. Ezek figyelembevételé­
vel a (2.11) ill. (2.16) összefüggés már alkalmas arra, 
hogy a gyakorlat által felvetett problémák megoldó algo­
ritmusainak alapjául szolgáljon, beleértve az együttható­
mátrixok számitógépes előállitását is.
Az eddigi elveknek megfelelően felállított lineáris mérleg­
egyenleteket a továbbiak során indexelés nélkül
V*Av = 0 (2.17)
val fogjuk jelölni.
A V mátrix nyilván n(b)*n(v) méretű, ahol n(b) a mérleg­
egyenletek, n(v) a mérlegegyenletekben szereplő változók 
száma. Az n(v) elemű Av vektor elemeit a továbbiakban 
mérlegváltozóknak fogjuk nevezni. V rangja gyakorlati ese­
tekben kisebb a mérlegváltozók számánál. Feltehető továbbá 
az általánosság megszorítása nélkül, hogy sorainak száma a 
rangjával egyenlő:
r(V) = n(b ) ,
ellenkező esetben ui. a lineárisan függő sorok elhagyásával, 
a mérlegegyenletek tartalmi változtatása nélkül az egyenlőség
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elérhető.
Megjegyezzük, hogy egy komponens és tárolókapacitás nélkü­
li részrendszerek esetében a nem létező kapcsolatoknak meg­
felelő oszlopok elhagyásával adódó V mátrix a rendszer ele­
meiből, mint csúcspontokból, és az elemek közötti áramkap­
csolatokból, mint élekből képzett irányított gráf illeszke­
dési mátrixa.
2.5 Differenciális mérlegegyenletek
Eddig a mérlegegyenleteket O-tól különböző, véges, pozitiv 
időintervallumra értelmeztük a 2.1.2 pontban kifejtett 
okok miatt. Folytonos üzemü technológiai rendszerek eseté­
ben azonban leggyakrabban az elemek áramlási sebességeit 
ismerjük közvetlenül /azaz elemmennyiség/idő dimenzióju 
mennyiségeket/. Az alábbiakban megmutatjuk, hogy az ezekre 
a mennyiségekre vonatkozó mérlegegyenletek könnyen származ­
tathatók az időintervallumra értelmezett mérlegegyenletek­
ből.
Induljunk ki ehhez a [tl,t2] intervallumra értelmezett (2.16) 
mérlegegyenletből és osszuk el azt t2-tl-gyel:
V» Av t2-tl z 0 ' (2.18)
л
Ebben Av» -fc-2-tl nem m^s 5 min_t a v integrális mérlegváltozó 
vektor differenciahányadosa. Ha a v vektor minden eleme az 
idő differenciálható függvénye, akkor rögzitett ti mellett 
a szokásos t2-*tl határátmenettel a
l i m  V» Av» — ^  . = V»-è = V» v = 0 (2.19)
t2+tl t2-tl Ж
differenciális mérlegegyenlet adódik, figyelembe véve, hogy V 
csak a rendszer szerkezetétől függ, tehát állandó. A Av mérleg­
változó vektor elemei a 2.3 részfejezetbeli értelmezés szerint
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A s £2  fi tipusu elemátmenetek, Az^ £ tipusu átalakulások 
és Airi£  ^tipusu elemtartalom változások.
А V differenciális mérlegváltozó vektor elemei ezek idő 
szerinti differenciálhányadosai, amik az alábbi közismert 
fogalmak:
S£j £2  ^az részrendszerből t2-be átáramló k komponens
előjeles áramlási sebessége,
•Z£ £ az t részrendszerben lejátszódó Z átalakulás előjeles 
sebessége és
m£ k az Z részrendszerben tárolt k komponens mennyiségének 
előjeles megváltozási sebessége,
valamennyi mennyiség/idő dimenzióban.
Megjegyezzük, hogy nu  ^mérésére sokszor nincs közvetlen le
hetőség. Ilyen esetben a differenciális mérlegegyenleteket
csak akkor lehet alkalmazni, ha az elemtartalom változások
viszonylag kis sebessége miatt az m . , tipusu változókat, . -t » ”tartalmazó tagokat az s .7 , és z. » tipusu változókat
tartalmazó tagok mellett el lehet hanyagolni, vagy ha az 
elemtartalom változási sebességeket a többi változó értékek 
bői számitani lehet.
Ennek figyelembevételével természetesen a változók szelektá 
lására a 2.4- részfejezetben tett megállapitások értelemsze­
rűen a differenciális mérlegegyenleteknél is érvényesek.
Mindezekből a differenciális mérlegegyenletekre vonatkozóan 
az alábbi két következtetés is levonható:
Azonos részrendszer kapcsolatok esetén a mérlegegyenletek 
V együtthatómátrixa az időintervallumra értelmezett és a 
differenciális mérlegegyenleteknél azonos.
A kétféle mérlegegyenlet alakilag is azonos: mindkettő
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W  = 0 ( 2.2o)
alakú. Ebből kifolyólag a további fejezetekben tárgyaltak 
bármelyik módon értelmezett mérlegegyenletre egyaránt al­
kalmazhatók .
Rámutatunk végül arra, hogy ha пь  ^ = 0 minden i , k  párra, 
akkor a (2.19) mérlegegyenletek a hálózatelmélet csomóponti 
Kirchhoff törvényét képviselik,a részrendszerekkel, mint 
csomópontokkal.
Itt jegyezzük meg, hogy olyan feladat is lehetséges, amikor 
részben differenciális, részben integrális mérlegváltozók 
között kell mérlegkapcsolatot megfogalmazni. Ilyen esetben 
a rendszer dinamikus leirására is szükség van. Ez az érteke­
zés keretein kivülre vezetne, ezért ezzel a témával itt nem 
foglalkozunk.
2.6 Kiegészítő feltételek
Gyakorlati alkalmazások során előfordul, hogy a mérlegegyen­
leteket további változókkal és egyenletekkel célszerű kibő­
víteni. Bár az igy kibővített egyenletrendszerek már kilép­
nek az eddigiekben tárgyalt, szigorúan a megmaradási törvé­
nyekre épülő valóságos mérlegegyenletek keretei közül, meg­
engedhető és indokolt az ilyen bővítés, ha a kiegészítő fel­
tételek a megmaradási törvényekhez hasonló szigorúsággal ér­
vényesek. Az ilyen feltételi egyenleteknek a mérlegegyenle­
tek közé sorolása különösen akkor indokolt, ha formailag sem 
jelentenek lényeges változást a mérlegegyenletek rendszeré­
ben, tehát ha a kiegészítő feltételek rendszere is lineáris.
Kiegészítő feltételi egyenlettel fogalmazható meg két kompo­
nensáram egyenlőségének előírása. Ez a gyakorlatban akkor 
fordulhat elő, ha egy elválasztási műveletnél az egyik kom­
ponens kizárólag az egyik áramban távozik: pl. kiforralás
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elhanyagolható tenzióju abszorbensből, vagy kondenzáció 
olyan gázelegyből, ahol a gáz nem kondenzálódó komponen­
sei nem oldódnak a kondenzátumban.
Ilyen tipusu feltételre vezet, ha valamely áram összeté­
tele rögzitett. Ez leggyakrabban olyan esetekben fordul 
elő, ha a rendszer egyik bemenete levegő.
Mind a kétféle kiegészítő feltételre bemutatunk egy-egy 
példát az F.5 függelékben.
2 . 7 Mért mennyiségekre vonatkozó mérlegegyenletek
Az előzőkben tárgyalt (2.2o) alakú mérlegegyenletek mind­
addig csak elvi jelentőségűek, amig azokat a rendszer ál­
talunk nem ismert valódi változó értékeire vonatkoztatjuk. 
Kísérleti eredmények vagy üzemi mérések értékelése során 
azonban hibával terhelt mért mennyiségek közötti kapcsola­
tokról van szó. Ebben a részfejezetben ezt a kérdéskört 
elemezzük.
2.7.1 Ismeretlen_mennyiségek_számitása_merlegegYenletekből
A mindennapi gyakorlatban ritkán fordul elő, hogy a válto­
zók vektorának minden elemét mérjük. Vannak változók, ame­
lyek értékét eleve pontosan ismerjük /igen gyakran tudjuk 
valamely komponens áramáról, hogy zérus/, másokat viszont 
éppen a mérlegegyenletekből kivánunk kiszámítani. Általá­
ban a változókat a rájuk vonatkozó ismereteink szerint há­
rom osztályba sorolhatjuk: a pontosan ismert értékű w, a 
mérés utján megfigyelhető értékű x és a méretlen /és isme­
retlen értékű/ y változókra. Ezekkel a jelölésekkel
x Pv (2.21)
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ahol P olyan n(v)*n(v) méretű permutáló mátrix, amely a 
V vektor elemeit a fentiek szerint rendezi át.
Minthogy a permutáló mátrixokra fennáll, hogy
P -1 = P" ,
a (2.21) összefüggésből nyilván
Vv = VP"Pv
Vezessük be értelemszerűen a
(2.22)
VP" = (wj xj Y)
jelölést, ahol a W, X ill. Y mátrixok az eredeti V együtt­
hatómátrix w, x ill. y vektorok kiválasztásának megfelelő 
n(w), n(x) ill. n(y) számú oszlopából képzett n(b) sorú mi­
norai. így a (2.17) ill. (2.19) összefüggés a
Ww+Xx+Yy = 0  (2.23)
alakot ölti. Mivel mind W, mind w ismert és legtöbbször ál­
landó, célszerű az
u = -Ww
jelölést bevezetni, amivel tehát a mérlegegyenletet az
Xx+Yy-u = 0  (2.24)
alakban nyerjük. Az ismert vagy becsülhető mennyiségeket a 
q = u-Xx
vektorba összevonva y-ra az
Yy = q (2.25)
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általános lineáris egyenletrendszer adódik. Az "általános­
ságon" itt azt értjük, hogy az ismeretlenek n { y) száma és 
az egyenletek n(q) =n(b) száma nem feltétlenül egyenlő.
Ebben a pontban és a további fejezetekben azt a gyakorlati 
mérési hiba elemzés szempontjából érdekes esetet vizsgál­
juk, amikor a mért és ismeretlen változók számának összege 
nagyobb a mérlegegyenletek számánál /feltételezve az előzők 
értelmében, hogy V mátrix rangja a sorok számával egyenlő/.
Ha az összeg az egyenletek számával egyenlő volna, akkor ui. 
valamennyi változó értéke a mérlegegyenletekből u ismereté­
ben számitható lenne, tehát mérésekre nem volna szükség. Ha 
az összeg az egyenletek számánál kisebb lenne, a mérlegszá- 
mitás szempontjából a feladat értelmét vesztené.
A lineáris egyenletrendszerek megoldhatóságára vonatkozó 
ismert tételek értelmében (2.25)-ben
a/ y-ra megoldás akkor és csak akkor létezik, ha a q vektor 
az Y együtthatómátrix oszlopainak lineáris kombinációja,
b/ ha van megoldás, az akkor egyértelmű, ha az Y mátrix osz­
lopai lineárisan függetlenek.
A b/ feltétel teljesülése a mérőhelyek megválasztásán múlik. 
Ebben a dolgozatban ezzel a kérdéssel részletesebben nem 
foglalkozunk. Csupán arra mutatunk rá, hogy a mérőhelyek he­
lyes megválasztásának ellenőrzése éppen ezen feltétel vizs­
gálatával lehetséges. A kérdéskör részletesebb tárgyalása 
Václavek erre vonatkozó publikációjában található [45]. A 
b/ feltétel teljesülését a továbbiakban feltételezni fogjuk. 
Ellenkező esetben ui. a műszerezés nem teszi lehetővé, hogy 
a rendszer egészéről akárcsak közelitő információt is sze­
rezzünk .
Az a/ feltételt a valóságos x, y és u vektorok az előző rész­
fejezetek értelmében szükségszerűen kielégitik. Ha azonban a
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(2.25) összefüggésben a sorok száma (n(q)) az ismeretlenek 
számánál ( n ( y ) )  nagyobb, akkor létezik olyan q vektor, ami­
vel az egyenletrendszer ellentmondó, és ha q folytonos el­
oszlású valószinüségi vektorváltozó, akkor az egyenletrend­
szer csak 0 valószinüséggel teljesül. Megjegyzendő, hogy a 
b/ feltétel teljesülése esetén mindig megoldható az 
n(y) = n ( q) eset, amikor a méréshelyek száma a minimálisan 
szükséges, az n ( q) > n ( y) egyenlőtlenség pedig azt jelenti, 
hogy a minimálisan szükségesnél több helyen mérünk, és igy 
a "redundáns" mérések lehetővé teszik a mérési eredmények 
hihetőségének vizsgálatát.
Ha az a/ és b/ feltételek teljesülnek és n ( q) > n ( y), továbbá 
rendelkezünk x-re valamiféle x becsléssel, akkor (2.24)-ből 
az y ismeretlenek y becslese meghatározható. Válasszunk ehhez 
egy olyan n(q)*n(q) méretű Q mátrixot, amelynek n(y) sorát 
/jelöljük Q^-gyel/ az Y oszlopai által kifeszitett altérre 
nem ortogonális n(y) számú lineárisan független sorvektorok, 
fennmaradó n ( q ) - n ( y )  sorát /jelöljük Q2~vel/ Y oszlopaira 
ortogonális alteret kifeszitő lineárisan független sorvekto­
rok képezik:
így a Q^Y szorzat nem szinguláris, és 
Q2Y = 0
Ilyen Q mátrix létezik, mivel előzetes feltételezésünk értel­
mében r ( Y ) = n (y).
A (2.24) összefüggés Q-val élőiről megszorozva két részre 
bomlik :
Q1Xx+Q1Yy-Q1u = 0 (2.26)
(2.27)Q2Xx+Q2Yy-Q2u = О
Az utóbbi, (2.27) összefüggésben az ismeretlen y-t tartal­
mazó tag zérus, igy ez feltételrendszer x-re: a (2.24) 
összefüggésnek csak az n(q)-n(y) sorból álló
Q 2X x - Q 2u  = 0  (2.28)
feltételt kielégitő x-ekkel van megoldása.
Mivel sorainak száma n(y), következik hogy a (2.28) ösz- 
szefüggés az n(x) számú mért változóra n(q)-n(y) számú li­
neáris feltételt jelent. Az egyenletek és a változók szá­
mára vonatkozó egyenlőtlenség értelmében nyilván
n(x) > n(q)-n(y) ,
vagyis a feltételrendszer a lehetséges x vektorok halmazát 
egy n(x)+n(y)-n(q) dimenziós lineáris alakzatra korlátozza.
Ha már ismerjük x-nek egy (2.28)-at kielégitő x becslését, 
akkor у meghatározására a (2.26) összefüggés használható 
fel. megválasztása miatt a Q^Y szorzatnak van inverze,
igy
Y = (Q1Y) ~1Q1(u-Xx) . (2.29)
Minthogy Q-t sokféleképpen választhatjuk, a feladat megol­
dására több lehetőség is kínálkozik.
Gyakorlatilag igen egyszerű algoritmushoz jutunk a
í  I i 0 \
választással, ahol az 1 index a szóbanforgó mátrix n(y)
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sorból álló felső, a 2 index n(g)-n(y) sorból álló alsó 
minorára vonatkozik:
/Q ilyen megválasztásának természetesen az a feltétele, hogy 
Y“1 létezzék/ . így az
(X2_Y2YllXl)*_(U2~Y2Yllul) = ° (2.31)
feltételrendszert és y kiszámítására az
Y = Y^1(u1-X1x) (2.32)
összefüggést kapjuk.
Az algoritmus aránylag kis müveletigényü, mert a Q^-gyel 
való szorzás valójában csak minor kiválasztásként jelentke­
zik. Hátránya, hogy előzetesen meg kell győződni Y^ inver­
tálhatóságáról .
A részletek ismertetése nélkül megjegyezzük, hogy ha Y^-et 
nem kimondottan Y felső kvadratikus minorának, hanem alkalmas 
soraiból képzett invertálható minorának tekintjük, akkor áz 
ismert Gauss eliminációs invertálási technikát igen egyszerű­
en lehet úgy módosítani, hogy a teljes Y mátrixból kiindulva, 
az eliminációval egyidejűleg történjék meg azoknak a sorok­
nak a kiválasztása, amelyekből képzett kvadratikus Y^-nek 
létezik inverze [12]. Nyilvánvaló, hogy ebben az esetben az 
 ^ index az igy kiválasztott sorokból képzett mátrixokat ill. 
vektort, a 2 index a fennmaradt sorokból tetszőleges, de vala­
mennyi mátrixra ill. vektorra azonos sorrendben képzett mino- 
rokat jelöli. Hasonló módosítással alkalmazható ugyanerre a 
célra az ortonormált Q transzformációs mátrixot előállító 
Householder-féle QR transzformáció is /lásd pl. a [33] hivat­
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kozást/. Ez utóbbi előnye a Gauss eliminációval szemben 
rosszul meghatározott /ill conditioned/ mátrixok esetében 
mutatkozik meg, igen jó numerikus stabilitásában.
Megjegyezzük, hogy Q^-nek maga is választható volna, 
ami y meghatározására a LKN módszer technikáját jelente­
né. Ez azonban az egyszerű eliminációnál müveletigényesebb 
és az előzőkhöz képest semmi előnyt nem jelent.
Az ismeretlen mennyiségek számitása tehát a mért mennyisé­
gek egy becsléséből a (2.29) ill. speciálisan a (2.32) 
összefüggés szerint történhet, ha a méréshelyek megválasz­
tása ezt lehetővé teszi. Ahhoz azonban, hogy az alapvető 
(2.20) mérlegegyenletnek egyáltalán legyen megoldása, a 
becsült értékeknek ki kell elégiteniök a (2.28) ill. spe­
ciálisan a (2.31) feltételrendszert.
Ha bevezetjük az
A = Q2X és b = Q2u 
ill. speciálisan az
A = X2-Y2Y1"1X1 és b = u 2-Y2Y£1u1
jelöléseket, akkor a (2.28) ill. a (2.31) feltételrendszer 
az
Ax-b = О (2.33)
alakba irható. A további tárgyalás során az összefüggést 
ebben az alakjában fogjuk felhasználni.
2.7.2 Speciális_esetek
Az előző pontban azt a legáltalánosabb esetet tárgyaltuk, 
amikor a rendszer áramai között pontosan ismertek, hibával 
terhelt mérések utján ismertek és ismeretlenek egyaránt 
szerepelnek. Most röviden áttekintjük azokat a speciális
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eseteket, amikor ezek egyike-másika nem szerepel.
2.7.2.1
Pontosan ismert mennyiségek nincsenek:
A (2.22) összefüggésben w nem szerepel. A további össze­
függések formálisan a




A (2.22) összefüggésben y, VP" felbontásában Y nem szerepel 
A további összefüggésekben az ezek bármelyikét /beleértve 
Y minorait is/ szorzó tényezőként tartalmazó tagok zérusok 
Az y számítására szolgáló (2.29) ill. (2.32) összefüggés 
értelmét veszti. A (2.33) összefüggés
A = X és b = u
helyettesitéssel érvényes.
2.7.2.3
Valamennyi változó mért mennyiség:
A változók becsült értékeivel a (2.20)összefüggésnek telje 
sülnie kell. A (2.33) összefüggés az
A = X = V és b = 0
helyettesitéssel érvényes.
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2 . 1 . 2 . 4
Mért mennyiségek nincsenek:
A (2.22) összefüggésben x, VP " felbontásában X nem szerepel.
A további összefüggésben az ezek bármelyikét /beleértve X 
minorait is/ szorzó tényezőként tartalmazó tagok zérusok.
A feladat csak akkor oldható meg egyértelműen, ha Y kvad­
ratikus és nem szinguláris. Ekkor:
y = Y-1u
Az x-ekre vonatkozó feltételrendszer /(2.28) ill. (2.31)/ 
értelmét veszti.
A feladat ilyen formában tervezési számításokban fordul elő.
2.7.2.5
Valamennyi változó ismeretlen:
A feladat értelmét veszti. Kizárólag mérlegegyenletekből, 
más információ nélkül a változók kiszámítása nyilván lehetet 
len.
2.7 .2.6
Valamennyi változó pontosan ismert:
A megoldás triviális. A változók pontos értékei szükségszerű 
en kielégítik a mérlegegyenleteket.
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3 A MÉRÉSI HIBÁK ELEMZÉSE
Ez a fejezet az előzőnek arra a megállapítására épül, hogy 
a mérlegegyenletek a rendszer mérlegváltozói közötti lineá­
ris kapcsolatok, és hogy a valóságos x mérlegváltozókra 
teljesül az
Ax-b = 0
feltételrendszer, ahol A n(f)*n(x) méretű, 
r(A) = n(f) 
rangú mátrix, ahol 
n ( x ) > n ( f )
Hibaelemzésen - a gyakorlat igényeinek megfelelően - az 
alábbi kérdések vizsgálatát értjük:
a/ A rendszerre vonatkozó előzetes ismereteink alapján el­
fogadhatónak tekinthetünk-e egy összetartozó mérést, 
vagy azok egy sorozatát?
b/ Mi a rendszer legvalószínűbb állapota a mérések és az 
előzetes ismeretek figyelembevételével?
с/ Ha az a/ szerinti vizsgálat alapján a mérést vagy mérés- 
sorozatot nem fogadjuk el, vajon melyik méréshely a jel­
zett durva hiba legvalószínűbb forrása?
3.1 A változók és eloszlásuk
3.1.1 Def ÍDÍ9±23S_éi_Íél2iliéíS
A 3.fejezetben az alábbi jelölési konvenció következetes al­
kalmazására törekszünk: a változó valóságos értékét a föléje 
irt v jellel, mért, vagy a méréssel közvetlenül kapcsolatos 
értékét ~  jellel, becsült értékét л jellel különböztetjük 
meg. A felső jelzés nélküli jelölést csak a változó megjelö­
54
lésére általában, integrációs változóként vagy sűrűség­
függvényének független változójaként használjuk.
^ »Az x-x különbséget általában hibának nevezzük és d-vel
jelöljük:
, Vd = x-x
Az x-x különbséget általában korrekciónak nevezzük és c- 
vel jelöljük:
c = x-x
Az Ax-b vektort általában mérleghibának nevezzük és f-fel 
jelöljük:
Ax-b = f
A felsorolt fogalmak valódi, mért és becsült mennyiségei­
nek definicióját a 3.1 táblázat foglalja össze.
3.1.2 A_mérési_hibák_és_mért_ertékek_feltételezett 
eloszlása
Ebben a pontban tételesen felsoroljuk a továbbiakban al­
kalmazott feltevéseinket a mérési hibák eloszlására vonat­
kozóan .
3.1.2.1
A mérési hibák a mérlegváltozóktól függetlenek. Ebből kö­
vetkezően
E [ d x ' ) -  E { d)*x" (3.1 )
3.1.2.2
A mérési hibák n(x) változós együttes normális eloszlásuak:
d ~ W / \ ( © jV-v) (3.2)n ( X ) u
ahol © a d  mérési hiba várható értéke, V~ d varianciamátrixa.










hiba Vd = x-x V  V  Vd = x-x = 0
a valódi 
mérlegváltozó 
hibaj a ,ami nyilván 
zérus






korrekció c = x-x V  V  —  ' 'c = x-x = -d
az ideális 
korrekció
c = x-x = 0 c = x-x
a becsült 
korrekció
mérleghiba f = Ax-b v  Vf = Ax-b = 0













Ezt a feltételezést gyakorlati számítások során igen gyak­
ran alkalmazzák, ami olyankor, amikor a hiba igen sok füg­
getlen forrásból adódó véletlen változó összegeként adódik, 
az un. centrális határeloszlástételből következően elméle­
tileg is alátámasztható. Mégis, néha a mérési hibák elosz­
lása ettől jelentősen eltérhet. Az ebben a fejezetben le­
irt algoritmusok alkalmazása előtt feltétlenül meg kell 
győződni, hogy a normális eloszlás feltételezése fenntart­
ható-e. Ellenkező esetben a hipotézisvizsgálat során a 
hibás döntés valószinüsége nem fog megfelelni az előirt 
szignifikanciaszintnek és a becslés tulajdonságaira vonat­
kozó állításaink /maximális valószinüség, minimális varian- 
cia, torzitatlanság/ általában nem lesznek helytállók. 
Ilyenkor egyedileg kell a problémát megvizsgálni, hogy az 
algoritmusok a gyakorlat igényeit kielégitik-e vagy sem. 
Könnyen előfordulhat pl., hogy a feltételezettől eltérő 
hibaeloszlás miatt a korrigált mérlegváltozók között nega­
tiv /a többi komponenssel ellenkező irányú/ komponensáram 
is fellép, ami aligha tekinthető a legvalószinübb üzemálla­
potnak .
3.1.2.3
A mérési hibák О várható értékűek:
0 = ff (d) = 0  (3.3)
A mérési hibák elfogadhatóságának vizsgálatával foglalkozó
3.2.3 részfejezet ezen feltétel ellenőrzésére javasol algo­
ritmust. A 0-tól különböző várható érték további vizsgálatá­
val ennek a fejezetnek a 3.3 és 3.4 részfejezete is foglal­
kozik .
3.1.2.4
A mérések hibáinak korrelálatlanságát a fejezetben nem téte­
lezzük fel. A hibák varianciamátrixa tehát nem szükség­
57
szerűen diagonális, de természetesen szimmetrikus, nem- 
negativ definit /pozitiv definit vagy szemidefinit/ 
mátrix.
Az alkalmazás oldaláról tekintve ez azt jelenti, hogy fi­
gyelembe tudjuk venni, ha valamelyik méréshelyen fellépő 
hiba más méréshelyeken jelentkező hibákkal korrelációban 
van. Ezeket a kapcsolatokat a varianciamátrix átlón kivüli 
elemeinek O-tól különböző értéke fejezi ki.
Nehézséget jelenthet ezeknek a kovarianciáknak meghatározá­
sa a gyakorlatban. A mérések utján történő meghatározás 
igen nehézkesnek és nehezen megvalósithatónak látszik: füg­
getlen, nagy pontosságú mérőműszerekkel kellene az adott 
helyszínen párhuzamos ellenőrző méréssorozatot végezni, 
majd az igy kapott eredményeket statisztikailag értékelni. 
Erre üzemi körülmények között aligha van mód és ilyen méré­
sekről nincs is tudomásunk.
A nem diagonális varianciamátrixra vonatkozó feltételezés 
ennek ellenére nem csupán formális. A varianciamátrix sta­
tisztikusan nem független hibák esetére több-kevesebb köze­
lítéssel számitás utján is meghatározható, ha feltételezni 
lehet, hogy a mérési hibák két független összetevőből adód­
nak: egy méréshelyenként független, tehát diagonális vari- 
anciamátrixu e és egy közös g hibaforrástól determiniszti­
kusán lineárisan függő tagból. Ilyen közös hibaforrás lehet 
a műszerek tápfeszültségének vagy a légnyomásnak a változá­
sa, a környezeti hőmérséklet ingadozása stb.
A számításhoz természetesen ismerni kell azt az n(x)*n(g)
méretű Г együtthatómátrixot, amelynek y. . eleme az i-edik
_ _ /1
mérlegváltozó mérési hibájának a g közös hibaforrásvektor 
j-edik elemétől való függésének együtthatója. így
d = е+Гд (3.4)
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Az e és g hibák függetlenségére tett feltételezés következ­
ményeként az eredő d mérési hibavektor varianciamátrixa
= ff(ddT) = E { e e ' + Y ^ ' Y '  ) = V~+rv~r" . (3.5)
Megjegyezzük, hogy ezzel az eljárással kezelhető - bizonyos 
elhanyagolással - az a gyakorlatban igen gyakran előforduló 
eset is, amikor a mérlegekben szereplő komponensáramok való­
jában egy közös tömegáram és külön-külön mért összetételek 
szorzatai. Ilyenkor a tömegáram mérési hibáját tekinthetjük 
közös hibaforrásként. Г megfelelő elemeit ezesetben éppen 
maguk a koncentrációk jelentenék, de ha relativ változásuk 
nem túlságosan nagy, akkor azok az átlagos értékekkel köze- 
lithetők. Ez is egy lehetőség a bilineáris mérlegegyenletek 
kiegyenlítésének közelitő megoldására.
3.1.2.5
Feltételezzük, hogy a mérési hibák tere nem elfajuló,vagyis 
hogy a hibavektorok kifeszitik a mérlegváltozók teljes n ( x )  
dimenziós terét. Ebből következik, hogy varianciamátrixuk 
határozottan pozitiv definit, tehát nem szinguláris és igy 
létezik inverze.
Ez a feltételezés valójában már következménye annak az elő­
zőkben is emlitett feltevésnek, hogy statisztikusan összefüg­
gő hibák esetében is van a mérési hibáknak statisztikusan 
független összetevője. Itt külön hangsúlyozzuk, hogy ez min­
den méréshelyre valóban létezik; tehát V~ határozottan pozi­
tiv definit. így ГУ~Г" nemnegativ definit voltából követke­
zik, hogy a feltétel teljesül. Mivel a mérések mindig hibá­
val terheltek, ez a feltétel a valóságnak mindig megfelel, 
ha minden mérlegváltozót valóban függetlenül mérünk, vagy 
legalábbis független mérések eredményeiből számitjuk azokat.
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3 . 1 . 2.6
A mért értékek x vektora a valóságos x értékeket terhelő 
mérési hibák következtében szintén valószinüségi változó. 
Rögzített x mellett,0 várható értékű d hiba esetén
x ~ W , ,( x,V~)n(x) d (3.6)
3.2 A mérleghibák és a mérési hibák kapcsolata
3.2.1 A_mérési_hibákra_vonatkozó_feltételrendszer 
Az f mérleghiba vektor a 3.1.1-beli definició szerint
f = Ax-b . (3.7)
Felhasználva az ugyanott található
d = x-x (3.8)
és
V Vf = Ax-b = О (3.9)
összefüggéseket, az f mérleghiba és a d mérési hibavektor kö­
zött a homogén lineáris
(3.lo)
kapcsolat adódik.
Ez az összefüggés a mérési hibák elemzése szempontjából alap­
vető jelentőségű, mert kapcsolatot teremt a (3.7) összefüggés 
szerint a mérési adatokból kiszámítható mérleghiba és a meg- 
ismerhetetlen mérési hibák között, kiküszöbölve a (3.8) össze-
V/függésben szereplő x valóságos mérlegváltozó értékeket. (3.1o) 
természetesen nem alkalmas arra, hogy belőle a d mérési hibát 
kiszámítsuk, mert a független mérlegegyenletek száma nem ér­
heti el a mérlegváltozók számát, és igy A sorainak száma n(x)- 
nél kisebb. A hibaelemzés során viszont éppen a (3.1o) össze-
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függés révén hasznosítjuk az f mérleghibákban rejlő infor­
mációt .
(3.1o)-ből következően az f mérleghiba vektor várható érté­
ke
E ( £ )  = E { Ad) = A0
0 várható értékű hibák esetén tehát 
E ( £ )  = 0
f varianciája nyilván
' = ff( (?-£(?))• (f-ff(f)D = AV^ A '
3 várható értékétől függetlenül. 0 várható értékű normális 
eloszlású hibák esetén a belőle homogén lineáris transzfor­
mációval képzett f valószínűségi vektorváltozó is 0 várható 
értékű és normális eloszlású:
* ~ Nn(f)(°'AVdA"} ' (3.11)
3.2.2 A_mérlegegYenletek_normált_alakj_a
A mérlegegyenletek és a belőlük levezetett (3.1o) feltétel- 
rendszer az együtthatók és változók alkalmas transzformáci­
ójával olyan normált alakra hozható, amely a további elem­
zést egyszerűbbé és áttekinthetőbbé teszi.
Felhasználva azt, hogy Vc[ és AV-^A.' szimmetrikus és pozitív 
definit, tehát létezik valós négyzetgyöke, vezessük be az 
alábbi jelöléseket:
G = (AV£A')-1/2Av~>/2 , (3.12)
h = (AVojA" ) -1/2b , (3.13)
í  = V~1/2 X (3.14)
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Y = V~l/2c (3.16)
Ф = (A V ^ A 2 f , (3.17)
ahol a mátrix i/2 hatványán a csupa pozitiv saját értékű 
négyzetgyököt értjük.
Behelyettesítéssel adódik a
GZ-h = ф (3.18)
mérlegegyenlet és a
Gő = ф (3.19)
feltételrendszer.
Ha a transzformált változókra is értelmezzük a 3.1.1 pontban 






kapcsolat és a 3.1.táblázat a megfelelő görög betűkkel je­
lölt transzformált együtthatókkal a normált £, 6 és y vál­
tozókra analóg módon értelmezhető.
Mivel a 3.2.1 pont szerint szimmetrikus és határozottan 
pozitiv definit, és mivel A rangja sorainak számával egyen­
lő, a transzformáció létezik és kölcsönösen egyértelmű, a 
transzformált mennyiségek pedig valósak.
Belátható, hogy a normálással mind a mérési hibavektort, 
mind a mérleghibavektort független, egységszórásu valószínű­
ségi vektorváltozóvá transzformáltuk:




V~Ф 1n ( f ) (3.21)
és mivel a transzformáció lineáris, a változók eloszlása nor­
mális marad. 0 várható értékű hiba esetén tehát
6 ~ Nn(x)(°'D (3.22)
és
Ф ~ Wn(f)(OfI) . (3.23)
G definiciójából következően
GG' = I , 3 . 2 4 )  n ( f )
A transzformáció fontos, a továbbiak során kihasználásra ke­
rülő tulajdonsága, hogy
a/ £, 6 és у invariáns x léptékének megválasztására,
Ь/1 ф I ill. (р'ф invariáns mind x léptékének megválasztására, 
mind a mérlegegyenletek ekvivalens lineáris transzformáci­
ójára.
Az invariancia igazolása az F.6 függelékben található.
Megjegyezzük, hogy a transzformációt legtöbbször nem szüksé­
ges numerikusán megvalósitani. A transzformációs képletekben 
szereplő viszonylag nagy müveletigényü mátrix négyzetgyök- 
számitás elkerülhető, ha a levezetett végeredményeket az ere­
deti változókra képletszerüen visszatranszformáljuk. Ha vala­
mi okból a transzformációt numerikusán mégis meg akarjuk való­
sítani, a mátrix négyzetgyökvonásra jól konvergáló iterativ 
algoritmust ajánlunk az F.7 függelékben. Ennek előnye, hogy 





Első pillantásra kézenfekvőnek tűnnék az összetartozó mér­
legek utján történő ellenőrzésére az f mérleghiba vektor 
abszolút értékét, vagy ami azzal lényegében egyenértékű, 
annak négyzetét f"*f-ot mint hibamértéket felhasználni: 
ha ez az érték elég kicsi, a mérést elfogadjuk, ha nem, a 
mérést elfogadhatatlannak minősitjük. Azonnal látható azon­
ban, hogy a hibamérték ilyen definíciója még azoknak a leg­
elemibb feltételeknek sem tesz eleget, amiket a mérések el­
fogadhatóságának ellenőrzésével kapcsolatban meg kell köve­
telnünk. f^*f választása ui. önkényes és a probléma lénye­
gét egyáltalán nem érintő momentumoktól is függ. A (3.7) 
összefüggés felirása ui. - amiből voltaképpen f-ot számít­
juk - véletlenszerű, minthogy egy adott rendszer mérlegeit 
ekvivalens módon végtelen sokféleképpen megadhatjuk, és egy 
ilyen megadás tetszőleges kölcsönösen egyértelmű lineáris 
transzformációja az eredeti mérlegekkel egyenértékű, mégis 
ugyanazon x értékekre különböző f'*f hibamértéket ad. Ha­
sonló a helyzet a mérlegváltozók léptéktranszformációjával 
is.
Mint azt az előző, 3.2.2 pontban beláttuk, a mérlegegyenle­
tek (3.12)-(3.19) szerint definiált normált alakjában sze­
replő cp normált mérleghiba vektorral képzett
q 2 = cp ^ cp (3.25)
hibamérték kielégiti az előzőkben hiányolt invariancia kö­
vetelményeit: független x elemeinek mértékegységétől, vala­
mint a mérlegegyenletek felírásának módjától.
Minthogy (3.23) értelmében elemenként független, 0 várha­
tó értékű, egységszórásu,normális eloszlású valószinüségi 
változó, q2 nyilvánvalóan n(f) számú ilyen négyzetének ősz-
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szege, tehát n(f) szabadsági fokú,centrális x2 eloszlású 
valószinüségi változó:
q2 ~ X n ( f ) (3.26)
Megjegyezzük, hogy q2 egyenlő a £ mérlegváltozók terében 
a £ mért értékek által meghatározott pontnak a mérlegegyen­
leteket kielégitó pontokból képzett lineáris alakzattól va­
ló távolságával is. Ez a megállapitás a következő, 3.2.3 
ponthoz kapcsolódó F.9 függelékben szereplő levezetésből 
következik.
Az összetett mérések elfogadhatóságának vizsgálata a mate­
matikai statisztika hipotézisvizsgálat témakörébe tartozik 
[33],[48]: azt a hipotézisünket kivánjuk ellenőrizni, hogy 
a mérési hibák eloszlása megfelel a 3.1.2 pontban feltéte­
lezettnek, beleértve a hibák О várható értékét.
A hipotézisvizsgálat mindig két hipotézis, az eredetileg 
feltételezett un. Hq nullhipotézis és egy H ' ellenhipotézis 
szembeállitása és a rendelkezésre álló bizonytalan informá­
ció alapján annak eldöntése, hogy a nullhipotézis fenntart­
ható-e .
Nullhipotézisünk az eddigiek értelmében az, hogy
Hо N , *(0,V~) n(x) <3 (3.27)
Az ellenhipotézis azonban egyáltalán nem ilyen egyértelmű. 
Tekinthetnénk azt, hogy a hiba nem normális, hanem valami­
lyen ettől eltérő eloszlású, azt, hogy normális, de valami­
lyen Voptól különböző V~ varianciáju, vagy azt, hogy va- 
rianciáju normális, de O-tól különböző várható értékű, stb.
Mind az ésszerű műszaki megfontolások, mind a viszonylag egy­
szerű matematikai kezelhetőség ez utolsó ellenhipotézist in­
dokol ja :
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H ' : d ~ N , .(0,V~) n(x) d
ahol 0 f О és tetszőleges, ismeretlen.
(3.28)
A normális eloszlás feltételezésének elvetése a feladat ma­
tematikai kezelését teszi reménytelenné. A variancia, ill. 
várható érték változása közül azért esik az utóbbira a vá­
lasztás, mert - műszakilag fogalmazva - ellenhipotézisként 
a nullpont eltolódására sokkal inkább gyanakszunk, mint ar­
ra, hogy a mérőműszereink "feloldóképessége" csökkent, vagy 
a "mérési zaj" mértéke nőtt volna meg.
Az az ellenhipotézis, hogy a várható érték O-tól különböző, 
azt jelenti, hogy nem egyetlen konkrét eloszlást állitunk 
szembe a (3.27) szerinti nullhipotézissel, hanem eloszlások­
nak egy halmazát, ellenhipotézisünk tehát a megszokott ter­
minológia szerint összetett /composite/. Ezért nem létezik 
egyértelműen legerősebb vizsgálat a (3.27) és (3.28) hipoté­
zisek közötti döntésre. Az F.8 függelék azonban azt bizonylt­
ja, hogy a (3.25) szerint számított q2-tel a
(q2  ^ (E) , Hо (3.29)
(q2 (f)/a ^ E '
döntés a q2 valószínűségi változó centrális voltának vizsgála­
tára egyenletesen legerősebb /most powerful/. Mivel pedig q2
0-*/
akkor centrális x2 eloszlású, ha a mérési hibák 0 várható ér­
ték vektora 0 abszolút értékű, vagyis 0-val egyenlő, ez egy­
úttal a 0 = 0 hipotézisre is egyenletesen legerősebb. Ez azt 
jelenti, hogy az elsőfajú hiba* valószinüségét adott szinten 
rögzitve a másodfajú hiba** valószinüsége az összes lehetsé­
ges vizsgálatokkal elérhetők között minimális, akármennyi is 
a 0 £ 0 várható érték vektor abszolút értéke.
* Elsőfajú hiba: Hq valójában fennáll, mégis elvetjük.
** Másodfajú hiba: valójában áll fenn, H -t mégis elfogadjuk.
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Ugyancsak az F. 8 függelék mutatja ki, hogy a (3.29) szerin­
ti döntés megengedett a 0 vektor 0 voltának ellenőrzésére.
3.2.3.2
A mérések elfogadhatóságának vizsgálata a gyakorlatban te­
hát az alábbiak szerint végezhető: >v -,
A (3.25) összefüggést az eredeti együttható és változórend­
szerre visszatranszformált alakjában használjuk. (3.17)-et 
felhasználva
q2 = f'(AV^A")-1f . (3.3o)
q2 tehát (3.11) szerint f-ból képzett olyan kvadratikus alak, 
amelynek együtthatómátrixa a mért értékektől független és 
igy állandó, előre kiszámítható és az ellenőrzés során csak 
az aktuális f-mal való szorzások végrehajtása szükséges. A 
mérés elfogadhatatlanságára vonatkozó döntést q2-nek egy elő­
re meghatározott szignifikanciaszinthez tartozó kritikus 
q£rit értékkel való összehasonlítása alapján hozzuk: ha q2 
ennél nem nagyobb, a mérést elfogadjuk, ha nagyobb, elvetjük. 
Ez utóbbi esetben a mérési eredmények £ vektorát rendkívüli 
hibával terheltnek minősítjük.
Az elfogadhatóság vizsgálatának elvét a 3.2.4 pontban szem­
léltető ábrán is bemutatjuk.
3.2.4 A_mért_értékek_korrekció^a
3.2.4.1
Ha a 3.1 részfejezetben felsorolt feltételek fennállnak, 
beleértve a mérési hibák 0 várható értékét, mód van arra, 
hogy a rendelkezésünkre álló kiegészítő információkat fel­
használva az összetartozó mérési eredményeket korrigáljuk. 
/Kiegészítő információn a mérlegegyenleteket és a mérési
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hibák eloszlásának valamint varianciamátrixának ismeretét 
értjük./ Mint azt már a fejezet bevezetésében jeleztük, 
azt a kérdést tesszük fel, hogy mi a rendszer legvalószi- 
nübb állapota a mérési eredmények és a kiegészitő infor­
mációk ismerete alapján. Ennek a kérdésnek a megválaszo­
lását a matematikai statisztikában legnagyobb valószínűsé­
gű /ML, angolul maximum likelihood/ becslésnek nevezik.
A becslés elvi alapjaival kapcsolatban ismét Rao könyvére 
utalunk [33].
A ML becslés szempontjából esetünkben alapvető az a tény, 
hogy bármilyen valóságos állapotnak ki kell elégítenie a 
mérlegegyenleteket, az azokat ki nem elégítő állapotok 
valószínűsége zérus, igy azok eleve kizártak a ML becslés 
szempontjából. Következésképpen a ML állapotnak ki kell 
elégítenie a mérlegegyenleteket. Normáltan ez a feltétel
alakú. Keressük tehát az ezen feltételnek eleget tevő leg­
valószínűbb Ç vektort az összetartozó mérési eredmények £ 
vektorának ismeretében
(3.22) szerint 6 0 várható értékű, komponensenként függet­
G£-h = 0 (3.31)
л
len egységszórásu valószínűségi vektorváltozó. Sűrűségfügg­
vénye tehát
•fő(ő) = Dn(x)'exp{- ¥ ' S) (3.32)
amiből
f^(í) =  D n ( x ) * e x p ( "  f U - b ' U - í ) ) (3.33)
/А sűrűségfüggvényben
n  ( X  )
2
csak a dimenziószámtól függő állandó./
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A ML becslés elvének megfelelően helyettesítsük a mért 
Ç vektort a sűrűségfüggvény Ç változója helyébe és ke-
V * ^ ^ . Vressük Ç-nek azt a Ç becsleset, amit Ç helyebe helyet­
tesítve az így nyert un. likelihood függvény értéke 
- esetünkben a (3.31) feltételt is kielégítve - maximá­
lis*. Ha a likelihood függvényt Lç(Ç)-ve1 jelöljük, ak­
kor
L j ( í )  = Dn(x)-exp(- ) . (3.34 )
Felhasználva, hogy
1 4  = -Y ,
a korrekcióra az
f(y) = Dn(x)*ea;p(- §y 4) (3.35)
likelihood függvényt nyerjük. Ennek maximumhelye nyilván­
valóan azonos az exponenciális függvény argumentuma negált- 
jának, vagyis mivel D / v y-tól független, aH \ X. )
¥(y )= -|y "y (3.36)
függvénynek minimumhelyével. /Ez a megállapítás nyilvánva­
lóan mind a szabad, mind a feltételes minimumhelyre igaz./
A feltételes minimumhely megállapításához fejezzük ki a 
(3.31) feltételt y-vel. Felhasználva a
A  ^  ^
£ = C-Y
összefüggést, a feltételt
*Gyakran az igy definiált függvény logaritmusát nevezik 
likelihood függvénynek. A transzformáció monoton volta 




A (3.36) célfüggvényből és (3.37) feltételi egyenletből ál­
ló feltételes minimum feladatot az F.9 függelékben a Lagrange 
multiplikátorok módszerével oldottam meg. Végeredményként a 
feltételes minimum helyére
Y = -G"<p (3.38)
adódik. Ez felel meg a keresett normált korrekció ML becslé­
sének. /Itt és a továbbiakban a jellel az optimálisan be­
csült mennyiséget jelöljük./
A (3.38) összefüggésből kiindulva meghatározhatjuk a normált 
mérlegváltozó, a maradék becslési hiba és a korrekció számi- 
tási képleteit és statisztikai tulajdonságait. Ezeket, fel­
sorolásuk helyett a jobb áttekinthetőség érdekében a 3.2 
táblázatban foglaljuk össze. Ez a fejlécben szereplő válto­
zókra vonatkozóan a következőket tünteti fel soronként:
- a változónak a valódi mérési hibától való függését.
/Ezek az összefüggések csak a továbbiak kiszámítására 
szolgálnak; közvetlenül számításra nem használhatók, 
mert a hiba valódi értékét nem ismerjük./
- a változónak a mért értékek vektorából, vagy az abból 
számítható mérleghiba vektorból való kiszámítására 
szolgáló képletet. /А becslés maradék hibája természe­
tesen ezekből az adatokból nem számítható ki./
- a változó várható értékét.
- a változó varianciamátrixát.
- a változó vektor abszolút érték négyzetének várható ér­
tékét /azaz második nem centrális momentumát/, mint a 
becslés maradék hibájának, ill a korrekciónak a legegy­
szerűbben számítható skaláris mértékszámát. /Ennek a
Gy+Ф = 0  (3.37)
a változó ÜJ AÇ
A6 AY
függés a valódi ~ V V ^értéktől és a 
mérési hibától
ü) = f ( 6 , í ) Ç+(I-G'G)6 (I-G"G)ó -G"GŐ
függés a mért nem
értéktől és a 
mérleghibától
üJ = /( cp,£) Ï - С ' ф egyértelmű -G"(p
várható érték Е( ш) V£ 0 0
varianc iamátrix 
abszolút érték
I - G ' G
nincsen
I-G'G G"G
négyzet v.é. E (ш ' ш) értelme n (X)-n(f) n( f  )
3.2 táblázat
A normált mérlegváltozó, a maradék hiba és a korrekció vektor becslése
és statisztikai tulajdonságai
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mennyiségnek a becsült normált mérlegváltozó esetében 
nincs értelme, ezért ott ezt a táblázatban nem szere­
peltetjük . /
Az összefüggések levezetését az F.9 függelékben közöljük. 
Megjegyzendő, hogy mind Vn mind V-? szinguláris, és ebből
А. А. У
következően а у és 6 valószinüségi vektorváltozók is 
szinguláris eloszlásuak a mérési hibák n(d) = n(x) dimenzi­
ós terében. Ez azt jelenti, hogy mindkét változó a hibák 
terének csak egy-egy alterében vesz fel értéket: y a G mát-
A.rix sorai által kifeszitett n(f) dimenziós, <5 pedig az 
azokra ortogonális komplementer n(x)-n(f) dimenziós altér­
ben. Ezekben az alterekben viszont mindkettő megtartja nor­
mális, komponensenként független, egységszórásu eloszlását.
A y korrekció es 6 maradék becslési hiba egymásra ortogoná­
lis, minthogy egymásra ortogonális altérbeli vektorok. A 
korrekció és a maradék becslési hiba vektorok elemenként 
is korrelálatlanok;
C(y,$) = £((У-Я(У))(3-£(6)Г) = 0 (3.39)
Ennek a ténynek fontos következménye az, hogy az észlelt mér­
legeltérésből a maradék becslési hiba mértékére következte­
tést levonni nem lehet.
3.2.4.2
Mint már emlitettük, az összefüggések és változók normált 
alakjai numerikus számításokhoz célszerűtlenek a bennük sze­
replő mátrix négyzetgyökök miatt. A levezetett összefüggések 
többségében a gyökképzési művelet végrehajtására nincs szük­
ség, ha a normált változókat visszatranszformáljuk eredeti 
technológiai /vagyis nem normált/ mérlegváltozókká a (3.12)- 
(3.19) összefüggések felhasználásával.
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A megfelelő összefüggéseket a 3.3 táblázatban adjuk, a 3.2 
táblázattal azonos elrendezésben.
A normálatlan korrekció és maradék becslési hiba abszolút 
értéke mértékegységekre nem invariáns mennyiség, igy négy­
zetének alkalmazása a becslés minőségének jellemzésére 
nem ésszerű, ezért azt a táblázatban nem közöljük.
3.2.4.3
A becslés tulajdonságai:
a/ A becslés, mint az közvetlenül belátható, torzitatlan:
E ( t )  = E U ) - G ' E ( v )  = I  ( 3.4o )
b/ A becslés minimális varianciáju, Mint ismeretes [33,232. 
oldal], 0 v.é. normális eloszlású hibák esetén a ML becs­
lés egyúttal minimális varianciáju is.
3.2.4.4
A becslés geometriai értelmezése:
Az elfogadhatóság és a hibakiegyenlités elve geometriailag 
is értelmezhető a mérlegváltozók n(x) dimenziós terében. Az 
ezzel kapcsolatos fogalmakat a 3.1 ábrán mutatjuk be, a sik- 
beli ábrázolhatóság érdekében a lehető legegyszerűbb n(x) = 2, 
n(f) = 1 esetre.
Az ábrán a mérlegváltozók "terét" a és koordinátaten­
gelyek által kifeszitett sik /a papir sikja/ jelenti. A 
mérlegegyenleteket kielégitő normált mérlegváltozók G£-h = 0 
által definiált "lineáris alakzata" esetünkben a folytonos 
vonallal kihúzott egyenes. Egy Ç^-bôl és ^2~ből álló össze­
tett mérést akkor minősitünk a
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3.3 táblázat
A mérlegváltoző, a maradék hiba és a korrekció vektor becslése és statisztikai tulajdonságai
3.1 ábra
Az elfogadhatóság vizsgálat és a hibakiegyenlités 
elvének szemléltetése
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feltétel értelmében elfogadhatónak, ha a méréssel megha­
tározott E, pont az egyenes körüli 1 Ip-pp-j- szélességű elfo­
gadhatósági sávon belül van. Az elvetendő mérések tarto­
mányát vonalkázással jelöltük. Az ábrán £*-gal jelölt 
pontnak megfelelő mérési eredmény tehát elfogadhatatlan.
A mérési hibák kiegyenlitése a (3.38) összefüggés értel­
mében vetités: a mérést jelképező E, pontot merőlegesen a 
lehetséges E, értékek alakzatára /esetünkben egyenesére/ 
vetitjük. А К becslés az egyenes Ç-hoz legközelebbi pont- 
ja. A kettő különbségé a y korrekció vektor. A mért E,^ és 
változók /ismeretlen/ valódi értékei természetesen szin-
^ ^ Vtén kielégítik a feltételi egyenletet, £ szintén az egye- 
nesen helyezkedik el. A valódi és mért mennyiségek E,-E, kü­
lönbsége a 6 mérési hibavektor; a valódi és a becsült ér­
tékek 6 különbsége és a у korrekciók egymásra merőlegesek 
és a 5 mérési hibával, mint átfogóval derékszögű háromszö­
get képeznek. így szemléletesen is világos, hogy a becslés 
maradék hibájának abszolút értéke az eredeti mérési hibá­
nál mindig kisebb.
A transzformálatlan változók hasonlóképpen volnának ábrázol­
hatok, de abban az esetben a vetités a hiba varianciamátrix 
I-től való különbözősége miatt általában nem merőleges. 
Emiatt az ábra nehezebben megszerkeszthető és kevésbé szem­
léletes volna.
Három változó esetében a hibaellenőrzés és -kiegyenlités 
még a térben elképzelhető: egy mérlegegyenlet esetén a le­
hetséges értékek alakzata sik, két egyenlet esetén egye­
nes. Az elfogadhatóság ellenőrzése az ezektől való távol­
ság alapján történik, a hibakiegyenlités ezekre való veti­
tés . A leggyakoribb reális feladat azonban 3-nál több di­
menziós , igy 3 dimenziós terünkben nem szemléltethető.
76
3.3 A mérések elfogadhatóságának vizsgálata a mérleghibák 
empirikus varianciamátrixa alapján
Tételezzük fel, hogy az észlelt mérleghibák sorozatán kivül 
a mérési hibákról más információval nem rendelkezünk. A mé­
rési hibák varianciamátrixának becsléséhez ez nem elegendő. 
Nem kizárt, hogy bizonyos olyan kiegészítő feltételek mel­
lett, mint a hibák függetlensége, vagy éppen bizonyos hibák
korreláltságának mértéke, a mérési hibák varianciamátrixa
*ris becsülhető volna, ennek a feladatnak a megoldását azon­
ban a matematikai szakirodalomból nem ismerjük és az érteke­
zés keretein belül az ezzel kapcsolatos matematikai problé­
mák megoldására nem vállalkoztunk. Értekezésünkben ezért a 
mérési hibák empirikus varianciamátrix alapján történő ki­
egyenlítésével nem foglalkozunk. Ezzel szemben a mérések el­
fogadhatóságának ellenőrzéséhez a (3.3o) összefüggés szerint 
a mérleghibák varianciamátrixának ismerete is elegendő, ami 
viszont könnyűszerrel becsülhető a mérések alapján. A követ­
kezőkben ezt tárgyaljuk részletesebben.
Jelöljük indexszel az adott időpontra vonatkozó megfigyelé­
seket, ill. az azokból számított mennyiségeket, igy a t 
időpontbeli mérésekből számított mérleghiba vektort f^-mal.
Tekintsük a megfigyelési időpontok egy ekvidisztáns, véges- 
elemű halmazát. Jelöljük ezt a halmazt T-vel, a halmaz eleme­
inek számát n(T)-vel, utolsó elemét tn-nel:
*i
T ?= {ti ,t2 , . . . ,tn}
A T halmaz elemeihez, mint időpontokhoz rendelt megfigyelések,*
ill. az azokból számított mennyiségek összességét jelöljük T 




Jelöljük Fy saját transzponáltjával képzett szorzatát 
Uy-vel:
Uy = FyFy . (3.41)
Ha érvényesek a mérési hibákra kimondott 3.1.2 pontbeli 
feltételezések, és ha a T időpont halmaz egyes tl,t2,...
...,tn időpontjaihoz tartozó mérési hibák, mint sztochasz­
tikus vektorváltozók statisztikusan függetlenek, akkor 
Uy n(f) dimenziós n(T) szabadsági fokú Wishart eloszlású 
mátrix /az ezzel és a továbbiakkal kapcsolatos részleteket 
illetően lásd Rao könyvének [33] 8.fejezetét/. Ha a mérési 
hibák 0 várható értékűek, akkor ez az eloszlás centrális, 
a
Vf = AVdA " (3.42)
paraméterrel. Az idézett könyv jelölésével
UT ~ “n(f)(n(T)'V? >
Uy inverzének egy független, szintén n(f) dimenziós, V~ va- 
rianciáju, 0 v.é. normális eloszlású vektorváltozóval kép­
zett kvadratikus alakja az n(T) szabadsági fokkal megszo­
rozva Hotelling-féle általánosított T2 eloszlást mutat:
T2 = n(T)-fyUy1ft 
Bebizonyítható, hogy
(3.43)
k -£+—  -T2 ~ F(k,k-p + l)
p*k
ahol F(.,.) a Fisher-féle F eloszlás, p a vektorváltozó di­
menziószáma, és к a Wishart eloszlás szabadsági foka.
Az adott halmazhoz tartozó mérési adatokból a (3.41) és a 
(3.43) összefüggés szerint legyen
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тt,T (3.44)
Az igy képzett _ valószínűségi változó a fentiek értei-L 5 I
méhen F eloszlású. А к = n [ T )  és p = n(f) paraméterekkel
x* j  ~  F{ n (T),n(T)-n(f)-l)
Minthogy az F eloszlás csak O-nál nagyobb paraméterekre és 
ezzel összhangban a Wishart eloszlás csak n(T) > n(f)-re 
van értelmezve, a fenti állítás csak ilyen feltétel mellett 
érvényes. Ugyanez az egyenlőtlenség annak is szükséges fel­
tétele, hogy F-j-Fy-nek inverze lehessen. /Ha az inverz ennek 
ellenére sem létezik, akkor a mérleghibák között 1 valószí­
nűséggel determinisztikus kapcsolat áll fenn./
A x* T változó a szokásos hipotézisvizsgálatnak megfelelően 
alkalmas a mérések elfogadhatóságának ellenőrzésére. Ehhez 
előzetes adatgyűjtés alapján meghatározzuk az U^ r1 mátrixot. 
Ennek ismeretében az adott t időpontra vonatkozó f mérleg­
hiba vektorral képezzük (3.44) szerint а x* T mennyiséget.L 9 I
Ezt összehasonlítjuk egy kiválasztott szignifikancia szint­
hez tartozó F, . . értékkel. Ha x? T ennél kisebb, a mérések 
összességét elfogadjuk, ha nagyobb, elvetjük. Ez utóbbi 
esetben ui. nagy valószínűséggel a mérlegváltozók közül leg­
alább az egyik rendkívüli mérési hibával van terhelve.
Megjegyezzük, hogy ha n(T) -*■ 00, akkor
n(T)- U'1 - V-1
a vizsgálat pedig az előző részfejezetben tárgyalt x2 elosz­
láson alapulóba megy át. Az itt tárgyalt eljárásnak mégis 
azért van gyakorlati jelentősége, mert előfordulhatnak olyan 
rendszerek, ahol nincsen mód arra, hogy V~ becsléséhez kellő­
en nagyszámú rendkívüli hibától mentes, tehát az összes fel­
tevést kielégítő megfigyelést lehessen végezni.
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Célszerűnek Ígérkezne az ismert összefüggésekre alapozva 
szekvenciális hibaellenőrzési algoritmust kidolgozni.
Ilyen módszeren azt értjük, hogy a T halmazt minden meg­
figyelés után kibővitjük az utolsó vizsgálat időpontjá­
val és a következő vizsgálatot az igy felújított U-j- mát­
rix alapján végezzük. Ez a megoldás lehetővé tenné a vizs­
gálat elkezdését viszonylag kis számú megfigyelés elvégzé­
se után úgy, hogy annak megbizhatósága a megfigyelések szá­
mának növekedtével egyre inkább megközelítené a valódi va- 
rianciamátrix alapján lehetségest. Ez a szekvenciális vizs­
gálat azonban a jelenleg rendelkezésünkre álló elméleti 
eszközökkel nem valósítható meg. Ha ui. feltételezzük, hogy 
némely megfigyelés nem tartozik a "megengedett"-nek tekin­
tett eloszlásba, pl. amiatt, hogy várható értéke nem újak­
kor ezeket nem volna szabad a T halmazba sorolni, vagyis 
UT meghatározásához felhasználni. Ezek egyértelmű kiszűré­
se azonban nem lehetséges. Könnyen belátható, hogy ha a 
vizsgálat által elvetett megfigyeléseket nem vesszük fi­
gyelembe U-j- képzésénél, akkor az eredeti eloszlást cson­
kítjuk, igy az egyre szigorúbbá válik, ami még több megfi­
gyelés elvetéséhez vezet, sit. Ha viszont az elvetésre ja­
vasolt méréseket is felhasználjuk, akkor megfordítva, a 
vizsgálat egyre "elnézőbbé" válik. Stabilis szekvenciális 
vizsgálati módszer tehát a két ut egyikén sem érhető el.
/А kérdéskör több szakértőjének véleménye szerint az igy 
megfogalmazott feladat skaláris változó esetére sincsen 
megoldva./
3.4- Véletlen és módszeres hibák megkülönböztetése
A megfigyelések egy sorozata lehetőséget ad a "véletlen" 
és "módszeres" megfigyelési hibák megkülönböztetésére is. 
/Itt véletlen hibán a 0 v.é. autokorrelálatlan és gyengén 
autokorrelált, módszeres hibán az állandó, és az erősen 
autokorrelált hiba összegét értjük./
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A megkülönböztetés egymást követő megfigyelésekből számí­
tott mérleghiba vektorok vizsgálatával történhet. Minél 
több megfigyelésből számított átlagos mérleghiba vektor­
ral végezzük akár az ismert varianciamátrixon alapuló 
(3.3o) szerinti, akár az előző részfejezetben ismertetett 
előzetes megfigyeléshalmazon alapuló (3.44) szerinti vizs­
gálatot,- annál kisebb súllyal fognak az autokorrelálatlan 
véletlen hibák szerepelni az állandó módszeres hibából adó­
dó mérleghiba mellett. Ha tehát az ismert varianciáju 0 
v.é. normális eloszlású hiba - mint nullhipotézis - mellett 
ellenhipotézisünket, azaz azt, hogy a v.é. 0-tól különbözik, 
még kiegészítjük azzal is, hogy ez a v.é. állandó, növelhet­
jük a vizsgálat megbízhatóságát, ha az egy adott t időpont­
ra értelmezett f mérleghibavektor helyett egy T időpont 
halmazra értelmezett f j  átlagos mérleghiba vektorral számo­
lunk. Azt kell csupán figyelembe vennünk, hogy autokorrelá­
latlan hibák esetében az átlag varianciája a figyelembe 
vett észlelések számának arányában csökken. Tehát az
fT = Fr 1- — —  (3.45)
1  ' n(T)
átlagos mérleghiba vektor varianciamátrixa ebben az esetben
V-r -г- = — ---Ver (3.46)
n ( T )  £
Ennek megfelelően a módszeres hiba ellenőrzését a variancia- 
mátrix ismeretében a x2 eloszlású
q2 = n ( T ) * f T (3.47)
mennyiségre célszerű alapozni a 3.2 részfejezetben leirt el­
méleti megfontolásoknak megfelelően, ahhoz hasonló módon.
Ugyanezt a vizsgálatot az előzetesen észlelt, módszeres hiba­
mentes /!/ mérleghiba adatokra alapozva is el lehet végezni. 
Mivel azonban a Hotelling-féle általánosított T2 eloszlás 
statisztikailag független f és U^ . változók esetében áll fenn,
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fontos, hogy az az időpont halmaz, ami alapján U-t, és az, 
amely alapján f~et számitjuk, különböző és diszjunkt le­
gyen. Az első időponthalmazt TI-gyei, az utóbbit T2-vel 
jelölve, tehát ha
T7 ПТ2 = 0
akkor a 3.3 részfejezetben vizsgáltak értelmében az ottani 
(3.44) összefüggéssel meghatározott T valószinüségi vál- 
toző helyett a
Tn  ,TZ = "(TZ)
n(T7 )+l \
n {  f  )
-1 f í „ u -í.T2 TI T2 (3.48)
változó alkalmas a mérési hibák vizsgálatára. 
F eloszlású: TT7,T2
szintén
TT7,T2 ~ F(n(T7),n(T7)-n(f)-l) •
Ha ui. a hibák eloszlására tett feltételezéseink - a külön­
böző időpontbeli hibák autokorrelálatlan voltát is beleértve - 
fennállnak, akkor az eloszlást nem befolyásolja, hogy a mér­
leghiba vektor helyett az átlagot vizsgáljuk, mert 0 v.é. 
normális eloszlású vektorváltozók átlaga szintén О v.é. 
és normális eloszlású. Csupán a variancia változik meg, 
ennek következménye (3.48)-ban az n ( T 2) szorzófaktor.
A módszeres hibák ellenőrzésének gyakorlati megvalósitá- 
sa а (З.47) vagy (3.48) összefüggés felhasználásával 
nyilvánvaló.
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U MÉRLEGEGYENLETEKET KIELÉGÍTŐ KÖZELÍTŐ STATIKUS 
MATEMATIKAI MODELLEK
Vegyipari rendszerek modellezése során gyakran használunk 
közelitő modelleket, elsősorban akkor, ha a számitás gyor­
sítása és egyszerüsitése érdekében korlátozott pontosság­
gal, vagy szükebb érvényességi tartománnyal is megelégszünk
Ha egy többkimenetü rendszer kimeneteit közelitő összefüg­
gésekkel számítjuk, akkor az összefüggések pontatlansá­
ga miatt a számított értékek többé vagy kevésbé ellentmon­
dásba kerülhetnek az olyan általános érvényű megmaradási 
törvényekkel, mint a kémiai elemek vagy az energia megma­
radása. Ez pedig nemcsak azért baj, mert /joggal/ megingat­
ja a felhasználónak a modell érvényességébe vetett bizal­
mát, hanem - különösen recirkulációt tartalmazó rendszerek 
számítása során a hibák halmozódásának lehetősége miatt 
is - elfogadhatatlan eredményekre vezethet. Élesen jelent­
kezhet ez a probléma, ha a számított adatokat mérlegekhez, 
vagy üzemek közötti elszámolásra akarjuk felhasználni. 
Mindezeket a hibákat mérleghelyes matematikai modellek al­
kalmazásával el lehet kerülni.
A probléma általánosan alkalmazott, triviális megoldása, 
hogy csak annyi közelitő összefüggést használunk az adott 
műveleti egység matematikai modelléjében, amennyi a függet­
len ismeretlen változók száma, a fennmaradókat pedig a meg­
maradási egyenletekből határozzuk meg. Kérdéses azonban eb­
ben az esetben, hogy mi a teendő, ha a független egyenletek 
nél nagyobb számú kimenő változót mértünk: hogyan hasznosát 
suk ezt a többlet információt úgy, hogy a végeredményül ka­
pott modell összhangban legyen a megmaradási törvényekkel.
Kézenfekvő, hogy most is, mint általában, a legkisebb négy­
zetek /LKN/ elvét alkalmazzuk az összefüggések együtthatói­
nak becsléséhez, de olyan kiegészítő feltételekkel, hogy a
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végeredményként adódó összefüggések bármilyen független 
változó értékkel kielégítsék a megmaradási egyenleteket.
Csak a lineáris és az együtthatókban lineáris modellek és 
lineáris feltételi egyenletek esetét tárgyaljuk. Ezekben 
az esetekben a közelitő összefüggés együtthatóinak megha­
tározása elemi lineáris algebrai módszerekkel történhet.
Az ezektől eltérő problémák explicit megoldására - ha 
megoldás egyáltalán létezik - aligha van remény. Ilyenkor 
valamilyen numerikus módszer alkalmazása lehet célravezető.
A LKN elvének alkalmazásakor természetesen tudatában kell 
lennünk annak, hogy a kapott modelltől nem várhatunk mate­
matikai-statisztikai értelemben korrekt becslést /torzitat- 
lan, konzisztens, stb./, minthogy itt ezt a technikát nem­
csak a megfigyelési hibák kiegyenlítésére, hanem azzal egy­
idejűleg függvényapproximációra is felhasználjuk. Ennek 
megfelelően a továbbiakban megfigyelési hibán is valójában 
a mérési hiba és a modell struktúra hiba összege értendő.
Ebben a fejezetben csak a rendszerek állandósult állapotát 
leiró, statikus modelljeivel foglalkozunk. Ugyanezt dinami­
kus modellekkel kapcsolatosan az 5. fejezetben tárgyaljuk.
4.1 Lineáris modellek és feltételi egyenletek
Jelöljük u-val a független, y-nal a függő változók n(u), 
ill. n(y) elemű vektorait és legyen a rendszer statikus ma­
tematikai modelljében feltételezett függvénykapcsolat
y = Bu+b (4.1)
alakú, ahol В n(y)*n(u) méretű együttható mátrix és b n(y) 
elemű vektor a rendszerre jellemző állandók. Ugyanakkor meg­
követeljük, hogy a (4.1) szerint összefüggő változók tetsző­
leges u-val kielégítsék az n(h) számú mérlegegyenletnek meg­
felelő
Hu+Gy+h = О (4.2)
feltételrendszert, ahol H n(h)*n(u), G n(h)*n(y) méretű 
együtthatómátrixok, h pedig a mérlegyenletek esetleges ál­
landó tagja.
Megjegyzendő, hogy a független mérlegegyenletek száma ok­
vetlenül kisebb a függő változók számánál:
n(h) < n(y)
Ellenkező esetben ui. a feladat értelmét veszti: vagy min­
den függő változó a mérlegekből számítható, vagy már maga 
a feltételrendszer is ellentmondó. Ugyanakkor feltételez­
hetjük a (4.2) feltételrendszer minden sorának független­
ségét, ellenkező esetben ui. a nem független sorok minden 
további következmény nélkül elhagyhatók.
4.1.1 Változók_kiküszöbölése
Ha a függő változók közül csak a minimálisan szükséges szá­
mút, vagyis a lineárisan függetleneket mérjük, vagy más okok­
ból csak azokat akarjuk a modell együtthatók számításához 
felhasználni, akkor a megoldás triviális.
A függő változók y vektorát két minorra bontjuk, y^-gyel je­
löljük azt az n(h) számút, amely a többi, y2~vel jelölt füg­
gő változó és az u független változók ismeretében a feltétel- 
rendszerből kiszámítható. Az általánosságot nem sérti, ha 
feltételezzük, hogy y^ valamennyi eleme у-ban megelőzi y2 
valamennyi elemét, tehát ha
Ha az elemek nem vonának eleve igy értelmezve, a szükséges 
átrendezés mindig elvégezhető.
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Értelemszerűen bontsuk fel ennek a felbontásnak megfelelő­
en В-t és b-t is sorminorokra, G-t pedig oszlopminorokra:
В = , G = (Ga i G2)
Ezek után, ha a feltételrendszer H, G és h állandói adot­
tak, elegendő az y^-nek u-tól való függését leiró
У 2 = B2u+b2 (4.3)
összefüggés együtthatóit meghatározni az u. és y0 . (j = 
=l,2,...,m) minták alapján. A többi, у -tői függő változót 
u ismeretében a feltételrendszer alapján számíthatjuk ki 
az
yl = G11(G2y2+Hu+h) (4.4)
összefüggés alapján.
Ha a teljes у vektort a (4.1) összefüggéssel egy lépésben 
kivánjuk u-ból számítani, akkor B^-ből és b^-ből G, H és 
h ismeretében a teljes В és b együtthatórendszer is megha­
tározható :
-G-lH V / -G-G,
— )  + Г Г
-Gí‘h \ (  -Gí‘G2
0 ) + V 1




A számitás programozása szempontjából előnyösebb, ha a 
(4.5) és (4.6) összefüggésekkel előregyártott együtthatók­
kal a teljes у vektort a (4.1) összefüggéssel egy lépésben
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számítjuk, mint az, ha y2~t (4.3)-ból, majd y^-et (4.4) 
alapján határozzuk meg. Müveletszám szempontjából ez az 
előny nem egyértelmű és n(y), n { u), valamint n(h) konkrét 
értékétől függ, hogy melyik ut előnyösebb.
Megjegyzendő, hogy ha a minimálisan szükségesnél több füg­
gő változót mérünk, y2 elemeinek megválasztása nem egyér­
telmű, és - mivel a minták általában hibával terheltek - 
a végeredményül kapott В és b együtthatók ettől a válasz­
tástól is függnek.
4.1.2 A_legkisebb_négyzetek_elvének_alkalmazása
Tekintsük azt az esetet,amikor valamennyi függő változót 
mérjük és egy-egy megfigyelés egy-egy teljes összetartozó 
Uj ’ vekPor,pArból All.
Tegyük fel, hogy az u bemenetek és у kimenetek közötti függ­
vénykapcsolat és a feltételrendszer most is a (4.1), ill. 
(4.2) összefüggés. Az ismeretlen együtthatók becsléséhez az 
uj, y_. vektorpárok egy m elemű sokaságával rendelkezünk, 
ahol a függő változó vektorra vonatkozó y^  megfigyeléseink 
hibával terheltek.
A megfigyelések általában nem elégitik ki pontosan semmiféle 
B-vel és b-vel a (4.1) összefüggést, sem pedig a (4.2) felté­
telrendszert. Célunk az, hogy olyan B, b együtthatókat hatá­
rozzunk meg, amelyekkel az
у  = Bu+b (4.7)
összefüggéssel becsült változókkal a (4.2)-nek megfelelő
Hu+Gy+h = 0  (4.8)
feltételrendszer bármilyen u-ra pontosan teljesül és az ezt 
kielégítők közül a LKN elvének értelmében legjobban illesz­
kedik a megfigyelt u^, y^ vektorpárok halmazához.
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Definiáljuk ehhez az illeszkedési hiba vektorokat,




A LKN közelitést ebben a több függő változós esetben érte­
lemszerűen valamennyi függő változó valamennyi megfigyelé­
sének illeszkedési hiba négyzetösszegének minimalizálása­
ként értelmezzük. Mivel azonban az y vektor elemei erősen 
különböző nagyságrendűek és más-más nagyságrendű megfigye­
lési hibával lehetnek terhelve, okvetlenül biztositani kell 
az illeszkedési hibák súlyozásának lehetőségét. E célból 
vezessük be az egyes függő változók megfigyelésének /mérő­
műszerek/ megbizhatóságát jellemző v reciprok súlyokat, 
az általánosság kedvéért pedig az egyes megfigyelések /idő­
pontok/ megbizhatóságának jellemzésére a ük reciprok súlyo­
kat úgy, hogy a h-adik függő változó j-edik megfigyelésének 
súlya
1
V • Ш .h 3
legyen. A minimalizálandó súlyozott illeszkedési hiba négy­
zetösszeg tehát legyen
e.m n (y )
f  -  l  lj=l h=l V, • ü) .h 3
(4.lo)
Ugyanez mátrix Írásmóddal
f = Tr(V-1/1 2 3EW_1E"V_1/2) (4.11)
ahol E az m számú e. illeszkedési hiba vektorból, mint osz-3lopokból képzett mátrix:
E = ( , e2,•••,ej ,•••,£m ) ; (4.12)
V, ill. W a v^, ill. w. reciprok sulyok négyzeteiből képzett 
n(y)*n(y) ill. m*m méretű diagonális mátrixok:
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A továbbiakban nem használjuk ki, hogy V és W diagonális. 
Általánosabb esetben, ha a megfigyelési hibák korreláltak, 
indokolt lehet általános súlyozó mátrixok választása. Min­
denesetre megkívánjuk, hogy mind V, mind W szimmetrikus és 
határozottan pozitiv definit legyen, tehát létezzék inver­
ze és valós négyzetgyöke. Feladatunk tehát a (4.8 ) felté­
telrendszert kielégitő és a (4.11) célfüggvényt minimalizá­
ló feltételes LKN feladat megoldása.
Első lépésként a (4.8) feltételrendszert alakitsuk át úgy, 
hogy ne tartalmazza a tetszőleges u független és a hozzá­
tartozó y függő változót. Ez a (4.7) becslő formulának a 
feltételrendszerbe helyettesitésével valósítható meg. így
л л(H+GB)u+(h+Gb) = 0 (4.12)
és ahhoz, hogy az egyenlőség bármilyen 
külön-külön teljesülnie kell a
u-val teljesüljön,
H+GB = О (4.13)
és a
h+Gb = 0 (4.14)
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feltételeknek. Az igy átalakított feltételrendszer már 
csak a mérlegegyenletekből ismert együtthatókat és a be­
csülni kívánt, egyelőre ismeretlen modellegyütthatókat 
tartalmazza. A levezetés további részeit az ellenőrzés­
hez szükséges részletességgel az F.ll függelékben közöl­
jük, itt csak annak gondolatmenetét vázoljuk, helyenként 
a függelék összefüggéseire hivatkozva.
A megoldás következő lépéseként a homogén feltételes LKN 
közelítés feladatát oldjuk meg, vagyis azt, amikor mind a 
(9.1), ill. (4.7) modell összefüggésbeli b, mind a (4.2) 
ill. (4.8) feltételrendszerbeli h vektor zérus. A (4.11) 
szerinti f célfüggvény feltételes szélsőértékhelyének 
meghatározásához a Lagrange multiplikátorok módszerét 
használjuk. E szerint a multiplikátorral szorzott felté­
telrendszerrel kibővített célfüggvénynek képezzük mind 
az ismeretlen együttható, mind a multiplikátor szerinti 
parciális deriváltjait /F.ll.7-8/. Tekintettel arra,hogy 
a célfüggvény pozitív definit és a deriváltakkal képzett 
egyenletrendszernek egyetlen megoldása van, ez a megoldás 
a keresett minimumhely. A zérushely kétismeretlenes mát­
rixegyenlet megoldásával képletszerüen nyerhető /F.ll.11/.
A kapott összefüggés olyan alakra transzformálható, ami­
ben a feltételrendszert kielégítő együttható a szabad LKN 
becsléssel kapott együttható és egy korrekciós tag összege. 
Ez az alak mind az összefüggés értelmezése, mind kiszámí­
tása szempontjából előnyös /F.ll.13/.
A homogén feladat megoldásából az inhomogén feladat megol­
dását úgy kapjuk /F.11.b/pont/, ha a megfigyelések függet­
len változó vektorait kiegészítjük egy 1-gyel egyenlő ál­
landó elemmel. A feltételrendszer állandó tagját mint ennek 
a vektorkomponensnek az együtthatóját tekintjük, megoldás­
ként az állandó tagot pedig mint ennek a komponensnek az 
együtthatóját nyerjük. /А megfelelő transzformációs képle­
tek a függelékbeli /F.ll.31/ összefüggések./ A megoldás
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numerikusán stabilabbá válik és a megoldandó egyenletrendszer 
ismeretlenjeinek száma eggyel csökken, ha a szabad LKN közeli- 
tésnél gyakran alkalmazott eljáráshoz hasonlóan a megfigyelt 
független és függő változókat lineárisan úgy transzformáljuk, 
hogy W _1-gyel súlyozott összegük elemenként 0 legyen. Ez leg­
egyszerűbben úgy valósítható meg, hogy az adott változó súlyo­
zott átlagát minden megfigyelt értékből levonjuk. Ennek a 
transzformációnak az eredményeképpen az együtthatómátrix szá­
mítására szolgáló összefüggés két független összefüggésre 
esik szét /F.11.34—35/. Ha végül ezekbe a súlyozott átlagra 
transzformált változókat visszahelyettesítjük úgy, hogy a 
végképletben az eredeti megfigyelések szerepeljenek, az együtt 
hatók számítására az alábbi összefüggéseket nyerjük /F.ll. 
40—42 / .
В = Bf-VG(GVG") 1(GBf+H) 
ahol az együttható szabad LKN közelítése:
és





ahol U ill. Ÿ az u_. ill. ÿj ( j = 1,2, . . . ,m) vektorokból, mint 
oszlopokból képzett mátrix, u ill. y ugyanezen vektorok súlyo­
zott átlagainak vektora, U ill. Y az azonos u ill. y vektorok­
ból, mint oszlopokból képzett mátrix. /А részleteket illetően 
lásd a 11.függelék (F.ll.25-26) összefüggései előtti össze­
függéseket . /
Az F.ll. függelék c/pontjában végül megmutatjuk, hogy ezeknek 
az együtthatóknak a felhasználásával a (4.7) összefüggés alap-л
ján becsült c együttható ill. y függő változó a valódi együtt­
ható ill. valódi kimenet torzitatlan becslése, ha a megfigyelé 
si hiba u-tól statisztikusan független és О várható értékű, 
vagyis ha a modell struktúrája helyes. A d/ pontban megmutat­
juk ezen kivül, hogy a mérlegegyenleteket képviselő (4.8) 
feltételrendszer figyelembevétele csökkenti a becslési hiba 
súlyozott varianciáját a szabad LKN becsléssel nyert együtt­
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hatók alapján adódó becslési hibához képest. A feltételrend­
szer figyelembevétele tehát nemcsak a fejezet bevezetőjében 
tárgyalt szempontok miatt célszerű, hanem a becslés pontos­
sága szempontjából is előnyös.
*4.2 Együtthatókban lineáris modellek és lineáris feltételi 
egyenletek
A nemlineáris modelleknek csak a legegyszerűbben tárgyalható, 
együtthatóiban lineáris tipusával foglalkozunk, tehát az
y = B*/(u)+b (4.18)
alakú összefüggéssel, ahol f { u)-val az u független változó 
ismeretlen paramétert nem tartalmazó vektor-vektor függvényét 
jelöljük.
A feltételrendszert ebben az esetben is lineárisnak tekintjük, 
tehát (4.2)-höz hasonlóan
H^u+Gy+h = 0  (4.19)
alakúnak. Ez a megszorítás szükséges a következő, viszonylag 
egyszerű megoldáshoz, ugyanakkor a feladatok egy széles köré­
nél teljesül, ui., mint azt a 2.fejezetben megállapítottuk, 
a mérlegegyenletek a komponensmennyiségek ill. áramok között 
kivételes esetektől eltekintve lineáris feltételeket jelen­
tenek .
A (4.18) alakból következik az a megszorítás, hogy valameny- 
nyi függő változó u-tól való függését u-nak azonos nemlineá­
ris függvényeinek különböző sulyokkal vett összegeként állít­
juk elő, vagyis hogy a különböző függő változókra a különbö­
ző függvénykapcsolatok csak az együtthatók különbözőségéből 
adódhatnak.
Megkívánjuk hogy /(u) tartalmazza elemei között az u függet­









Ez az előírás nem jelent különleges igényt a modellel szem­
ben a lineáris tagok ui. a folytonos vektor-vektor függ­
vény Taylor sora elsőfokú tagjainak is tekinthetők. /Nincs 
okvetlenül szükség egy adott változóban lineáris tagra, ha 
az nem szerepel a mérlegegyenletben./
Képezzük a (4.19) feltételrendszer együtthatómátrixának 
O-val való kibővítésével a
H = (Hu ! 0)
együtthatómátrixot. Ezzel a (4.19) feltétel a 
Hf(u)+Gy+h = 0
alakra hozható. így az f ( u )  ■* u megfeleltetéssel a (4.18) 
függvényalakkal és a (4.19) feltételrendszerrel meghatáro­
zott feladat visszavezethető a 4.1 részfejezetben tárgyaltra.
Megjegyzendő, hogy célszerűtlenül választott g ( u) függvény­
alakok esetében az ilymódon transzformált feladat megoldása 
során rosszul meghatározott /ill conditioned/ egyenletrend­
szer megoldási /ill. mátrix invertálási/ problémák léphetnek
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fel. Ez a probléma biztonságosan f ( u) elemeinek ortogoná­
lis függvényrendszer elemeiből való választásával kerülhe­
tő el. így egyetlen független változótól való polinomos 
függés esetén Legendre vagy Csebisev polinomokat alkalmaz­
hatunk. /Többváltozós ortogonális polinomrendszerek gene­
rálása feltehetőleg szintén lehetséges, de erre vonatkozó 
irodalmat nem ismerek. Ennek a kérdésnek részletezését 
azonban nem tekintem értekezésem feladatának./
Az együtthatóbecslő algoritmus alkalmazásának példájául a 
2.melléklet szolgál [5]. Ebben etilénoxidációs kisérleti 
üzemi reaktor mérési eredményeit közelitjük együtthatóiban 
lineáris nemlineáris empirikus összefüggéssel úgy, hogy a 
kapott közelitő képlet kielégítse a rendszerre felállítható 
mérlegegyenleteket.
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5 MÉRLEGEGYENLETEKET KIELÉGÍTŐ DINAMIKUS MODELLEK
A korszerű irányitáselmélet gyakorlati alkalmazásához szük­
ség van a szóbanforgó rendszer időbeli viselkedését leiró 
dinamikus modelljére. Mivel azonban a valóságos műszaki fo­
lyamatok elméleti alapon nagyon gyakran csak bonyolult,nem­
lineáris parciális differenciálegyenletek rendszerével ir­
hatok le /"elosztott paraméterű rendszerek"/, irányítási 
feladatok elemzése és megoldása során a gyakorlati kezelhe­
tőség érdekében közelitő modelleket szokás használni.
Közelitő dinamikus modellhez juthatunk elvi megfontolások 
alapján a részletesebb modellek egyszerűsítésével, a kevés­
bé lényeges hatások tudatos elhanyagolásával. Ilyenkor nyil 
vánvalóan csak olyan elhanyagolásokat szabad tennünk, ame­
lyek nem vezetnek ellentmondásra az alapvető megmaradási 
törvényeket kifejező mérlegegyenletekkel. Ezt a kérdést itt 
részleteiben nem tárgyaljuk, mivel a megoldás legtöbbször 
nyilvánvaló, ellenkező esetben pedig egyedi vizsgálatot igé 
nyel.
Ha elvi megfontolásokkal nem tudjuk dinamikus modellünket 
kellőképpen egyszerűsíteni, vagy ha egyáltalán nem rendelke 
zünk elméleti modellel, akkor matematikai közelitő módsze­
rekkel, ill. empirikusan készítünk egyszerűsített modelle­
ket. Az igy kapott modellek szerkezetükben már nem tükrözik 
a fizikai valóságot, együtthatóik legtöbbször már nem bár­
nak fizikai tartalommal és az ilyen modellek legtöbbször 
nem elégitik ki szükségszerűen a megmaradási törvényeket 
sem.
Ebben a fejezetben olyan algoritmust javasolunk, amellyel 
az egyszerűsített dinamikus modell együtthatóinak becslése 
során a mérlegegyenleteket figyelembe lehet venni úgy, hogy 
a kapott együtthatórendszer összhangban legyen a megmaradá­
si törvényekkel.
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Nem tárgyaljuk teljességében a megmaradási törvények és a 
dinamikus matematikai modellek kapcsolatát. Az egyszerűség 
kedvéért csupán egy triviálisan belátható szükséges felté­
telt fogunk megvizsgálni, nevezetesen azt, hogy milyen fel­
tételek mellett elégiti ki egy lineáris diszkrét idejű di­
namikus modell állandósult megoldása a megmaradási egyenle­
teket .
5.1 A dinamikus modell
Tárgyalásunkat a legegyszerűbben kezelhető lineáris, diszk­
rét idejű, közönséges differenciaegyenletekből álló /"kon­
centrált paraméterű"/ modellekre korlátozzuk. Természete­
sen csak időinvariáns /állandó együtthatójú/ modellekkel 
foglalkozunk, mivel időben változó rendszerben állandósult 
állapot eleve nem lehetséges.
Jelöljük a vizsgált dinamikus modell t időpontbeli bemene­
téiből, ill. kimeneteiből képzett vektort u*(t)-vel, ill. 
y*(t)-vel, bármilyen ü* állandó bemenethez tartozó állandó­
sult kimenetet y*(u*)-sal, a modell munkapontját uw ill. 
yW-vel. Munkaponton a változók terének egy olyan kiválasz­
tott pontját értjük, ami mint állandósult állapot kielégí­
ti a modellt, és aminek a környezetében az egyszerűsített 
modell jó közelítéssel Írja le a valóságos rendszert. A 
munkapontra transzformált mennyiségeket jelölje
u(t) = u*(t)-uW , y(t) = y*(t)-yw , (5.1)
ill. a transzformált állandósult állapotokat
u = u*-uW , y(u) = y*(u*)-yW . (5.2)
így a dinamikus modell az alábbi alakban irható fel:
p(y) p(u)
I A. y(t —i0)+ l  В .u(t—(k+i)9) = О , 




i a modellben figyelembe vett előző időpontokra utaló 
futó egész változó,
0 a mintavételezési időintervallum,
к a holtidő /к > 0, egész/,
p(‘) a rendszer rendje az argumentumban meghatározott vál­
tozóra nézve,
Ai és В az adott rendszerre jellemző együtthatómátrixok.
Az (5.3) összefüggés felhasználható arra, hogy. "t"-t ekvi- 
disztáns időpontokban megelőző bizonyos számú у és u érték 
ismeretében y(t)-t kiszámitsuk. Az ezen modellel kapcsola­
tos részletkérdésekkel /pl. stabilitás/ itt nem foglalko­
zunk, mivel azokat az irányitáselmélet irodalma részletesen 
tárgyalja /lásd pl. [8,11]/.
Megjegyezzük, hogy p(u) növelésével mód volna az (5.3) ala­
kú modell olyan transzformációjára, amellyel valamennyi 
együttható skalármárixszá alakitható (A^ = a^*l). Az egysze­
rűbb tárgyalásmód érdekében ezzel a lehetőséggel nem élünk.
5 . 2 A mérlegegyenletekből adódó feltételrendszer
A dinamikus modellt ki kell elégítenie minden állandósult 
megoldásnak, tehát minden összetartozó u, y(u) vektorpárnak. 
Minden állandósult állapotban
u(t-k0) = u(t-(k+l)0) = ... =
= u(t-(k+p(u ))0) = u (5.9)
és
y(t) = у (t-0)= у (t-20) = ... =
= у ( t—p ( у ) 0 ) = у / (5.5)
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(5.3)-bol következik, hogy az
p(u) p(y)
(5.6)
összefüggésnek teljesülnie kell minden összetartozó u, y- 
sal. /Itt és a továbbiakban y(u)-t egyszerűség kedvéért 
y-sal jelöljük, fenntartva, hogy az egy összefüggésben sze­
vektorokat jelent./
Ugyanakkor a fejezet bevezetőjében kitűzött feladat értel­
mében az összetartozó transzformálatlan változóknak ki kell 
elégiteniök egy, a mérlegegyenleteknek megfelelő lineáris 
feltételrendszert is. Ezt a feltételt az alábbiakban kissé 
általánosabban fogalmazzuk meg, mivel az a tárgyalás során 
nehézséget nem jelent.
Legyen adva az állandósult transzformálatlan változókra a
n(g) számú sorból álló inhomogén feltételrendszer. Ha ez ki­
zárólag mérlegegyenletekből áll, akkor nyilváhvalóan n(g) <
< n(y) és a 2. fejezetbeli (2.17) összefüggés szerint
-gai g = 0, tehát a feltételrendszer valójában homogén. Nem 
zárjuk ki azonban azt sem, hogy (5.7) a rendszer /mérleg­
egyenleteket kielégitő/ statikus lineáris modellje legyen.
Ebben az esetben n(g) = n(y) és általában g f  0. Ha (5.7)-re%
vonatkozólag az
replő u és y összetartozó, az (5.6) összefüggést kielégitő




feltételt tesszük, g-re pedig mind 0-t, mind attól külön­
böző értéket megengedünk, akkor a két, tartalmilag némi­
képpen különböző feladat formálisan egységesen tárgyalható.
Megköveteljük, hogy a munkapont elégitse ki az (5.7) fel­
tételrendszert, álljon fenn tehát, hogy
G yW+G uw+g = 0 (5.8)yJ u
A munkapont ilyen megválasztásából és az (5.7) összefüggés­
ből következik, hogy a munkapontra transzformált u, y vál­
tozópárokra minden esetben a homogén
G y+G u = 0 (5.9)У* u
feltételrendszer áll fenn. A feltételrendszert ki nem elégi- 
tő munkapont ellentmondásra vezetne.
Feladatunk tehát az, hogy megállapítsuk, milyen feltételek 
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jelöléseket. Ezekkel a hipermátrix-hipervektor szorzatként 




alakba irható. Azt kivánjuk, hogy az (5.1o) homogén lineá­
ris egyenletrendszernek csak olyan megoldásai lehessenek,
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amelyek (5.11)-et is kielégítik. Nyilvánvalóan ebből
(S I S )-ra nézve az a feltétel adódik, hogy valamilyeny u.
n(g)*n(y) méretű P mátrixszal fenn kell állnia a
P • (S S ) =u (G. G ) u (5.12)
kapcsolatnak [33]. Látható, hogy (5.1o) teljesülése esetén 
az (5.12) feltételből következik (5.11), ui.
tehát a modellt kielégítő állandósult megoldás egyúttal a 
mérlegegyenleteket is kielégíti. Az is nyilvánvaló, hogy 
ha n(g) < n(y), akkor P-nek nem létezik olyan P általáno­
sított inverze, amivel P *P = I teljesülne, tehát az állí­
tás fordított irányban nem áll fenn. Vagyis abból, hogy 
valamilyen y, u vektorpár kielégíti az (5.11) mérlegegyen­
leteket, nem következik, hogy az a rendszer egy állandósult 
állapotának is megfelel.
Az (5.12) feltétel geometriailag megfogalmazva azt jelenti, 
hogy csak az olyan modell nem mond ellene a mérlegegyenle­
teknek, amellyel a (G J G ) mátrix sorvektorai az n(y)У ^ Idimenziós vektorok terében az (S i S ) mátrix sorvektoraiу u
által kifeszitett altérbe esnek.
Visszatérve a dinamikus modell együtthatók eredeti jelölései­
re, a mérlegegyenletekkel való ellentmondásmentesség feltéte­
le, hogy alkalmas közös P mátrixszal az A_^  és mátrixokra 
egyaránt fennálljon a 
P(Y>




P* У В. = G




Alakilag ugyanilyen feltételrendszer áll fenn az ellent­
mondásmentes, munkapontra transzformált változókra érvé­
nyes lineáris dinamikus és statikus matematikai modellek 
együtthatói között is, amikor is az (5.11) összefüggésen 
a statikus modellt értjük. A különbség az egyenletek szá­
mában jelentkezik. Mig a mérlegegyenletek esetében az 
egyenletek száma n(g) < n(y), modellek esetén n(g) = n(y). 
Az utóbbi esetben mind P, mind kvadratikus és szükség­
szerűen nem szinguláris, tehát adott P-vel az (5.12 )— ( 5.13) 
feltételrendszer kölcsönös egymáshozrendelést jelent. Ui., 
minthogy P -1 létezik, (5.12)-n kivül fennáll az
(S í S ) = P -1 (G ! G )y U y U
kapcsolat is.
(5.14)
A következő részfejezetekben az itt közölt feltételeket a 
dinamikus modell együtthatók becsléséhez fogjuk felhasznál­
ni. Ezekben az (5.12) feltételrendszer az összevont




P*S = G (5.15)
S ) u




5.3 A mérlegegyenleteket kielégítő együtthatók becslése
Célunk, hogy - amint azt a 4. fejezetben a statikus modellek­
kel tettük - az (5.3) tipusu lineáris dinamikus modell együtt 
hatóit megfigyelések alapján úgy becsüljük a LKN elvének al­
kalmazásával, hogy a kapott modell ne legyen ellentmondásban 
a mérlegegyenletekkel, tehát elégitse ki az előző részfejezet 
ben levezetett (5.15) feltételrendszert.
Feltételezzük, hogy rendelkezünk m számú y_. , u^ megfigyelés­
sel (j=1,2,...,m) és ismertnek tekintjük a rendszer rendjét, 
vagyis az (5.3) összefüggésben az összegezés felső határát: 
p(y)-t és p(u)-t. Nem foglalkozunk a munkapont meghatározásá­
val, mert annak meghatározása lényegében ugyanúgy történhet, 
mint a megszokott, feltétel nélküli együtthatóbecslés eseté­
ben. Mindenesetre, az előző részfejezet értelmében megköve­
teljük, hogy a munkapont, mint állandósult megoldás, kielé­
gítse a mérgegegyenleteket. Ennek biztosítására fel lehet
. Ahasználni a 3.3.táblázat x-re vonatkozó korrekciós összefüg­
gését. A továbbiakban csak munkapontra transzformált válto­
zók összefüggéseivel foglalkozunk.
5.3.1 Összevont_jelölések
A lineáris modellek együtthatóbecslése során az áttekinthető­
ség javitása és az irásmunka csökkentése céljából az A_^ , és 
együtthatómátrixok és a munkapontra transzformált y^, u. 
megfigyelésvektorok összességére uj jelöléseket szokás beve­
zetni .
Rögzítsük a homogén (5.3) összefüggésben az Aq együtthatómát­
rixot
Aо In(y )
-nek, a többi együtthatómátrixot pedig egyesítsük
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ft = (A. I .... |a , J В I B. I---I В , . )1 1 1 p ( у ) o' l1 ' p(u)
-ban. Legyen továbbá
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Az (5.3) dinamikus modell ezekkel a jelölésekkel az
У ( t ) = ft« cp( t) (5.16)
alakot ölti.
Ha a tQ időpontra és az egymást egyenlő időközben követő 
szükséges időpontokra vonatkozólag rendelkezünk m számú 
összetartozó y(t) és u(t) megfigyelésekkel,'akkor, bevezet­
ve az
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jelöléseket, az adott megfigyelésekkel a modell illeszkedé­
sének hibájára az n(y)*m méretű
Д = У-ПФ (5.17)
mátrix adódik. Д mátrix i,j-edik eleme,6.. az i-edik kimenet 
j-edik megfigyelésének és a modellből az azt megelőző megfi­
gyelések alapján számitott értékének különbsége.
Fontos megjegyezni, hogy - szemben a statikus modellek illesz­
kedési hibáival - 6. • nem tekinthető az adott megfigyelés
mérési hibájának, pontos modell és hibamentesen megfigyelt be­
menet esetében sem, minthogy Ф hibával terhelt mennyiségeket 
is tartalmaz. Д-t a dinamikus modellek együtthatóbecslésével 
foglalkozó irodalom egyenlethibának nevezi.
A mérlegegyenleteket jelentő (5.12), ill. (5.15) feltétel- 
rendszer megfogalmazásához vezessük be a
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S = H+fíE (5.18)
tehát az (5.15) feltételrendszer fi-val kifejezve
P ( H+Í2Z ) = G (5.19)
alakban adódik.
5.3.2 A_legkisebb_négyzetek_elvének_alkalmazása
Az előző pontban már rámutattunk arra, hogy az (5.16) mate­
matikai modell független változói között megelőző időpontok­
hoz rendelt kimenetek is szerepelnek. Ebből következik az, 
fyogy az (5.17)-tel definiált egyenlethiba mátrix nem azonos
I ’ S S -  saz adott kimenetek mérési hibáival, pontos modell es a be- 
menetek hibamentes ismerete esetében sem. Emiatt, mint az a 
dinamikus rendszerek identifikációjával kapcsolatosan közis­
mert /lásd pl. [ll]-et/,. а Д-Д' mátrix nyomának Sí szerinti 
minimalizálásán alapuló LKN becslés normális eloszlás eseté­
ben sem azonos a ML becsléssel és általában nem is torzitat- 
lan. Ismeretesek más algoritmusok, amelyek asszimptotikusan 
torzitatlan becslést szolgáltatnak, igy pl. az un. általáno­
sított LKN [lo] és "instrumental variable" [5o] módszer. 
Mivel azonban ezek lényegesen nagyobb müveletigényüek az 
egyszerű LKN algoritmusnál, gyakorlati célokra gyakran al­
kalmazzák ez utóbbit is. Értekezésünkben csak a LKN együtt­
hatóbecslés mérlegegyenletekkel korlátozott változatát is-
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mértétjük. Feltehetőleg ennek mintájára a bonyolultabb 
torzitatlan becslést adó algoritmusok korlátozott válto­
zatai is kidolgozhatok.
A LKN elvének megfelelően képezzük a megfigyelések Y és 
Ф mátrixaival és az ismeretlen (з együtthatómátrixszal az 
illeszkedési hibák Д mátrixát
Д = У-0Ф (5.2o)
/4szerint és keressük azt az £3-t, amivel - figyelembe véve 
a feltetelrendszert is - Д  ^ elemeinek súlyozott négy­
zetösszege minimális.
A 4.1.2 pontban alkalmazott megfontolásokkal analóg módon
tehát az illeszkedési hiba mértékéül 6. .-k i és i szerinti>3súlyozott négyzetösszegét,
m n ( y )
f  = l  l
j=l i=l
6,
V . ü) .1 3.
-et tekintjük.
Ugyanez mátrix Írásmóddal
f = rr(V -1^2áW -1 Д ■'V -3//2 ) (5.21)
ahol V és W értelmezése ugyanaz, mint az idézett 4.1.2 pont­
ban .
Az (5.2o) összefüggést felhasználva, S3 mérlegegyenleteket ki­
elégítő LKN becslése az
f = Tr ( V _1/2 ( Y-ПФ )W -1 ( Y^-Ф ''Sí " )V -1/2 ) (5.22)
skalár-mátrix függvény S3 szerinti,
P ( H+S3E )-G = 0 (5.2 3)
feltételi egyenlettel korlátozott minimumhelye.
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A minimumhely keresését megneheziti az a tény, hogy P is 
ismeretlen és f minimalizáláshoz azt is optimálisan kell 
megválasztani. Minthogy (5.23)-ban P és fi szorzata szere­
pel, a feltételi egyenlet nem lineáris. Sikerült mégis a 
feladatot explicit módon megoldani. A megoldás részletes 
levezetését az F.12 függelékben közöljük, itt csak a gon­
dolatmenet főbb lépéseit foglaljuk össze:
a/ A feltételrendszert /(5.23) összefüggés/ egy egyelőre 
ismeretlen kvadratikus, nemszinguláris T mátrixszal 
balról megszorozva transzformáljuk. Az ennek eredménye­
képpen adódó П = TP mátrixot rögzitve, a feltételrend­
szer lineárissá válik az ismeretlen fi és T mátrixokban, 
b/ A Lagrange-multiplikátorok módszerével meghatározzuk 
rögzitett П mellett a célfüggvény /(5.22) összefüggés/ 
feltételes minimumhelyét a keresett fi és a feltételrend­
szerben szereplő T szerint. Ez háromismeretlenes szimul­
tán mátrixegyenletre vezet, amit "mátrix-Gauss-eliminá- 
cióval oldunk meg.
с/ Az igy nyert, П-től függő, egyébként optimális fin mát­
rix képletszerü megoldását a célfüggvényben fi helyébe 
helyettesitjük, igy az kizárólag П függvényévé válik.
A további feladat tehát a célfüggvény minimumát bizto­
sitó П° mátrix meghatározása, 
d/ Az optimumhely meghatározását az a felismerés segíti, 
hogy a célfüggvény П-től csak egy,a G mátrix rangjával 
egyenlő rangú F szimmetrikus projektormátrixon keresz­
tül függ; az optimumhelynek megfelelő fi° mátrixhoz te­
hát П° ismerete nélkül is eljuthatunk, ha találunk olyan 
G rangjával egyenlő számú ortogonális egységvektor osz­
lopból álló E mátrixot, amelynek saját transzponáltjával 
való szorzata F-et adja. Ezzel F szimmetriáját, projek- 
tor tulajdonságát és E oszlopainak ortogonalitását ki­
használva a célfüggvény
h = Tr (E '’ГЕ )
alakra hozható /FI2.15/ az
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E'E = I
feltétellel, ahol Г a megfigyelésekből és az ismert 
együtthatókból számítható pozitiv definit szimmetri­
kus mátrix.
e/ Az F.13 függelék szerint - ami Sztanó Tamás munkája - 
h globális minimuma úgy érhető el, hogy E oszlopainak 
а Г mátrix legkisebb sajátértékeihez tartozó saját­
vektorait választjuk'.
f/ Az igy meghatározott E° mátrix ismeretében F° és ab­
ból Í2° közvetlenül számítható.
Az ezek szerint kialakított algoritmus kiszámítására 
az F.12 függelék eredményei alapján a következő.
Számítsuk ki az alábbi mátrixokat:
L = (<$W“4) -1
ß*= YW-1$^L az együtthatómátrix szabad LKN becslése
S* = H + ß *I 
N = (E'LI)-1
Z = (N-NG"(GNG") _1GN)E"L 
Д* = У-П*Ф 
D* = S*Z$
Г = V _1/2 ( A*W_1D* '+D*W“k* "+D*W _1DÍS " )V _1/2 
Képezzük Г főtengelytranszformációját:
Г = XAX^ А: Г sajátértékeiből képzett diagonál-
mátrix
X: Г sajátvektorainak ortogonális
egységvektorokból álló kvadratikus 
mátrixa ;
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Ezek ismeretében az optimumhely:
=  (x. w(g)
F° = E°E°'*
n° = íí*-V1/2F°V“1/2S*Z
E°: а Г mátrix n { g) számú legkisebb 
sajátértékéhez tartozó saját­
vektoraiból, mint oszlopokból 
képzett mátrix ;
ß°: az optimális együtthatómátrix;
Az optimumhely számításához nem szükséges, ellenőrzési célokra 
szolgáló mennyiségek:
П° = 0E°'V-1/2 0: tetszőleges nemszinguláris
kvadratikus mátrix, pl. 0 = I;
T° = n°S*NG' (GNG" )-1
p° = t ° -1 П° n ( g )
f° = T r ( V ~ ^ 2à * W -1 A*'V-1/2 )+ £ À. a maradék hiba;
i = l 1
•••’Xn(g): a Г n(g)
számú legkisebb sajátértéke.
Az algoritmus alkalmazására példa az M.3 mellékletben 
található.
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6 EGY ALGORITMUS A RENDKÍVÜLI MÉRÉSI HIBA HELYÉNEK 
BECSLÉSÉRE
Ha egy összetett mérést a 3.fejezetben ismertetett vizsgá­
lat elfogadhatatlannak minősitett, különösen ha ez a jel­
zés nemcsak egyszer-egyszer következik be, hanem tartósan 
jelentkezik, akkor nagy valószinüséggel a mérlegegyenletek­
ben szereplő mennyiségeket mérő műszerek javitása szüksé­
ges. Ha a műszerpark az üzemben nincs elhanyagolva és a je­
lentkező hibákat viszonylag gyorsan megjavítják, akkor fel­
tételezhető, hogy nagy valószinüséggel a mérlegegyenlet 
rendszerben szereplő változók mérését végző műszerek közül 
egyidejűleg egynél több nem hibás.
Bár tapasztalati adataink a rendkívüli mérési hibák termé­
szetére vonatkozóan nincsenek, ésszerűnek látszik annak a 
feltételezése, hogy a rendkívüli hiba nem a mérési hiba 
szórásának megnövekedésében, hanem várható értékének 0-tól 
való jelentős eltérésében nyilvánul meg /legalábbis az ese­
tek többségében/, mint ahogy azt a 3.2.3 pont szerint a 
rendkívüli hiba vizsgálatánál is feltételeztük.
Az előzők szerint tehát indokolt azt feltételezni, hogy 
rendkívüli hiba esetén a mérési hiba várható érték vektora 
valamely koordináta tengely irányába mutat, vagyis csak 
egyetlen eleme különbözik 0-tól, varianciamátrixa pedig 
változatlan.
Legyen az r indexű méréshely hibájának várható értéke 0-tól 
különböző
E ( d p ) = h t  0, , (6.1)
de minden más j ф r méréshelyre
E ( dj) = 0 (6.2)
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Ebben a fejezetben egy, az eddig ismertekhez képest [35,
43] kis müveletigényü algoritmust javasolunk, amely az elő­
ző feltétel teljesülése esetén alkalmas a rendkívüli hiba 
helyének kimutatására, a mérleghiba várható értéke, ill. 
annak becslése alapján.
A 3.2.3 pontban már tárgyaltuk a (3.7) összefüggéssel szá­
mított f mérleghiba vektornak azt a tulajdonságát, hogy ab­
szolút értéke nem invariáns a mérlegegyenletek ekvivalens 
transzformációjára. Ezért vezettük be ott az összetett méré­
sek mérleghibájának mérőszámául a (3.25) összefüggés sze­
rinti q2 mennyiséget. Ugyanezen okból fogjuk itt a 6.feje­
zetben mérleghibaként a (3.17) összefüggéssel definiált
Ф = (AV^A" ) '^f
normált mérleghiba vektort használni.
Ennek megfelelően a mérlegegyenletekből a mérési hiba vek­
torra adódó (3.1o) feltételrendszert f transzformációjával 
összhangban az
M = (AV^A") -1/2a
jelölést bevezetve
Md = cp (6.3)
alakban fogjuk alkalmazni.
A 3.fejezettel szemben itt d eloszlásáról csak azt feltéte­
lezzük, hogy létezik várható értéke és varianciája,és (6.1-2) 
szerint
E ( d) = e^h , (6.4)
ahol ef a mérési hibák terének r-edik koordináta egységvek­
tora, r a rendkivüli hiba helyének indexe és h a rendkívüli 
hiba nagysága.
Ill
Képezzük tp várható értékét. Ez nyilvánvalóan
E(ф) = £(Md) = ME(d) = Me^h = m^h , (6.5)
ahol a M mátrix r-edik oszlopa. Eszerint tehát kiindulá­
si feltételeink teljesülése esetén а ф normált mérleghiba 
vektor várható érték vektora párhuzamos M valamelyik oszlo­
pával .
Ha a rendkívüli hiba helyét nem ismerjük és M-nek E^J-mal 
csak egy párhuzamos oszlopa van, akkor a rendkívüli hiba he­
lye az az r indexű mérőhely, amelyikre m^ párhuzamos Е(ф )- 
mal, azaz amelyikre (6.5) fennáll alkalmas skaláris h-val.
Ennek az elvnek a gyakorlati alkalmazása során természetesen 
ф" várható értéke helyett annak csak egy ф becslését ismerhet­
jük. Ezzel a párhuzamosság még a (6.4) feltétel teljesülése 
esetén sem áll fenn. Hibahely becslő algoritmusunk azon a 
feltételezésen alapul, hogy a mérleghiba vektor ф becslése 
és az m_^  oszlopvektor ebben az esetben is közel párhuzamos, 
vagyis hogy a két vektor által meghatározott két egyenes egy­
mással kis szöget zár be, feltéve, hogy h abszolút értéke 
elég nagy. Ha a rendkívüli hiba helyét nem ismerjük, felte­
hetjük, hogy az azzal az r indexű mérési hellyel azonos,ame­
lyik r-rel az mr vektor által és а ф által meghatározott egye­
nesek közötti hegyesszög a legkisebb.
Mint ismeretes, a két vektor közötti szög fogalma 3-nál nagyobb 
dimenziós terekre is általánosítható, koszinuszuk
c o s ( a,b) = -------------7—  (6.6)
(a'a)l/2(b'b)l/2
szerinti definíciójával.
Ennek megfelelően határozzuk meg sorra a M mátrix j-edik osz^ 




11 (пкт.. )1//2 (ф "ф ) ^ 2
j=l,2, . . . ,n(d) (6.7)
Minthogy a rendkívüli hiba előjele ismeretlen és a hiba 
helye szempontjából amúgy is érdektelen, az irányok egye­
zése tekintetében nem a két vektor közötti szög, hanem az 
általuk meghatározott egyenesek közötti hegyesszög a mér­
tékadó. Ennek megfelelően az irányok egyezésének, ill. kü­
lönbözőségének jellemzésére a vektorok közötti szög koszi­
nusza helyett annak abszolút értékét kell tekinteni. Esze­
rint a rendkívüli hiba helyét az az r index jelzi, amivel 
|Yrl > i YjI minden j i r-re»
Ha a hibahely ellenőrzésére és kimutatására egy adott rend­
szerben gyakran, ismételten van szükség, célszerű a megfi­
gyelési eredményektől független számítási részleteket előre 
elvégezni. Képezzük valamennyi íru irányú egységvektort és 
jelöljük azokat Cj-vel:
c . = m . (пкт. )-1^  (6.8)3 3 3 3
és ezek transzponáltjaiból mint sorvektorokból a C mátrixot:





jelöljük q2-tel, végül a y^ mennyiségek vek-
Yn ( d )У
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Ezzel a y^ mennyiségek kiszámítását esetenként a
összefüggés szerint lehet elvégezni, aminek az az előnye, 
hogy a viszonylag hosszadalmasabb számítást igénylő C mát­
rixot csak egyszer kell előre kiszámítani, q2-et pedig a 
rendkívüli hiba létezésének jelzéséhez a 3.2.3 pont sze­
rint amúgy is ki kellett számítanunk, így a hibahely ki­
mutatásához szükséges у vektor meghatározását esetenként 
egyszerűen meg lehet valósítani.
A rendkívüli hiba helyének kimutatása a becsült <p mérleghi­
ba vektor alapján nem történik teljes biztonsággal, mert a 
0-tól különböző várható érték mellett mindig, minden mérő­
helyen fellép a szokásos véletlen hiba, aminek a súlyát át­
lagolással csak csökkenteni, de megszüntetni nem lehet. A 
helyes "találat" valószínűségének meghatározására mindezide- 
ig nem sikerült gyakorlatilag használható összefüggést le­
vezetnünk. Ezért a módszer hatékonyságát gyakorlati alkalma­
zása előtt csak szimulációval tudjuk vizsgálni az adott 
rendszer paramétereit ismerve, az egyes mérőhelyeken fellé­
pő rendkívüli hiba mértékének függvényeként.
Feltehető az a kérdés, hogy miért nem használtuk az össze­
függések levezetéséhez (6.3) helyett a 3.fejezetbeli (3.19) 
normált feltételrendszert, ahol f-on kívül d-ot is független 
egységszórásu vektorrá normáltuk. Ennek a normálásnak itt az 
lett volna a következménye, hogy végül is az algoritmus a 
rendkívüli hiba helyeként valamelyik normált hibakomponenst 
mutatta volna ki, ami abban az esetben, ha nem diagonális, 
nem azonosítható egyetlen valóságos mérőhellyel sem. Könnyen 
belátható ugyanakkor az is, hogy az itt ismertetett algorit­
mus d normálása nélkül is invariáns a mérlegváltozók lépté­
kére .
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Az algoritmus használhatóságát а 4.melléklet mintapéldá­
ján mutatjuk be. A melléklet első része Ripps közleményé­
nek egy részlete [35], ami megmutatja, hogy a maximális 
abszolút értékű korrekció nem jelentkezik feltétlenül a 
maximális abszolút értékű hiba helyén, és eléggé hosszadal­
mas algoritmust ajánl a rendkívüli hiba helyének megkeresé­
sére. Ugyanennek a mellékletnek a 2. része ehhez kapcsoló­
dóan a Ripps féle mintapéldán bemutatja az ebben a fejezet­
ben ismertetett algoritmus alkalmazását, ami lényegében 
azonos feltételezésből kiindulva direkt módszerrel mutat rá 
a hibás mérés helyére. Az 5.melléklet az algoritmus haté­
konyságának a rendkívüli hiba mértékétől való függését mu­
tatja be szimulációs kísérletek segítségével. Ez a mellék­
let részlet egy közleményünkből [4], amiben az itt leirt 
algoritmust ismertettük.
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7 ÖSSZEFOGLALÁS - KONKLÚZIÓK
Az értekezésben közölt összefüggések és algoritmusok gya­
korlati jelentőségére már az általános bevezetésben és az 
egyes fejezetek bevezetésében is igyekeztem rámutatni. Itt 
a konkrét lehetőségek ismeretében összefoglalom a gyakor­
lati alkalmazás területeit. Felsorolok néhány, a tárgykör­
rel kapcsolatos megoldatlan kérdést, végül tételesen fel­
sorolom az értekezés uj tudományos eredményeit.
7.1 Gyakorlati alkalmazási lehetőségek
Az értekezés 3.2.3 pontjában tárgyalt hibaellenőrzési algo 
ritmus mindazon esetekben használható, amikor a mérések­
kel megfigyelt komponens- ill. hőmennyiségek vagy áramok 
valóságos értékei között lineáris mérlegegyenletek állnak 
fenn. Ilyen mérlegegyenletek érvényesek elágazó hálózatok 
tömegáramai között, folytonos üzemü vegyipari eljárások ál 
landósult állapotában megfigyelt komponensáramai és hőcse­
rélőkben vagy hőcserélő rendszerekben áramló áramok hőára­
mai között. A mérlegegyenletek rendszere ezek kombinációi­
ból is állhat. Reaktorokra pl. a reakciók entalpiaváltozá- 
sait figyelembe véve egyidejűleg mind komponens, mind hő­
mérlegeket lehet értelmezni. Kiindulási feltevéseinkből kö 
vetkezik, hogy mindezek a mérlegegyenletek csak addig hasz 
nálhatók igy hibaellenőrzésre, amig az esetleg valójában 
több mérésből számitott komponensáramok és hőáramok megfi­
gyelési hibája közelitőleg normális eloszlású "mért" meny- 
nyiségnek tekinthető. Analóg feltételek mellett használha­
tó a mérési hiba ellenőrző algoritmus szakaszos vegyipari 
műveletek vagy laboratóiumi kisérletek mérlegeinek ellenőr 
zésére is.
Az ellenőrzéssel kellő biztonsággal kiszűrhetők a mérleg­
egyenleteknek ellentmondó mérések, megnövelve igy a megma­
radó mérési értékek megbizhatóságát, meggyorsítva egyúttal
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a rendkívüli mérési hibák vagy veszteségforrások felisme­
rését .
Az értekezés 3.2.4 pontja tartalmazza a mérési hibák ki­
egyenlítésének tárgyalását. Ez a művelet csak akkor meg­
engedett, ha az előbbiekben ismertetett ellenőrzés nem 
jelez rendkívüli hibát. Ekkor az algoritmus a kiindulási 
feltételek teljesülése esetén a legnagyobb valószínűségű 
üzemállapotot szolgáltatja. A hibakiegyenlités kettős e- 
lőnnyel jár: biztosítja egyrészt a becsült mennyiségek el­
lentmondásmentességét, másrészt, alkalmazásával a mérleg­
egyenletekben rejlő információk felhasználása révén növel­
hető a megfigyelt értékek pontossága.
A 3.3 és 3.4 részfejezetek a tapasztalati varianciamátrix 
alkalmazását ismertetik a hibaellenőrzéshez. Ennek megvaló­
sításához szükség van a rendszeres hibaellenőrzés megkezdé­
se előtt egy rendkívüli hibától mentes megfigyeléssorozat­
ra az empirikus varianciamátrix meghatározása céljából. Ha 
ez technikailag lehetséges, akkor az egyébként nehezen és 
csak bizonytalanul meghatározható varianciamátrix viszony­
lag könnyen és megbízhatóan becsülhető. A 3.3 részfejezet 
az empirikus varianciamátrixszal képzett kvadratikus alak 
eloszlását vizsgálja. A 3.4 részfejezet az autokorrelálat- 
lan és autokorrelált rendkívüli hibák megkülönböztetésének 
egy lehetőségét tárgyalja. Gyakorlatilag ennek az a jelen­
tősége, hogy autokorrelálatlan rendkívüli hiba esetében csak 
az adott pillanathoz rendelt mérést kell elvetni, mig auto­
korrelált rendkívüli hiba esetében a hiba forrásának megszün 
tetése ügyében is intézkedni kell.
A rendkívüli hiba helyének megkereséséhez kíván eszközt ad­
ni a 6.fejezetben közölt algoritmus. Ez abból a feltétele­
zésből indul ki, hogy a mérési hiba eloszlása rendkívüli hi­
ba fellépésekor csak a hiba várható értékének hirtelen meg­
változásában jelentkezik. Feltételezi ezenkívül, hogy a vár­
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ható érték vektornak csak egyetlen komponense különbözik 
O-tól, vagyis, hogy egyidejűleg csak egy műszer hibás. Ez 
a gyakorlatban akkor következik be, ha a műszerek meghibá­
sodásának gyakorisága nem túlságosan nagy, a karbantartás 
pedig elég gyors ahhoz, hogy a hibát a következő hiba be­
következése előtt megszüntesse. Ha ez a feltétel elég nagy 
valószinüséggel teljesül, akkor az algoritmus igen egysze­
rű, gyors segédeszköz a hiba helyének megkeresésére.
Hangsúlyozni kivánom, hogy a felsorolt eljárások mindegyike 
igen egyszerű, könnyen programozható és csekély számitási 
időt igényel, igy gyakorlati megvalósításuk kis számítógép­
pel, sőt, nem nagy változószámu rendszereknél mikroszámító­
géppel is különösebb nehézség nélkül megoldható, különösen, 
ha az együtthatómátrixokat, mint állandókat előre kiszámít­
juk .
A matematikai modellek mérleghelyessége különösen összetett 
rendszerek szimulációja vagy optimálása során fontos köve­
telmény. A4, és 5. fejezet matematikai modellek mérleghe­
lyes együtthatóbecslésével foglalkozik, vagyis olyan model­
lek létrehozását tárgyalja, amelyek tetszőleges bemenetre 
mérleghelyes kimenő változó értékeket szolgáltatnak. A 4. 
fejezet az állandósult állapotot leiró modelleket, az 5. fe­
jezet a diszkrét dinamikus modelleket vizsgálja. Mindkét fe­
jezet lineáris együtthatóbecslésre szorítkozik. Az állandó­
sult állapotot leiró modelleknél az algoritmus kiterjeszthe­
tő a csupán együtthatóiban lineáris modellek együtthatóbecs­
léseire is, ebben az esetben azonban a becslés tulajdonsá­
gait nem ismerjük. Dinamikus rendszerekre az együtthatóbecs­
lési módszer kidolgozása előtt magának a dinamikus modell 
mérleghelyességének fogalmát is tisztázni kellett.
A mérési hibák ellenőrzésére és kiegyenlítésére, valamint a 
rendkívüli hiba helyének jelzésére kidolgozott algoritmusok be­
vezetése az ipari gyakorlatba a már említett előnyeik miatt igen 
indokolt és hasznos volna. Mégis, ennek ma nehezen leküzdhető
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akadályai vannak. Ezek az alábbiak:
- A vegyipari üzemek műszerezését szinte általánosan leg­
feljebb a minimálisan szükségesre tervezik, kihasználva 
minden lehetőséget, ahol valamely érték más mért mennyi­
ségekből mérlegek alapján számítható. Az ilyen, rosszul 
értelmezett takarékoskodás lehetetlenné teszi a mérések 
rendszeres ellenőrzését és azt, hogy az üzem vezetői a 
folyamatról a valóságnak megfelelő, megbízható informá­
cióhoz jussanak. Arra kellene tervezéskor törekedni, 
hogy minden lényeges tömeg- ill. komponensáram mérést 
legalább egy mérleggel ellenőrizni lehessen. Sajnos en­
nek gazdasági kihatásai közül csak a negativ, a műsze­
rezés költsége mérhető fel összegszerűen, előnyei csak 
közvetve jelentkeznének.
- A vegyipari üzemekben az eleve szűkösre tervezett műszer­
park kisebb-nagyobb hányada meghibásodás miatt tartósan 
vagy időlegesen nem működik. A hibás műszerek javitása 
alkatrész vagy karbantartó létszám hiánya miatt elmarad, 
tovább csökkentve az üzemről nyert információ mennyisé­
gét és a meglévő mérések megbízható működésének ellenőr­
zési lehetőségét, pedig nagy a valószinüsége annak, hogy 
olyan helyeken, ahol a műszerek nagy hányada működéskép­
telen, a még működőknek is jelentős hányada a megengedhe­
tőnél nagyobb hibával mér.
- A javasolt algoritmusok rendszeres alkalmazása számitógé­
pet igényel, igy elsősorban ott jöhet számításba, ahol
az üzemi adatgyűjtésre és adatfeldolgozásra számitógép 
beállításra egyébként is sor kerül. Ebben az esetben a 
szóbanforgó számítások számitógépigénye mind memória,mind 
időigény szempontjából viszonylag csekély, tehát azok gya­
korlatilag szinte külön költség nélkül megvalósithatók 
volnának. Bizonyos esetekben esetleg éppen az információk 
megbizhatóságának ellenőrzése és javitása indokolhatja 
számitógép beállítását.
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7.2 Néhány nyitott kérdés
Tudatában kell lennünk annak, hogy az értekezés a téma­
kört nem merítette ki, sőt számos megoldatlan kérdést
vet fel. Ezek közül néhányat az alábbiakban címszavak­
ban felsorolok:
- a térben diszkrét rendszerek és a térben folytonos 
rendszerek mérlegegyenleteinek közös alakja;
- az empirikus mérési hiba varianciamátrix meghatározási 
lehetőségeinek vizsgálata;
- az empirikus varianciamátrix alapján végzett hibaellen- 
őrzés tulajdonságainak vizsgálata;
- a folyamatos mérések hibáinak sztochasztikus folyamat­
ként való értelmezése. A hagyományos véletlen és mód­
szeres hiba fogalom értelmezése erre az esetre;
- hibaellenőrzés és kiegyenlítés normálistól eltérő el­
oszlás esetén. A nem normális eloszlások normális el­
oszlással való közelítésének problémái. A LKN közelítés 
és lineáris programozás alkalmazása közötti választás 
szempontjai ;
- a mérlegváltozók korlátozott tartományai /pl. nem-nega- 
tivitás vagy (0,1) intervallum/ esetén alkalmazható el­
méletileg és gyakorlatilag egyaránt elfogadható algorit 
musok ;
- szekvenciális hibaelemzés ;
- a mérlegegyenletekkel korlátozott együtthatóbecslés re­
kurzív megvalósítása az ismert rekurzív LKN becsléssel 
analóg módon;
- a csak együtthatókban lineáris matematikai modellek bee 
lésének statisztikai tulajdonságai;
- a dinamikus modellek mérlegegyenleteket kielégítő torzi 
tatlan együtthatóbecslése a torzitatlan együtthatóbecs-
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lesi módszerekkel analóg módon;
- a Kalman-szürő elvének alkalmazása mérlegegyenletek 
figyelembevételével ;
- a rendkívüli hiba helyét kimutató algoritmus megbíz­
hatóságának matematikai-statisztikai értékelése;
- a rendkívüli hiba helyének kimutatási lehetőségei egy­
nél több mérőműszer hibája esetén;
- a mérési hiba kiegyenlitési algoritmus áttekinthető 
mátrix formalizmussal való leirása bilineáris mérleg­
egyenletek esetén, az egységes és világos tárgyalás- 
mód érdekében ;
- a folytonos dinamikus modellek mérlegegyenleteket ki­
elégítő együtthatóbecslése;
- a dinamikus modellek mérleghelyességének általános szük­
séges és elégséges feltétele.
7.3 Uj tudományos eredmények
Az értekezésben egységes szemlélet- és tárgyalásmóddal ele­
meztem a mérlegegyenletek felhasználásának lehetőségeit a 
mérési eredmények megbízhatóságának ellenőrzésére és növelé­
sére. Felismerve továbbá a közelitő matematikai modellek 
mérleghelyességének jelentőségét, eljárást javasoltam mind 
a statikus, mind a dinamikus modellek együtthatóinak olyan 
korlátozott legkisebb négyzetes becslésére, amely biztosít­
ja, hogy a kapott modell bármilyen bemenetre mérleghelyes 
megoldást adjon.
Az értekezésben található uj tudományos eredmények tétele­
sen a következők:
1. Kimutattam, hogy ismert varianciáju és kovarianciáju 0 
várható értékű normális eloszlású mérési hibák esetében 
a lineáris mérlegegyenletekkel egymáshoz rendelt mennyi-
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ségek mért értékeivel számított mérleghibákból képzett 
vektor normális eloszlású vektorváltozó. A mérleghiba 
vektor saját varianciamátrixának inverzével képzett 
kvadratikus alakja ebből következően x2 eloszlású, az 
eloszlás szabadsági foka pedig a független mérlegegyen­
letek számával egyenlő.
2. Kimutattam, hogy az 1. szerint képzett kvadratikus alak 
a legalkalmasabb a rendkívüli mérési hibával terhelt mé­
rések mérlegegyenletekkel történő kiszűrésére, rendkí­
vüli hibán a O-tól szignifikáns módon eltérő várható ér­
tékű hibát értve. Bizonyítható ui., hogy a szóbanforgó 
kvadratikus alaknak alkalmas állandó értékkel való össze­
hasonlítása a matematikai statisztika szóhasználata sze­
rint "legerősebb" teszt arra, hogy a mérési hibák várha­
tó értékének abszolút értéke 0. Ez azt jelenti, hogy az 
adott feltételek mellett nem létezik olyan más ellenőrzé­
si módszer, amellyel az elsőfajú hiba valószínűségét rög­
zítve, a másodfajú hiba valószínűsége a szóbanforgó ellen­
őrzési módszer másodfajú hibájánál, bármilyen 0-tól elté­
rő várható értéket megengedve, kisebb lehetne.
3. Megállapítottam, hogy a rendkívüli mérési hibák mérleg­
egyenletekkel történő kiszűrésére a mérleghibák vektorá­
nak saját empirikus varianciamátrixával képzett kvadra­
tikus alakja is alkalmas. Ez a kvadratikus alak, mint va­
lószínűségi változó, normális eloszlású hibák esetén 
Hotelling-féle T2 eloszlású, ami Fisher-féle eloszlású 
változóvá transzformálható. A rendkívüli hibák vizsgála­
ta ennek megfelelően végezhető el a szokásos módon.
4. Kimutattam, hogy a műszerek nullponthibájának ellenőrzé­
sére célszerű a leirt hibaelemzést a mérleghiba vektorok 
átlagával képzett kvadratikus alak alapján végezni. Az 
időben független mérési hibák /fehér zaj/ hatásához ké­
pest az időben állandó 0-tól különböző várható érték sú­
lya ui. a megfigyelések számának növelésével nő.
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5. Rámutattam, hogy az összetartozó mérések mérési hibá­
inak vektorát két hiba összegeként célszerű tekinteni, 
ahol az egyik összetevő méréshelyenként független és 
megfelel az adott mérőműszer és mérőhely saját, a töb­
bi hibától független hibájának, a másik összetevő a 
különböző méréshelyekre együttesen ható hibaösszetevő.
Ez utóbbit közelitésképpen, mint egy, a közös hibaforrá­
soktól determinisztikusán lineárisan függő vektort te­
kinthetjük. Ilyen módon lehetőség van a mérési hibák 
varianciamátrixában az átlón kivüli elemek közelitő 
meghatározására.
6. Algoritmust dolgoztam ki statikus lineáris matematikai 
modellek együtthatóinak lineáris mérlegegyenletekkel 
korlátozott becslésére. Az igy kapott modell bármilyen 
bemenő változó vektor behelyettesítésével mérleghelyes 
kimenetet szolgáltat. Kimutattam, hogy az igy nyert 
együtthatókkal a modell a kimenet torzitatlan becslését 
adja, és hogy az igy becsült együtthatókkal számított 
kimenetek hibájának szórása kisebb, mint a szabad leg­
kisebb négyzetes becsléssel nyert együtthatókkal számí­
tott kimenet hibájának szórása.
7. Meghatároztam a diszkrét dinamikus lineáris időinvari­
áns rendszermodellek mérleghelyességének egy szükséges 
feltételét abból a követelményből kiindulva, hogy az ál­
landó bemenettel adódó állandósult kimenetek elégítsék 
ki a mérlegegyenleteket.
8. Algoritmust dolgoztam ki a több-bemenetű, több-kimenetű 
diszkrét dinamikus lineáris időinvariáns matematikai mo­
dellek együtthatóinak lineáris mérlegegyenletekkel kor­
látozott becslésére. Az igy kapott együtthatókkal a mo­
dell bármilyen állandó bemenő változó vektorral mérleg­
helyes állandósult kimenetet ad.
9. Algoritmust dolgoztam ki a rendkivüli mérési hiba helyé­
nek kimutatására a mérleghibák várható értéke vagy annak
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becslése alapján, abból a 








N normális /Gauss/ eloszlás
W Wishart eloszlás
d {. ) a differenciál operátor 
e x p ( . )  exponenciális függvény
/(. ) az argumentum függvénye általában /sürüségfüggvény 
a 3. fejezetben/
g (. ) az argumentum függvénye általában 
l i m { .  ) határérték
n(.) halmazok számossága, vektorok elemszáma
p(.) a rendszer rendje az argumentumban meghatározott 
változóra nézve
r(.) mátrix rangja
v e c ( .  ) mátrix vektor transzformáció 
C { . j . )  kovariancia 
E (.) várható érték 
L { . )  likelihood függvény 





Jel Fejezet É r t e l m e z é s előfordulás 
(képletszám)
b 2,3 a mért mérlegváltozók közötti mérlegegyenlet 
állandó tagjának vektora
(2.32)
4 a matematikai modell állandó vektora (4.1)
c 3 a mért mérlegváltozók korrekció vektora 3.1 tábl.
6 m irányú egységvektor (6.8)
d 3,6 a mérlegváltozók mérési hibáinak vektora 3.1 tábl.
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Első
Jel Fejezet É r t e l m e z é s előfordulás
képletszám
e 3 a független mérési hiba komponens vektora (3.4)
6 koordináta egységvektor (6.4)
f 3,6 mérleghiba vektor 3.1 tábl
f 4 illeszkedési hiba négyzetösszeg (4.11)
5 illeszkedési hiba mérték (5.21)
g 2 a mérlegegyenlet ismert tagjainak összeg­
vektora
(2.24)
3 közös mérési hiba forrásvektora (3.4)
5 a feltételrendszer állandó vektora (5.7)
h 3 a normált mérlegegyenlet állandó vektora (3.13)
4 a feltételrendszerek állandó vektora (4.2)
h 6 a rendkívüli hiba nagysága (6.1)
t 2 részrendszer (2.3)
i 5 az előző időpontokra utaló futó egész 
változó
(5.3)
j 5 a megfigyelések futó indexe (5.16)
k 2 komponens (2.12)
к 5 holtidő (5.3)
l 2 reakció (2.12)
m 2 elemmennyiség (2.1)
5 a megfigyelések száma (5.16)
q 2 az ismert vagy becsülhető mennyiségek 
vektora
(2.25)
q 3,6 hibamérték (3.25)
r 2 elemátmenet (2.6)
6 a rendkívüli hiba helyének indexe (6.1)
s 2 eredő elemátmenet (2.7)
t 2,3,5 időpont (2.1)
u 2 a mérlegegyenlet állandó vektora (2.23)
4,5 a független változók vektora (4.1)
V 2 a mérlegváltozók vektora (2.17)
w 2 az ismert értékű mérlegváltozók vektora (2.2o )
X 2,3 a mérés utján megfigyelhető mérlegváltozók 
vektora
(2.2o )
У 2 a méretlen és ismeretlen értékű mérleg­
változók vektora
(2.2o)
4,5 a függő változók vektora (4.1)
z 2 átalakulás (2.12)
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Első
Jel Fejezet É r t e l m e z é s előfordulás 
(képletszám)
A 2,3,6 a mért mérlegváltozók közötti mérleg­
egyenlet együtthatómátrixa
(2.32)
5 a függő változók együtthatómátrixa a 
dinamikus matematikai modellben
(5.3)
В 4 a matematikai modell együtthatómátrixa (4.1)
5 a független változók együtthatómátrixa 
a dinamikus matematikai modellben
(5.3)
С 2 mérlegegyenlet együtthatómátrixa (2.14)
6 együtthatómátrix (6.9)
D 3 a sürüségfüggvény állandó faktora (3.33)
Е 4 a modell illeszkedési hiba vektorokból 
képzett mátrix
(4.11)
F 3 a mérleghiba vektorból képzett mérleghiba 
mátrix
(3.41)
G 3 a normált mérlegegyenlet együtthatómátrixa (3.12)
4 a feltételrendszer függő változóihoz 
tartozó együtthatómátrix
(4.2)
5 a feltételrendszer együtthatómátrixa (5.7)
H 3 a null, illetve ellenhipotézis (3.27)
H 4 a feltételrendszer független változóihoz 
tartozó együtthatómátrix
(4.2)
5 állandó mátrix (5.18)
I egységmátrix
I 2 a részrendszerek halmaza (2.3)
к 2 a komponensek halmaza (2.12)
L 2 a reakciók halmaza (2.12)
м 2 komponenstartalom mátrix (2.12)
6 a transzformált mérlegegyenlet együttható 
mátrixa
(6.3)
N 2 sztöchiometriai együttható mátrix (2.12)
P 2 permutáló mátrix (2.2o)
5 transzformációs mátrix (5.12)
Q 2 a mérlegegyenlet transzformációs mátrixa (2.25)
R 2 elemátmenetek mátrixa (2.8)
S 2 eredő elemátmenetek mátrixa (2.9)
5 a modellegyüttható mátrixok összege (5 .lo)
- 127 -
Első
Jel Fejezet É r t e l m e z é s  előfordulás
(képletszám)
T 2 az értelmezett időpontok halmaza (2.1)
T 3 hibamérték (3.43)
U 3 a mérleghiba mátrix saját transzponáltjával 
való szorzata
(3.41)
4 a független változók összességéből képzett 
mátrix
(4.12)
V 2 a mérlegegyenlet együttható mátrixa (2.17)
3,6 varianciamátrix (3.2)
4,5 a függő változók reciprok sulymátrixa (4.11)
w 2 a mérlegegyenlet ismert értékű mérlegválto­
zókhoz tartozó együtthatóinak mátrixa
(2.21)
4,5 a megfigyelési időpontok reciprok sulymát­
rixa
(4.11)
X 2 a mérlegegyenlet méréssel megfigyelhető 
mérlegváltozóihoz tartozó együtthatóinak 
mátrixa
(2.21)
Y 2 a mérlegegyenlet méretlen mérlegváltozóihoz 
tartozó együtthatóinak mátrixa
(2.21)
4 a függő változók összességéből képzett mát­
rix
(4.12)
5 a megfigyelt kimenetek mátrixa (5.17)
Z 2 az átalakulások mátrixa (2.12)
a 3 szignifikanciaszint (3.29)
Y 3 normált korrekció vektor (3.16)
6 a normált mérlegegyenlet együtthatómátrix 
oszlopa és a mérleghiba vektor közötti szög 
koszinusza
(6.7)
6 3 normált mérleghiba vektor (3.15)
e 4 modell illeszkedési hiba vektor (4.9)
e 5 mintavételezési időintervallum (5.3)
V 2 sztöchiometriai együttható (2.12)
4 a megfigyelések reciprok súlya (4.lo)
К 3 normált mérlegváltozó vektor (3.14)
q 2 az eredő elemátmenetek vektora (2.11)
T 3 hibamérték (3.44)
Ф 3,6 normált mérleghiba vektor (3.17)
5 a modell egyesitett független változó 
vektora
(5.16)
X 3 a megfelelő eloszlás jele (3.26)
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Első
Jel Fejezet É r t e l m e z é s előfordulás
képletszám
со 4 az időpontok reciprok súlya (4.1o)
Г 3 a közös forrású mérleghibák együttható­
mátrixa
(3.4)
0 3 a mérlegváltozók mérési hibájának 
várható érték vektora
(3.2)
Z 2 az eredő elemátmenetek mátrixa több­
komponensű rendszereknél
(2.13)
5 összegező mátrix (5.18)
Ф 5 a megfigyelések egyesitett független 
változó mátrixa
(5.17)
Q 5 egyesitett modellegyüttható mátrix (5.16)
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F . 1 Mátrixok_Kronecker-f éle_szorzása_és_a_yec (_2.i_22eréí°r
Legyen A = {а^Л egy m*n méretű és В egy s*t méretű mátrix. 




hipermátrixot értjük, ahol a^*B a B mátrix a^^ skalárszoro- 
sát jelenti.
Jelöljük a^-vel A mátrix j. oszlopát:
A ( a^ ; ä2 I ■.. г ) .
Neudecker [32] jelölésével legyen
vea( A) =| ----
V
tehát v e a {A) az A mátrix oszlopainak egymás alá Írásával 
képzett n rm elemű oszlopvektort jelenti.
A definicióból következik, hogy ha a oszlopvektor, akkor 
a = v e c ( a) = v e a ( a ' )
A továbbiakban alkalmazni fogjuk a v e c ( - )  transzformációt 
mátrixok szorzatára. Balátható, hogy
ueö(ABC) = (С"&A)*v e o (B)
és
v e o { AB) = (1яА)*иес(В) = ( В ''я! ) • v e o ( A ) = ( В "нА ) • v e o ( I )
A definicióból következően v e o { *) lineáris transzformáció, 
azaz tetszőleges skalár c^ és c^-vel, tetszőleges azonos
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méretű és A ^  mátrixszal
v e o { c ^  A ^ + c ^ A ^ ) = c i v e t s ( A^ ) + c ^ v e a  (A^  )




A feladat a (2.8) szerinti 
Дш = (AR'-AR)l
összefüggés átalakítása a (2.1o) szerinti
V Av = Ог К
alakra, ahol az állandókat VR, a változókat AVr tartalmazza. 
Mivel Am oszlopvektor,
Am = v e o ( Am) = v e c ((AR'-AR)1)
A transzponált mátrix uec( • ) alakja az eredeti mátrix uee(•) 
alakjából egy T permutáló mátrixszal való szorzással adódik, 
i+'^ -es mátrix esetében pl.




















Ezt és a mátrixszorzatok v e c ( - )  transzformációjára vonatkozó 
összefüggést (2.8)-ra alkalmazva






v e c { AR) 
Дш
es
v„ =  ( (Î'ïi) d -T ) I I )■К I
jelöléssel tehát a (2.1o) összefüggés adódik: 
V VR = О
Pl. az n(I) = 4  esetben az














1 1 1 1 -1 -1 -1 1 1 1
1 1 1 1 1 -1 -1 -1 1 1
1 1 1 1 1 1 -1 -1 -1 1
1 1 1 - 1 1 1 1 -1 -1 -1
sema szerint
-1 -1 -1 1 1 1 1
1 -1 -1 -1 1 1 1
1 1 -1 -1 -1 1 1
1 1 1 -1 -1 -1 1
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Mivel V sorainak száma kisebb oszlopai számánál és 
egységmátrix oszlopminora, következik, hogy rangja 
rok számával egyenlő, tehát




A feladat a (2.9) szerinti
F. 3 A_(2^lll.összefüggésbei^szereglc^V^inátrix
Дш = AS•1
összefüggés átalakitása a (2.11) szerinti
V Av = 0
a a
alakra, ahol V a rendszerre jellemző állandó mátrix és a
Av^ a mérlegváltozók vektora.




A második egyenlet értelmében AS antiszimmetrikus, tehát 
elemei közül csak n { o )  = я ( I )•(«( I )-l )/2 független. Legye­
nek ezek a főátló alatti elemek:
Ао = (As0.,As0.,...,As .21 31 ni 1 ,As32’ , Asni, 2 : ,As . . . )ni,ni-l
Nyilvánvalóan létezik olyan n(I)2 sorból és n(a) oszlopból 
álló mátrix, amivel Aa-t szorozva vec(AS)-et kapjuk. Jelöl­















v e o (AS ) = Г•Да 
és fennáll a
Т*Г = —Г
összefüggés. Ebből következik, hogy
- v e a [ à S ' ) = -T v e o {AS) = -Т*Г*Да = ГАа = uee(AS)
Az igy előállított AS tehát tetszőleges Да-val kielégíti 
a AS = -AS^ feltételt.
A kiindulási összefüggésre alkalmazva a v e a ( ' )  transzfor 
mációt




Ca = -(I'hI)*Г 
jelölést. így a
es
va - (Co ! 11
jelöléssel a (2.11) összefüggés adódik:
V *Av = 0а а
Az n(I) = 4 esetben a
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1 1 1 1 -1 -1 -1
1 1 1 1 1 - 1 -1
1 1 1 1 1 1 -1








1 1 1 1
-1 1 1 1
-1 -1 1 1
-1 -1 -1 1
Mivel V sorainak száma kisebb oszlopai számánál és van
о




A feladat а (2.15) szerinti
С •AE+AZ *N = AM О
összefüggés átalakitása а (2.16) szerinti
V ivK - 0
alakra, ahol VK a rendszerre jellemző állandó mátrix,
és Av a mérlegváltozók vektora.К
Alkalmazzuk a v e o ( ' )  transzformációt:
v e e { C •AZ ) + v e a(AZ *N ) = v e c [ AM) cf
A szorzatokat úgy bontjuk fel, hogy a változók alakuljanak 
vektorrá :
( In ) • veo ( AZ ) + (N 'hIn ^ j ^ v e a ( Z )  =
= I ч ,^  \ *uec(AM) n(K)*n(I)
F . 4 А_£2Л6_) _összefüggésben_szere2 lő_V^_mátrix
Látható, hogy a
VK = (-In(K)ECa |“N 'eIn(I) ! In(I)*n(K))
yec(2 ) 
v e o (Z ) 
yec(ДМ)
jelöléssel a (2.16) összefüggést nyerjük:
V üvk = 0
Könnyen belátható, hogy rangja 
r(VK) = n(í) • n ( K ) У
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V elemeinek száma pedigК
n ( v K  ) =  n ( l )  [n(K) • + 1 +n ( L ) ]
Pl., ha n(Î)= 4, n(L) = 2 és n(K) = 3, akkor, felhasználva 
C -t az F.3 függelékből,
1 1 1 Uu 1, 1-1 1 1 "11 IL,7\ 1-1 -1 1 4 *z\ 1-1 -1-1 4 11 1 1 'l? *22 1-1 1 1 '’l? 1-1 -1 1 4 *7\ 1-1 -1-1 1^2 JZ 2 11 1 1 J13 1-1 1 1 V13 V 1-1 -1 1 z\ 1-1 -1-1 !i3 £ 1
ÄVk " A^s211’As311’As411’As321’As421,As431,As212,As312,As412’ 
As322 ,Asi+22’Así432 эАз213эАз313 ’ASl4l3 ’As323 ,ASl+23 ,ASi433 9 
A z ^  5 Az2^ ,Az 31 jAz^^ ? Az^2 э A z 2 2 5 ^  ^ 3 2 5 ^  ^ 14 2 э Am^ ^ 5 
A m ^  jAtti^ ^ 5Аш ^2 5А1П22 5А1П22 5 Атпц ^ 3 Am^ ^ 5 ^ ^2 3 5 ^ ^3 3 5 3 ^
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F.5 K!í_Eéida_a_mérlegegyenletek_kiegészitő_felvételeire
a/ Két komponensáram egyenlőségének előírása
Tekintsük az F .5.1 ábra szerinti négyelemü rendszert három 
komponenssel /a komponensátalakulásokkal most nem foglalko­
zunk/. A rendszer elemeinek halmaza I = {11,4.2,13,14}; a 
komponensek halmaza K = { k 1 , k 2 , k 3 ) .  II-et tekintjük a rend­
szer környezetének. Legyen az 12 részrendszer egy szepará­
tor, amely a k i  komponenst teljes egészében eltávolítja az 
II-bői jövő áramból és azt maradéktalanul az 13 részrendszer 
felé továbbítja. A többi komponens árama megoszlik az 13 és 
14 részrendszerek felé irányuló áramok között. 13 és 14 kö­
zött közvetlen komponensátmenet nincsen.
Ennek megfelelően s^ f3 fe = 0 уа1атеппУа k e K - r e .  A mérleg­
egyenletek rendszerét ki kívánjuk egészíteni az s ^  y j fcj = 
= s^j 2^ fr] előírással. A mérlegegyenletek F.4 szerinti 
együtthatómátrixát és természetesen jobboldalát is kibővit- 
jük egy sorral:
1 1 1-1 1 1-1 -1 1-1 -1-1 1 1 1-1 1 1-1 -1 1 s t b., mint F. 4-ben
-1 -1-1






A feltétel bevezetése a változók számát nem növeli.
Példánkban a két komponensáram egyenlővé tehető volna az 
s14 12 fel =  ^ ar"tékadással is • Bonyolultabb esetekben azon-
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ban /pl. kettőnél többfelé való elágazás/ az itt ismerte­
tett eljárás egyszerűbb és áttekinthetőbb lehet.
b/ Rögzitett_összetételü_áram
Tekintsük az F.5.2 ábra szerinti négyelemü rendszert három 
komponenssel /a komponensátalakulásokkal példánkban nem 
foglalkozunk/. A rendszer elemeinek halmaza I = {Л 1 , L2,1 3 , 1 4}; 
a komponensek halmaza К = { k i , k 2 , k 3 ) . Legyen L7 a rendszer 
környezete, -L2 egy levegőkompresszor, -L3 egy gázkompresszor, 
i 4 egy gázégő, L2 és -L3 között közvetlen komponensátmenet 
nincs .
Ennek megfelelően s^ Z2 k = ® va-*-amennyi k EK-ra. Legyen 
fe? = N^+A, fe2 = C>2>k3 = CC>2 • /Példánkban a vizgőztartalmat 
figyelmen kivül hagyjuk./ Azt, hogy az L2-ből 14 - Ъе menő 
áram levegő, a következőképpen specifikáljuk:
Bevezetünk egy uj változót, az L2-ből 14-Ъе menő összes kom­
ponensátmenetet /összes belépő levegő/. Jelöljük ezt s^ev" 
vei. Ezt felhasználva fennállnak az
s l 4 , l 2 , k l
Sl 4 , l 2 , k 2






feltételi egyenletek. Ennek megfelelően a kibővített egyenlet­
rendszer együtthatómátrixa:
1 1 1
- 1 1 1
-1 - 1 1
- 1 - 1 -1
1 1 1
- 1 1 1
- 1 - 1 1
- 1 - 1 - 1
1 1 1
- 1 1 1
- 1 - 1 1


















F . 5.1 ábra
F . 5.2 ábra
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F.6 A_ngrmált_váltgzók_invariancia_tulajdonságai
а/ А 3.2.2 részben bevezetett normált változók abszolút 
értéke invariáns az eredeti változók kölcsönösen egyértel­
mű lineáris transzformációjára nézve.
Legyen d* x* és c* a d, 
telmü homogén lineáris 
koordinátarendszerbeli
X és c változók kölcsönösen egyér- 
transzformáltja /azaz transzformált 
képe/:
d* = Sd, = Sx, = Se
ahol S egy tetszőleges kvadratikus nem szinguláris mátrix. 
Nyilvánvalóan, ha ff(d) =0, akkor 
E { d*) = E(Sd) = 0
és
V~ = E ( d * d * ' )  =  S E ( d d ' ) S '  = SV~S" d a
Képezzük d*-ból a normált 6* változót (3.15)-nek megfelelően: 
<$* = V^*_1/2d* = (SV~S") _1/2sd
Beláthatjuk, hogy a 6* normált hivavektor abszolút értéke 
S-től független. Az abszolút érték négyzete ui. :
= d"s"(SV~S") -1 Sd = d'V^d = 6 ' 6  .
Hasonló módon látható be az analóg állitás Ç*-ra és y*-ra 
is.
b/ A cp normált mérleghiba vektor abszolút értéke invariáns 
a mérlegegyenletek kölcsönösen egyértelmű transzformációjára 
nézve.
Tekintsük a feltételi egyenletnek egy, az eredetivel ekviva­
lens, lineárisan transzformált alakját:
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A*d = f *
ahol
A *  = Q A
és
f *  = Qf
közös kvadratikus, nemszinguláris Q-val.
Belátható, hogy a (3.19)-bői számitott cp* normált mérleg­
hiba vektor abszolút értéke Q-tól független. Képezzük A*- 
ból G*-ot (3.12)-nek megfelelően:
G* = ( A * V g A * ') _l/2A * V ^ 2 = ( Q A V g A " Q " ) _1/2Q A V ^ 2
Ezzel a mérleghiba vektor abszolút értékének négyzete (3.19) 
szerint
<p*'<p* =  6 " V ^ 2A " Q " ( Q A V ^ A " Q " )  _ 1 Q A V ^ i/26 =  6 ' 4 ^ ZA '  ( A V ^ A '  ) _1A V ^ 2 6 
= ф'ф
Ebből következik, hogy |ф | Q-tól független. Az a/ szerinti 
transzformációtól való függetlenség triviális.
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F. 7 Szimmetrikusia_gozitiv_definit_mátrix_n§gYzetgYÖkének
Legyenek A és Xq hasonló*, valós, szimmetrikus, pozitiv de­
finit mátrixok és legyen
xk+i = l(AXk1+xk> •
akkor
H m XR = Al/2 . (F.7.2)
k-*co
Pozitiv definit diaginálmátrixokra ui. triviálisan alkalmaz­
ható a pozitiv valós számok négyzatgyökének iterációs számí­
tására ismert összefüggés: ha
Ak * i = l< MA‘i +Ak> * <F- 7- 3 >
akkor
П т Лк = M 1/2 (F.7.4)k-*oo
feltéve, hogy M1/2 valós és Л~к létezik.
Ha M, ill. speciálisan az A, ill. Xq sa.játértékeiből kép­
zett diagonálmátrix, amelyekre tehát
A = EME"
X = ЕЛ E"о о
és
E"E = ЕЕ" = I ,
akkor (F.7.3) és (F.7.4)-bői következik, hogy
* Hasonló mátrixok sajátvektorrendszere azonos.
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Xk + 1 - ЕЛк+1Е ' = |Е(МЛк-‘+Лк )Е' =
= |(ЕМЕ"ЕЛ^1Е"+ЕЛкЕ") = |(А-Хк1+Х]с) (F.7.7)
és
l i m  X = l i m  ЕА Е ' =  Е* П т Л Е' = EMl/zE" = А 1/2 _ (F.7.8)
к—  Х к-°° к к-<=° К
A hasonlóság biztosítása céljából célszerű XQ-t A-nak vá­
lasztani.
(F.7.3), (F.7.M-)-ből következően nyilvánvaló, hogy az algo­




Feladatunk annak eldöntése, hogy fenntartható-e az a hipo­
tézis, hogy a mérési hibák, mint adott varianciamátrixu 
normális eloszlású vektorváltozók 0 várható értéküek-e, 
vagy sem. Az alábbiakban bemutatjuk, hogy az értekezés
3.2.3 pontjában javasolt hipotézisvizsgálat a matematikai 
statisztika szóhasználata szerint megengedhető /admissible/. 
Ez a próba egyúttal egyenletesen legerősebb /most powerful/ 
annak a Hq hipotézisnek a vizsgálatára, hogy a q z v szabadsá­
gi fokú X2 eloszlású valószinüségi változó centrális-e. Vá­
lasszuk ellenhipotézisnek (H^) azt a feltevést, hogy q2 nem 
centrális X2 eloszlású, ahol a a nem centráltságra jellemző 
egyetlen paraméter, vagyis a q2 összeget alkotó független 
normális eloszlású valószinüségi vektorváltozó várható érték 
vektorának abszolút értéke.
Minthogy az a paraméterű nem centrális x2 eloszlás sűrűség­
függvénye
, , \ ex p (-1/2 ( z + a) ) z1//2 ^ ^h( z, a ) = — ------------------- -
21/2r{l/2(v-l)}r(l/2)
со 2? 2?I В
r = 0 2r !
|(\>-l),|+r
alakú /lásd pl. [25]/, a likelihood hányados z-nek
pozitiv együtthatójú hatványsora. Ezért adott valószinüségü 
elsőfajú hiba esetén a minden értékére a másodfajú hibát mi­
nimalizáló W elfogadási tartomány /q2 azon értékeinek halma­
za, amelyre a H hipotézist elfogadjuk/ - amely a Neyman- 
s °  '  h(z a )Pearson lemma értelmében a ’q ) függvény valamely nivó
halmaza - a pozitiv féltengelynek a 0 pontot tartalmazó in­
tervalluma. így a q2 < a próba a H'(0<a<°°) ellenhipotézis-
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seregre egyenletesen legerősebb.
Az vektorváltozó által hordozott információ­
nak a
V
skalár mennyiségbe való összesüritését az alábbi állitás
is alátámasztja. Jelölje ?H(*) a H hipotézis szerinti való-
szinüséget. Adott 1-Ph (Wq) elsőfokú hiba esetén a Wq =
о
= {x:q2<_ot} hipergömbalaku elfogadási tartományon alapuló 
hipotézisvizsgálat megengedhető, azaz nincs olyan i  Wq 
elfogadási tartomány, amelyre
PH(W1) = P ( W ) (F.8.1)
Ho 1 Ho °
és
PH < V  < PH<Wo> (F-8-2)
valamennyi lehetséges ellenhipotézisre.
A bizonyitás indirekt módon végezhető el: az (F.8.1) egyen­
lőségből és i  WQ-ból következik, hogy W^-nek van a q2 <_ a 
gömb valamelyik érintő hipersikjának a gömbbel ellentétes ol­
dalán lévő nem 0 valószinüségü W2 ç részhalmaza. /А való- 
szinüséget vehetjük a HQ hipotézis szerint vagy bármilyen 
ellenhipotézis szerint./
-X2Az e függvény azon tulajdonságából, hogy tetszőleges e > 0-ra
-(m+e )2
l i m  ----- 2-- = 0-mm-*°° e
következik, hogy alkalmasan választott H^-re
ph ' V PH<W2 > PH<Wo>
Ez az egyenlőtlenség pedig ellentmond az F.8.2 egyenlőtlenség­
nek. A H^-et úgy kell megválasztani, hogy a hozzátartozó m
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várhatóérték vektor az origóból kiinduló és bármelyik a 
W2 halmazon áthaladó félegyenes egy elegendően távoli 
pontja legyen /lásd az F.8.1 ábrát/.
F.8.1 ábra
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F. 9 A korrekció feltételes LKN becslése és az abból — — — •—« “ — ^ — — — — —— —— — —— — — — — — — — _ _ _ —
számitott_mennYÍségek
a/
Adott (3.36) szerint a minimálandó
' H y ) =-|y "y




feltételrendszer, ahol G n(f)*n(x) mátrix (n(f) < n(x)) és
GG" = I (F.9.3)
A feltételes minimum helyét a Lagrange multiplikátorok mód­
szerével határozhatjuk meg /lásd az F.14 és F.15 függeléke­
ket/ . Képezzük a kibővített
V*(Yí\) = —y'y+Tr ( A "* ( Gy +4> ) ) (F.9.4)




A = v +g "A = о Y=Y 1
AA = A
(F.9.5)
Э AWft(Y,X) Y = ?
AA = A
= Gy+ф = о
mátrixegyenlet rendszert.
(F.9.5)-ből, (F.9.3)-at figyelembe véve
Л  AA = -Gy






végül ezt (F.9.5)-be visszahelyettesítve megoldásként
Y = -G' tp (F.9.9)
adódik.




Л  ^  A
Ç = S+Y
összefüggésből (F.9.9)-cel
t  = Z - G ' v . (F.9.lo)
с/
(3.19)-et figyelembe véve
у = -G 'GS . (F.9.11)
d/
Kiindulva a definíció szerinti
6 = Ï-Ç , Y = I-Ï és a 6 = Í-Í
összefüggésekből,nyilvánvaló, hogy
Л ' ' л
6 = ő+y
Eszerint tehát (F.9.11)-ből 







I = l+il-G'GH . 
f/
(F.9.11)-ből következik 
. E( 6 )  = О
(F.9.13)
-t kihasználva, hogy 
E {у) = О 
g/





E ( V  =  5
i/
Figyelembe véve, hogy (3.22) értelmében = I, következik, 
hogy





V£ = Ж(6-Я(б)*(б-Я(б)Ю = E ( î t ' )  = ( I - G ' G ) ' E ( & 6 '  ) •  ( I - G ' G )  
= I - G ' G  ,
másrészt
Л  Л  д  A
V~ = E((i-E(K)*U-E(i))') = E ( ( î - Î ) ( ï - ï ) ' )  = Я(бб') = I-G'G
к/
A közismert
E ( y ' y )  = E ( T r { y y ' ) )  = T r ( E ( y y '  ) ) 
transzformáció után, i/ eredményét felhasználva 
E ( y ' y )  = T r ( G ' G )
Mivel G^G projektormátrix, és igy nyoma a rangjával egyenlő,
és minthogy
r ( G )  = n ( f ) ,
következik, hogy
E ( y ' y )  = n ( f )
1 !
Az előzőkhöz hasonlóan, figyelembe véve. hogy 
r(I-G'G) = n(x)-n(f) 
következik, hogy
> . т
E ( 6 ' & )  = T r { E { 6 8 ' ) )  = T r ( I - G ' G )  = n(x)-n(f) .
• - .fii • ' ' ,
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Г-t felbontjuk egy nem szinguláris kvadratikus és egy 
maradék oszlopokból álló minorra:
Ennek megfelelően bontjuk fel у-t, C-t és c-t is:
Az általánosság megsértése nélkül feltételezzük, hogy Г bal­
oldali kvadratikus minora invertálható. Mivel előzetesen 
tett feltevésünk értelmében г(Г) egyenlő a feltételi egyen­
letek számával, ez az oszlopok és ennek megfelelően y, stb. 
elemeinek alkalmas cseréjével mindig elérhető.
így (F.lo.2)-ből y^ kifejezhető:
Ни+Г1у 1+Г2у2+с = О ,
amiből, kihasználva, hogy nem szinguláris,







ya = C^u+c^ (F.lo.5 )
és
Y 2 = C2u+c2 . (F .lo.6)
Jelentse (F.lo.6) a lineárisan független összefüggéseket, 
tehát feltételezhetően C é s  c2 megfigyelt adatokból meg­
határozható, pl. a hagyományos LKN módszerrel. Ha C2~t és 
c2“t ismerjük, (F.lo.6)-ot (F.lo.3)-ba helyettesítve szá­
míthatjuk y^-et:
yl = -г1“1((Г2С2+Н)и+(Г2с2 + С)) . (F.lo.7)
Ezt (F.lo.5)-tel összevetve a jobboldalak’ minden u-ra egyen­
lők, tehát külön a szorzófaktor és külön az additiv állandó 
is egyenlő :







(F.lo.2) feltételrendszer minden C
hogy 
о > c2
ilyen C és c-vel az 
és u mellett teljesül.5
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F.11 Feltételes_legkisebb_négYzetes_egYÜtthatóbecslés
A 4.1.2 pontban megfogalmazott feladat megoldásához a LKN 
együtthatóbecslés kiterjesztését ismertetjük olyan esetre, 
amikor a független és a becsült együtthatókkal számitott 
függő változók között adott lineáris kapcsolatnak kell 
fennállnia.
Megemlitjük, hogy Asbjórnsen és Hertzberg [6] is leirja 
egy bizonyos feltételes LKN becslés kémiai alkalmazását.
Náluk azonban bizonyos számú rögzitett ponton átmenő meg­
oldást biztositó együtthatómátrix meghatározásáról van szó, 
ami lényegében különbözik az előzőkben’ megfogalmazott fel­
adattól .
Két esetet tárgyalunk: az
a/ homogén lineáris, 
b/ inhomogén lineáris
függvénykapcsolat együtthatóbecslését. Ezt követően а с/ 
pontban a becsült együtthatómátrix néhány statisztikai tu­
lajdonságát vizsgáljuk.
Elöljáróban megjegyezzük, hogy a rövidség kedvéért a tárgya­
lásban szereplő mátrixok méreteit definiálásukkor nem adjuk 
meg, ezek azonban x és у méretéből, valamint a feltételi 
egyenletek és a megfigyelések számából félreérthetelenül a- 
dódnak. Ugyancsak nem térünk ki a mátrix inverz képzések el­
végezhetőségének feltételeire. Az eredmények csak akkor értel­
mezhetők, ha valamennyi inverz létezik. Ennek szükséges /de 
nem elégséges/ feltételei a mátrixok méreteiből nyilvánvalók.
a/
Homogén lineáris_függvenykapcsolat_
Adott egy homogén lineáris 
у = Cx
függvény-kapcsolat és egy C-re vonatkozó
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K+JC = о (F.11.2)
feltétel, ahol x a független, y a függő változók vektora, C 
ismeretlen, J és К ismert együtthatómátrixok. C becslésé­
hez összetartozó x és у vektorpároknak, mint megfigyelések­
nek egy sokaságával rendelkezünk, ahol az y-ra vonatkozó 
megfigyelések hibával terheltek.A j-edik megfigyelést x., 
ill. y^-vel jelöljük. Az összes megfigyelésből, mint oszlop­
vektorokból képezzük az
ill.
X ( X^ , X2 / . . . , X j ,... x^ )
Y = (y1/Уо/••.,У •,••.ym)l,jr2----- 3 ' --nr
mátrixokat, ahol m a megfigyelések száma.
Az (F.ll.l) összefüggés az X mátrixhoz az
Y = CX (F.11.3)
mátrixot rendeli. Keressük X és Y ismeretében a LKN elvének
лértelmében legjobban illeszkedő C együtthatómátrixot azon 
C-k közül, amelyek kielégítik az (F.11.2) feltételt.
Jelöljük az illeszkedési hibák, azaz a megfigyelt és a be­
csült együtthatókkal számított kimenetek különbségének mát­
rixát E-vel: )
E = Y-CX i( (F.11.4)
/ч
C súlyozott szabad LKN becslése az
e* = T r { V ~ 1 l2 E V I ~ 1 E ' V ~ 1 / 2 ) =
= T r ( V ~1I2 (Y-CX) W _1 (Y-CX) ' V -1/2 )
(F.11.5)
célfüggvény C szerinti minimumhelye, a súlyozott feltételes 
LKN becslés ugyanezen célfüggvénynek az (F.11.2) feltételt ki 
elégitő minimumhelye. Itt V _1 a függő változóvektor elemei 
szerinti, W _1 az egyes megfigyelések időpontja szerinti sulyo
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zás mátrixa. /Megadásukat megkönnyíti az, hogy bizonyos 
ideális feltételek fennforgása esetén ezek az adott válto­
zók inverz varianciamátrixának tekinthetők./
Az igy megfogalmazott feladat megoldása történhet algebrai- 
lag - képletszerüen -, vagy bizonyos transzformációk végre­
hajtása után numerikusán. Ez utóbbit nem vizsgáljuk részle­
tesen, csupán megemlítjük, hogy a Neudecker-féle transzfor-
Amáció [32] alkalmazása után a keresett C együtthatómátrix 
meghatározása lineáris programozásra [49] is visszavezethe­
tő. A módszer előnye, hogy alkalmazása során egyenlőtlensé- 
gi feltételek is figyelembe vehetők. Hátránya az algebrai, 
képletszerü megoldással szemben, hogy nem ad lehetőséget a 
megoldhatósági feltételektől és a paraméterektől való füg­
gés elemzésére. Számitógépes megvalósitása a lineáris al­
gebra szokásos módszereitől eltér és a feladat eredeti mére­
téhez viszonyítva nagy méretű lineáris programozási feladat 
megoldását igényli.
Képletszerü megoldáshoz juthatunk a lineáris vektorterek el­
méletének, vagy a lineáris algebra módszereinek alkalmazásá­
val. Hasonló feladatra skalár függő változóra Rao [33] és 
Linnik [27] közli a megoldást. Az itt közölt levezetés azok­
kal lényegében megegyezik, vektor függő változóra általáno­
sítva.
A levezetésünkben a lineáris algebra két kevéssé ismert mű­
veletét használjuk: a skalár—mátrix függvények mátrix szerin 
ti deriválását és a mátrix Lagrange-multiplikátorok alkalma­
zását mátrix szerinti feltételes szélsőérték számítás során. 
Az itt és az F.12 függelékben közölt gondolatmenet követésé­
nek megkönnyítése érdekében ezeket a fogalmakat és művelete­
ket külön ismertetjük: az előbbit F.14-ben, az utóbbit az 
F.15 függelékben.
Az (F.11.2 ) feltételt kielégítő szélsőérték helyét a Lagrange
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multiplikátorok módszerével határozzuk meg. A kibővített 
célfüggvény
e = T r ( V ~ l12 (Y-CX)W-1 (Y-CX) "V“l/2 ) + T r ( L ' (  JC+K) ) (F.11.6)
ahol L a Lagrange-multiplikátorok K-val azonos méretű mát­
rixa .
Mivel eft pozitív definit, a minimumhely létezik és ott a 
C és L szerinti parciális deriváltak zérusok:
Í£ЭС
L=L




(F.11.7)-et balról (JVJ")_1JV-vel 




L = 2(JVJ") _1 (JY+KX)W-1X" . (F.ll.lo)
Ezt (F.11.7)-be visszahelyettesítve és átrendezve nyerjük a
/чkeresett C együtthatómátrixot:
C = YW_1X"(XW-1X') _1-VJ"( JVJ" ) _1 ( JY+KX)W_1X"(XW _1X") _1 . (F.ll.ll)
A szabad - feltétel nélküli - LKN közelítéssel adódó együtt­
hatót jelöljük C^-fel. Ez közismerten
Cf = YW_1X"(XW_1X") _1
Ezzel (F.ll.ll) egyszerűbben felírható:




С = Cf-VJ" ( JVJ" ) _1 (K+JCf ) (F.11.13)
A feltételrendszert kielégítő C megoldás tehát a szabad 
LKN becsléssel nyert együtthatónak és egy korrekciós 
tagnak az összege. Ez utóbbi lineárisan függ a feltétel- 
rendszer teljesülésének hibájától. Az összefüggést
C = (I-VJ"(JVJ") ) Cf - V J ' ( JVJ")-1K (F.11.14)
alakra hozva megállapítható, hogy C-t valójában V _1/2C^-nek 
egy JV1/2-re ortogonális lineáris alakzatra való vetítésé­
vel kapjuk.
(F.ll.ll) kiszámításának másik módja, hogy első lépésként 
y-ot transzformáljuk az
A
Y = ( I-VJ"(JVJ")_1J)Y-VJ"(J V J ' )-1KX (F.11.15)
transzformációs formula szerint, majd erre alkalmazzuk, 
mint megfigyelt függő változó mátrixra, a szabad LKN köze­
lítést. így (F.ll.ll) szerint
л
YW _1X"(XW_1X") _1 =
YW _1X^ ( XW ~l X '  ) -1 — VJ ^ ( JVJ ^ ) _1 ( KX+JY ) • W -1X ^ ( XW ~l X '  ) -1 = C (F.11.16)
tehát az utóbbi módon becsült együtthatómátrix azonos a fel­
tételes becslés eredményével.
Az (F.11.15) transzformáció geometriailag V _1/2Y-nak egy JV1/2- 
re ortogonális lineáris alakzatra való vetítését jelenti.
A két megoldási ut tehát a vetités és a becslés sorrendjének 
sorrendjében különbözik. Müveletigényességüknek összehasonlí­




Az értekezés 4.1 részfejezete szerint adott a (4.1) összefüg­
gésnek megfelelő matematikai modell az
y* = B*u*+b* (F.11.17)
függvénykapcsolat alakjában, általunk ismeretlen B‘;í-gal és b*- 
gal és fennáll a (4.2) összefüggésnek megfelelő
H*u*+G*y*+h* = 0  (F.11.18)
feltétel, ismert H*, G*, h* együtthatókkal"^".
A 4.1.2 pontbeli (4.7) becslő formula
y* = B*u*+b* (F.11.19)
A  A
alakú és megköveteljük, hogy a benne szereplő B* és b* együtt­
hatókkal teljesüljön az (F.11.18) összefüggéssel analóg
H*u*+G*y*+h* = 0  (F.11.2o)
feltétel.
A modell illeszkedési hiba mátrix a megfigyelt és az (F.11.19) 





Y* = ( У * f У 2 • • • • • • • »У*) •
• Az illeszkedési hiba mértéke ebből
^Kényelmi okokból itt az értekezés 4. fejezetében szereplő 
együtthatókat és változókat * jellel jelöljük. A jelzetlen 
mennyiségeket más értelemben fogjuk használni.
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f = T r ( V  - l l * E * 4 ~ l E * ' V ~ l l2 ) . (F.11.22)
Az ismeretlen együtthatók korlátozott LKN becslése az a 
B* és b*, amely kielégíti az (F.11.2o) feltételt, és az 
azt kielégítők közül a minimális f értéket adja. Mivel 
f pozitív definit, ilyen együtthatórendszer létezik, ha 
egyáltalán van olyan együtthatórendszer, amivel a felté­
tel teljesül.
A feladat megoldását két egymást követő transzformációval 
visszavezetjük az а/pont szerinti homogén feltételes LKN 
becslésre. Először az eredeti változókat és együtthatókat 
transzformáljuk úgy, hogy az egyes változók megfigyelt ér­
tékeinek súlyozott átlaga O-val legyen egyenlő. A második 
transzformáció során az inhomogén függvénykapcsolatot for­
málisan homogénné tesszük azáltal, hogy a független válto­
zók vektorát egy skaláris állandó elemmel, célszerűen 1- 
gyeljkibővitjük. Az ezen transzformáció után adódó össze­
függésre alkalmazzuk az a/ pont szerinti feltételes LKN 
közelítést, majd kihasználva a transzformáció adta lehető­
ségeket, a becslő formulát egyszerűsítjük és átalakítjuk 
olyan alakra, amelyben az eredeti, transzformálatlan vál­
tozók és az azok közötti kapcsolat együtthatói szerepelnek.
Jelöljük a j-edik megfigyelés eredeti transzformálatlan 
független ill. függő változó vektorát uí'-gal ill yv-gal, 
az összes megfigyelés súlyozott átlagait u-sal ill. y-sal, 
a 0 súlyozott átlagra transzformált változókat u^-vel ill. 
y .-mal.
Az u ill. y súlyozott átlagokat az
ü = D*W'1l(l'r1l)"1 (F.11.23)
ill.
ÿ = У***_11(1"Ю_11) _1 (F.11.24)
összefüggésekkel definiáljuk./Természetesen, ha W = I, akkor
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minthogy












tehát a számtani közép adódik./
5
A súlyozott átlagra transzformált u és y változókat, ill. az 
ugyanigy transzformált megfigyeléseket az
u = u*-u ill. y = y*-y 
ill. minden j=1,2,...m-re az
u. = uv-u ill. y. = yv-y
összefüggésekkel definiáljuk.
Az u  ^ ill. y_. megfigyelésekből U* ill. Y* képzésével analóg 
módon képezzük az U ill. Y mátrixokat. Legyen továbbá az 
U-val ill. Y-mal azonos számú oszlopból álló Ü ill. Y
U = (u,u,...,u,...u ) = u*l^
ill.
Y = (y,y,.../y,...y) = Ÿ ‘ l '
így fennáll az
U = U*-ü (F.11.25)
ill.
Y = Y*-Y (F.11.26)
összefüggés a transzformált és tramszformálatlan mátrixok 
között.




YW 1 • 1 = YÂW 11-Y*W 11 ( 1 “"W _11 ) -11 '’W -11 = 0 . (F. 11.28)
A következőkben előállítjuk a feladat megfogalmazásában sze­
replő (F.11.17—22) összefüggések megfelelőit a transzformált 
változókkal és megvizsgáljuk az eredeti és a transzformált 
összefüggések együtthatóinak kapcsolatát.
A transzformált változókkal felirt matematikai modell legyen 
y = Bu+b





Hasonlóképpen az (F.11.18) feltétel megfelelője legyen 
Hu+Gy+h = 0
Ebből a transzformációs összefüggések felhasználásával 




A megfelelő együtthatók összevetéséből az eredeti és a 
transzformált összefüggések együtthatói közötti kapcsolat 
a következő:
B* = B , b* = b+ÿ-BÜ , (F.11.29)
és
U* W 1 • 1 = U*W 11-U*W 11 ( 1 11 ) 1 l ' V I ~ 1 l  = 0 (F. 11.27)
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H* = H , G* = G , h* = h-Hu-Gy . (F.11.3o)
A becslő formulát és az arra vonatkozó feltételt értelem­
szerűen az
ill.
y = Bu+b 
Hu+Gy+h = 0
alakban értjük, a becsült együtthatókra vonatkozó
A , Л Л , A _  Л_В • = B es b“ = b+y-Bu
transzformációs összefüggésekkel.
Az igy definiált becslő formulával az illeszkedési hiba 
mátrix a transzformációra invariáns.Legyen ui.
^  Л A
E = Y-BU-bl " ,
akkor, (F.11.21)-bői a transzformációs összefüggéseket fel­
használva
E Y*-B*U*-b*l " =
__ Л  a  ___ Л __
Y-B*U-(b*l"-Y+B*U) =
~  /4 A
Y-BU-bl" = E
Ebből kifolyólag az f illeszkedési hiba mérték is invariáns 
a transzformációra.
A feladatot ezek után visszavezetjük az a/ pontban már meg­
oldott homogén feltételes LKN együtthatóbecslés feladatára, 
úgy hogy a független változó vektort kibővitjük egy skaláris 
állandó elemmel, célszerűen 1-gyel. így a változók és állan­














Belátható, hogy a független változók О súlyozott átlagra 
való transzformálása következtében a homogén feladat meg­
oldását jelentő (F.ll.ll) összefüggésben szereplő XW~l X '  
mátrix az







Ezt használjuk fel, miután az F.ll.ll összefüggésben el­
végeztük a megfelelő helyettesitéseket:
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-lyliJii___ О_____ \  _о  ! ( 1 ' w _11 ) - 1 J
-  V G ' { G V G ' )_1 (GY+(H I h) (---) )W_1(U"! ---- ------ •1 V i7 1 V °" ! d ' w li)_1 J
(F.11.33)
Ez, a hipermátrix Írásmódot felbontva két összefüggéssé 
bomlik :
Л  ^
В = YW-1tr(UW _1U") -1 -VG^ ( GVG^ ) -1 (GY+HU+hl ' ) W _1U^ (UW -1U ^ )-1
(F.ll.34)A ^  ^
b = YW_11(1W ~l l ' )  _1-VG"(GVG") _1 (GY+HU+hl')W ^ K l ' W 1!) _1 .
(F.ll.35)
(B ; b) = YW~1(U  ^I 1) (UW
Ezekből, újra kihasználva az (F.ll.27—28) összefüggést
A  ^  ^
В = YW-XU'(UW _1U") _1-VG'(GVG") _1 ( GY+HU ) W _1U ' ( UW _1U ' ) _1
és
b = -VG"{GVG" ) -1 h
(F.ll.36) 
(F.ll.37)
adódik. Figyeljük meg, hogy annak következtében, hogy a vál-
л лtozók súlyozott összege zérus, В b-tól függetlenül számítható. 
Mivel az (F.ll.36) összefüggés (F.11.11)-gyei azonos alakú, 
az utóbbi megoldásával kapcsolatos megállapításaink erre is ér-/ч
vényesek, igy tehát В számítása is egyszerűsíthető, ha először 
a B_p szabad LKN közelítését számítjuk ki a
Bf = YW _1U" (UW _1U' ) _1





Végül az (F.ll.25—26) és (F.ll.29—30) transzformációs össze­
függések felhasználásával nyerjük az (F.ll.19) becslő formu­
la állandóinak feltételes LKN becslését:
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В* = ВJ-VG*"(G*VG*') 1(G*B*+H*) (F.11.4o)
ahol
B J  = ( Y*—Y )W 1 (U*-U) '{ (U*-ü)W_1 (U*-U) " ) _1 (F.11.41)
a B* együttható szabad LKN becslése, és
(F.11.42)
Az igy kapott együtthatók szerepelnek (a * jelzések elhagyá­
sával) a 4.fejezet (4.15—4.17) összefüggéseiben a mérlegegyen­
leteket kielégítő statikus matematikai modellek együtthatói­
nak LKN becsléseként.
A becsült együtthatók és_kimenetek_torzitatlansága_
A torzitatlanság vizsgálata előtt röviden összefoglaljuk a 
becslés tulajdonságainak vizsgálata során а с/ és d/ pont­
ban közösen alkalmazott megfontolásainkat és feltevéseinket.
Csak az a/ pontban tárgyalt homogén lineáris esetet vizsgál­
juk. Hint a b/ pontban láttuk, az inhomogén eset a homogén 
probléma olyan speciális esetének tekinthető, ahol az egyik 
független változó állandó. így a homogén esetre tett megálla­
pításaink az inhomogén esetben is érvényesek.
Feltételezzük, hogy az illeszkedési hiba a modell független ■ 
változóitól statisztikusan független és 0 várható értékű.
A modell adekvát, vagyis a valódi változók valamilyen C-vel 
kielégítik az (F.ll.l) összefüggést, C pedig kielégíti az 
(F.11.2) feltételt.
A modell együtthatók becslésének torzitatlansága azt jelenti, 
hogy
с/
E{ C) = C
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Könnyen belátható, hogy feltételeink teljesülése esetén 
ez igaz. Képezzük ehhez először (F.11.12)-ből a szabad becs­
léssel nyert együttható várható értékét, felhasználva (F.11.14)-et
E ( Cf ) = E( YW_1X') (XW -1X' ) _1 =
= E(CXW _1X') (XW_1X') _1+í;(e w _1x ")(x w -1x ')_1
Kihasználva, hogy E statisztikusan független X-től és 0 
várható értékű, következik, hogy
E( Cf) = C+F(E )W_1X(XW_1X') _1 = C
Ezt felhasználva a feltételes becsléssel nyert együttható 
várható értéke, az (F.11.2) feltételt is felhasználva:
E( C) = E ( C f  ) - E { V J ' (  J V J '  ) -1 ( JCf+K) ) =
= C-VJ"( JVJ') _1 ( JE(Cf )+K) ) = C
A feltételes becsléssel nyert együttható tehát torzitatlan.
A becsült kimenet torzitatlansága közvetlenül belátható az 




A  Ay = Cx
becslő formula szerint
E ( yf) = E ( Cfx) = E(Cf)*x = y , 
ill. analóg módon 
E ( y) = y




Nem lenne gyakorlati jelentősége annak, hogy képletszerüen 
megadjuk a becslési hibák szórását. A rövidség kedvéért ar­
ra szorítkozunk, hogy megmutassuk, hogy а с/ pontbeli kiin­
dulási feltételek teljesülése esetén a kimenet feltételes 
LKN becsléssel adódó becslési hibájának súlyozott varianciája 
kisebb vagy egyenlő a szabad LKN becsléssel nyert becslés 
hibájának súlyozott varianciájánál.
A kimenet becslési hibájának súlyozott varianciája, felhasz­
nálva az együtthatóbecslés torzitatlanságát és az illeszke­
dési hiba X független változótól való statisztikus független­
ségét :
F(y) = E( (y-y ) " V 1 (y-y) ) =
= E { (Cx-Cx)"V"1(Cx-Cx)) =
Л  л
= E(x'(C-C)' V - 1(C-C)x) =
= x^ ff( (C-C) " V 1 (C-C) )x
A következőkben megmutatjuk, hogy a kiindulási feltételek 
teljesülése esetén у feltételes LKN becsléssel adódó becslé­
si hibájának varianciája kisebb vagy egyenlő a szabad LKN 
becsléssel nyert becslés hibájának varianciájánál.
A szabad LKN becslés hibájának varianciája ezzel teljesen 
analóg módon
7(yf ) = x'E{ (Cf- C ) “1(Cf-C))X
Az (F.11.2), (F.11.4) és (F.11.13) összefüggéseket, valamint
л .
C és X statisztikus függetlenségét felhasználva elemi számí­
tással adódik, hogy
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E( (C-C)V-1 (C-C) ) = E{ (Cf-C )V~ 1 (Cf-C )-
~(XW-1X') _ 1XW ~l E { E ' J  '  { JVJ ) _1JE)W-1X"(XW_1X") _1
A baloldal valamint a jobboldal első tagja pozitív definit, 
a jobboldal második tagja pozitív szemidefinit. Ebből kö­
vetkezik, hogy tetszőleges x vektorral
x ' E (  (C-C) "V“1 (C-C) )x á x ' E {  (Cf-C) ' V _1 (Cf-C) )x ,
tehát tetszőleges rögzített bemenetre
y(y) á V(yf)
vagyis, hogy a feltételt figyelembe vevő becslés hibájának 
szórása kisebb vagy egyenlő a szabad becslés hibájának szó­
rásánál. A két szórás egyenlősége csak abban az esetben áll 




Az értekezés 5.3.2 pontjában az (5.22—23) összefüggések­
kel megfogalmazott feladat az
f = Tr(V^(Y-n® )W ~1 (Y'-Ф'П' )V-1/2 ) (F.12.1)
célfüggvény minimalizálása a
P(H+Í1Z )-G = 0 ( F. 12.2 )
feltétel mellett fi és P szerint, ahol valamennyi ismert 
mátrix maximális rangú és G sorainak száma kisebb oszlopai­
nak számánál. A feltétel nem lineáris, mivel benne az isme­
retlen P és fi mátrixok szorzata szerepel.
Az alábbiakban egy olyan algoritmust ismertetünk, amelyben 
az ismeretlenek egy részét nemlineáris módszerrel határoz­
zuk meg, majd ezek ismeretében a fennmaradókat lényegében 
az F.ll függelékben alkalmazott korlátozott LKN módszer­
hez hasonlóan számitjuk.
Transzformáljuk ehhez az (F.12.2) feltételt
П(H+ŒE)-TG = 0  (F.12.3)
alakra, ahol T n(g)*n(g) méretű nemszinguláris mátrix és 
П = TP
Az (F.12.3) összefüggés П rögzítésével lineáris az ismeret­
len П-ban és T-ben.
Az optimális ß° együtthatórendszer meghatározásához először 
rögzített n-hez megkeressük az optimális fi és T mátrixokat. 
Az igy П-tői függő fí-t a célfüggvénybe helyettesítve kapjuk 
az fi és T szerint már optimális, de П-től még függő célfügg­
vényt. Ezt a П-ben nem kvadratikus optimalizálási feladatot 
megoldva nyerjük a keresett optimumhelynek megfelelő n°-t,
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végül ebből ß°-t és T°-t.
A rögzített П melletti optimumkereséshez alkalmazzuk az 
F.15 függelék szerint a Lagrange-multiplikátorok módsze­
rét. A kibővített célfüggvény
f' = jTr(V~^z( У-ПФ)^-1 (Y'-Ф'П')V +
+ Гг(к"(п(Н+^ Е)-TG)) . (F.12.4)
A parciális deriváltakat O-val tesszük egyenlővé /lásd 
az F.14 függeléket/:
3f"





ЭК = П(Н+П E)-TG = 0 (F.12.7)
Az igy adódó lineáris egyenletrendszert kielégítő Яд T és 
К mátrixok "mátrix Gauss elimináció"-val határozhatók meg 
az F.12.1 táblázat szerint*.
Ebből
Пп = fi*-Vl/2FnV 1/2S*Z , (F.12.8)
ahol П* a szabad LKN becslés:
П *  =  Y W ' ^ ' Í Í W 1 * ' ) " 1
S* az ebből adódó, a mérlegegyenleteket általában ki nem 
elégítő statikus modell együtthatórendszere:
S* = Н+Я*Е
* A táblázatban n(v)-vel az összes változók /bemenetek és ki­




Az (F.12.5-7) mátrixegyenlet rendszer megoldása "mátrix Gauss elimináció"-val
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továbbá
Fn = VX/2n"(nVn") ^ IIV1/2 
és
Z = (N-NG'(GNG')'1GN)*E'($W‘4 ')'1 
Ez utóbbiban
N = (£'(ФЮ-1Ф")-11) _1
A rögzített F melletti, fi és T szerint optimális célfüggvény 
érték tehát (F.12.1) szerint
fn = Tr(V '1/2(Y-(fi*-V1/2FnV"1/2S*Z )Ф )W _1 (Y-(fi*-V1/2F]IV _1/2S*Z )Ф ) ' V -1/2 )
= Tr<(V "V2 ( Y-П*ф )+Fnv _1/2S*ZФ )W _1 ( V _l/2 ( )+FnV _1/23*гФ ) " )
Bevezetve továbbá az fi* becslésből adódó egyenlethiba mátrix­
ra a
Д* = Y-fi*Ф 
és az összevont 
D = Б*гФ
jelölést, a célfüggvényt
f = T r ( (V ■1/2A*+FnV “l/2D)W'1(A*"V-l/2+D"V_l/2FjJ) ) . (F.12.9)
alakban nyerjük.
Az (F.12.9) célfüggvény értéke Fn~n keresztül П megválasztá­
sától függ. Meg kell tehát határoznunk a minimumot biztositó 
П° mátrixot. Ehhez az f célfüggvényt alkalmasabb, egyszerűbb 
alakra transzformáljuk, felhasználva azt, hogy F^  projektor- 




T r ( A*B) = Tr(B*A)
f = Tr (V-1^2A*W-1 A*^V -J/2+V -1/2Д *W _1D -1/2Fn+П n
+FnV -1/zDW _1A*"V •1/2+FnV'1/2DW ~1D ' 4 ~ ^ 2F J[ ) =
= T r ( V _1/2 A *W -1A л " V -1/2 ) +
+21r(FnV 1/2 (A*W _1D'+DW ^ A^'^+DW _1D" )V "V2Fn ) . (F.12.1o)
Az első tag П-től független, tehát elhegyásával a minimum­
hely nem változik. A második tagban összevont jelölést al­
kalmazunk. így a célfüggvény
h = T r ( Fn Г F ) -*■ m i n (F.12.11)
П
alakú, ahol
Г = V "V2 ( A*W-1D"+DW _1A*"+DW_1D" )V~V2
n(y)*n(y) méretű szimmetrikus mátrix. Nyilván h F^-n keresz­
tül függ П-től. Figyeljük meg, hogy Fn szinguláris és rangja 
П rangjával egyenlő. A h célfüggvény П szerinti minimumhelye 
Fjj szerinti feltételes minimalizálással is meghatározható, 
figyelembe véve, hogy Fn r(ü) rangú projektormátrix. A transz­
formáit feladat tehát
h = T r (F„rFn ) mi n (F.12.12)
FГП
r(Fjj) = г(П) .
Belátható, hogy bármelyik ilyen tulajdonságú Fn mátrix elő­
állítható egy az Fjj soraival egyenlő, tehát n( y) számú sor­
ból és г(П), tehát n(g) számú egymásra ortogonális e^ységvektor- 
ból álló mátrix saját transzponáltjával való szorzataként. Jelöl-
féltévé, hogy
p  • P  =  pП П П
F = Fп п
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jük ezt a mátrixot E-vel:
F II = ЕЕ'
ahol
(F.12.13)
E'E = I (F.12.14)
így a célfüggvény:
h = T r { E E ' T E E ' ) = T r ( E ' Y E E ' E )
tehát
h = T r ( E ' T E )  . (F.12.15)
Képezzük Г kanonikus felbontását. Minthogy Г szimmetrikus, 
valamennyi sajátértéke és sajátvektora valós. Jelöljük a 
sajátértékek n(y)*n(y) méretű diagonális mátrixát A-val, a 
sajátvektorok azonos méretű ortonormált mátrixát X-szel.
így létezik a
Г = XAX' (F.12.16)
felbontás, ahol
XX' = X'X = I (F.12.17)
Az általánosság megszorítása nélkül feltételezhetjük, hogy a 
Л diagonálmátrix X. ■ diagonális elemeire fennállnak a1 5 1
Xl,l - X2,2 “ ‘*’á Xn(g)-l,n(g)-l й Xn ( g ) , n ( g ) á
relációk. 
Vezessük be a








Jelöljük az R mátrix i-edik sorának k-adik elemét r^-val. 




l  (xkk* l  rik )k=l KK i=l
n{ g)
' ~2 (F.I2 .2 0 )
alakban adódik, a
n( y)
Ï r i k  ■  1k=l
i=l,2,.
n(y )
I rikrik= 0 k=l lK 11K






feltételekkel. A h célfüggvény F.13 függelék szerinti fel­
tételes minimum értéke elérhető, ha R i-edik sorának rend­
re az i-edik n(y) dimenziós egységvektort választjuk.
így
R° = (I j 0) (F.12.21)
és a minimum érték
h° = nyS)X,, = T r (R°AR° "*) , (F.12.22)
k=l kX
vagyis Г sajátértékei közül az n(g) számú legkisebb összege.
Megjegyezzük, hogy a minimumhely nem egyértelmű. A kiválasz­
tott egységvektorok által kifeszitett altér tetszőleges orto- 
normális bázisrendszere egyenértékű a R° minimumhellyel.
(F.12.17)-ből és (F.12.18)-ból következően a minimumhelynek 
megfelelő E° mátrix
E° = XR°' = X = (x15x2,...,xn(g)) , (F.12.23)
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vagyis E° а Г mátrix n ( g) számú legkisebb sajátértékéhez 
tartozó sajátvektorokból, mint oszlopokból képzett 
n(y)*n(g) méretű mátrix.
Végül belátható, hogy (F.12.13)-nak megfelelően 
F° = E^°' (F.12.24)
Az optimális együtthatórendszer F°-nak (F.12.8)-ba he- 
lyettesitésével adódik:
Í2° = n*_v1/2F°V _1/2S*Z (F.12.25)
П°, T° és P° értékeire Í2° kiszámitásához nincs szükség.
Ha mégis - pl. ellenőrzés céljaira - szükséges, П° E°-ból 
számitható. Lehetséges értékei
П° = 0-E°"V_1/2 (F.12.26)
alakúak, ahol 0 tetszőleges nemszinguláris n(g)*n(g) méretű 
mátrix. /А formula helyessége az F-et definiáló összefüggés­
be való helyettesitéssel ellenőrizhető./ T° az (F.12.1) táb­
lázat alapján meghatározható a
T° = n°S*NG'(GNG')- (F.12.27)
összefüggésből.
Végül az (F.12.2) összefüggésben szereplő P mátrix optimális 
értéke
P° = (T°)_1П° . (F.12.28)
Végezetül megjegyezzük, hogy ha a dinamikus modellt nem a 
mérlegegyenlethez, hanem a rendszer egy már ismert lineáris 
statikus modelljéhez akarjuk illeszteni, tehát ha n(g) = n ( y), 
akkor az (F.12.2) feltételrendszerben az ismeretlen P mátrix 
kvadratikus és nemszinguláris, tehát invertálható. így az 
(F.12.3) feltételrendszerben T°-t P _1-nek lehet választani. 
Ebből következően a további összefüggések a
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következik. Ez utóbbi esetben tehát a feladat sajátértékek 
számítása nélkül is megoldható.
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(Sztanó Tamás)
Feladatunk az F.12 függelék (F.12.2o) összefüggése szerinti 
n m
F .13 EgY_korlátozott_szélsőértékfeladat_megoldása
h = I  \  I rikk=l k i=l lK (F.13.1)
célfüggvény minimalizálása, ahol m < n és
4 k rjk
Л. — _L 1
Legyen
I r i k  =  I r,-v i  = 0 (ha i 1 j ) k=l 1K k=l
О — \ л  ^ A 0 — . . . — A  ^  ^ A1 2  m n




g = l  xk"hk=l k
kifejezést. Az alábbiakban belátjuk, hogy g й О:
m n m m m n m
8  =  J A ' J A  â i r *  =  s
m m  n m* I лк(1_ I rik)_ I Am+1 I rik =k=l K i=l lK k=m+l m 1 i=l lK
m m m m
= I M 1“ I r?v )" I I r?,) =
k ï l  k i i i  lk iïi m t l  k i l  lk
m m
+ Am+1
m m  m m
l  (1- . 1  *|k)- ï (1- I  r?k)k=l i=l 1K i=l k=l
* . Ï . I V U I I 1'.! rik> +
m m
k ü  'k’*m+1 ü l
m m  m m
+ Am+1
m mI 1_.I 1_ I .1 rik+ i  I rikk=l i=l k=l i=l i=l k=l
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m m
- s 0 •
Az összeg valamennyi tagjában ui. az első tényező (F.13.3)- 
ból következően nem pozitív, a második tényező (F.13.2)-bői 
következően pedig nem negativ.
A g й 0 állítást tehát bizonyítottuk, amiből nyilván 
m
h i [ 1 - (F.13.4)
k=l K
A h célfüggvény tehát nem lehet kisebb az m számú legkisebb 






választással. Az ilyen módon választott r^-k tehát biztosít­





Egy tetszőleges f ( X )  skalár-mátrix függvény /jobboldali/ 
deriváltjának nevezzük azt a ^/(X) mátrixot, amivel
őf = f ( X + A ) - f ( X )  = T r ( A ' ^ f ( X )  )+ед 
és
И 1 -  0  п й г * 0  ’
ahol I X I 2 = T r ( X ' X )  /Euklideszi norma/.
1. f ( X )  = T r ( X ' A )
^  T r ( X ' A )  = A 
Mivel
T r ( x ' A + A ' A ) - T r ( x ' A )  = T r ( A ' A )  
Ebből következik továbbá, hogy
T r ( A X )  = A '





Tr((Х+Д)' A (X+Д)-X ^ AX) = Tr(Д'АХ+Х'АД+Д'АД) = 
= T r ( A ' A X + A ' A ' X )  + T r { Д"АД) =
= Тг(Д'(А+А')Х)+Гг(Д"АД) ,
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és a "maradéktagra" felhasználva a
I Tr (U^V) J £ j| UII • U v|| ill. H UV I á y U I • P V
egyenlőtlenségeket
I e I á |2>(Д"АД ) I й I A I • I Д ||2 .
Tehát
- Ш - *  INI • I л I * о .IUI
3. f { X )  = Tr(X-1 )
T r { X ~ l ) = -(X")'2
Kiindulva az elemi utón igazolható
(Х+Д ) -1-X -1 = -X _1 ДХ -1 + ( Х+Д ) -1ДХ _1 ДХ -1 
azonosságból
T r ( Х+Д ) -1 - T v ( X ) = - T r  ( X _1 ДХ _1 ) +
+ T r ( (Х+Д) _1ДХ _1ДХ -1 ) = - T r i A ' ( X ' )  ~2 ) + e
ahol
I e I ^ II Д  II * Il X "1 II2 • Il (Х+Д M | |
és itt nem szinguláris X esetén | X 1 | -val 






4. f ( X )  •  g (CXD)
Ha g ( Z) differenciálható a Z = CXD helyen, akkor
3x *<CXD> -  с ' 1 ^ 1D *Z=CXD
Valóban
g(CiX+A)D) - g(CXD) = g(CXD+CAD)-g(CXD) =
= T r (  (CAD)^ ^ Z) )+eZ=CXD CAD
* »(A'C-Ättl D')+EciD ,
liéw * °-b61
Jlc II |Id  II Ici
--- -►o ,Il C A D  II
majd ebből, tekintettel a normára érvényes




Néhány más formula található még a [7] közlemény függelé­
kében,.
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F . 15 LáSF§í}S§_í5üiíÍB ii]SéÍ2í_íB§£FÍíS23S
Legyen f ( X )  egy n(i)*n(j) méretű X = íx. .} mátrixtól függő 
skalár függvény és legyen feladatunk f ( X )  X szerinti szélső- 
értékhelyének meghatározása az n ( к)*n(1)számú
gk,l (X) = 0 к  =  1,2 , .
1 = 1,2, ... .
feltételből álló feltételrendszer, azaz a 
G ( X ) = 0
mátrixegyenlet, mint feltétel teljesülése mellett.
A feltételes szélsőértékfeladatok Lagrange multiplikátoros 
megoldási módja szerint a célfüggvényt a 0-ra kifejezett fel­
tételi egyenleteknek egy-egy ismeretlen À, ,-szeresének ősz-К э _L
szegével bővitjük ki:
, n ( к  ) n ( 1 )
ф ( х , л к , 1 ; 1 = 1 ,2 , . . . )  =  f ( x ) +  I I * k j l g k 5 l 0 0k=1. 1=1
Nyilvánvaló, hogy egy G(X)-szel azonos méretű
Л = { A } к , 1
Lagrange multiplikátor mátrixszal a kibővített célfüggvény
Ф(Х,Л) = /(X)+Tr{ A ' • G { X ) )
alakú.
cp kétféle felirása nyilvánvalóan egyenértékű. Az F.14-. függe­
lékben a skalár-mátrix függvények deriváltjaival kapcsolatos 
megállapitások értelmében pedig a A '  szerinti derivált mátrix 
egyenlő a ^k p elemek szerinti deriváltakból képzett mátrixszal.
На ф mind X, mind Л szerint parciálisán deriválható, akkor a 
feltételes szélsőérték helyén ф-пек mind x, mind Л szerinti par­




mer^ leghibg_l<±egYerili^ te se
Részlet a
MTA Automatizálási Kutató Intézetének
"A Péti Nitrogénmüvek optimalizáló irányítása, 
III. /1968/"
cimü jelentéséből*.
* A Péti Nitrogénmüvek hozzájárulásával
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3. AZ ÜZEMI ANYAGMÉRLEG SZÁMÍTÁS 
3.1. Bevezetés
Kidolgoztuk az üzemi anyagmérleg számításának egy olyan algoritmusát, 
amely az összes rendelkezésre álló mérési adatot felhasználva a mé­
rési hibákat optimálisan kiegyenlíti és megadja a legvalószínűbb 
olyan anyagmérleget, amely a megmaradási törvényeket tökéletesen ki­
elégíti. E szerint a módszer szerint előkészítettük a teljes gázelő- 
állitás - szintézis rendszernek egyesített anyagmérleg számítását 
és próbaszámításokkal ellenőriztük annak helyességét. A program ALGOL 
nyelven teljesen elkészült, és az üzemellenőrző DAMAST programokba 
beépítettük. A mérési eredmények alapján az egyes mért mennyiségek 
legvalószínűbb értékének azokat a korrigált értékeket tekintjük, 
amelyekre egyrészt teljesülnek a szóbanforgó mennyiségek közötti 
összefüggések /pl. anyagmegmaradáai, energiamegmaradási egyenletek/ 
másrészt a szükséges korrekció a lehető legkisebb. A korrekció 
mértékének a
mennyiséget tekintjük, ahol az egyes mérések szórása. A telje­
sítendő összefüggések a mérteken (x^4) kívül tartalmazhatnak olyan 
mennyiségeket ( y ^  is, amelyekre mérési eredmény nem áll rendelkezés­
re, s amelyeknek az értékét a program a korrekcióval egyidejűleg ha­
tározza meg. Az egyenletek
alakúak lehetnek, azaz a mért ill. a számítandó mennyiségekben li­
neáris tagokon kívül akár a mért mennyiségeknek, akár a mért és a 
számítandó mennyiségeknek szorzatai la szerepelhetnek, valamint sze­
repelhet az egyenletekben konstans tag is. A feladat egyértelmű meg­
oldhatóságának feltétele az, hogy a mért ill.' a számítandó mennyisé­
gek száma (j'a" ill. "b"J, valamint a teljesítendő egyenletek száma 
(n) között a





j.2. Az anyagmérleg számítás elvi alapjai, a számítás menete és az 
adatszalagkészitésl utasítás
3.2.1. Elvi alapok
Legyen a korrigált mérési eredmények vektora 
z = x ♦ Ajít
s Írjuk a teljesítendő egyenleteinket vektor 111. mátrix 
jelölés felhasználásával
+ ♦ £TF.jZ + cj = О (1)
alakba ( jel,2,... ,n)
Feladatunk adott 1 mérési eredményekhez olyan és 2. megha­
tározása, amellyel egyrészt teljesülnek az ( 1Л egyenletek, 
másrészt a Ai = £ - £ korrekcióra a
IU2II2 =
minimális, ahol P a mérések szórásnégy zetéból képzett dia­
gonál mátrix. A keresett Ú £  és 2 vektorokat a Lagrange mul 
tiplikátor módszerrel képezett
t= \ a ^ ~ ^ a x  + / д
függvény szélsőértékhelye szolgáltatja, ahol ^ а mennyisé 
gekből képzett vektor. А У  függvény szélsŐértékhelyét a
másodfokú egyenletrendszer megoldásával nyerhetjük.
Az egyenletrendszer megoldását iterációs utón végezzük el, 
s az egyes lépésekben felhasználunk egy olyan eljárást, mely 
a lineáris anyagmérleg egyenletek /*Ek = 0, Fk = o') ecetében
25
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a feladat megoldását szolgáltatja. A lineáris feltételi
T Tegyenletek esetében az a., b, sorvektorokból képezettJ J
A—
mátrixok és a ç = 
rendszer
T , T
T1 h« B = •
•T *T■—n _ ^n
CA
_Az + Bjr + ç = 0
alakba irható, s ennek megfelelően (2)
* Л  = о
vektor segítségével az (1) egyenlet-
С Ю
= В • к =0 (2»)
ф  ^  = Ах + Aklx + + _ç = Û
alakú lesz. Az ily módon felirt /összesen a+b+n/ ismeretlenea 
egyenletrendszer megoldása gépidő és memóriakapacitás szem­
pontjából túlságosan igényes volna. A mátrixok részekre bon­
tásával gazdaságosabb megoldás nyerhető. Az n >b feltétel 
miatt képezhető az А, В és k-nak felbontása.
—  — — —




A =  na
Amennyiben а В mátrix tartalmaz b számú lineárisan független 
sort /ellenkező esetben az egyenletrendszer nem tartalmaz e- 
legendő információt b számú y^  meghatározásához/, az általá­
nosság megszorítása nélkül feltehetjük, hogy a B1 matrix nem 
szinguláris, s ezért (2*') -bői
26
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БТк = |1Т kl + Б2Тк2 = О 
abonnai
ki = - (В1Т) §2Тк2,
valamint
А Х *  ДТ1 kl ♦ Д2к2 = О
és Így
И а ж  - AlT (|1т ) |2Тк2+А2Т- к2 = О
4ï = ?(а1Т (В1Т) |2Т - Д2Т) к2
А^х Ismeretében az £ meghatározása
Ai ♦ A d î  -f By Q = Q -ból történhet
A i  + ç  = - A P  ( a 1T (b 1T ) - 1 B 2 T - A 2 T ) k2 - I l
= -[^(^Т(В|Т)_1 B2T - A2T). f] [jp] = -M k2£
ahol U a zárójelben levő két mátrix egymásmellé Írásával nyert 
nxp-es mátrix, s Így
.-1/k2
1
= (àî + ç)
A másodfokú tagokat Is tartalmazó általános eeet megoldásához 
tekintsük az (1) egyenletnek lineáris közelítését valamely 
= X + Л х ^ \  у ^ pontban.
l3(i’= ( 4  * Zt(l)I;I » 2«T(l^j) £ * ( b ] ♦ Z ' »  А  ♦ (I*)
Könnyen ellenőrizhető, hogy valóban




Az (ij egyenletrendszer az
.*<»= a* ♦ *
**<«, ** * / < i y
(1)
jelölésekkel
alakban irható. Ezen lineáris feladat megoldásaként nyert
4xh»i) j d ‘1)
a keresett _x és у újabb közelítésnek tekinthető. 
Amennyiben az eljárás konvergens, azaz
z
úgy £*, a (2) egyenletrendszer megoldását szolgáltatja, 
amint ez könnyen belátható, ha tekintetbe vesszük azt, hogy 
z^^-vel együtt mind az 1^ 
pedig annak z  ill. ^ szerinti deriváltjai konvergensek, s 
határértékük a /folytonos/ függvény t z m  helyen vett
lineáris közelítését adja. Az eljárás konvergenciájára egyedü­
li biztosíték az, hogy a mért x értékek feltehetően nincsenek 
"messze" a keresett z-től, в a lineáris közelítésen alapuló 
Newton-tipusu iterációs eljárások a gyök közelében általában 
gyorsan konvergálnak. Az iteráció kezdőértékeként
függvények, mind
A * 2 ,
28
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értekeket használjuk, ahol ^ oly módon van meghatározva, hogy
egyenletrendszer együtthatómátrixát, valamint a mért érté­
keket, в azok szórását a háttérmemóriába olvassa be, s azokat 
ott "petbal" néven reserválja. Az adatok beolvasása után - 
Írógépről megválasztható módon - elvégzi az egyenletek line­
áris függetlenségének ellenőrzését, szükség eeetén az egyen­
letek sorrendjét oly módon változtatja meg, hogy а В mátrix 
első b sora független legyen. Ezután a megoldást szolgáltató 
algoritmust hajtja végre mindaddig, amig az aktuális korrek­
ciós
Az iteráció előrehaladásának ellenőrzése céljából a program 
minden lépésben Írógépen kiírja az aktuális korrekció értékét. 
Ellenőrzési célokra a KA gomb benyomására minden iterációs 
lépésben kiírja az x és ^  értékek legutóbbi közelítését, a 
KB gomb benyomása esetében pedig a megoldás során kiszámított 
mátrixokat.
3.2.3. Adatszalagkészitési utasítás
A program adatszalagja rendre az alábbiakat tartalmazza:
tetszőleges, legf. 20 jelből álló "J " -t nem tartalmazó 
jelsorozat: a feladat azonosítója
a
kifejezés érték minimális legyen.
3.2.2. A számítás menete
A program - más célra történő felhasználás miatt - az (1)
file : ügyszám





: a mért mennyiségek száma
: a mért mennyiségekben másodfokú tagok száma 
: számítandó mennyiségek száma




A t a mért mennyiségek együtthatómátrixa /az első
"a" oszlop a lineáris, az ezt követő "an" a nem­
lineáris tagok együtthatóit tartalmazza/
A mátrix minden sorába meg kell adni a nullától 
különböző együttható oszlopindexéből s a hozzá 
tartozó együtthatóból képezett számpárokat.
Egy-egy sor végén elhatárolójelként "e" betű áll.
В г a számított mennyiségek együtthatói /az első "b"
oszlop a lineáris, az azt követő "bn" a másodfokú 
tagok együtthatóit tartalmazza/. Az együtthatók 
megadása Ugyanúgy történik, mint A-nál.
С I a konstans tagokat tartalmazó n-elemü számsorozat
Az utolsó szám után elhatárolójelként "e" betű áll 
nla j az A mátrix utolsó an számú oszlopához tartozó 
XjXj tagok i,j, Indexpár jajnak sorozata 
X : a mért mennyiségek /а-elemü/ sorozata. Az utolsó
szám után elhatárolójelként "e" betű áll.
P * a mért mennyiségek szórásának a-elemü sorozata
E. t az egyenletrendszer szingüláritásának mértéke.
Javasolt érték az együtthatók nagyságrendjének 
lo“^-szerese.
A részletes programot a 3*2. melléklet tartalmazza."
3.3. A péti ammónia üzem anyagmérleg-számítása
3.3*1• Az egyenletek felállításának alapelvei
A mindkét nyersanyagváltozatra összeállított anyagmérlegek 
az üzem belépő nyersanyagtól /benzin vagy gáz/ cseppfolyós 
ammóniáig terjedő részét tartalmazzák. Benzin alapú üzemelés 
esetén a 7912/D/lOQO/l és a 7912/D/1000/3 számú, gáz alapú 
üzemelés esetén a 7912/D/1000/2 és a 79l2/D/l000/3 számú 
Simon Carves tervezési folyamatábrákat vettük alapul.
Az anyagmérlegek kiindulási adatait a data-logger mért A4 bOt
30
A hivatkozás az eredeti anyag mellékletére vonatkozik, átóx
------- u.; -, ?az értekezés mellékletei között nem szerepel.
200
pontjaiból állítottuk össze. Ezek a kiindulási adatok részben 
közvetlenül a data-logger pont értékét kapják, részben néhány 
data-logger pont alapján explicit képlettel számolódnak. Ezek 
az előzetesen számított pontok megkönnyítik a mérlegek felál­
lítását, csökkentik az ismeretlenek számát és a mérlegekben 
az egyéb kiindulási adatokkal megegyező módon használjuk fel 
őket. Ilyen előzetesen számított pont például a cseppfolyós am­
móniában oldott szintezisgáz, amihez felhasználjuk a hőmérsék­
let és nyomásviszonyokat. Pelirtuk az anyagmérleg érvényességi 
határai között előforduló alapvető reakciókat, melyek mindkét 
nyersanyagbázist kielégítik. Megvizsgáltuk ezen reakciók füg­
getlenségét és úgy találtuk, hogy lineáris kombinációjukkal 
valamennyi anyagmérleget érintő reakció képezhető. A reakció­
egyenleteket a 3.1 táblázat tartalmazza. Az üzemet technológiai 
egységekre bontottuk. A felbontás alapja a felirt rész-mérlegek 
érvényességi köre volt. A 3*1 táblázat reakcióegyenletei is 
követik azt a felbontást, melyet egyszerűsített formában a
3.1 ábra mutat be. Az ábrán szereplő körök a mérlegek és a 
technológia találkozási pontjai, vagyis minden kör egy anyag­
áram vektort jelent. Ezeknek a vektoroknak csak valamelyik 
eleme N a'/óra mértékegységü mennyiség, melyek részben mért 
/data-logged^ részben az anyagmérleggel számított értékek le­
hetnek.
A pontok jelentése a következői
1. / Technológiai szénhidrogén /nyersanyag/
2. / A cseppfolyós szénhidrogén kéntelenitésére visszavezetett
szintézisgáz /értéke gáz nyersanyag esetén = 0/
3. / Technológiai gőz 
á./ Technológiai levegő
5./ Quench viz
6,7,9./ közbenső onyagaramok 
8./ Az eltávolított CO2








A péti ammónia üzem egyszerűsített 




11. / A gázelőállitó részből eltávolított viz
12. / Szintézisgáz /valódi, szintézisre használt/
13-14./ Az ammónia konverter belépő és kilépő árama
15. / Lefújt gáz
16. / A cseppfolyós ammóniában oldott szintézisgáz
17. / A termelt cseppfolyós ammónia /összes/
18-19./ A szintéziskörben leválasztott cseppfolyós ammónia 
A jelölések a 3.1 ábrán és a következő táblázatokban!
- a k-ik áram mennyisége /Nb1/óra/ 
v - a j anyag mennyisége a k-ik áramban /Nn’/óra/d»*
íj к - a J anyag moltörtje a k-ik áramban
Valamennyi x érték száraz gázra vonatkozik az 
Xj| Q g kivételével, mivel az a 6. áramban levő viz 
moltörtet jelenti /értéke a tervezési folyamatábrán 
szereplő adat, és az együttható mátrixban konstans­
ként szerepel/
j - a következő anyagokat jelölheti! NHj, H2, N2, A, CH4 , 
СО, co2 , h 2o
Az egyenletek zárójelben levő értékei moltörteket jelölnek és 




1./ CHa ♦ H2 ---> ( Ч )
2 •/ CH^ + H20 --- — * СО + 3H2 (HjO
4./ CH4 + 20 2 ---* C02 + 2H20 (4 )
A reformerekben és а СО—konverterekben
3./ co + н2о -----* co2 + h2
A metanizátorban
5./ СО + 3H2 ---- ► ch4 + h2o
(ц)




7./ N2 + 3H2 ----* 2 NH3 (n »)
Ahol: N| - az i-ik reakcióban elreagált anyagnak az aktuális 
sztöchiometriai együtthatójával osztott mennyisé­
gét Jelenti.
5.3.2. A mérlegegyenletek
A felsorolt elvek alapján felállítottuk a mérlegeket gáz és 
benzin nyersanyag-változatokra.
5«3<2«1> Benzin alapanyag felhasználásával a következő egyen­
leteket kaptuk 
Vegyület mérlegek:
[B3  -2N{*íNl*N5t0-5“ «i-^oo17J ‘poo2.9+pH2,2-I'io“ H2.io =° 
FH2,13+FH2,15+FH2,16“P10,iXH2l10“PH2,14+FH2 ,2 = 0 
“3N^+FH2,13"FH2 ,14 = 0
[N3 FN2,2'*'F4(xN2l4)"PN2f10 = 0
F13Ä^ 2,13"FN2 ,l(rFN2,14+FN2,15+FN2l16+PN2,2 = 0 
“NÍ+F13,IXN2,13"FN2,14 = 0
1 ^ 3  Р13“ СННз,13+Р15,ССШ ?,15+РШ 3 ,18+Р!Ш5119”Р141ИСШ з114=0 
2N +^F13,CCNH5,13”F14,CCNH3I14 = 0 
PNH3i18+FNH5,19"FNH3,17‘FNH3,16 = 0
Й  FC0,7""PSz 17*^00 f 7 = 0 
NÍ"N2+FC0,7 = 0
H  N^ N4+F4(XG02,4)“PG02,8“FC02,9 = ° 
F C 0 2 t 9 " F S z , 7 * X C 0 2 f 9 + F C 0 2, 8 ,iXG 0 2 , 9  = 0




jcH^ I N{“N2"N4+FCHV 2~FCH4>6 = 0
fch4,6+Fco,7+fgo2,9-fch4,10 = 0 
рсн4 ,б“р б ж х с н 4 ,б(1 ";хн 2 о , б ) = 0 
fgh4,io~pch4,2"fch4,15_fch4,16 = 0
И  -2N4+F4(i02,4) = 0
[?2°| -4-4+2* ï % 0 ,3+V , 5+fgo , 7+2PC02,9“Fh20,11 = 0
Komponens mérlegek:
[*г] FH2,2+FN2 ,2+FA , 2+FCH4 »2-F2 = 0
H  -NÍ+2N2+°»5a3lNÍ+F2+FH20,3+FH20,5+F4-F6 = 0 
\ ^ S z , t\  F 6 " F S z t7 " F H 20 , l l " 2F C 0 2 , 9 "2F C 0 f7  =  °
FN2,1Q+FA,1Ü+FGH4,10“F10+F1Ü,DCH2P10 ■ 0
PH2,13+F13,CCN2,13+F13*“ a , 13+F13*“ nH3 ,13+F13iC£CH4,13“
-F13 = 0
FH2,14* FN2,14*F13И А, 13+ F131CCCH4 ,13+ F14MXNH3,14 ~F14=0
fH2,15+Fn2,15+Fa ,15+FCH4,15+F15,ixNH5,15“F15 = 0 
FH2,1ó+FN2,164FGH4,164FA,16+FNH3,16"F16 = 0
Arányossági korlátozók 
F15*tFH2,I4~b 14*FH2,15+ FNH3, lö^Hg, 15 
F15*FN2,14"F14*‘FN2,15+FNH3,18*FN2,15 
FH2,2“F2ÄXH2,1U = Ü
^ . З ^ Ю ^ А . Ю ^  = 0
,*F, ,,-f,CH4,2mF10~FCH4,1(J**F2 = Ü
0
0
Az erjyeuietek alapján elkészi Lett együttható matrix





3.3.2.2. 6áz alapanyag felhasználásával a következő egyen­
leteket kaptuk
Vegyület mérlegek:
^  -2H{> ЗН^ Н^ О,5aJtí){-3PCO, V^ C O ^ S - h o ^ , XO * 0 
PH2,13+PH2,15+FH2,16-?10«H2,10"?H2,14 = 0 
”5N)+FH2,13_FH2,14 = 0
Ы  %  ,1+P4 ,á) -?N2,10 = 0
P13,DCN2> 13-FN2• 10 - FH2,14+PN2,15+FH2,16 = 0 
---N$+F13"xN2,13-FN2,lá- = 0
^ 3] f13“xnh5,13+f15mxhh5» 15+fnh3,18+pne?, 19”fi ,^bcnh3,14=0 
2HJ+F13IDCNH5,13"Fl^ ,fXNH3.1i»- = °
PHH5f18+PHH5,19"FHH3,17"FNH3,16 “ 0
Й  fco,7~fsb,7,íxco,7 3 °
**-**+Р00,7 = °
|°°3 N +^R^ +F4(3CC02,4)-PC02,8“P002,9+F002,1 = 0
P002l9"FSz,7i“ C02,9+FC02,8,nC02t9 = °
[A] PU XA,4)-PAf15”FA,16 = 0
P S  Н1 ^ ^ Ч - РСН4,6 = 0
pch4,6+pco,7+fco2,9"fch4,io = 0
PCH4,6“P6*CCCH4, e(1_xH2o, e) = 0 
PCH4,10“fgh4,15"fch4,16 = 0
Ы  °
Й  ■ * & ■ * ! ?  , ? \ o ,5tP00,7tr002, r pH20,11 = 0
«•о9 Д2 Л m á t r i x  együtthatói nemlineáris A  e l e m e k A  B  m a t r i x  együtthatói nemlineáris B elemek
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1,2, t,*; 7.8; », 26; 15,27; 4.0, $,Ю; $, ff; I2r22;f2i23i /Z2t; <2,25, fU.1Sit5.fSi '612. 16.14,17 12 -rts
1 : 3 * ! t 1 » я  ю н  a n  i* п и п  ta м г о н г г а н а и г т  г а я х  я 52 33 J* JS 3« 1 г 3 4 5 S 7 8 3 W  11 12 /3 /4 *5 16 Г7 18 19 20 2f 22 13 24 25 26 27 28 29 30 3 1  32 1)
« -2 U -f J 1 -i -*2 -1 ft -1 *1 -1
i H  -1 -J
4 Хм 1 -Í
5 -1 *1 rl -f -f6 ■1 -1 »1
7 -1 -1 ff -f -f
0 -f *2 ff
I 1 t -1 -f
ftf
// é 1 1 f -f f -f
t: 1 -f
n 1 -t -t
tv Ч-» 1 1 1 -1
'5 1 1 -f
:6 b  -t -1
П 1 -f -f -1
18 t i f - /
Г9 1 - * v
20 -1 1 -#
21 4 -г
22 f 1 -f -f 2 1 1  '1
23 -1 1 -1 -I
24 t2 -1 -1 -1 -1 -as \-2 ♦!
2S f -1 -2 -2 -f
26 * A  - 1 1 1 f
27 -f f f 1 1 1
20 ff -1 -/ -/ - t  - 1
29 -f 1 l i f t





H  Fi-Ni-Fco2,i-FN2,i = 0
*6]  F1+FH20,3+PH2°,5+F^"2Ni+0» 5ajdîi+2N2"P6 = 0
Fsz ,7] F6“Fsz, 7’"ph2o , ii_2Fco2,9_2FC017 = °
[Fio] P1 0 « H 2,10+PN2,10+F4(XA ^ ) +P0H4 ,10-F10 = 0
?H2 » 15+P13idcN2,13+Р13“ А, 13+F13“XNH5,13+Р13“ХСН4 ,13"
-*i3 = о m
j^üj PH2 ,14+PN2,14+F1 3“ a ,13+?13MXCH4 , , 14"P14=0
Ы  PH2 » 15+FN2,15+PA, 15+FCH^, 15+Fl5inNH5• 15"P15 = 0 
Él3 PH2 ,16+РЫ2,16+PCH4 ,16+PA, 16+ PNH3,16“P16 = 0 
Arányossági korlátozók
Ы  ^ 5 ^ 2 . 1 4 ^ 1 4 ^ 2 , 1 5 + ^ 4 3  *  *  0
Ы  F15“FN2,14‘P14,,PN2 ,15 ^  ^  ^ 0
Az egyenletek alapján elkészített együttható mátrix 
a 3.3 ábráin látható.
3.3.3. A mért és számított mennyiségek
Az egyenletekben felhasznált mért és előre számított értékek 
a kővetkezők:
a* Ni 5 рн2о,з* fh2o ,5{ V  pc o2,8* f i o ’ *h 2Ii o * XCH^.6* 
*00,7* хС02,91 FRH3,181 PNHJf19$ P14' P15l Р16; РШз,17* 
РН2,16; FN2,161 PCH4 ,16* ^ 3,13* ^ . l í *  XA,13* XCH4,13* 
^ 3,14*
*NH 15{ PNH 16l nyersanyag esetén és P2 naphta3 * 3 *  dnyersanyag vagy F^  FQ0 ^  FN 1$ a gáz nyersanyag esetben.2 * 2*
Az egyenlettel számított értékek a kővetkezők:
N^ ; N£t F6j FCH^ t6t PSZ|7J f00|7« PC02,9{ PN2,10*




mindkét nyersanyag esetén és Рд ^qí Pg g» f2‘
P* ot F^u a benzin felhasználása során.At2 Cn^t2
Az előre számított értékeket a következő képletek fel- 
használásával kaptuk:
5.3.3.I. A cseppfolyós ammóniában oldott gázok számí­
tása: [k]
a./ PH  1 6 *=qH  «=0 ,10í»0 ,0007» ( t - 20) / p « lini ?
2 * 2 3
PN 1 6 :=<3N *=0 i l2 2 + 0 ,0 0 0 3 6 B (t -2 0 ) /p ^ NH ;2* 2 3
PA 16 ,=qA * * ° f  157 *0 ,0 004* ( t - a o ) / ® « ^  t 
* 5
PCH 16,=qCH ,=0»26*^ift-<20 then 0.0035 else
Ahol: 3
p - az aktuális parciális nyomás (atm) 
t - az aktuális hőmérséklet (°c) 
qgjj - a cseppfolyós ammónia mennyisége (tonna) 
qg - az oldott hidrogén {lit'/ óra)
qN - az oldott nitrogén (He*/óra)
qA - az oldott argon
q^g - az oldott metán
(N■7 óra) 
(n■*/ óra)
3*3*3*2. Az Б301 és 8502 szeparátorokban leváló
cseppfolyós ammónia mennyiségének számításai
И
4 k i ' =Fm i 5 ,ie v a ® r rB H 3 ,i 9'= q b . “ b . - ( 4 b . - « b . ,n[b.' 
loi(2,186*5,98В/sqrt (p)-1099,5/ (275,!&♦*)}
Ahol:
xki - * kilépő gázban az ammónia moltörtje 
xbe - a belépő gázban az ammónia moltőrtje 
qv1 — a kilépő cseppfolyós ammónia mennyisége 
(NaJ/óra)
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q^e - a belépő gázelegy mennyisége (Ns‘/6ra)
3»3»3»3* Az S 5 0 3  szeparátorból és az E 5 0 5  hőcserélő­
ből kilépő gázelegy ammónia tartalmat ^5^
FHH3,16,S ^  ^ “ ki.i/100* 
х^д»» p> 18,24 then 1,7+390/p else 421/p)
■ exp (^t+tx) ■ (0,038-0 ,1371о_з m(t+tx))) »
iholi
p - az aktuális nyomás (atm') 
t - az aktuális hőmérséklet (°o) 
tx - az esetleges hőmérséklet korrekció (°c) 
x^ - a kilépő gáz ammónia tartalma (%)
- a kilépő gáz mennyisége (Rs’/óra)
A számítási eredményeket a 3*3 mellékletben közöljük.
* A hivatkozás az eredeti anyag mellékletére vonatkozik,






Almásy, G.A., Sztanó, T.: "Empirical Models Satisfying 
balance Equations";
EFCE kongresszus, Párizs, 1978. C2
előadás anyagából
Nonlinear model
Only a special case is treated. Namely:
a/ The constraints are linear both in inputs and outputs.
Ы  The model is linear in its coefficients.
с/ The model equations contain the complete linear model plus additional terms, 
nonlinear in the input vat.rabies.
d/ All model equations have the same structure for all output variables. The dif­
ference between them is only due to the difference in the coefficients.
Now it will be shown that the problem with the above restrictions can be reduced 
to the linear case treated earlier. Denote now the vector of inputs by £ and let vector 
f be composed of the nonlinear functions of —
N
and let the model be according to the restrictions of the structure
У = Si 1 + P'2 — + — •
If we define the hypcrm.atrix Б and hypc-rvoctor x by
Л “ ( ^ 1 ■ î?2 ) and x -
then it fellows that the model equation will be reduced to
(13)
212
y » 6 X ■ + к .
Evidently the Mode 1 structure is equivalent wirh ecu. (1).
According to the restriction a/, the constraints are linear both in the input 
and output variables. Let the coefficient matrix g be regarded as a hypermatrix compos­
ed of two minors g^ and gj being the coefficients of constraints for £ and f resp. 
If the latter is zero, the constraints (3) and (4) take the form
with
В - % ’ Ë25 •
where H2 is a zero matrix.
Thus the constraints are reduced formally to the shape of relation (2) and the 
whole nonlinear problem has been reduced to a linear one.
There is a chance of some of the output variables being unmeasured. Then in or­
der to apply the constrained least squares method, the coefficients in the corresponding 
columns in £• are to be eliminated by the appropriate linear combination of the rows of 
constraints. Obviously every such missing variable reduces the number of constraints by one.
Example
A series of experiments was performed in a small scale ethylene oxide Filot plant. 
In a tubular reactor the temperature of the cooling medium, the input ethylene and oxygen * 
concentration was changed as independent variable, while the output stream of ethylene, 
ethylene oxide, carbon dioxid and oxygen was measured as dependant variable. There was no 
possibility of measuring the water content of the output stream. Let us now construct an 
approximate model on the basis of these observations.
tThe independent variables were changed according to a complete 3" factorial de­
sign.
It has been started by rough previous investigation that the linear approximation 
does not fit in the range of observations. The following structure seems to be appropriate 
to describe each output:
1Ci+bi,lJl+bi,2S2+bi,3tl+bi,4f2+bi,5Íl i2+bi,6îl b +bi,7E2 S3+bi,8ïlï2ï3'i'bi,9ïl£3
with the following meaning of the notation:
1*1,2,3,4.
: t h e  i n p u t  e t h y l e n e  s t r e a m  i n  m o l e s  
2^ • t h e  i n p u t  o x y g e n  s t r e a m ,  i n  m o l e s
: the t e m p e r a t u r e  o f  c o o l i n g  m e d i u m  i n  c e n t i g r a d e s
: the o u t p u t  e t h y l e n e  s t r e a m  i n  m o l e s  
y 2  : the o u t p u t  o x y g e n  s t r e a m  i n  m o l e s
: t h e  o u t p u t  e t h y l e n e  o x i d e  s t r e a m  i n  m o l e s  
; t h e  o u t p u t  c a r b o n  d i o x i d e  s t r e a m  i n  m o l e s .
F o r  e a c h  c u o p u t  t h e  m o d e l  s t r u c t u r e  i s  c h o s e n  i d e n t i c a l l y  i n  o r d e r :  t o  s i m p l i f y  t h e  s o l u t i o n .
T h e  s t o c h i o m e t r i c  r e l a t i o n s  y i e l d  t h e  b a s i s  o f  b a l r r . c e  e q u a t i o n s .  T h e y  a r c  l i s t e d  
i n  T a b l e  1 .  S i n c e  t h e  o u t p u t  w a t e r  s t r e a m  w a s  n o t  m e a s u r e d  d r . r i n g  t h e  e x p e r i m e n t s ,  t h i s  
s t r e a m  h a s  t o  b o  e l i m i n a t e d  b y  f o r m i n g  t h e  a p p r o p r i a t e  c o m b i n a t i o n  o f  t h e  o x y g e n  a n d  h y d r o ­
g e n  b a l a n c e s  a s  s c o n  i n  t h e  4 - t h  r o w  i n  T a b l e  1 .  T h u s  t h e  c o a  s t :  a  i n t s  a r e  g i v e n  b y  l e w s  1  
a n d  4 .  T h e  c o e f f i c i e n t  m a t r i c e s  o f  c o n s t r a i n t s  a i e  g i v e n  í r .  T a b l e  2 .  t h e r e f r o m .
S i n c e  t h e  n u m e r i c a l  v a l u e s  c f  m e a s u r e m e n t s  a n d  t r* e  c o e f f i c i e n t s  o b t a i n e d  d o  n o t  
c o m m a n d  g e n e r a l  i n t e r e s t ,  v c  w i l l  a b s t a i n  f r o m  t h e i r  c e m r . u : M C c t i c n .  W e  n o t e  t h a t  i n  t h e  
g i v e n  c a s e  t h e  c o n s t r a i n e d  r e j i d u a i  v a r i a n c e  i s  a b o u t  o n e  or. ä a  h a l f  t i r o s  a s  c i c á t  a s  t h e
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residual va; inniv r..it satisfying the balance equation. Vît is is obvious even because tho 
constraints' do not allow the absolute minium;;; of the sum of squares ta be reached.
Suraruijv
An algorithm is presented, substantially a constrained least squares method, 
to estimate the coefficients of approximate multiple input - multiple output models so 
that the resulting model does obey some linear balance equations as constraints. An ex­





C2H4 °2 C2H4 °2 C2H40 co2 H2°
1.Carbon balance -2 0 2 0 Tl 1 0
2.Oxygen balance 0 -2 0 2 1 2 1
3.Hydrogen balance -4 0 4 0 4 0 2
4.2xrow 2 -row 3 4 -4 -4 4 -2 4 0
Table 2.
















Almásy, G.A.: "Dynamic Models Satisfying Balance 
Equations".
CHEMPLANT’80 konferencia /Héviz, 1980/ 
elfogadott előadás anyagából
The application of balance constrained parameter estima­
tion is shown by a fictious simulation example as follows.
Let us consider a methane-reforming process and apply the no­
tations for the output and input stream components :
Example
y^ : methane , CH^
y2 l hydrogen, ü 2
output y^: carbon monoxide, CO





U2: water, H2 O
U3: oxygen, O 2
According to them n'y)= 5, n(u) = 3 and n(g)= 3 /the latter 
corresponding to the three chemical elements in the system/. 
Let be further the order of the system in ^ and u РчУ)==2 and 




[ 1.820 0.0 0.0 0.0 0.00.0 i .76o 0.0 0.0 0.00.0 0.0 1 .659 0.0 0.00.0 0.0 0.0 1 .65o 0.00.0 0.0 0.0 0.0 1 .6З0
' -8.270E-I 0.0 0.0 0.0 0.0
0.0 -7.7З0ЕЧ 0.0 0.0 0.0
0.0 0.0 -6.880E-1 0.0 0.00.0 0.0 0.0 ■6.75oE- 0.0
0.0 0.0 0.0 0.0 -6.4ooE-1
I.477E-4 -3.o7oE-5 -6.206E-5 ' ’ -2.052E-4 З.790Е-5 I.052E-42.796E-I 2.555E-3 -7.2I3E-2 -3.I77E-I -4.I93E-3 9.366E-2
1 .458E-I -1.694E-2 -1 .4o8E-2 B,= -1 .736E-I 2.04IE-2 2.23IE-20.0 1.I75E-2 1 .838E-2 1 0.0 -1.488E-2 -2.588E-2
-5.736E-2 5.964E-2 2.696E-2 6.750E-2 -6.856E-2 -4.424E-2
Table 1.
True model coefficient matrices
Outputs are burdened with unknown independent Gaussian white 
noise processes-with- standard deviations 2.o, lo.o, 5.o, 5.о and 
lo.o resp. Inputs for the purpose of identification were gener­
ated as independent Gaussian white noise processes with stand^ 
ard deviations 5oo.o, looo.o and 2oo.o resp. /All quantities 
are ment in standard normal m3/h. Working point values were 
16640.0, 6671.0 and 3937.0 in the same unit./ Matrices V and W
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were taken as unit matrices. The number of simulation runs 
was 4o.
The constraining equations to be fulfilled are the car­
bon, hydrogen and oxygen balances. Thus the elements of 
matrix £ гиге the stoichiometric figures of the output and in­
put components, negative for output and positive for input. 
Matrix G is presented in table 2.
G =
-1.00 
- 4 .0 0  
0.00
0.00







- 2 .0 0
0.00






Balance coefficient matrix G
Results of our simulation study are shown in tables 3 
to 5. Table 3 presents the model coefficients obtained by un­
constrained estimation, table 4 the same, estimated with bal­
ance constraints. Compared them to the true values in table 1, 
there is no much difference to be seen between the quality of 
the estimates. Both are more or less poor, evidently due to 
the low number of observations and the incorrect choice of 
weighting matrices where off-diagonal elements of self-cor­
relations and covariances were neglected. Estimated outputs, 
however, show somewhat better agreement with the true values, 
as it can be seen-from the objective function values. The sum 
of squares of estimation error is 6227 and 6667 for the un­
constrained and balance-constrained estimation, resp. The 
quadratic mean thereof is 12.5 and 12.9. These figures are not
217
! .59c 2.7I7E-3 -9.427E-3 -1 .789E- n 6 .1 56E-3
1 .317E-: 1.3o4 - 9 . 944E-3 4.763E- -> - i .o69E-2
4.338E-I 1 . 443E-2 I .547 -1 .379E- -)_ -6.I36E-2
5.559E-2 -1 .3ISE-2 -7.664E-2 1.57o - 3 . 5c9E-2
-4.396E-! 2.136E-2 -1 .45IE-I 2 . 162E- 1.517
-7.647E-1 -1 . 184E-2 2.94IE-2 6 . 164E-.5 6.479E-3
-6.222E-I -8.297E-I 8.629E-2 -1.3o5E- 5.299E-2
- 1 -789E-1 -6.939E-4 -6.532E-I 6 .9 1 IE- 2 1.499E-2
- 1 . 808E-I 2 . 506E-2 5 .4o7E-3 -6.487E- . 3.023E-2
3.377E-1 - 2 . 608E-2 1 . 554E-1 -I.599E- -5 .I42E -I
9.843E-4 -4.042E-4 2 . 410Е-З
•
7.533E-4 -2.952E-4 I.097E-3
2.743E-I 2.635E-3 -4.7o3E-2 -З .З 08Е-1 -9.o7oE-3 I.024E-I
1.452E-I - 1 -623E-2 -1 .452E-2 Br - 1 -637E-I 2.46oE-2 2.I77E-21.835E-3 1.235E-2 2.03IE-2 1 1.3o9E-2 -8 , 739E-3 -2.659E-2
-5.336E-2 6.2I8E-2 1.983E-2 8 . 500E-2 -6.627E-2 -6.661E-2
Table 3.
Model coefficient matrices obtained by unconstrained estimation
1.781 -9.689E-3 3.921E-2 2.I86E-2 I.536E-2
4.053E-I 1 .786 4.331E-2 7.537E-2 -3.498E-3
7 . 880E-I -2.445E-2 1.617 •4.527E-2 -6.224E-2
- 4 . 5З0 Е-1 4.649E-2 - 1 .65oE-l 1.676 -7.384E-2
- 1 .748E-I 9.357E-3 -7.084E-2 3.064E- 1.534
-8.274E-I 6.004E-3 -2.083E-2 --2.873E-2 -6.539E-3
-7.485E-I -8.067E-L З .06ЗЕ- 2  -■1 .6I7E- 3.956E-2
-5.492E-I 4.358E-2 - 7 .З0 8 Е-1 6.544E-2 -2.026E-3
4.9o2E-l -4.482E-2 I . 0 8 IE-I --6.797E- 5 . !o5E-2
3. I93E-I -4.8o3E-3 8 . I38E-2 --2.3I2E- -5.335E-I
6.06IE-4 -3.594E-4 2.399E-3 ' -2.726E-3 -4 . 750E- 4 8.1 4cE-4
2 . 740E-I 2.7I2E-3 -4.722E-2 -3.335E-I -8.863E-3 1 .02IE-I
1.453E-1 - 1 .боЗЕ-2 -Г.518Е-2 B,= -1 .628E-I 2.646E-2 2.232E-2 ;
1.3o7E-3 1 . I99E-2 2. I57E-2 1 7.804E-3 -1 . 264E-2 -2.8o6E-2
-5.4I3E-2 6 . 220E-2 1.989E-2 7 . 790E-2 -6.720E-2 -6.752E-2 ;
Table 4.




too high compared to the absolute values of the variables, bein 
some hundreds in their order of magnitude. Observe that there 
is fairly small difference between the two objective function 
values.
On the other hand, the fulfilment of balance equations 
according to eq. /8/ is very bad in the unconstrained case.
This fact can be seen comparing the values of table 5 with the 
true coefficients presented in table 2. The values in table 5 
show the best possible approximation of matrix g from the mod­
el coefficients obtained by unconstrained estimation. The 
highest difference is shown by the 2-nd row, 5-th column ele­
ment with a value of 2.11. In contrary, the values from con­
strained estimation show full agreement with the true values 
within the range of numerical accuracy. The highest differ­
ence is no more than 1.3E-6.
-1 .o 1 о.об -0.82 -0.93 -0.29 1 .o3 0.27 o. 1 1
-4. об -o.o7 -1 .o7 -o.3o o. 1 1 3.71 0.68 -0.62
0.0 1 o.o4 -1.41 -2.15 -0.29 -o.o9 0.45 1 -73
Table 5.
Balance coefficient matrix G obtained from un­
constrained estimation
In order to point out the false results of unconstrained 
estimation we present the best composition formulae of output 




methane : C. ,H. -0 . l.ol 4.06 o.ol Cl.o3H3.71°-o.o9
hydrogen 0 1 0 0 o\ X 0 0 0 0 0 -
carbon monoxide : C -.0. 0.82 1.0/ 1.41 -
carbon dioxide : Co.93Ho.3o°2.15 -
water : Co.29H-o.ll°o.29 Co.27Ho.68°o.45
oxygen : Co.llH-o.62°1.73
It can be stated that some of them were acceptable /as out­
put methane, e.g./ but others are totally false.
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H. 4.1 Részlet a
Ripps, D.L.: "Adjustment of Experimental Data"
Chem. Engineering Progress Symposium Series 61, 
p.8 /1965/ cikkből.
M.4.2 Az előző cikk mintapéldájának megoldása az
értekezés 6.fejezetében ismertetett algoritmussal.
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ADJUSTMENT OF EXPERIMENTAL DATA
D a v i d  L.  R i p p sAdjustment of process data is often necessary to close material and energy 
balances. Lack of closure arises both from gross errors in the data (for ex­
ample, major blunders or strong instrument biases) and from small random 
errors. In data adjustment the distinction between these two types of errors 
must be maintained.
A method of data adjustment has been developed which permits this dis­
tinction. The analyst first classifies his data into either the group having 
gross errors or else the group having small errors. Each measurement is then 
adjusted to close material and energy balances. The adjustments are chosen 
to satisfy a suitable least-squares criterion.
The analyst may wish to try many different classifications. The problem 
need not be solved in full each time; an algorithm is provided to convert the 
solution for one classification very readily'into the solution for another.
In many applications data from a steady state 
chemical process must show an exact closure of ma­
terial and energy balances. One example is the 
estimation of heat and mass transfer coefficients 
for operating process equipment. The equations for 
estimating transfer coefficients are based on con­
servation of mass and energy. Thus the data used 
with these equations must also obey these laws.
A consistent set of data is one for which material 
and energy balances close exactly. Process data, 
just as taken, are usually not consistent. In this 
paper a numerical method is developed to adjust ex­
perimental measurements to make them internally 
consistent.
The problem of data adjustment has been consid­
ered before (2). The novel feature of the current 
method is that it permits a distinction between two 
major types of errors in process data: gross blun­
ders and small random errors. This distinction has 
been found very necessary to obtain a useful data 
adjustment.
A procedure for adjusting data containing only 
small errors is outlined in the next section. The 
formulation is essentially that of Kuehn and David­
son (-), modified in anticipation of our later needs. 
The author then expands the procedure to allow for 
both gross and small errors. Finally, the last sec­
tion is devoted to the efficient numerical solution 
of the expanded data adjustment problem.
ADJUSTMENT OF DATA CONTAINING ONLY 
SMALL RANDOM ERRORS
Consider a set of measurements from a typical 
steady state chemical process. This data is for a 
single run, that is, a single fixed operating condi-
Am erican Cyanamid C om pany, Wayne, New Jersey.
D av id  L . Ripps is at N ew  York U n iv e rs ity , New Y ork , 
N ew York.
tion. There are / measurements. The individual 
values are denoted by m,-(t = 1, 2, 3, ..., l)\ M is 
the vector whose i-th component is mt.
Each of the measurements is an estimate of some 
underlying physical quantity (such as a mass flow 
rate or an enthalpy flow rate). Usually the meas­
urement and the physical quantity are not the same. 
The difference is called the measurement error.
Envision measurement errors of two distinct 
sizes. The first are very small errors arising, for 
example, from normal process fluctuation, minor 
sampling or meter bias, and random variation in the 
operation of an instrument. In most chemical proc­
esses, fluctuation and bias error are only a minor 
fraction of the total measurement, and thus the 
measurement is approximately equal to its under­
lying physical quantity.
In direct contrast to these small errors are the 
very large errors introduced by overt blunder, com­
plete malfunctioning of an instrument, or very strong 
instrument bias. These errors are characteristically 
so large that the measurement bears little relation 
to the underlying physical quantity.
In the typical process being considered small 
errors are the usual, and gross errors are the un­
usual. A gross error may occur occasionally in any 
of the instruments. However, in any given set of 
data the number of such large errors is generally 
small compared with /, the total number of measure­
ments taken.
Because of the two types of errors just mentioned, 
a set of measured data is usually not internally 
consistent. Thus, an adjustment is made to each of 
the measured values m, so that the altered data Xi 
satisfies material balances, energy balances, and 
similar consistency restrictions. Let there be J 
such restrictions. Each may be put into the form 
<M*) = 0, /-1,2,3....J (1)
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where X represents the vector of adjusted data (that 
is, a vector whose г'-th component is j:,). The num­
ber of restrictions J must be less than /; otherw ise 
X could be computed from Equation (1) independ­
ently of the measurements.
In the current analysis ф; is limited to linear re­
lations: !
(2)tM*) - £  aiiXi - 0
Ф(Х)
X: ■ Ы Ч г ) '
MIN
(3)
Ф,-(Х) = О; у . 1, 2, 3, ...,«/< /
То solve Equation (3) the restrictions are intro­
duced into the object function with Lagrange multi­
pliers; then the normal equations are formed:
•x
Г J
<9 Ф +£  V/1
/ ■ I  j
dxi
—5 (Xi- mi) + У1 aH = 0
Í-1, 2, 3, ...,/
+ £  A,0,j '
dA, У "  a , i X i  =  0t-1
; - l, 2, 3....J
Rearranging one obtains 
I
= 0, / = 1,2,3....J
Material balances are readily formulated in this 
way by using the mass flow rate (pounds per hour or 
moles per hour) as X. Similarly when X is enthalpy 
flow rate (British thermal units per hour), ф) be­
comes linear.
With this formulation the .Y’s are generally not 
primary measurements such as the ДP across an 
orifice or a thermometer reading; they are heat or 
mass flows computed from primary measurements.
The adjustments to these heat and mass flows are 
made first. Then, as a separate problem, the cor­
rections to the flows are analyzed to try to reflect 
the adjustments back to the primary measurements.
When the data contains only small errors (that is, 
no gross errors), it is usually best to make the data 
consistent by applying the smallest possible set of 
corrections. To be precise, one should choose, out 
of all the possible sets of corrections which make 
the data consistent, that set for which the sum of 
squares of the individual adjustments is a minimum. 
In forming this sum of squares the individual ad­
justments (ij - mi)3 are weighted inversely with 
some estimate of the variance (в3) of the measure­
ment being adjusted. Mathematically, this is written 
as
J-, 2 2m*/ <*>• А/ + — ; Xi = — j-. t = 1, 2, 3, .... /
ft




' 0 A' Г a ] 'o'
.AT S. — _~6 .
The solution of Equation (6) is
'л‘ ' 0 A'- 1
U t s. .6 .
(6)
(<)
ADJU STM EN T OF D ATA C O N T A IN IN G  BOTH 
GROSS AN D  SM ALL ERRORS
The procedure outlined in the previous section 
has been found to work well for data containing only 
small errors. However, when the set of data con­
tains major errors, this least-squares procedure, as 
it stands, is inadequate. Because the individual 
adjustments appear as the square, a high penalty is 
imposed on making any single large correction.
Thus, a gross error present in one measurement is 
attributed to a series of small errors in each meas­
urement. This distribution of the gross error has 
two disadvantages: it makes the data as a whole 
highly inaccurate, and it does not indicate which 
measurement had the gross error to guide instrument 
repair or similar corrective action.
As an illustration consider the follow ing simple 
case. Four mass flows are measured, two entering 
and two leaving a chemical reactor (Table 1).
T A B L E  1.  D A T A  F O R  I L L U S T R A T I V E  E X A M P L E
Indexi Measurement, (Variance)
1,000 lb. moles/hr.
0 . 1 8 5 8  0 . 0 1 74 . 7 9 3 5  0 . 0 5 01 . 2 2 9 5  0 . 0 2 43 . 8 8 0 0  0 . 2 0 0
To actually obtain a solution, one makes use of the 
formula for the inverse of a partitioned matrix:
0 03 B 2
B 3 В 4 (S)
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B0 --AS~' AT (nonsingular)
ß.=ß<f'
ß2 = -Bo~'AS~' = ß3r 
ß4 = S~' [I - AtB2]
The relations in Equation (6) reduce the order of 
the largest matrix that need be inverted from / + J 
to J.
There are three elemental material balances:
number of the measurements to be discarded as 
gross errors (f). If only a few measurements are 
discarded, one can usually use the redundancy 
present in the material and energy balances to then 
estimate this lost data.
This idea may be expressed mathematically by in­
troducing/ auxiliary variables St into the basic 
data adjustment equation, Equation (3):
фх = O.lxi + 0.6x2 - 0.2x3 - 0.7x4 
ф2 = O.Sxi + 0.1x2 - 0.2x3 - 0.1i4 
Фа = O.lxi + О.Зхг - О.бхз - 0.2x4
The matrica! expression of the data adjustment, 
Equation (6), is
0 0 0 0.1 0.6
0 0 0 0.8 0.1
0 0 0 0.1 0.3
0.1 0.8 0.1 6920.415 0
0.6 0.1 0.3 0 800.
-0.2 -0.2 -0.6 0 0
L-0.7 -0.1 -0.2 0 0
ф(Х, Д) = У  5, —  -sm‘) = MIN
.-I
Sj . 0 or 1
*,-(*) - o = 1.2,3... j <iN
-0.2 -0.7 Ai Г 0 “
-0.2 -0.1 A 2 0
-0.6 -0.2 A3 0
0 0 X\ 1385.813
0 0 xa 3834.800
3472.22 0 xa 4269.0940 50. J -7). 194.000
The solution, Equations (7) and (8), is Each Si is assigned one of two possible values:







The results of the adjustment are summarized in 
Table 2 in terms of the relative error, that is,
(X,- - пч)/ st.





True relative error 
(used to create the data
— 0.7 (small) — 
+ 5.0 (gross)












As expected the gross error in measurement 2 is 
distributed among all measurements. Notice also 
that the largest relative adjustment is made to 
measurement 3, even though measurement 3, in fact, 
contains the smallest relative error.
Both difficulties vanish if the basic least- 
squares procedure is modified to allow a certain
if measurement i is considered 
to have a gross error 
if measurement i is considered 
to have a small error
(10)
Д denotes the vector whose t'-th element is S(. The 
effect of Д is thus to conveniently drop the sus­
pected gross errors from the least-squares criterion.
To use this data adjustment policy, the analyst 
first classifies his data into either the group con­
taining gross errors or else the group containifig 
small errors. The 5 corresponding to each meas­
urement considered grossly in error is assigned the 
value 0; the S corresponding to each measurement 
considered slightly in error is assigned the value 1. 
After this assignment of Д, the data adjustments 
(x, - mi) are computed to minimize the new least- 
squares criterion Ф(Х,\). Usually, the analyst will 
wish to investigate many possible assignments of 
the gross errors; an efficient algorithm for this is 
contained in the last section.
Before the mechanism for computing the adjust* 
ments is presented, look at the final results for the 
simple example introduced before (Table 3). One 
measurement was discarded as a gross error, each 
possibility having been tried in turn.
Discarding measurement 2 one gets the minimum 
value of Ф and the adjustment closest to the true 
relative errors.
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T A B L E  3. R E S U L T S  O F  E X P A N D E D  D A T A  
A D J U S T M E N T
Measurement True relotive error
Relative correction when 
discarding measurement
1 2 3 4
I -0.7 -1.078 -0.634 -0.181 -1.072
2 + 5.0 + 1.225 + 5.665 +0.190 +1.285
3 -0 .5 -2.388 -0.167 -2.905 -2.358
4 + 0.6 -0.155 + 0.733 -0.362 -0.143
0(X , Д) = 7.227 0.967 1.562 8.361
Often the minimum in ф coincides with the most 
correct data adjustment. But this need not be the 
case. The correctness of any possible classifica­
tion and resultant data adjustment is best deter­
mined by subsequent tests, for example reasona­
bility of transfer coefficients and other parameters 
computed from the data, consistency of the param­
eters from run to run, and recalibration of suspect 
instruments.
ready been carried out, and the inverse is at hand:
' 0 A' - 1 re, fh'
,AT S. A = 1 B3
The illustrative problem of the third section will be 
carried through all of the numerical processes of 
this section. Measurement 2 is being discarded 
(that is, Д = 1, 0,1,1). Equation (11) for this il­
lustration is
Г 0 0 0 0.1 0.6 -0.2 -0.7“]0 0 0 0.8 0.1 -0.2 -0.1
0 0 0 0.1 о.а -0.6 -0.2
0.1 0.8 0.1 6920.415 0 0 0
0.6 0.1 0.3 0 800. 0 0
-0.2 -0.2 -0.6 0 0 3472.22 0






















-0.080686 1.2950 -0.35856 1.1412 x 10'e 3.3093 x 10~3 7.9880 x 10“6 2.6246 x 10“3
-0.33988 -0.44403 1.6019 3.3093 x IO-5 9.5971 x 10"4 2.3165 x 10~4 7.6115 x 10-4
0.43520 0.065235 -1.5099 7.9881 x 10-" 2.3165 x 10"4 5.5916 x 10-3 1.8373 x 10“4
.-1.8558 -0.21423 1.7532 2.6246 x 10-5 7.6115 x 10“4 1.8373 x 10"4 6.0367 x 10“4
ALGORITHM FOR E X P A N D E D  DATA 
ADJUSTMENT
This section contains a procedure for computing 
the adjustment for any classification A from the re­
sults of a basic data adjustment Д s 1.
To begin with, notice that Equation (7) can be 
the solution to both the basic data adjustment prob­
lem Equation (3) and the expanded data adjustment 
problem Equation (9). All that is needed is a new 
definition of S and 6:
S becomes an / x / diagonal matrix whose ,-th. . 2 Stelement is —-.
b becomes a column vector of dimension / whose
i-th element is 2 uijáj
~ 7 Г
Also see that the difficult part in using Equation 
(7) is obtaining the inverse matrix. Thus this dis­
cussion is limited to the process of inversion. The 
method to be used was adapted from Section 3 of a 
paper by Rosen (3).
The basis of all expanded data adjustments is a 
solution to the basic adjustment Д = 1. Assume the 
computations indicated by Equation (8) have al-
The number of measurements assumed to have 
gross errors is denoted by N (.V = 1 for illustra­
tion). For reasons which will be apparent later, re­
number the indexes to make the measurements to be 
discarded x/-/v+i through X/ and the measurements to 
be retained xi through x/_/y. This process is ac­
complished by interchanging some of the rows and 
also some of the columns on both sides of Equation 
(11). The result is
0 A - 1 5, ß2
A T S As l В 3 в*
For the illustration, measurement 2 is renumbered 4 
and vice versa:
0 0 0 0.1 -0.7 -0.2 0.6
0 0 0 0.8 -0.1 -0.2 0.1
0 0 0 0.1 -0.2 -0.6 0.3
0.1 0.8 0.1 6920.415 0 0 0
-0.7 -0.1 -0.2 0 50. 0 0
-0.2 -0.2 -0.6 0 0 3472.22 0
0.6 0.1 0.3 0 0 0 800
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M.4.2.
A Ripps féle feladat megoldása a 6.fejezet algoritmusával 
Az eredeti cikk szerint
f 0.1 О СП -0.2 -0.7
A = ( 00О 0.1 CM01 1 О У-±








Ezekből, a 6.fejezet jelöléseivel 
M = (AV^A" )-1/2A
/-4.9772 1.8728 8.8700
M = 58.0100 -0.3520 -4.9568
/-6.5473 9.4478 -35.9968
Ф = (AV-jA") ~1/zf





















Ezekből а (6.9) összefüggés szerint
У =
О .370349 
-О . 941117 
О .902341 
0.045107
у legnagyobb abszolút értékű eleme a második, igy az algo­
ritmus ezt minősiti rendkivüli hibával terheltnek, Ripps 
cikkének 2.táblázatával egybehangzóan.
A normált mérleghiba vektornak a normált M együtthatómát­
rix nu oszlopaival bezárt szögei eszerint a következők:
а(пи,ф) = arc cos|y_




Feltűnő, hogy цэ-пак az és m^ oszlopvektorokkal bezárt 
szöge csak kis mértékben különbözik. Ez abból következik, 
hogy itu és m„ egymással aránylag kis szöget zár be (35°-ot), 
tehát a két mérőhely rendkivüli hibája a 6.fejezetben is­
mertetett módszerrel meglehetősen nehezen különböztethető 
meg.
A C mátrix sorvektorait és a normált ip vektort a hibavektorok 
3 dimenziós terében az M .4.1 ábrán mutatjuk be. e^, és 
a megfelelő koordináta egységvektorokat jelöli.
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Appendix 2
T he efficiency o f th e  erro r d e tec tin g  a lg o rith m  accord ing  to  th e  re la tions (29) — (32) 
b u t w ith  gk va lues in s tead  o f S(g) is il lu s tra te d  b y  co m p u te r sim ula tion . T w o sys tem s 
w ere stu d ied , b o th  w ith  various d ispersion  o f reg u la r erro rs. (F o r th e  sake o f  sim p lic ity , 
erro rs w ere g en era ted  independen tly , i.e. V j w as ta k e n  as  d iagonal m a trix .) E x tre m e  e rro r 
w as g en era ted  a lte rn a te ly  a t  all m easu rem en t p o in ts  w ith  an  abso lu te  va lue  o f  2, 4, 8, 16 
and  32fold o f  th e  corresponden t d ispersion  o f  reg u la r erro r. T ab le  1 show s th e  re la tiv e  
n u m b er o f  h its , fo r several d ispersion o f  reg u la r an d  several va lues o f ex tre m e  errors.
T he ta b le  is in d ica tin g  th e  obv ious dependence  o f  th e  e ffec tiv ity  on th e  m a g n itu d e  
of ex trem e  erro r. F o r  th e  tw o cases in  q u estio n  we can  conclude th a t  ex trem e  e iro fs  o f 
double m ag n itu d e  can n o t be de tec ted  b y  th is  w ay, b u t  th o se  o f  8fold m a g n itu d e  are  
d e tec ted  fa irly  well.
Table 1





of extreme error: 2 4 8 16 3 2
1 1 1 1 1 1 1 1 1 1 .24 .58  .98 1.00 1 .0 0
10 1 1 1 1 1 1 1 1 1 .22 .55  .91 .99 1 .0 0
63  1 1 1 1 1 1 1 1 1 .23 .57 .9 8 1.00 1 .0 0
/  1 - 1 0 1 - 1 0 0 0 0 ° \ ( 0 \
0 0 0 0 1 - 1 0 1 - 1 0 0
A  = ; b =
0 1 - 1 0 0 0 0 0 1 - 1 0
\ 0 0 1 - 1 0 1 - 1 0 0 oj [ o j
S y s te m  2
dispersion of \  relative magnitude 
measurement errors \  of extreme error: 2 4 8 16 32
1 1 1 1 1 1 1 .43 .77 1 .00 1.00 1.00
1 1 1 1 1 0 .01 I .35 .73 .85 .92 .95
1 1 I  1 1 100 .38 .60 .72 .85 .90
1 2 4 8 16 32 .32 .58 .85 CO 00 1.00
Í  1_1 0  0 1 0  ^ (°)
A  = 0 1 1 - 1 0  0 : b =-  0
О О 0  1 - 1 - 1  ) V ° J
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