ABSTRACT. Without any restrictions on the base field, we compute the hull and provide an unmixed decomposition of a cellular binomial ideal. The latter had already been proved by Eisenbud and Sturmfels in characteristic zero, and conjectured to also hold in positive characteristic. Over an algebraically closed field, we further obtain an explicit (but not necessarily minimal) primary decomposition of such an ideal.
PRELIMINARIES
Let be a field; throughout this article,¯ denotes an algebraic closure of . A binomial in
[x] = [x 1 , . . . , x n ] is a polynomial that has at most two terms. A binomial ideal is an ideal generated by binomials.
We use the convention that 0 ∈ N. If ∆ ⊆ {1, . . . , n}, we denote N ∆ = {u ∈ N n | u i = 0 for i / ∈ ∆}, and define Z ∆ analogously. We also use ∆ c to denote the complement {1, . . . , n} ∆. We utilize the usual notation for monoid algebras: for instance,
A partial character on Z n is a group homomorphism ρ : L ρ → * , where L ρ is a subgroup of Z n and * is the multiplicative group of the field . We usually specify partial characters on Z n by giving the pair (L ρ , ρ), unless the lattice L ρ is understood in context.
Given a partial character (L ρ , ρ) on Z n , we define the corresponding lattice ideal via
Our notation here is not the same as in [ES96] . In that article, I(ρ) indicates a lattice ideal in a Laurent polynomial ring, while I + (ρ) is used for lattice ideals in [x] . Since we do not use Laurent polynomials in this work, we drop the subscript to simplify the notation.
If the field is algebraically closed, by [ES96, Theorem 2.1 .c] the lattice ideal arising from a partial character (L ρ , ρ) on Z n is prime if and only if the lattice L ρ ⊆ Z n is saturated, meaning that its saturation
is equal to L ρ . If L ρ is a saturated lattice, then (L ρ , ρ) is a saturated partial character on Z n . If (L ρ , ρ) is a partial character on Z n , any partial character (Sat(L ρ ), χ) such that the restriction of χ to L ρ is ρ, is called a saturation of (L ρ , ρ).
While lattice ideals arising from saturated partial characters are prime, more is true; [ES96, Corollary 2.6] shows that if is algebraically closed, a binomial ideal P ⊆ [x] is prime if and only if there exists a subset ∆ ⊂ {1, . . . , n} and a saturated partial character (L χ , χ) on Z ∆ , such that
where as before, ∆ c = {1, . . . , n} ∆. Note that in this case, I(χ) is an ideal in [N ∆ ].
We now describe the primary decomposition of a lattice ideal. Let (L ρ , ρ) be a partial character on Z n , and let p be a prime number. We define Sat p (L ρ ) and Sat ′ p (L ρ ) to be the largest sublattices of Sat(L ρ ) containing L ρ such that |Sat p (L ρ )/L ρ | = p k for some k ∈ Z, and |Sat ′ p (L ρ )/L ρ | = g where (p, g) = 1. We also adopt the convention that Sat 0 (L ρ ) . . = L ρ and Sat 
is the minimal primary decomposition of I(ρ).
The above result implies that, over an algebraically closed field of characteristic zero, a primary lattice ideal is prime. This is not the case if char( ) > 0; for instance x 2 . However, this ideal is not radical, and therefore not prime.
We now introduce the main objects of study in this article.
Definition 2.2. An ideal I ⊆ [x]
is cellular if every variable x i is either a nonzerodivisor modulo I or is nilpotent modulo I. The nonzerodivisor variables modulo a cellular binomial ideal I are called the cellular variables of I. If I is a cellular binomial ideal, and ∆ ⊆ {1, . . . , n} indexes the cellular variables of I, then I is called ∆-cellular.
If (L ρ , ρ) is a partial character on Z n , then the lattice ideal I(ρ) is {1, . . . , n}-cellular. The following (well known) result gives a kind of converse to this assertion. Lemma 2.3. Let I be a ∆-cellular binomial ideal in [x] . There exists a partial character (L ρ , ρ) on Z ∆ such that
For the proof of Lemma 2.3, we need to understand the elimination ideals of a binomial ideal.
Lemma 2.4 ([ES96, Corollary 1.3]). Let I ⊆ [x] be a binomial ideal, and let
Proof of Lemma 2.3.
, which is a binomial ideal by Lemma 2.4, contains no monomials. Therefore, by [ES96, Corollary 2.5 
, and the result follows.
The following result is crucially useful throughout. Following [K12] , we introduce combinatorial objects attached to a cellular binomial ideal. Let
What follows is a characterization of the associated lattices to a cellular binomial ideal.
Theorem 2.6. Let I be a ∆-cellular binomial ideal in [x] , where is algebraically closed. As-
, and
The converse of this statement also holds. If m ∈ [N ∆ c ], and a partial character (L τ , τ ) on Z ∆ is defined by (2.1), then for any associated prime
c is an associated prime of I.
Proof. The first half of this statement is [ES96, Theorem 8.1] . Theorem 15.11 in [KM11] generalizes this result, and also provides a converse.
The following key object attached to a cellular binomial ideal is used throughout this work.
Definition 2.7. Let I be a ∆-cellular binomial ideal in [x] , and let (L ρ , ρ) be the partial character on
. A lattice L associated to I is said to be embedded if it properly contains L ρ and Sat(L ρ ) = Sat(L). We define M emb (I) . . = witness monomials of embedded associated lattices to I .
If I has no embedded associated lattices M emb (I) = 0. We remark that by construction, 1 / ∈ M emb (I), and M emb (I) is generated by monomials in [N ∆ c ].
Remark 2.8. The above definition is an extension of a construction of Kahle [K12] , that has its roots in the work of Kahle and Miller [KM11] . We note that in [K12] , the definition of embedded associated lattice does not contain the assertion on saturations. However, in the case of interest in [K12] , when I is ∆-cellular with a unique minimal prime (over the algebraic closure of ) and char( ) = 0, proper containment of the lattices involved implies that their corresponding saturations are also not the same.
Example 2.9. The binomial ideal
] contains the binomial x 4 − 1, the fact that x 3 4 − 1 ∈ I implies that the lattices corresponding to the lattice ideals obtained by intersecting I and (I : x 2 1 x 2 ) with [x 3 , x 4 ], have the same saturation.
We are now ready to state our main results. 
, and g and ρ 1 , . . . , ρ g are as in Theorem 2.1, so that I(ρ) = ∩ g ℓ=1 I(ρ ℓ ) is a minimal primary decomposition, then
is a minimal primary decomposition of Hull(I).
Proof. This is a combination of Theorems 5.3 and 5.5.
Recall that an ideal I is unmixed if the codimensions of all of its associated primes are equal. By Corollary 4.5, a cellular binomial ideal is unmixed if and only if all of its associated primes are minimal. The following result provides an unmixed decomposition for a cellular binomial ideal. The characteristic zero version of (2.2) was proved by Eisenbud and Sturmfels ([ES96, Corollary 8.2] ), who conjectured it also holds in positive characteristic. We prove this conjecture in Section 6, and combine it with Theorem 2.10 to give an explicit formula for a primary decomposition of a cellular binomial ideal.
One of the reasons that binomial primary decomposition is more transparent in characteristic zero is that, in that case, the P -primary component of a binomial ideal I contains the saturated lattice ideal P ∩ [x j | x j / ∈ P ], while over positive characteristic it is difficult to determine what lattice ideal takes the place of
It is this question that Theorem 2.11 seeks to answer for cellular binomial ideals.
We point out that the unmixed decomposition of cellular binomial ideals (2.3) is usually coarser than (the cellular case of) the mesoprimary decompositions of Kahle and Miller, as is shown in [KM11, Example 15.13] . Nevertheless, (2.3) does share some of the features of mesoprimary decomposition: it is canonical, in the sense that no choices need to be made in order to perform it; it requires no assumptions on the field ; and it contains enough information to easily obtain a primary decomposition from it, when working over an algebraic closure¯ of .
SOME REMARKS ON BINOMIAL PRIMARY DECOMPOSITION
In this section we explore the implications of our main results, especially to computational binomial primary decomposition. Considerations of possible computer implementation have informed all the developments in this article. It is for this reason that we have tried to only make assumptions on the base field when strictly necessary; many of our proofs would be simplified if we required the field to be algebraically closed throughout.
The Macaulay2 [M2] package Binomials, implemented by Thomas Kahle [K10, K12] , computes binomial primary decomposition using Kahle's improvements of the algorithms in [ES96, OS00] . The input is required to be an ideal generated by differences of monomials (a unital or pure difference binomial ideal), and the base field is assumed to be algebraically closed of characteristic zero.
We briefly describe this procedure, whose first step is to find a cellular decomposition of the input binomial ideal. For each cellular (binomial) component J, the ideal M emb (J) is computed, keeping track of which lattice ideals occur, so that the associated primes of J may be found by saturating partial characters.
c is such an associated prime, then the package
as the Pprimary component of J. The final step in the computation is to remove redundancies that occur if an associated prime of a cellular component of the input ideal I is not an associated prime of I.
We believe that our results can be used to facilitate the implementation of a positive-characteristic version of the above computation. First, we observe that the cellular decomposition of a binomial ideal is characteristic independent, so we concentrate on the primary decomposition of a cellular component J of the binomial ideal I. The computation of M emb (J) is already implemented in Binomials; the only modification needed to make it applicable to any cellular binomial ideal over any field, is that a dimension check needs to be added to verify the condition on saturations.
The monomial ideal M emb (J) and all of the corresponding associated lattices need to be computed in order to find Ass( [x]/J). Since this computation already contains most of the information necessary to perform the unmixed decomposition (2.3), we propose computing this decomposition as an intermediate step. Note that the computations of M emb (J) and of the unmixed decomposition (2.3) do not require any assumptions on the base field, and therefore can be performed over finite fields.
Next, the primary decomposition of an unmixed cellular binomial ideal is given in Theorem 2.10 (or Theorem 5.3), and requires a finite extension of the base field in order to find saturations of partial characters. The final step would be, as before, to remove redundancies.
We have thus outlined an adaptation of the current software that would implement the computation of binomial primary decomposition of (unital) binomial ideals over finite fields.
We finish this section with two results that can be quickly derived from the statements in this article. The first is an easy characterization of binomial primary ideals; this statement seems clear from the construction of M emb (I) for a cellular binomial ideal I and from Theorem 2.6, but it does require proof (especially since we do not wish to assume that the field is algebraically closed). Proof. If I is primary then it is unmixed and ∆-cellular for some ∆, so by Corollary 4.6, we have M emb (I) = 0. Lattice ideals have no embedded primes; thus, if I ∩ [N ∆ ] were not primary, it would have more than one minimal prime, and therefore so would I by Lemma 4.1. The converse is Corollary 4.7.
The final result in this section combines our computation of the hull of a cellular binomial ideal, Theorem 5.5, with [ES96, Theorem 7.1'], one of the core statements in that article, and its improvement [OS00, Theorem 3.2].
If q is a positive integer and b = t 1 − t 2 is a binomial, where t 1 , t 2 are terms (that is, products of constants times monomials), set
Note that this binomial is well-defined only up to a constant multiple, as changing the order of the terms of b makes a difference. If b has only one term, set b
[q] = b q , its ordinary qth power. For I a binomial ideal, we define its qth quasipower to be the ideal
, where is algebraically closed. If P is an associated prime of I, write ∆(P ) for the set of nonzerodivisor variables of P .
(1) If char( ) = p > 0, and q = p e is sufficiently large, a minimal primary decomposition of I into binomial ideals is given by
(2) If char( ) = 0, a minimal primary decomposition of I into binomial ideals is given by
ASSOCIATED LATTICES AND WITNESS MONOMIALS
In this section, we study the ideals M emb (I) and I + M emb (I) (see Definition 2.7) for a cellular binomial ideal I.
As a first step, we use Theorem 2.1 and Lemma 2.3 to characterize the minimal associated primes of a cellular binomial ideal.
If is algebraically closed, the minimal associated primes of I are
where g and χ 1 , . . . , χ g are given by Theorem 2.1 applied to the lattice ideal I(ρ).
. This implies that the prime ideal Q∩ [N ∆ ] contains some minimal prime P of I(ρ), and therefore
is a minimal prime of I(ρ), are minimal among the prime ideals that contain I, as we wanted.
We turn our attention now to the monomial ideal M emb (I) for a ∆-cellular binomial ideal I. The following result gives a useful criterion to determine whether a monomial belongs to M emb (I).
Lemma 4.2. Let I be a ∆-cellular binomial ideal in [x] , and let (L ρ , ρ) be the partial character on
Moreover, in this case, mx u , mx v / ∈ I, and we may assume gcd(
Since I(τ ) contains no monomials, we see that λ = 0. Moreover, if mx u , mx v ∈ I, then we would have m ∈ I, since I is ∆-cellular, and the monomials x u and x v only involve the variables indexed by ∆. The fact that we may assume that gcd(x u , x v ) = 1 also follows from ∆-cellularity of I, as
For the converse, let m / ∈ I be a monomial involving only the variables indexed by ∆ c , and suppose there is a binomial
satisfying the three conditions required above.
By the third required condition,
. By Lemma 2.5, (I : m) is a binomial ideal; it is also ∆-cellular, which implies that
, which implies that L τ is an embedded associated lattice to I and therefore m ∈ M emb (I).
If I is a cellular binomial ideal in [x] and is not algebraically closed, we do not have much explicit control over the associated (even the minimal) primes of I. In order to make as few assumptions on as possible, we need to relate the associated primes of an ideal in [x] [S75] ). The last item is a combination of the first two. We wish to show that M emb (I) and M emb (Ī) contain the same monomials.
. By Theorem 4.3, I(τ ) and I(τ ) have the same codimension, and therefore by [ES96, Theorem 2.1], the lattices L τ and Lτ have the same rank, and so do Sat(L τ ) and Sat(Lτ ).
If we define partial characters
, then as before, L ρ and Lρ have the same rank, and so do Sat(L ρ ) and Sat(Lρ). Since m ∈ M emb (Ī) is a minimal generator, we have Sat(Lρ) = Sat(Lτ ), which implies that Sat(Lρ) has strictly lower rank than Sat(Lτ ). But then the same holds for Sat(L ρ ) and Sat(L τ ), and consequently Sat(L ρ ) = Sat(L τ ). We conclude that m ∈ M emb (I).
A similar argument shows the reverse inclusion. Proof. By Theorem 4.3 and Corollary 4.4, we may assume that is algebraically closed. Let
Suppose that I is unmixed, equivalently, all of its associated primes are minimal.
is an associated prime of I. By Theorem 2.1,
. Since I has no embedded associated primes, all of its associated primes arise from associated primes of I(ρ) by Lemma 4.1. This implies that L χ = Sat(L ρ ), and thus Sat(L τ ) = Sat(L ρ ). We conclude that M emb (I) = 0.
For the converse, let Q be an associated prime of I. As I is a ∆-cellular binomial ideal, Q is a ∆-cellular binomial prime ideal (see [ES96, Theorem 6 .1]), and we can find a saturated partial
By Theorem 2.6, there exists a monomial m and a partial character
. But now we can apply Lemma 4.1 to conclude that Q is minimal over I.
We state an immediate consequence of Corollary 4.6. Corollary 4.7. Let I be a cellular binomial ideal in [x] . If I has only one minimal associated prime and M emb (I) = 0, then I is primary.
We now turn our attention to the ideal I + M emb (I), and determine all of its monomials. Proof. Let x µ ∈ I + M emb (I), and assume that x µ / ∈ I. We claim that there exists a monomial x v ∈ M emb (I) and a nonzero λ ∈ such that x µ − λx v ∈ I.
As x µ ∈ I + M emb (I), we have We visualize (4.1) as a graph G whose vertices are the exponent vectors of the monomials in the right hand side of (4.1); for instance, if F 1 contains a monomial x ν with nonzero coefficient, and 
Note that G may have multiple edges and multiple loops.
Each vertex in G receives a label as follows. The initial label of the vertex u is zero. Any edge of the form (u, u ′ ) such that u ′ = u arises from a binomial λ 1 x u + λ 2 x u ′ ; for each such edge, add λ 1 to the label of u. For every loop (u, u), which arises from a term γx u , add γ to the label of u. Note that this process labels each vertex by its coefficient in (4.1), so that only the vertex µ receives a nonzero label (which equals 1).
If Γ µ consists of only one vertex, then µ = v and x µ ∈ M emb (I), as we wanted. Otherwise, µ and v are connected by a sequence of edges corresponding to binomials in I. Now the claim follows by Induction on the length of this path.
We have shown that there exists a monomial x v ∈ M emb (I) and a nonzero λ ∈ such that x µ − λx v ∈ I. Since M emb (I) is generated by monomials in the variables indexed by ∆ c , there
If m ∈ I, then x µ ∈ I, which we had assumed does not happen. Then, by Lemma 4.
Since x µ − λx v ∈ I, this product lies in I. We also know that
, which allows us to conclude that x µ (x u − κx u ′ ) ∈ I. Applying Lemma 4.2 again, we see that x µ ∈ M emb (I), which concludes the proof.
The following is one of our core technical results. Consequently, all associated primes of I + M emb (I) are minimal, and coincide with the minimal associated primes of I.
In the proof of Theorem 4.9, the following result will be useful.
Proposition 4.10 ([ES96, Proposition 1.10]). Let I be a binomial ideal and M a monomial ideal in [x]. If f ∈ I + M and f ′ is the sum of the terms of f that are not individually contained in
Proof of Theorem 4.9. Since the variables indexed by ∆ c are nilpotent modulo I, they are also nilpotent modulo I + M emb (I) ⊇ I. We wish to show that the variables indexed by ∆ are nonzerodivisors modulo I + M emb (I), or equivalently, that ((I + M emb ) : x j ) = I + M emb for all j ∈ ∆.
Fix j ∈ ∆. By Lemma 2.5, since I + M emb is a binomial ideal, so is ((I + M emb (I)) : x j ), and therefore, in order to verify that ((I + M emb ) : x j ) = I + M emb , it is enough to show that all monomials and binomials contained in ((I + M emb ) : x j ) also belong to I + M emb (I).
Let x
µ be a monomial in ((I + M emb (I)) : x j ). Then x j x µ ∈ I + M emb (I). By Proposition 4.8, x j x µ belongs to I or to M emb (I). In the first case, we conclude that x µ ∈ I, since I is ∆-cellular, and j ∈ ∆. In the second case, x µ ∈ M emb (I), since M emb (I) is generated by monomials in
, where λ = 0; we wish to show that
If x j x u ∈ I +M emb (I), then also x j x v ∈ I +M emb (I), and we have already shown that x u , x v ∈ I + M emb (I), so we may assume that x j x u , x j x v / ∈ I + M emb (I). Using Proposition 4.10, we conclude that x j (x u − λx v ) ∈ I, and the fact that I is ∆-cellular implies that
We have shown that all binomials and monomials in ((I + M emb (I)) : x j ) also belong to I + M emb (I), so that ((I + M emb (I)) : x j ) = I + M emb (I). Since this holds for all j ∈ ∆, and we already know that the variables indexed by ∆ c are nilpotent modulo I + M emb (I), we see that Next we show that M emb (I + M emb (I)) = 0.
First note that x µ x u ∈ I + M emb (I) if and only if x µ x v ∈ I + M emb (I), and in this case,
. Using Proposition 4.10, we conclude that x µ (x u − λx v ) ∈ I, which now implies x µ ∈ M emb (I) by Lemma 4.2, since λ = 0 and u − v / ∈ Sat(L ρ ). This is again a contradiction.
In order to prove that all associated primes of I + M emb (I) are minimal we use Corollaries 4.6 and 4.5. Note that any associated prime of a ∆-cellular binomial ideal is of the form
any such prime ideal contains I if and only if it contains I + M emb (I). It follows that the minimal primes over I coincide with the minimal primes over I + M emb (I).
The following result is a consequence of the last assertion of Theorem 4.9 (see also Corollary 4.7).
Corollary 4.11. Let I be a cellular binomial ideal in [x] with a unique minimal associated prime P . Then I + M emb (I) is a P -primary ideal.
THE HULL OF A CELLULAR BINOMIAL IDEAL
In this section, we compute the minimal primary components of a cellular binomial ideal. This information is then used to give an explicit formula for the hull of such an ideal. While the description of the primary components requires the field to be algebraically closed, the hull computation needs no assumptions on the base field.
Theorem 5.1. Let I be a ∆-cellular binomial ideal in [x] , where is algebraically closed and
. Consider g, ρ 1 , . . . , ρ g and χ 1 , . . . , χ g as in Theorem 2.1, so that I(ρ ℓ ) is the I(χ ℓ )-primary component of I(ρ) for ℓ = 1, . . . , g. By Lemma 4.1, the minimal associated primes of I are
For ℓ = 1, . . . , g, the P ℓ -primary component of I is 2 , and therefore I is also primary by Lemma 3.1. If char( ) = 2, then I ∩ [x 1 , x 2 ] = x 1 − x 2 ∩ x 1 + x 2 , and we consider:
The ideal I + x 1 + x 2 contains the monomial x 2 x 4 without containing x 4 , and so the variable x 2 is neither nilpotent nor a nonzerodivisor modulo this ideal, whence I + x 1 + x 2 is not cellular.
In this case, M emb (J 1 ) = M emb (J 2 ) = 0, and (since I has no embedded primes by Corollaries 4.5 and 4.6) we see that I = J 1 ∩ J 2 is an irredundant primary decomposition.
Proof of Theorem 5.1. Fix 1 ≤ ℓ ≤ g and set J ℓ = (I + I(ρ ℓ )) : ( i∈∆ x i ) ∞ . By construction, the variables indexed by ∆ are nonzerodivisors modulo J ℓ . Also, since I ⊆ J ℓ , the variables indexed by ∆ c are nilpotent modulo J ℓ . Thus, J ℓ is ∆-cellular.
We claim that √ J ℓ = P ℓ . Since the variables indexed by ∆ c are nilpotent modulo J ℓ and I(ρ ℓ ) ⊆ J ℓ , we see that P ℓ ⊆ √ J ℓ . To verify the reverse inclusion, let f ∈ √ J ℓ . Then for some integer k, f k ∈ J ℓ , and therefore we can find a monomial m ∈ [N ∆ ] such that mf k ∈ I + I(ρ ℓ ). As I + I(ρ ℓ ) ⊆ P ℓ , we have mf k ∈ P ℓ . We use the fact that P ℓ is ∆-cellular to conclude that f k ∈ P ℓ , and the fact that P ℓ is radical to see that f ∈ P ℓ .
We have shown that the radical of J ℓ is the prime ideal P ℓ , or equivalently, that P ℓ is the unique minimal associated prime of (the ∆-cellular ideal) J ℓ . Now we apply Corollary 4.11 to conclude that J ℓ + M emb (J ℓ ) is P ℓ -primary.
We know that I(ρ ℓ ) is the primary component of I(ρ) corresponding to its (minimal) associated prime I(χ ℓ ) (see Theorem 2.1). This implies that I(ρ ℓ ) is the kernel of the localization map
. From this we see that I(ρ ℓ ) is contained in the kernel Q ℓ of the localization map [x]/I → ( [x]/I) P ℓ that inverts the elements in [x]/I outside the prime ideal ( [x]/I) · P ℓ . The ideal Q ℓ is the P ℓ -primary component of I.
where the last equality holds as Q ℓ is P ℓ -primary, and P ℓ is ∆-cellular.
We claim that M emb (J ℓ ) ⊆ Q ℓ . Note that this is enough to conclude that J ℓ + M emb (J ℓ ) = Q ℓ , as we wanted, since a P ℓ -primary ideal contained in the kernel of the localization homomorphism Recall that J ℓ is ∆-cellular, so there exists a partial character
, and use Lemma 4.2 to produce a binomial
We know already that J ℓ is contained in the kernel of the localization
In order to conclude that m belongs to the kernel of that map (which implies that m ∈ Q ℓ as desired), we wish to show that x u − λx v maps to a unit under
In the previous theorem, the monomial ideal added to obtain a primary component depends on the associated prime. However, this should not be the case. If we assume that char( ) = 0 and use [DMM10] to compute primary components, the monomial ideal there depends only on the lattice of the associated prime, and not really on the partial character. (See also Remark 5.4.) Motivated by this evidence, we provide an improvement to Theorem 5.1.
Theorem 5.3. Under the same assumptions and notation as in Theorem 5.1, the P ℓ -primary component of I is
Proof. We use the same notation as in the proof of Theorem 5.1, so that J ℓ = (I + I(ρ ℓ )) : ( i∈∆ x i ) ∞ . We wish to show that
We first claim that M emb (I) ⊆ J ℓ + M emb (J ℓ ) (which implies ⊇ in (5.2)). As in the proof of Theorem 5.1,
] is a monomial, either m ∈ J ℓ , or the binomial produced by Lemma 4.2 for m and I can be used to show that m ∈ M emb (J ℓ ), since I ⊆ J ℓ .
Now (5.2) follows if we show that
, that is, a witness monomial to an embedded associated lattice of J ℓ , so in particular,
, and x µ / ∈ J ℓ . By Lemma 4.2, we may choose a binomial
, we can write
where
the polynomials b 1 , . . . , b r are binomials arising from the lattice Sat ′ p (L ρ ) on which the partial character ρ ℓ is defined (in particular, they are not monomials, and belong to [N ∆ ]), the polynomials b r+1 , . . . , b s are binomials that are not monomials, and m 1 , . . . , m k are monomials.
As we did in the proof of Theorem 4.9, we visualize the expression (5.3) as a graph G with labeled vertices. Arguing as in that proof, the fact that x η x µ x u and x η x µ x v do not belong to I + I(ρ ℓ ) implies that the vertices η + µ + u and η + µ + v belong to the same connected component of G and therefore there is a path in G connecting η + µ + u to η + µ + v, that is, there exists a sequence of edges ε 1 = (α 1 , γ 1 ), . . . , ε t = (α t , γ t ) arising from the binomials b 1 , . . . , b s such that α 1 = η + µ + u, γ i = α i+1 for i = 1, . . . , t − 1 and γ t = η + µ + v.
Each edge ε j corresponds to a binomial λ ε j ,1 x α j − λ ε j ,2 x γ j which is a multiple of one of the binomials b i , and therefore belongs to either I or I(ρ ℓ ).
In what follows, if α ∈ N n , the notation α ∆ c is used to indicate the element of Z ∆ c whose coordinates indexed by ∆ c coincide with those of α.
Let ε i 1 , . . . , ε iq be the subsequence of ε 1 , . . . , ε t consisting of edges ε j such that (α j ) ∆ c = (γ j ) ∆ c , and observe that each of these edges is therefore associated to a polynomial λ ε j ,1
Suppose that one of the edges ε j = (α j , γ j ) of the path between α 1 = η + µ + u and
Then the associated binomial must belong to I, and by Lemma 4.2, either x (α j ) ∆ c belongs to I, or it belongs to M emb (I), and so in both cases,
Since the binomial corresponding to ε ir belongs to I, we can use
and ∆-cellularity of I +M emb (I) to see that x (α ir ) ∆ c ∈ I +M emb (I). Repeating this argument along the path to α 1 , we conclude that
µ ∈ I, and thus x µ ∈ M emb (I) as desired.
We may now assume that for every edge ε j such that
, and consider the following element of I (the S-pair of the aforementioned binomials):
We write the preceding binomial as
are relatively prime monomials, and ν 1,1 − ν 1,2 ∈ Sat(L ρ ).
Repeating this procedure, we find nonzero Λ q−1,1 , Λ q−1,2 ∈ and relatively prime monomials
We recall that (α i 1 ) ∆ c = µ = (γ iq ) ∆ c ; since I is ∆-cellular, we may assume that
Moreover,
, as we wanted.
Remark 5.4. When char( ) = 0, [DMM10, Theorem 3.2.1] can be applied to the situation of Theorem 5.3. The expression for the primary component given in [DMM10] looks different from (5.2), but it is not hard to show directly that the two do indeed coincide, as they must, since minimal primary components are uniquely determined.
We wish to emphasize that while [DMM10, Theorem 3 .2] does not need a cellularity hypothesis on the binomial ideals considered, it does require the base field to have characteristic zero. Moreover, the proof of that result is based on the fact that the primary decomposition of a binomial ideal over a field of characteristic zero can be reduced to considering the primary components of binomial ideals in monoid rings associated to prime ideals arising from faces of the monoid, a fact that does not hold when char( ) > 0.
On the other hand, although Theorem 5.1 applies regardless of the characteristic of , the cellularity assumption is crucial in our arguments.
The following result provides an explicit computation for the hull of a cellular binomial ideal, and in particular, gives an alternative proof for the fact that such a hull is binomial (see [ES96, Corollary 6 .5]).
Theorem 5.5. If I is a ∆-cellular binomial ideal then Hull(I) = I + M emb (I).
Proof. We already know from Theorem 4.9 that I + M emb (I) is ∆-cellular, unmixed, and with the same minimal associated primes as I.
Assume first that is algebraically closed. We use the same notation as in the proof of Theorems 5.1 and 5.3; our goal is to show that the primary component of I + M emb (I) corresponding to the (minimal) associated prime
Applying Theorem 5.3 to the ∆-cellular ideal I + M emb (I), we see that its P ℓ -primary component is
Theorem 4.9 states that M emb (I + M emb (I)) = 0, so this primary component is
and it clearly contains (I + I(ρ ℓ )) : ( i∈∆ x i ) ∞ + M emb (I), which by Theorem 5.3 is the P ℓ -primary component of I.
, which shows that the P ℓ -primary components of I and I + M emb (I) coincide. Now assume that is not algebraically closed. WriteĪ for the extension of I to¯ [x] . We already know that if P is a minimal prime of I there exists a minimal primeP ofĪ lying over P . IfQ is theP -primary component ofĪ, then Q =Q ∩ [x] ⊇ I is P -primary (apply Theorem 4.3 to see that P is the unique associated prime of Q). This implies that Q contains the P -primary component of I by [AM69, Corollary 10.21] . Consequently
Clearly, I ⊆ Hull(I), so in order to prove I + M emb (I) = Hull(I) it is enough to show that M emb (I) ⊆ Hull(I). Let m ∈ [N ∆ c ] be a generator of M emb (I), and let b = x u − λx v ∈ [N ∆ ] be the binomial produced by Lemma 4.2. Then b does not belong to any minimal prime of I, since it does not belong to any minimal prime ofĪ (use the fact that u − v / ∈ Sat(L ρ )). This and mb ∈ I imply that m belongs to the kernel of every localization map ( [x]/I) → ( [x]/I) P , for P a minimal prime of I.
AN UNMIXED DECOMPOSITION FOR A CELLULAR BINOMIAL IDEAL
In this section we complete the proof of Theorem 2.11 by constructing an unmixed decomposition for a cellular binomial ideal. We work by Noetherian Induction; the following result provides the inductive step.
Theorem 6.1. Let I be a ∆-cellular binomial ideal in [x] . Let (L τ 1 , τ 1 ) , . . . , (L τ k , τ k ) be partial characters on Z ∆ corresponding to embedded associated lattices of I (so in particular there exist monomials m j ∈ M emb (I) with (I : m j ) = I(τ j )) such that the ideals I(τ 1 ), . . . , I(τ k ) are minimal (with respect to inclusion) among the lattice ideals arising in this way. (Call such lattice ideals the minimal embedded lattice ideals of I.) Then
(6.1)
Proof. By Induction on k. The base case is k = 0, when I has no embedded associated lattices, M emb (I) = 0, and I is unmixed, so that (6.1) clearly holds.
We claim that I = (I + M) ∩ (I + I(τ 1 )).
To see this, we first observe that the monomials in I + M belong to either I or M, which follows by the same proof as Proposition 4.8.
Let f ∈ (I + M) ∩ (I + I(τ 1 )) and use f ∈ I + I(τ 1 ) to write f = f 1 + f 2 + f 3 , where f 1 ∈ I, f 2 ∈ [x] · I(τ 1 ) is a linear combination of binomials in I(τ 1 ) times monomials that are either in I or in M, and f 3 ∈ [x] · I(τ 1 ) is a linear combination of binomials in I(τ 1 ) times monomials that are neither in I nor in M. Note that the product of a monomial in M times a binomial in I(τ 1 ) belongs to I, since the ideal quotient of I by such a monomial contains I(τ 1 ). Thus f 3 = f − f 1 − f 2 ∈ I + M, and its individual terms do not belong to I + M. By Proposition 4.10, f 3 ∈ I, and consequently f ∈ I. This shows that (I + M) ∩ (I + I(τ 1 )) ⊆ I, and the other inclusion is obvious.
As I is ∆-cellular, we can saturate both sides of I = (I +M)∩(I +I(τ 1 )) to obtain I = (I +M) : ( i∈∆ x i ) ∞ ∩ (I + I(τ 1 )) : ( i∈∆ x i ) ∞ . We wish to apply the inductive hypothesis to the ∆-cellular ideal (I + M) : ( i∈∆ x i )
∞ , but in order to do this, we need to show that this ideal has fewer minimal embedded lattice ideals than I. that the first intersectand in (6.2) contains I + M emb (I) follows by the same argument that showed that the minimal embedded lattice ideals of (I + M) : ( i∈∆ x i ) ∞ are I(τ 2 ), . . . , I(τ k ).
We conclude that If I is unmixed, then M emb (I) = 0, and the desired statement holds. By Noetherian Induction, we may assume that the statement holds for any ∆-cellular binomial ideal strictly containing I.
Now consider the case that I is mixed, and apply Theorem 6.1 to I. Each ideal K j = (I + I(τ j )) : ( i∈∆ x i ) ∞ appearing in Theorem 6.1 is a ∆-cellular binomial ideal strictly containing I, so that
Hull (K j + I(τ j (m))) : ( Thus, intersecting Hull(I) and the decompositions (6.4) for j = 1, . . . , k, we obtain an ideal that contains the intersection (6.3). But this ideal equals I by construction. Moreover, it is clear that I is contained in (6.3), and therefore it equals that intersection, as we wanted.
We conclude with three examples. The first one illustrates the mechanics of the proof of Theorem 2.11; the second and third ones show that the unmixed decomposition and cellular binomial primary decomposition produced in that theorem may both be redundant.
Example 6.2. We are grateful to Christopher O'Neill, who shared this example with us.
Let I = x 2 1 − 1, x 6 (x 2 − x 3 ), x 7 (x 4 − x 5 ), x 2 6 , x 2 7 , x 6 x 7 . Then I is {1, 2, 3, 4, 5}-cellular, and M emb (I) = x 6 , x 7 . In this case, the embedded associated lattice ideals of I arise via 
