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1. INTRODUCTION
The purpose of this article is to give a combinatorial formula for
Kazhdan]Lusztig polynomials of parabolic type by introducing R-poly-
nomials of parabolic type for multichains which is a parabolic analogue of
w xBrenti's definition in 3 and to show the non-negativity of the first
coefficient of Kazhdan]Lusztig polynomials of parabolic type under a
condition on the length of elements.
 .Let W, S be an arbitrary Coxeter system and let J be a subset of W.
J   .  .  . 4We put W [ y g W; l yz s l y q l z for any z g W , where l is theJ
length function and W is the subgroup of W generated by J. In thisJ
article, we denote the R-polynomial of parabolic type resp. the Kazhdan]
. J J  .Lusztig polynomial of parabolic type for x, w g W by R q sx, w u
J . i  J  . J . i. r x, w q resp. P q s  p x, w q , where u s y1 oriG 0 i u x, w u iG 0 i u
u s q.
Let us give a brief review of known results. In 1987, V. Deodhar
introduced two kinds of Kazhdan]Lusztig polynomials of parabolic type,
one of which gives the dimensions of the intersection cohomology modules
of Schubert varieties in GrP, where G is a Kac]Moody group and P is a
 w x.``standard'' parabolic subgroup of G cf. 4 . Since Kac]Moody groups
correspond to crystallographic Coxeter groups, we can see that all coeffi-
J  . Jcients of P q are non-negative for any x, w g W if W is a crystallo-x, w y1
J  .graphic Coxeter group. Non-negativity of the coefficient of q in P qx, w y1
is a special case of the non-negativity of the coefficient of q in the
wKazhdan]Lusztig polynomials for twisted Bruhat orders as proved in 7,
x w xRemark , because of 6, 5.5; 7, 2.11, 2.9, 2.5 . In this article, we obtain some
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J  .additional results pertaining to P q and as a consequence obtainx, w y1
some non-trivial partial results on the problem of non-negativity of the
J  .q-coefficient of P q . Afterwards, F. Brenti got a combinatorialx, w q
formula of Kazhdan]Lusztig polynomials by introducing R-polynomials
 w x.for multichains cf. 3 . We also obtain an extension of Brenti's results.
This paper is organized as follows: In the next section, we recall the
definition of the Bruhat order, and define R-polynomials of parabolic type
and Kazhdan]Lusztig polynomials of parabolic type introduced by V.
Deodhar. In Section 3, we define R-polynomials of parabolic type for
J  .multichains and give a combinatorial formula of P q . In Section 4, wex, w u
apply our main results obtained in Section 3 to each coefficient of
J  . J . J .P q , and find explicit formulas of p x, w and p x, w . In Sectionx, w u 1 u 2 u
 J5, we prove an inequality on the number of elements of y g W ; x F y F
4 J  .  .  y1 .w of prescribed length, for x, w g W with l w s l x q l x w and
J .obtain as a consequence a purely combinatorial proof that p x, w G 01 y1
J .under these conditions. In Section 6, we show that p x, w G 0 for1 q
J  .  .  y1 .x, w g W with l w s l x q l x w .
2. PRELIMINARIES AND NOTATIONS
First, we recall the definition of the Bruhat order. Throughout this
 .article, W, S is an arbitrary Coxeter system, where S denotes a privileged
w xset of involutions in W. The standard references are 2, 8 for the Bruhat
order.
 y1 4DEFINITION 2.1. We put T [ wsw ; s g S, w g W . For y, z g W,
we denote y -X z if and only if there exists an element t of T such that
 .  .l tz - l z and y s tz, where l is the length function. Then the Bruhat
order denoted by F is defined as follows: For x, w g W, x F w if and
only if there exists a sequence x , x , . . . , x in W such that x s x -X x0 1 r 0 1
X X  .- ??? - x s w. We also use the notation x -? w if x - w and l x sr
 .l w y 1.
The following is well known as the subword property. For w g W, let
s s ??? s be a reduced expression of w, i.e., w s s s ??? s , s g S for all1 2 m 1 2 m i
 4  .i g 1, 2, . . . , m and l w s m. For x g W, x F w if and only if there
exists a sequence of natural numbers i , i , . . . , i such that 1 F i - i -1 2 t 1 2
??? - i F m and x s s s ??? s . This expression of x is not reduced int i i i1 2 t
 .general, i.e., it may happen that l x - t. However, it is known that one
can find a sequence of natural numbers j , j , . . . , j such that 1 F j - j1 2 k 1 2
 .- ??? - j F m, x s s s ??? s and l x s k.k j j j1 2 k
w xThe notion of left subwords introduced in 11 is very useful in Section 6.
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 .DEFINITION 2.2 left subword . Let w s s s ??? s g W be a reduced1 2 m
w x  .  .expression. Define a map f : m ª S via f i s s . Let J s j , j , . . . , ji 1 2 r
X  X X X .  . <and J s j , j , . . . , j be subsequences of 1, 2, . . . , m . We call f J1 2 r
 .restriction map a subword of s s ??? s and we set1 2 m
< < <f s f j f j ??? f j s s s ??? s . .  .  .J 1 2 r j j j1 2 r
X  .We set J - J via lexicographic order. For x g W with x F w and l x s r,
if
I s i , i , . . . , i .1 2 r
< < <s min a subsequence J s j , j , . . . , j of 1, 2, . . . , m ; f s x , 4 .  . J1 2 r
< < < < <then we call f a left subword of s s ??? s . We identify f with fI J J1 2 m
when there is no confusion.
In this article, let Z be the set of integers, N be the set of non-negative
integers, P be the set of natural numbers, and R be the set of real
numbers.
Let us define R-polynomials of parabolic type.
DEFINITION-PROPOSITION 2.3. Let J be a subset of S, let x, w g W J, and
J  . w xlet u s y1 or u s q. Then, the polynomial R q g Z q is defined asx, w u
R J q [ 1, R J q [ 0 if x g w. .  .u ux , x x , w
For s g S with sw - w,
¡ JR q if sx - x , . us x , sw
J J JJ ~qR q q q y 1 R q if sx ) x , sx g W ,R q [  .  .  . . u uu s x , sw x , swx , w
J J¢ q y 1 y u R q if sx ) x , sx f W . .  . ux , sw
J  . JWe call these polynomials R q R-polynomials of parabolic type of Wx, w u
and we put
R J q s r J x , w qi .  .u ux , w i
iG0
for x, w g W J.
Note that R-polynomials of parabolic type are not well defined except
u s y1 and u s q, i.e., in other cases, the above definition depends on a
reduced expression of w. From now on, J is a subset of S and u s y1 or
u s q without special comment.
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 .Then, the following is known. The equality i is quite easily obtained by
 . w xthe definition and the equality ii is a result of Deodhar 4 .
PROPOSITION 2.4. For x, w g W J, we ha¨e
 . J .  .i r x, w s d x F w ,Ä0 q
 . J .  .ii r x, w s d x F w, xs g w for ;s g J ,Ä0 y1
where we put
1 if ) is true,
d ) [ .  0 if ) is false,
 .  .l w yl x qiJ J Jr x , w [ y1 r x , w for x , w g W and i G 0. .  .  .Ä u ui i
J .We can easily get the following recursion formula of r x, w .Äi u
LEMMA 2.5. Let x, w g W J, s g S with sw - w. Then, for i G 0, we ha¨e
¡ Jr sx , sw .Ä ui
if sx - x ,
J J Jyr sx , sw q r x , sw q r x , sw .  .  .Ä Ä Äu u uiy1 iy1 i
Jif sx ) x , sx g W ,J ~r x , w s .Ä Jui r x , sw .Ä y1iy1
Jif sx ) x , sx f W , u s y1,
Jr x , sw .Ä qi¢ Jif sx ) x , sx f W , u s q.
By using R-polynomials of parabolic type, Kazhdan]Lusztig polynomials
of parabolic type are defined as follows:
DEFINITION-PROPOSITION 2.6. There exists a unique family of polynomials
 J  . J 4P q ; x, w g W satisfying the conditionsx, w u
P J q s 1, P J q s 0 if x g w , .  .u ux , x x , w
l w y l x y 1 .  .
Jdeg P q F if x - w , . ux , w 2
1
lw .y l x . J J Jq P s R q P q if x - w. .  . u ux , w x , y y , w /q Ju xFyFw , ygW
J  .We call these polynomials P q Kazhdan]Lusztig polynomials of parabolicx, w u
type of W J and we put
P J q s p J x , w qi .  .u ux , w i
iG0
for x, w g W J.
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f  .  f  . .In case J s f, these polynomials R q resp. P q are equal tox, w u x, w u
 . w xR-polynomials resp. Kazhdan]Lusztig polynomials defined in 9 .
J  .There exists a following recursion formula of P q .x, w u
 w x. JTHEOREM 2.7 V. Deodhar 4 . Let x, w g W and let s g S with
sw - w. Then,
J Ä  lw .y l z ..r2 JP q s P y m z , sw q P q , .  .  .u u ux , w x , z
 .)
where
¡ J JP q q qP q if sx - x , .  .u us x , sw x , sw
J J J~Ä qP q q P q if sx ) x , sx g W ,P s  .  .u us x , sw x , sw
y1 J J¢ 1 y u q P q if sx ) x , sx f W , . . ux , sw
sz - z or sz f W J if u s y1,J) denotes z g W , z - sw , .  sz - z if u s q ,
m z , sw s p J z , sw . .  .u u l sw .y l z .y1.r2
w xIn order to explain Brenti's results in 3 , we define some notations.
DEFINITION 2.8. For x, w g W J and i G 0, we put
C J x , w [ y g W J ; x F y F w , l y s l w y i , 4 .  .  .i
c J x , w [ aC J x , w , .  .i i
C J x , w [ C J x , w , .  .y1i i
C J x , w [ y g C J x , w ; xs g y for ;s g J , .  . 4qi i
c J x , w [ aC J x , w . .  .u ui i
Moreover, we put
q if u s y1,
u [Ä  y1 if u s q.
For the first and second coefficients of Kazhdan]Lusztig polynomials, F.
w xBrenti 3 obtained the following explicit formulas:
 w x.THEOREM 2.9 F. Brenti 3 . For x, w g W, we ha¨e
 .  .  .  .i p x, w s c x, w y r x, w ,Ä1 1 1
 .  .  .  .  .ii p x, w s r x, w y c x, w q  p x, y qÄ2 2 2 y g C  x, w . 11
 . p y, w ,y g C  x, w . 13
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where we put
r x , w [ r f x , w s r f x , w , .  .  .Ä Ä Ä .qy1i i i
p x , w [ pf x , w s pf x , w , .  .  . .qy1i i i
C x , w [ Cf x , w , c x , w [ cf x , w .  .  .  .i i i i
for x , w g W and i G 0.
 .  .  .It is well known that p x, w s d x F w s r x, w .Ä0 0
We can easily show the following, which is a key point of the main result
 .in the next section, by induction on l w .
LEMMA 2.10. For x, w g W J, we ha¨e
1 .  .l w yl xJ JR q s yq R . .  .ux , w x , w  /q uÄ
By Lemma 2.10 and the equality that
1
lw .y l y . J Jq R q R s d Kronecker delta .  . ux , y y , w x , w /qJ uxFyFw , ygW
 w  .x.see 4, Lemma 2.8 iv , it is easy to see
COROLLARY 2.11. Let x, w g W J. Then,
 .  .l y yl x J Jy1 R q R q s d . .  .  . u ux , y y , w x , wÄ
JxFyFw , ygW
J . J .By using r x, w , p x, w is denoted as follows:Ä0 u 0 u
LEMMA 2.12. For x, w g W J,
p J x , w s r J x , w . .  .Äu u0 0 Ä
w x J .In 4 , Deodhar states that p x, w s 1 if x F w but there is no0 y1
J .comment on explicit formulas of p x, w .0 q
Proof. By Theorem 2.7 and the definition of R-polynomials of parabolic
J .  J . .type, we can see that the recursion formula of p x, w resp. p x, w0 y1 0 q
J .  J . .is the same one of r x, w resp. r x, w . It follows thatÄ Ä0 q 0 y1
p J x , w s r J x , w , p J x , w s r J x , w . Q.E.D. .  .  .  .Ä Äq qy1 y10 0 0 0
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3. R-POLYNOMIALS OF PARABOLIC TYPE
FOR MULTICHAINS
In this section, we define R-polynomials of parabolic type for multi-
J w xchains in W which is a parabolic analogue of Brenti's definition in 3 and
give a combinatorial formula of Kazhdan]Lusztig polynomials of parabolic
type.
Before the definition of R-polynomials of parabolic type for multichains
in W J, we define some notations.
i w xDEFINITION 3.1. For j g Z and a polynomial P s  a q g R q ,iG 0 i
we put
a if j G 0,ji jU P [ a q , q P [ .  .j i  0 if j - 0.iGj
For x g R, we put
 4x [ min n g Z; n G x .u v
Then we can define R-polynomials of parabolic type for multichains in
W J as follows:
DEFINITION 3.2. Let r g N. For a , a , . . . , a g W J with a F a F0 1 rq1 0 1
??? F a , i.e., a F a F ??? F a is a multichain in W J, we putrq1 0 1 rq1
R J q . ua , a , . . . , a0 1 rq1
 .  .l a yl a J1 0¡ y1 R q if r s 0, .  . ua , a Ä0 1~[ 1
J r a . J1R q U q R if r G 1, . ua , a u r a .q1.r2 v a , a , . . . , a¢ 0 1 1 1 2 rq1 / /q u
 .  .  .where r a [ l a y l a .1 rq1 1
We can easily see that
J w xR q g Z q and . ua , a , . . . , a0 1 rq1
deg R J q F l a y l a .  .  .ua , a , . . . , a rq1 00 1 rq1
J  .  .  .  w  .x.by the inequality deg R q F l w y l x cf. 4, Lemma 2.8 iii . Inx, w u
case J s f, the above definition is the same one of R-polynomials for
 w x.multichains introduced by Brenti cf. 3 . From now on, for convenience,
J  . J  .we also use notations R q instead of R q .a , a , . . . , a . u a , a , . . . , a u0 1 rq1 0 1 rq1
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Remark 3.3. By Lemma 2.10, it follows that for x, w g W J and k g N,
k J lw .y l x .yk Jq R q s q R q . .  . .  .u ux , w x , w
Now we state our main theorem.
THEOREM 3.4. Let x, w g W J. Then,
P J q s R J q , .  .u ux , w C
J .CgC x , w
where we put
rq2J JC x , w [ D a , a , . . . , a g W ; .  .  .r G 0 0 1 rq1
x s a F a F ??? F a s w .50 1 rq1
w xIn case J s f, this reduces to Brenti's result 3, Theorem 4.1 . The proof
in the parabolic setting is very similar and is therefore omitted.
J  .4. COEFFICIENTS OF P qx, w u
The purpose in this section is to record the following theorem and get
explicit formulas of the first and second coefficients of Kazhdan]Lusztig
polynomials of parabolic type.
THEOREM 4.1. Let x, w g W J, k g N, and S be a subset of P. We put
 .  .  .r S [ aS, S [ l w y l x y k, and S [ 0. Moreo¨er, if S / f,0 r S .q1
let S , S , . . . , S be elements in P satisfying S ) S ) ??? ) S and1 2 r S . 1 2 r S .
 4S ,S , . . . , S s S. Then1 2 r S .
k Jq P q s . .  ux , w
Jw xS: k  .  .a , a , . . . , a gS x , w0 1 r S .q 1 S
 .r S
la .y lw .qS qS Jiq1 i iq1= q R q , .  .ua , ai iq1
is0
where we put
 41, 2, . . . , k if k G 1,w xk [  f if k s 0,
 .r S q2J JS x , w [ a , a , . . . , a g W ; .  .  .S 0 1 r S .q1
x s a F a F ??? F a s w ,0 1 r S .q1
S F l w y l a y S F S y 1 for i g r S . .  .  . 5iq1 i i i
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This theorem can be proved by arguments very similar to those in the
w xproof of 3, Theorem 5.2 and the proof is therefore omitted.
By using Theorem 4.1, let us show the following proposition, which gives
J . J .explicit formulas of p x, w and p x, w .1 u 2 u
PROPOSITION 4.2. For x, w g W J, we ha¨e
 . J . J . J .i p x, w s c x, w y r x, w ,Ä1 u 1 u 1 uÄ
 . J . J . J . J .Jii p x, w s r x, w y c x, w q  p x, y qÄ2 u 2 u 2 u y g C  x, w . 1 uÄ 1
J .  J . J . 4J p y, w q a z g C x, w ; r z, w s 0 .Äy g C  x, w . 1 u 2 u 0 u3 u
Before the proof of this proposition, we prepare two lemmas.
LEMMA 4.3. For x, w g W J with x -? w, we ha¨e
r J x , w s 1. .Ä u0
 .Proof. In case u s y1, by Proposition 2.4 ii ,
r J x , w s d xs g w for ;s g J . .  .Ä y10
If there exists s g J such that xs F w, then we see xs s w since x g W J, s
g J, and x -? w. This contradicts that w g W J. Hence, we have
r J x , w s 1. .Ä y10
 .In case u s q, by Proposition 2.4 i ,
r J x , w s 1. .Ä q0
So, the claim holds. Q.E.D.
J  .  .LEMMA 4.4. Let x, w g W with x - w and l x s l w y 2. Then,
 . J . J .i c x, w s 1 if and only if r x, w s 0,Ä1 0 y1
 . J . J .ii c x, w s 2 if and only if r x, w s 1.Ä1 0 y1
J .  .  .Proof. It is known that 1 F c x, w F c x, w s 2 if x - w and l x1 1
 .  w x.  .s l w y 2 cf. 1 . Moreover, by Proposition 2.4 ii , we see that
J .  .  .r x, w s 0 or 1. It follows that i and ii are equivalent. Hence, itÄ0 y1
 .suffices to show only i .
 .  .¥ By Proposition 2.4 ii , there exists s g J such that xs F w. Then we
 . J . J .can easily see that xs g C x, w _C x, w . So, we have c x, w s 1.1 1 1
 .  .  4 J .« Write C x, w s y , y . Let y g C x, w . Then, our assump-1 1 2 1 1
 . J .tions imply that y g C x, w _C x, w . Hence there exists s g J such2 1 1
that y s - y . Since x - xs and x -? y , it follows that xs s y - w. Thus,2 2 2 2
J .we get r x, w s 0. Q.E.D.Ä0 y1
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LEMMA 4.5. Let x, w g W J. Then,
r J y , w q c J x , w y c J x , y .  .  .Ä u u u0 2 1Ä
J J .  .ygC x , w ygC x , w2 u 1
s a z g C J x , w ; r J z , w s 0 . .  . 4Äu u2 0
 .  .Proof. In case u s y1, by Proposition 2.4 i and Lemma 4.4 i ,
r J y , w q c J x , w y c J x , y .  .  .Ä q y1 y10 2 1
J J .  .ygC x , w ygC x , w2 y1 1
s 2c J x , w y c J x , y .  .2 1
J .ygC x , w1
s 2c J x , w y c J z , w .  .2 1
J .zgC x , w2
s a z g C J x , w ; c J z , w s 1 .  . 42 1
s a z g C J x , w ; r J z , w s 0 . .  . 4Äy1 y12 0
 .  .In case u s q, by Proposition 2.4 ii and Lemma 4.4 ii ,
r J y , w q c J x , w y c J x , y .  .  .Ä q q y10 2 1
J J .  .ygC x , w ygC x , w2 q 1
s a y g C J x , w ; r J y , w s 1 q c J x , w .  .  . 4Äq qy12 0 2
2Jy a y , z g W ; x F z -? y -? w , xs g z for ;s g J .  . 5
s a y g C J x , w ; c J y , w s 2 q c J x , w .  .  . 4q q2 1 2
2J J Jy a y , z g W ; z g C x , w , y g C z , w .  .  .  .q 52 1
s 2a y g C J x , w ; c J y , w s 2 .  . 4q2 1
q a y g C J x , w ; c J y , w s 1 .  . 4q y12 1
y c J z , w . 1
J .zgC x , w2 q
s 0.
 .On the other hand, Proposition 2.4 i tells us
a z g C J x , w ; r J z , w s 0 .  . 4Äq q2 0
s a z g C J x , w ; d z F w s 0 s 0. .  . 4q2
So, this completes the proof. Q.E.D.
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 .Proof of Proposition 4.2. i By Theorem 4.1 and Lemma 2.10,
J lw .y l x .y1 Jp x , w s q R q .  . .u u1 x , w
l y .y l x . J Jw xq q R q q R q .  . .  . u ux , y y , w
J .ygC x , w1
s yr J x , w q r J x , y r J y , w . .  .  .Ä Ä Äu u u1 0 0Ä Ä Ä
J .ygC x , w1
Moreover by Lemma 4.3,
p J x , w s r J x , y y r J x , w .  .  .Ä Äu u u1 0 1Ä Ä
J .ygC x , w1
s c J x , w y r J x , w . .  .Äu u1 1 Ä
 .ii By Theorem 4.1 and Lemma 2.10,
p J x , w . u2
lw .y l z .y2 Js q R q . .ux , w
l y .y l x .y1 J Jw xq q R q q R q .  . .  . u ux , y y , w
J .ygC x , w1
l y .y l x . J 2 Jq q R q q R q .  . .  . u ux , y y , w
J J .  .ygC x , w jC x , w2 3
l y .y l x . Jq q R q . . ux , y
J J .  .ygC x , w , zgC y , w3 1
l z .y lw .q3 J Jw x= q R q q R q .  . . .u uy , z z , w
s r J x , w y r J x , y r J y , w .  .  .Ä Ä Äu u u2 1 0Ä Ä Ä
J .ygC x , w1
J J J Jq r x , y r y , w y r x , y r y , w .  .  .  .Ä Ä Ä u u u u0 0 0 1Ä Ä Ä Ä
J J .  .ygC x , w ygC x , w2 3
q r J x , y r J y , z r J z , w . .  .  .Ä Ä Ä u u u0 0 0Ä Ä Ä
J J .  .ygC x , w , zgC y , w3 1
Hence, by Proposition 2.4 and Lemma 4.3,
p J x , w s r J x , w y r J x , y q r J y , w .  .  .  .Ä Ä Ä u u u u2 2 1 0Ä Ä Ä
J J .  .ygC x , w ygC x , w1 2 u
y r J y , w q c J y , w . .  .Ä u u1 1Ä
J J .  .ygC x , w ygC x , w3 u 3 u
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Thus, by Proposition 2.4 and Lemma 4.5, we obtain
p J x , w s r J x , w y c J x , w q p J x , y .  .  .  .Ä u u u u2 2 2 1Ä
J .ygC x , w1
q p J y , w . u1
J .ygC x , w3 u
q a z g C J x , w ; r J z , w s 0 . Q.E.D. .  . 4Äu u2 0
J .5. A NON-NEGATIVITY OF p x, w1 y1
This section is devoted to a proof of the following theorem. While the
 .  .  y1 .result is known even without the assumption l w s l x q l x w , we
obtain in the course of the proof an interesting combinatorial identity,
Proposition 5.4, and subsidiary results established here will be used in the
following section.
J  .  .  y1 .THEOREM 5.1. Let x, w g W with l w s l x q l x w . Then
p J x , w G 0. .y11
J . JAt first, we will find a more explicit formula of p x, w for x, w g W1 y1
 .  .  y1 .with l w s l x q l x w . One can easily see the following.
LEMMA 5.2. For w g W J, we ha¨e
r J e, w s g J w , .  .Ä q1
J .  4where g w [ a s g S_ J; s F w .
 .  .Proof. We will show this lemma by induction on l w . In case l w s 0,
we see
J  4r e, e s 0 s a s g S_ J ; s F e . .Ä q1
 .Suppose l w ) 0 and let s g S with sw - w.
 . J  .Case a . s g W , i.e., s g S_ J. In this case, by Proposition 2.4 i ,
Lemma 2.5, and our inductive hypothesis, we have
J  X X 4r e, w s yd s F sw q d e F sw q a s g S_ J ; s F sw .  .  .Ä q1
 X X 4s d s g sw q a s g S_ J ; s F sw .
 X X 4s a s g S_ J ; s F w .
HIROYUKI TAGAWA270
 . JCase b . s f W , i.e., s g J. Similarly, we have
J  X 4r e, w s a s9 g S_ J ; s F sw .Ä q1
 X X 4s a s g S_ J ; s F w .
Hence, this lemma is proved. Q.E.D.
 .Therefore, by Proposition 4.2 i , Lemma 5.2, and Lemma 2.5, one can
easily see the following.
 .  .  y1 .COROLLARY 5.3. Let x, w g W with l w s l x q l x w . Then
p J x , w s c J x , w y g J xy1 w . .  .  .y11 1
By Corollary 5.3, Theorem 5.1 is the result of the case i s 1 in the
following proposition.
J  .  .  y1 .PROPOSITION 5.4. Let x, w g W with l w s l x q l x w . Then, for
i G 0,
g J xy1 w .Jc x , w G . .i  /i
Before the proof of Proposition 5.4, we will show two lemmas. From now
on, we say that an expression x x ??? x is an e-reduced expression if1 2 r
 . r  .l x x ??? x s  l x for x , x , . . . , x g W. Also, we use the notation1 2 r is1 i 1 2 r
 .x x ??? x if x x ??? x is an e-reduced expression. For example,1 2 r er 1 2 r
 .  .  .w s x x s y y y means that w s x x s y y y , l x x s1 2 er 1 2 3 er 1 2 1 2 3 1 2
 .  .  .  .  .  .l x q l x , and l y y y s l y q l y q l y .1 2 1 2 3 1 2 3
J  .  .  y1 .LEMMA 5.5. Let x, w g W with l w s l x q l x w . If there exist
 .y g W , s g S_ J and z g W such that w s xysz , then there exist x g WJ er 1
 .  .and y , y , y g W such that w s xy sy z s x y sy y z , x y s g1 2 3 J 1 3 er 1 1 2 3 er 1 1
W J, x - x y s and x F x.1 1 1
Proof. If ys f W J, there exist sX g J and yX -? y such that ys s yXssX.
Hence, by using the same operation repeatedly, it follows that there exist
 . Jy F y and y g W such that ys s y sy and y s g W . Note that it1 3 J 1 3 er 1
may happen that y s e. Since y s g W J, there exist x F x and y g W3 1 1 2 J
 . Jsuch that xy s s x y sy and x y s g W . Hence, we have1 1 1 2 er 1 1
w s xysz s xy sy z s x y sy y z .  .  .er 1 3 1 1 2 3er er
and x y s g W J. Let us show x - x y s. Noting that x F xy s s1 1 1 1 1
x y sy , y g W , and x g W J, we have x F x y s. Suppose that x s x y s.1 1 2 2 J 1 1 1 1
 .Then we have x y sy s xy s s x y sy s and we see y s y s . Since1 1 2 1 1 1 1 2 1 er
y g W , this contradicts that s f J. It follows that x - x y s. Q.E.D.2 J 1 1
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The key point for the proof of Proposition 5.4 is the following.
J  .  .  y1 .LEMMA 5.6. Let x, w g W satisfying l w s l x q l x w and x - w.
J X  X  4.Suppose that there exist s g S_ J, x g W J [ S_ s , z g W , u g W,1 1 J
 .  . JXand x , z g W such that w s xusz s x x z z , x x g W and2 2 J 2 er 1 2 1 2 er 1 2
x - x x . Then, for i G 0, we ha¨e the following.1 2
 . J . X Xi For y g C x , x z z , there exists x -? x such that x y gi 2 2 1 2 1 1 1
J  . J  .C x, w _C x , w .iq1 iq1 1
 . J . X X X Xii If y , y g C x , x z z , y / y , x , x -? x , and x y , x y g1 2 i 2 2 1 2 1 2 1 2 1 1 1 2 2
J  . J  . X XC x, w _C x , w , then x y / x y .iq1 iq1 1 1 1 2 2
 .  .Proof. i We will show this lemma by induction on l x x . If x s e,1 2 1
we can see that x z s xus. Noting that x g W X , z g W , and J ; J X, we2 1 2 J 1 J
X X  4have s g J and this contradicts that J s S_ s . Hence, we may think
 .  .only of the case of l x G 1. In case l x x s 1, one can easily see that1 1 2
x s s and x s e. By our assumption that x - x x , we have x s e. Put1 2 1 2
X J  .x [ e -? s s x . Then we obtain x y s y g C e, sz z . Since y F z z ,1 1 19 iq1 1 2 1 2
z g W and s g z , it follows that s g y. Therefore, we get xX y s y g1 J 2 1
J  . J  .  .C e, sz z _C s, sz z . We suppose that Lemma 5.6 i holds wheniq1 1 2 iq1 1 2
 .  .  .l x x F r y 1 r G 2 and we will show this lemma in case l x x s r.1 2 1 2
Since x y is an e-reduced expression and x F y, one can easily see that1 2
x - x x F x y. Let s s ??? s be a reduced expression of x .1 2 1 1 2 p 1
 . X XCase a . x F s s ??? s y. Put x [ s s ??? s . Then we have x y g2 3 p 1 2 3 p 1
 . X J X XC x, w . If x y f W , then there exist s g J and x -? x such thatÄiq1 1 1 1
xX y s x ysX; here we use y g W J. This contradicts that xX g W J
X
sinceÄ1 1 1
X X J  . X J XXys g W . Hence, we have x y g C x, w . Noting that x -? x g WJ 1 iq1 1 1
X X J  .Xand y g W , we can see x g x y. Thus we have x y g C x, w _J 1 1 1 iq1
J  .C x , w .iq1 1
 .Case b . x g s s ??? s y. Since x - x y s s s ??? s y, we have s x -2 3 p 1 1 2 p 1
x. Put xX [ s x. If p s 1, then we have xX us s x z . Since x z g W X , this1 2 1 2 1 J
contradicts that s f J X. Hence, we may suppose that p ) 1. We put
¨ [ s x s s s ??? s and wX [ s w. Note that ¨ / e. Then we see that1 1 2 3 p 1
X  .  X . J J X Xw s ¨x z z s x usz . Noting that ¨x g W , ¨ g W , and x -2 1 2 er 2 er 2
 .¨x , we can use our inductive hypothesis on l x x and we get that there2 1 2
X X J  X X. X X X Xexists ¨ -? ¨ such that ¨ y g C x , w . Since x s s x ) x , x F ¨ y,iq1 1
and x g ¨ X y - s s ??? s y, we obtain that ¨ X y -? s ¨ X y. Therefore, we have2 3 p 1
X  . X J X X X Xs ¨ y g C x, w . If s ¨ y f W , then s ¨ y s ¨ ys for some s g J; here1 iq1 1 1
we use that ¨ X y g W J. Since x F s ¨ X y, we have x F ¨ X ysX. Hence, we can1
see x F ¨ X y - s s ??? s y, as x g W J and sX g J. This contradicts the2 3 p
 . X J  .assumption of Case b and we have s ¨ y g C x, w . Noting that1 iq1
 X . X J X XXx [ s ¨ -? x g W and y g W , we have x g x y. It follows that1 1 1 J 1 1
X J  . J  .x y g C x, w _C x , w .1 iq1 iq1 1
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 . X Xii We suppose that x y s x y and we will find a contradiction. If1 1 2 2
xX s xX , then we have y s y and this contradicts our assumption. We1 2 1 2
consider the case of xX / xX . Let s s ??? s be a reduced expression of x .1 2 1 2 p 1
w x XThen, by the subword property, there exist a, b g p such that x s s s1 1 2$ $
X
??? s ??? s and x s s s ??? s ??? s . In case a - b, we havea p 2 1 2 b p
$ $
s s ??? s ??? s ??? s y s s s ??? s ??? s ??? s y1 2 a b p 1 1 2 a b p 2
$
 .  .and we see s ??? s ??? s y s s ??? s ??? s y . This contradictsaq1 b p 1 er a b p 2 er
that s s ??? s ??? s y is an e-reduced expressions. Similarly, one cana aq1 b p 1
find a contradiction in case a ) b. Hence, we have a s b and this
contradicts that xX / xX . Q.E.D.1 2
At last, we can prove Proposition 5.4.
Proof of Proposition 5.4. Let us show this proposition by induction on i.
In case i s 0, both sides are equal to 1. Suppose that i ) 0. Here we use
 .  .the induction on l w . In case l w - i, both sides are equal to 0. In case
 .  .l w s i, we can see that both sides are equal to 0 if l x ) 0 and the left
 .hand side s 1 G the right hand side if l x s 0.
 .  .We suppose that Proposition 5.4 holds when l w F m y 1 m G i q 1
 .and we will show this one in case l w s m. Moreover, here we use the
 .  .  .  .induction on l w y l x . In case l w y l x - i, both sides are equal to
 .  .0. In case l w y l x s i, the left hand side s 1 G the right hand side.
 .  .We suppose that Proposition 5.4 holds when l w y l x F m y r y 1
 .  .  .m y r G i q 1 and we will prove Proposition 5.4 in case l w y l x s m
J  .  .  y1 . y1 J  y1 .y r. Since w g W , l w s l x q l x w , x w g W , and l x w s
 .  .l w y l x s m y r G i q 1 G 2, there exist y g W , s g S_ J, and z g WÄ J
 .such that w s xysz . By Lemma 5.5, there exist x F x and y , y , y gÄ er 1 1 2 3
 .  .  . JW such that w s xysz s xy sy z s x y sy y z , x y s g W andÄJ er 1 3 er 1 1 2 3 er 1 1
x - x y s.1 1
 . JCase a . s F z. Since x - x y s g W , we can use our inductive hy-1 1
 .  .pothesis on l w y l x and we get
g J y y z J y1g x w .  .J J 2 3c x , w G c x y s, w G s . .  .i i 1 1  / / ii
& &XX J .  4 XCase b . s g z. We put J [ S_ s and let x g W , x g W , such1 2 J&& && &
J Jthat x y s s x x . Since x x s x y s g W , we have x g W . Therefore,1 1 1 2 1 2 1 1 2
 .by the inductive hypothesis on l w , we see
& & J J y1g y y z g x w y 1 .  .J 2 3c x , x y y z G s . 1 . .i 2 2 2 3  / / ii
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& & &
J . XLet y g C x , x y y z . Noting that y , y g W , s g z, x g W , andi 2 2 2 3 2 3 J 2 J& &
X  .  .XJ ; J , we have y g W . Therefore, we have x y g C x, w l C x , w ;J 1 i i 1& &XJ Jhere we use that x g W . If x y f W , one can easily see that there exist1 1& &
X X X X Jx -? x and s g J such that x y s x ys , as y g W . This contradicts that1 1 1 1& & XX XJ
Xx -? x g W and ys g W . Hence, we have1 1 J
& &
J Jx y g C x , w l C x , w . 2 .  . .1 i i 1
 .  .From 1 and 2 , we get
& J y1g x w y 1 .J Ja C x , w l C x , w G . 3 .  . . /i i 1  /i
On the other hand, by the inductive hypothesis on i, we have
& & J y1g x w y 1 .Jc x , x y y z G . 4 . .iy1 2 2 2 3  /i y 1
& & && & XJ J .  .  .Let y g C x , x y y z . Since w s xysz s x x y y z , x g W ,Äiy1 2 2 2 3 er 1 2 2 3 er 1& && && &
XJ
Xx , z g W , x x g W , y y g W , and x - x x , there exists x -? x such2 J 1 2 2 3 J 1 2 1 1&
X J J .  .  .  .that x y g C x, w _C x , w , by Lemma 5.6 i . It follows from 4 and1 i i 1
 .Lemma 5.6 ii that we have
& J y1g x w y 1 .J Ja C x , w _C x , w G . 5 .  . . /i i 1  /i y 1
 .  .Hence, from 3 and 5 , we obtain
g J xy1 w y 1 g J xy1 w y 1 g J xy1 w .  .  .Jc x , w G q s . .i  /  /  /i i y 1 i
This completes the proof of the proposition. Q.E.D.
 .  4  .  .For x g W, we put G x [ s g S; s F x and g x [ aG x , i.e.,
 . f .g x s g x . We can easily get the following.
 .  .  y1 .COROLLARY 5.7. Let x, w g W with l w s l x q l x w . Then, for
i G 0,
g xy1 w .c x , w G . .i  /i
w xIn case i s 1 and x s e, this inequality was first proved by M. Dyer 5 .
w xIn case i s 1, H. Tagawa proved this inequality in 11 .
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J .6. A NON-NEGATIVITY OF p x, w1 q
Our aim in this section is to show the following.
J  .  .  y1 .THEOREM 6.1. Let x, w g W with l w s l x q l x w . Then
p J x , w G 0. . q1
Before the proof of Theorem 6.1, we will show some lemmas.
J  .  .  y1 .LEMMA 6.2. Let x, w g W with l w s l x q l x w and let s s ???1 2
s be a fixed reduced expression of xy1 w.m
 .  w x 4 J .  y1 .i If a i g m ; s g J s 0, then r x, w s g x w .Äi 1 y1
 .  w x 4 J .ii If a i g m ; s g J s 1, then r x, w F 1.Äi 1 y1
 .  w x 4 J .iii If a i g m ; s g J G 2, then r x, w F 0.Äi 1 y1
 .  w x 4 J .iv If a i g m ; s g J s 1 and s g J, then r x, w s 1 if andÄi i 1 y1
w xonly if s g s s ??? s or s s F s s ??? s for all j g i y 1 .j jq1 jq2 m j i jq1 jq2 m
y1  .  .Proof. Put z [ x w. i We show this lemma by induction on l z . In
 . J .  .  .case l z s 0, we have r x, w s g e s 0. Suppose that l z ) 0. ByÄ1 y1
Lemma 2.5 and our inductive hypothesis, we have
r J x , w s yd s F s z , s s g s z for ;s g J .  .Ä y11 1 1 1 1
q d e F s z , s g s z for ;s g J .1 1
q r J e, s z .Ä1 1 y1
s d s g s z q g s z .  .1 1 1
s g xy1 w . .
 .  . w xii and iii Let i be a natural number satisfying i g m , s g J, andi
 .G s s ??? s l J s f.1 2 iy1
By Lemma 2.5, we have
r J x , w s yd s F s z , s s g s z for ;s g J q r J e, s z .  .  .Ä Äy11 1 1 1 1 1 1 y1
iy1
s y d s F s s ??? s , s s g s s ??? s for ;s g J . j jq1 jq2 m j jq1 jq2 m
js1
q r J e, s s ??? s .Ä1 i iq1 m y1
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iy1
s y d s F s s ??? s , s s g s s ??? s for ;s g J . j jq1 jq2 m j jq1 jq2 m
js1
q d s g s ??? s for ;s g J .iq1 m
F d s g s ??? s for ;s g J .iq1 m
1 if s g s ??? s for ;s g J ,iq1 ms  0 if 's g J s.t. s F s ??? s .sq1 m
 .  w xWe can obtain iv by the above proof and the equality a i g m ;
4s g J s 1. Q.E.D.i
LEMMA 6.3. Let w g W J, x, y g W, and s g J. Suppose that w s
 .  .  . J .  .  .xsy, l w s l x q l y q 1, r e, w s 1, and G x l J s G y l J sÄ1 y1
f. Then,
 .  .  .i ts s st for t g G x l G y ,
 . J .  .  .  .ii r e, zsy s 1 for z F x with l zsy s l z q l y q 1,Ä1 y1
 .  .  .  .iii l xy s l x q l y .
Proof. Let s s ??? s be a reduced expression of x.1 2 r
 .  .  .i Let t g G x l G y and let j be a natural number such that
w x J .j g r , t s s , and s g s s ??? s . Then, by the equality r e, w s 1Äj j jq1 jq2 r 1 y1
 .and Lemma 6.2 iv , we see s s F s s ??? s sy. Noting that s , s fj jq1 jq2 r j
 .G s s ??? s , we can get s s F sy. Hence, it follows that s s s ss , byjq1 jq2 r j j j
 .using our assumption G y l J s f and the subword property.
 .ii Let i , i , . . . , i be natural numbers satisfying 1 F i - i - ???1 2 k 1 2
- i F r and z s s s ??? s . We suppose that there exists a naturalk i i i1 2 k
w xnumber j such that j g k , s F s s ??? s sy, and s s g s s ???i i i i i i ij jq1 jq2 k j jq1 jq2
s sy and we will find a contradiction. Since s g s s ??? s , s is ani i i i i ik j jq1 jq2 k j
 .  .  .element in G x l G y . Hence, by Lemma 6.3 i , we have s s s ss . Iti ij j
follows that s s F s s ??? s sy and this contradicts our assumption.i i i ij jq1 jq2 k
 . J .Hence, by Lemma 6.2 iv , we obtain r e, zsy s 1.Ä1 y1
ÄJÄ .  .iii Put J [ G y . Let x g W and x g W with x s x x . ByÄ1 2 J 1 2
 .Lemma 6.3 i , we see that x s s sx . Hence, noting that x y g W andÄ2 2 2 J
 .  .  .  .w s x x sy , it is easy to see that l xy s l x q l y . Q.E.D.1 2 er
LEMMA 6.4. Let x, w g W J, y, z g W, and s g J. Suppose that w s
 .  .  .  . J .  .  .xysz, l w s l x q l y q l z q 1, r x, w s 1, and G y l J s G zÄ1 y1
J .l J s f. Then we ha¨e c x, w G 1.1 q
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J . Proof. Noting our assumptions, we can easily see that C x, w s u1 q
4g W; x F u -? w, xs g u . Therefore, we will show that there exists an
 .element u in W satisfying x F u -? w and xs g u by induction on l x . In
 .  .case l x s 0, by Lemma 6.3 iii , we have s g yz -? w. We suppose that
 .this lemma holds when l x F r y 1 and we will show this lemma in case
 .  .  .  .l x s r r G 1 . We use induction on l y . In case l y s 0, we put
ÄJÄ  4J [ S_ s . Let x g W and x g W with xs s x x . Since x / e, thereÄ1 2 J 1 2 1
exists an element sX g S with sX x - x . Put xX [ sX x . Note that w s1 1 1 1
 X X .s x x z .1 2 er
 . XCase a . x F s w
If xs F sX w, we get x F sX w s xX x z and this contradicts that xX -?1 1 2 1Ä XJ Ä  4x , x g W , J s S_ s , and x z g W . Hence, it follows that x F s w -? wÄ1 1 2 J
and xs g sX w.
 . XCase b . x g s w
Since sX xs -? xs, we see that xs s sX x or xs s sX xXs for some xX -? x, from
the subword property.
 . XSubcase 1 . xs s s x. We have x F xz -? w and xs g xz.
 .  X X .  X X. X JSubase 2 . xs s s x s . Since x s s x , x is an element in W .er er
 .Hence, by the inductive hypothesis on l x , their exists an element
u9 -? sX w such that xX F uX and xXs g uX. If sX uX - uX, we can see that
X X X X  .x s s x F u -? s w and this contradicts the assumption of case b . Hence,
we obtain that x F sX uX -? w and xs g sX uX.
 .We suppose that this lemma holds when l y F k y 1 and we will show
 .  .this lemma in case l y s k k G 1 . Let s s ??? s be a reduced expres-1 2 k
sion of y. If s s s ss , this lemma holds by the inductive hypothesis onk k
 .  .l y . Hence, we may show this lemma in case s s / ss . By Lemma 6.3 i ,k k
X  4 J X Xwe can easily see that s g sz. Put J [ S_ s . Let y g W and y g Wk k 1 2 J
X X X  X X X .with xy s y y . Moreover let s s ??? s resp. s s ??? s be a1 2 1 2 p pq1 pq2 rqk
 . X X X X Xreduced expression of y resp. y and let x s s s ??? s s ??? s be a1 2 i i i i i1 2 a aq1 r
left subword of sX sX ??? sX sX sX ??? sX with i F p. Then, by the1 2 p pq1 pq2 rqk a
equality
sX sX ??? sX s xy s sX sX ??? sX sX ??? sX s s ??? s1 2 rqk i i i i i 1 2 k1 2 a aq1 r
and the definition of left subwords, there exists an element ¨ - s s ??? s1 2 k
such that
sX sX ??? sX sX ??? sX s s ??? s s sX sX ??? sX sX sX ??? sX ¨ . .i i i i i 1 2 k 1 2 p i i i1 2 a aq1 r aq1 aq2 r er
Note that ¨ g W X . Put xX [ sX sX ??? sX and wX [ sX sX ??? sX ¨sz.J i i i i i iaq 1 aq2 r aq1 aq2 r
 . J X X . J .Then, by Lemma 6.3 ii , we have r x , w s r e, ¨sz s 1 and weÄ Ä1 y1 1 y1
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 . Xcan use our inductive hypothesis on l y . Therefore, there exists u g W
such that xX F uX -? wX and xXs g uX. Since y g W J
X
and uX g W X , it1 J
follows that x F y uX -? w. Put u [ y uX. Here we suppose that xs F u and1 1
find a contradiction. As a first step, we show that xs s sX sX ??? sX sX ???i i i i1 2 a aq1
sX s is a left subword of sX sX ??? sX s. Suppose that xs s sX sX ??? sX sX ???i 1 2 rqk i i i ir 1 2 a aq1
sX s is not a left subword of sX sX ??? sX s. Since x s sX sX ??? sX sX ??? sXi 1 2 rqk i i i i ir 1 2 a aq1 r
is a left subword of sX sX ??? sX , there exist a natural number j and1 2 rqk
w x  4 X Xelements x , x in W satisfying j g r q k _ i , i , . . . , i , x F s s ???1 2 1 2 r 1 1 2
X X X X  .  X .s , x F s s ??? s , and xs s x x s s x s x . Hence, wejy1 2 jq1 jq2 rqk 1 2 er 1 j 2 er
X X X  .have xs F s s ??? s s xy and this contradicts that G y l J s f. By1 2 rqk
the inequality
sX sX ??? sX sX ??? sX s s xs F u s y uX s sX sX ??? sX uXi i i i i 1 1 2 p1 2 a aq1 r
and the definition of left subwords, we can see that xXs s sX sX ??? sX si i iaq 1 aq2 r
F uX and this contradicts that xXs g uX. Therefore, it turns out that
x F u -? w and xs g u. Q.E.D.
J . J . J .Proof of Theorem 6.1. Note that p x, w s c x, w y r x, w byÄ1 q 1 q 1 y1
 . y1Proposition 4.2 i . Let s s ??? s be a fixed reduced expression of x w.1 2 m
We will consider three cases.
 .  w x 4 J .Case a . a i g m ; s g J s 0. It is easy to see that c x, w si 1 q
 .  . J .  .c x, w . Therefore, by Lemma 6.2 i , we have p x, w s c x, w y1 1 q 1
 y1 .g x w . Hence, putting J s f and i s 1 in Proposition 5.4, we obtain
J .p x, w G 0.1 q
 .  w x 4 J . J .Case b . a i g m ; s g J s 1 and r x, w s 1. Since c x, w GÄi 1 y1 1 q
J .1 by Lemma 6.4, we have p x, w G 0.1 q
 .  w x 4 J .  w xCase c . ``a i g m ; s g J s 1 and r x, w / 1'' or a i g m ;Äi 1 y1
4s g J G 2.i
 .  . J .By Lemma 6.2 ii , iii , we have p x, w G 0. Q.E.D.1 q
Note Added in Proof. After this article was accepted, we knew that V. Deodhar also
obtained Theorem 3.4 in ``J-Chains and Multichains, Duality of Hecke Modules, and
 .Formulas for Parabolic Kazhdan-Lusztig Polynomials,'' J. Algebra 190 1997 , 214]225 and
Lemma 2.10 was already shown by him.
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