Introduction.
In considering the homotopy classification of the maps of a CW complex into any topological space X, we are led to the problem of enumerating the homotopy classes of extensions of a given map u: PJ->X over a larger complex TOP. We examine this for the case in which L-K consists only of disjoint cells, for maps and homotopies relative to a base point koEK.
For a given map u: (K, ko)->(X, x0), we define in §2 for each aEtrq(K, k0) a homomorphism Otu-ITliff, U) -» Tq+l(X, Xo) where 5 is the function space of maps (K, ko)^>(X, x0). If L = K\Jeq+1 is formed by attaching the cell eq+1 by a map in the class a, and if u extends over L, then we prove that the homotopy classes (rel k0) oi extensions are in 1-1 correspondence with the cokernel of au-This may easily be generalized to a complex P = PJU {ec-+1} such that the e5«+1 are disjoint.
The difficulty lies in computing au, even when the group iri(3, u) is known. We show how au can be computed when K is a cluster of spheres: the result is given in terms of a, its Hopf invariants (including the higher Hopf invariants in the sense of Hilton [3] ), the homotopy groups of X, and the operations of composition, suspension, and formation of Whitehead products. This covers, for example, the case when 7 is a sphere bundle over a sphere with a cross-section, such as the product of two spheres. In §7 we give applications of the theory to two other problems; the more important of these is a formula for expanding a Whitehead product of the form [a o y, /?]. It should be noted that the Whitehead product we use ( §4) differs from that defined by J. H. C. Whitehead by a sign. is a homeomorphism if P is a CW complex such that KXT, given the product topology, is also a CW complex (the proof is elementary; cf. [2] and [9] for other cases in which 0 is a homeomorphism).
Notice that if 7 is the unit [May interval, then KXI is always a CW complex. It is convenient to identify XKx' and (XK)' by means of 6. Notation. A fixed base point will always be chosen in each space, and denoted by a subscript 0: thus, &o£7£, x0£X. The only exception is that 0 = (0, • • • , 0) will be the base point in 7"; the base point in KXln will be (ko, 0). The function space, with the compact-open topology, of maps (K, k0) ->(X, Xo) will in the future be denoted by XK; no ambiguity will arise, since no further reference will be made to the space of maps 7C->X. The domain space K will always be assumed to be a CW complex, k0 a vertex.
Let u: (K, k0)-^(X, x0) be a map; it follows from the first paragraph of this section that we may equally well represent elements of iri(XK, u) as homotopy classes of maps F:I^XK such that 7(0) = u = 7(1),
Therefore a map g: (Q, q0)-^(K, k0) induces a homomorphism g*:iti(XK, «)->x, (X«, ug) by g*{£} = {F(gXl)}, where 1 is the identity map of 7 and g X 1: (Q X 7, oo X 7) -> (K X I, h X I)
is the product map. Now a path L in XK from w0 to ui is equivalent to a homotopy L: (KXI, koXl)->(X, Xo) from u0 to «i; the path L defines an isomorphism in the usual way from the homotopy groups based at U\ to those based at Uo: we write for this
Let go, gi: (Q, qo)->(K, *o), and let G: (QXI, qoXI)->(K, k0) be a homotopy from go to gi. Then Lemma (2.3). gt = (uG)tg*: wi(XK, m)-^tti(Z«, ug0).
The proofs of these elementary lemmas are omitted; it is easy to deduce from them Corollary (2.4). If g is a homotopy equivalence, then g* is an isomorphism.
Suppose now that (Q, qo) = (S", s0), where we consider S'> = s0[Jeq as a CW complex with a characteristic map
which is a homeomorphism of Iq -I" onto eq of degree +1. Let v: (Sq, s0) -*(X, xo), and define tr*: (SqXl, s0XI)->(X, x0) by v*(s, t)=v(s), for sES", tEI-We then define
as follows: for {F} ETrx(Xs", v), »n{P} is the value of the separation element(') d(F, v') on the cell (e9Xe1, s0X0) with the product orientation, where e1 = I -I. It is readily verified that Lemma (2.6). v^ is an isomorphism; and if M is a homotopy from v to v', then fjj = v^Mt. Now let go, gi: (Sq, so)^>(K, k0), let G be a homotopy from g0 to gi, and let uEXK. Then
by (2.6).
Hence the homomorphism (wg)i,g* depends only on the homotopy class aEirq(K, ko) of g, and we may define
Lemma (2.8). 7/7 is a homotopy from u0 to Ui, then aul = aUoLt.
The lemma follows from (2.2) and (2.6).
3. The classification theorems. We now explain the use of au in homotopy classification.
First, let L = K\Jeq+1, where eq+l has an attaching map g: (Sq, So)->(7C, k0) in a homotopy class a£7r9(P, k0). Then a map m: (P, fe0) -*(X, Xo) has an extension to (L, k0) if and only if (3.1) «*a = 0.
If this is satisfied, let/o,/i be two extensions of u such that there is a homotopy 77: (7X7, k0XI)->(X, x0) from /0 to /. Then P7=77| (KXI, k0Xl) determines an element {77} Etri(XK, u): we shall prove Lemma (3.2). The value of the separation element d(fi,fo) on the cell (eq+1, k0) is au{77} Eirq+i(X, Xo).
From the lemma we deduce Theorem (3.3). Let u: (K, k0)-*(X, x0) extend to (L, k0). Then the homotopy classes rel ko of extensions are in 1-1 correspondence with the elements of the cokernel of au, i.e. of irq+x(X, Xo)/auirx(XK, u).
The lemma leads in fact to a more general result: let I=IU(e«i+1J, where the cells eqi+1 are disjoint, and each possesses an attaching map P) Cf. Appendix. |May We now prove (3.2)-(3.4); we first need an elementary lemma which will be used again later.
Let P be a finite CW complex on 7" such that 0 = (0, • • • , 0) is a vertex. Let {a"} be the set of ra-cells of P, and let the orientation of each, given by the chosen characteristic map c": (7", I", 0)->(<j", &", pa), agree with the orientation induced by inclusion in 7". For each a let T": (I, 0, 1)-»(£, 0, pj) be a path in P. Suppose that h', h: (P, 0)->(X, x0) agree on P"_1. Then the separation element d(h', h) on (a, pj) has a value 5"£7r"(Af, hpj). Treating 7" as a CW complex with just one ra-cell in the usual way, we also have a separation element d(h', h) on (7", 0) with a value oEnrn(X, x0).
Lemma (3.5). 5= z^,(hTa)toa, where # denotes the operation of the path on the homotopy group, and the summation is over all a£ {an}.
Since all paths T" for a given p" are homotopic in 7", (hT")t does not depend on the choice of T". Notice that an equivalent result holds with 7" replaced by a sphere S", taking in as the characteristic map of the cell e" = S"-s0.
The proof of this lemma is omitted.
Proof of (3.2). We identify (S", s0) with (/«+', 0), and write j=j": (Sq, s0) -*(iq+1, 0) for the identity map. We first show that the triple (L, K, ko) Now H agrees with E on the g-section of I'l+2, and also on the cells e?+1X0, e8+1XL Hence, by using Lemma (3.5) for a sphere, and noting that the orientation of eqXe1 is opposite to that induced by inclusion in Iq+2, the separation element 7(771 (7"+1X7)', E) on (75+2, 0) is equal to minus the element 7(77|P+1X7, p|/9+IX7) on (e"Xe\ 0). But maps of (7«+2, 0) into (X, Xo) determine elements of irq+i(X> xo), so that the former separation ele- if Q=l (so ^at w*a£7Ti(X, x0)), then
Thus if q>l, the transformation (a, £)-->«"(£) is a pairing of irq(K, ko) and iri(XK, u) to irQ+i(X, x0); if q = l, the transformation might be called a crossed pairing. We shall prove the theorem later, by means of an explicit construction. Let uEXK, ££tti(Xx, u).
If we agree to use irr for r> 1 as a trivial group of operators, then (iv) is seen to include the other formulae. The proof will be given in §8. Two simple consequences of (4.2) are the following:
Corollary (4.3). IfyETrx(K, k0), SEir"(P, ko), n>l, then The proof is by repeated application of (4.2) (i). For example,
We now use (4.1) and (4.4) to simplify au when a=/3o<p, (^Etrn(K, k0), <PEtrq(Sn, So)). To express the result we need certain of the higher Hopf invariants of cj> (cf. [3] ); the definition of these depends on a choice of basic products cOiEtrri(Sn\/S^, s0), «:=2, as defined and ordered in [3] , with co_2 = in, «_i = tn, respectively the generators of ir"(5"V5o, so) represented by maps of degree +1 of 5" onto Sn and S^. Then it is shown in [3] If q> 1, uciT is the constant path; if a =1, it represents w*a. This proves (4.1).
In order to prove (4.6) we need the following lemma:
Lemma (4.11). Let<p€iirq(Sn, s0), r£x"+i(X, xn). Then = {F'(Sf)} = {F'} oS*tf> = f oS*4>.
Proof of (4.6). Let g: 5"-^5"V5" represent tn + t", and let u=v\fx0: S"VSo*->X. We identify
in the natural way, so that elements of the group may be written (v^rj, (x0)^lf), for t], %EirnMX, Xa); and we further abbreviate this notation to (v, f). It is easily verified that Applying the addition theorem to the left-hand side of (4.13), expanded as in (4.14), and using (4.12) and (4.15) to calculate the terms, we obtain the expression in Theorem (4.6).
5. Examples. Using the notation of (3.3), let L = KKJeq+1, where the class of the attaching map is a£7ra(77, k0), and let u: (K, ko)->(X, x0) have an extension over L. Then to classify the extensions of u, we must compute au; and the theorems of the preceding section allow this to be done in certain cases. In particular, if we know the homomorphisms (8t)u for certain elements 8t(E:irnt(K, ko), then we may compute au for any a formed from the 8t by the operations of addition, formation of Whitehead products, and composition with elements of homotopy groups of spheres. In the special case K = 5niV • • • V5"r, Hilton has shown that all elements of the homotopy groups of K can be so formed from the generators tni, • • • , i"r.
As an example, let K = Sm\/Sn, with mSn, and suppose for simplicity that q<3m -2. Let v, w denote the classes of v = u| Sm, w = u\Sn respectively. This determines olu(v, f) as a sum of these expressions. If m = n = l, then au can be found by the addition theorem. It m = l<n, then a is a sum ^£,-ai, £.£tti(51), «,-£7rg(5n). a" is then given by the addition theorem and (4.3).
As a special case of the example, we consider maps S^XS^->5", n>,2; here a= [tn, t"]. If v, w have degrees p, q respectively, p, q^O, we say that an extension of u is of type (p, q). The obstruction to such an extension is M Example (5.3). Let u be a map of Sl\/Sl into the real projective plane which is nontrivial on both circles. Then there are two homotopy classes rel So of extensions of u to S1XS1.
6. An application: the group of homotopy equivalences. We shall outline an application of the above methods to the group of homotopy classes of homotopy equivalences of a space with itself, denoted Eq.
Let K be a 1-connected CW complex, and let K\Jeq+l be formed by attaching a cell eq+x, g>dim K, with ctEirq(K) the class of the attaching map and a£7r9+i(PJWe5+1, 
Hwq+i(K)-► Eq(K \J eq+i)-* Eq(K) + Eq(Sq+1), it 2a = 0.
From Lemma 7 of [6] it follows that the image of j* is the set of classes {h} such that h*a= +a; denote this subgroup by Eqe(K). The image of j*+j* is then Eqe(K) +Eq(Sq+1), if 2a = 0. The kernel of d* is
where the base point k0G.K is any point of eq+1. Methods were given in the previous sections for calculating at if A' is a bunch of spheres, so that in this case we can find Eq(KKJeq+l) up to extension. The operations of Eqe(K), or Eqe(K) +Eq(Sq+1), on i*irq+i(K)/i*irq+i(K) r\ct(iri are given as follows: Let y Girq+i(K),\f/ = {h} EEq(K), ei«+1£Ea(S«+1). Then (i) If 2a 5^0, then i/--(7*7) =1*^*7;
(ii) If 2a = 0, then (\p, et9+1) • (i*y) = ei*/t*7. The extension is not known to us, in general.
7. Further applications. In this section we shall show how the theory of § §2-4 can be applied to obtain information about Whitehead products. using the definition of ap+i(im, t"), this yields the equation in (7.1) for the case w = 2.
We can now prove (7.1) by induction on ra. Suppose that (7.1) holds for The corollary generalizes a formula of G. W. Whitehead [5, (3.59 )] for the case in which y is a suspension.
As a further application, we give a simple inductive proof of the Jacobi identity for Whitehead products in irv+q+r-i(SvV' Sq\JSr) (cf. [3] et al.).
With our conventions for the Whitehead product, the identity is given by Theorem (7.5). Suppose inductively that the identity of (7.5) holds for p, q, r. Taking K = S*VSq\/S*, X = SvySq\/S*+1, uEXK such that tt*i" = i*>, «*i« = i«, tt*i' = 0, and £Eiri(XK, u) such that i£(£) =4(£)=0, £(£) = ir+1, by applying (w, £) to both sides of the equality in (7.5) we obtain the same equality with r replaced by r + 1. This proves (7.5).
The proof could equally well start with the relation i1-[tj, t}]= [t'-tj, t1
• tj] which can be verified purely formally.
Notice that if we apply homomorphisms (u, £) to both sides of (7.6) with u and £ appropriately chosen to raise the dimensions of t2 and i2,, but leave i1 fixed, then we obtain a generalization of the Jacobi identity for the case in which one factor is of dimension 1; this can be written [May Equation (7.7) also follows directly from the properties of the operation of 7Ti, in the manner of (7.6) Theorem (7.5) is a universal example for the Jacobi identity in the homotopy groups of any space.
8. Proof of the product theorem. We shall now prove Theorem (4.2). As universal examples for K, y, and 8 we take Sm\/Sn, im, and tn respectively. Then if K, y, and 8 are arbitrary, there is a map h: 5mV5"->7C such that /i*im = y and h*in = 8. Since iim,n> 1,
We write the fundamental group additively, and shall first deduce (8.1) (iv) from the addition theorem. In this case Sm\/Sn = S1\/Sl, and we set i = t™, i' = i". 
This proves (8.1)(iv).
We can now suppose that m+n>2; if we prove that Consider the case (X, x0) = (Sm\/Sn+1, s0), w=jm, the identity map of Sm, v = So, p = tn+1, where m, n^l and m+n>2; we prove by considering representative maps that Lemma (8.4) . In this case k(0, tn+1) = -[tm, in+1].
Proof.
[im, in] is represented by p: im+n = (ImXl")'->Sm\/Sn, Piy, y') = im(y) if y E lm, y' E /», = in(y') if y E lm, y' E 7".
Define maps P, P: ((SmVS") XI, ^oX7)-^(5'"\/5n+1, s0) by E(z, t) = z, zESm,tE I, = so, zE Sn;
Then F(pXl), P(pXl): (P"+"X7, 0X7)^(5«"V5"+1, s0) agree on /»+» X7W0X7; and since Prepresents (O'm)^_10, j0VlB+1)Giri(Zsmvs", M), we have <t(0, c»+1) = <7(F(p X 1), (P(p X l))((P»+» -0) X 7, 0 X 0).
Extend F(pXl), E(pXl) over p"+n+1 = /"•+"X7W7m+nX7 to 7, P respectively, as follows: for yEIm, y'EIn, tEI define , then the specification of the boundary operator determines an orientation of S1"-1 (cf. [7, §4] ). It is to be noted that this is not the orientation given by the homology boundary. Let ht: (In, 7", Jn~l, 0)-*(7n, 7", Jn~l, 0) be a homotopy such that ho = identity, hx(Jn~1) =0. ht determines a 1-1 correspondence between the sets of homotopy classes of maps g: (7", 7\ 0)->(X, A, x0) and the elements of irn(X, A, Xo) by {g}-^{g^i}, and similarly between the homotopy classes of maps g': (In, 0)-*(A, x0) and the elements of irnMA, Xo). Using this correspondence, we may represent elements of irn(X, A, x0) and irn-X(A, x0) by maps of (In, 7", 0) and (In, 0) respectively.
We define separation elements as follows (cf.
[l] for the original definition). Let K be a CW complex(2) and let oEK be an ra-cell with characteristic 
