Abstract. We show that two approaches to equivariant strict deformation quantization of C * -algebras by actions of negatively curved Kählerian Lie groups, one based on oscillatory integrals and the other on quantizations maps defined by dual 2-cocycles, are equivalent.
Introduction
The aim of this note is to establish equivalence of two approaches to equivariant strict deformation quantization of C * -algebras equipped with actions of negatively curved Kählerian Lie groups. The first approach is motivated by Rieffel's theory of deformation quantization for actions of R d [10] and is based on the formalism of oscillatory integrals extended to these groups. This approach has recently been developed by the first two authors [3] as a culmination of the program initiated in [2] . The second approach departs from the general theory of deformations of C * -algebras by actions of locally compact quantum groups and dual measurable cocycles, developed by the third and fourth authors [8] . This theory, in turn, was motivated by Kasprzak's work [6] on deformation quantization for actions of abelian groups. It is known by now that for R d the approaches of Rieffel and Kasprzak are equivalent [4, 7] , but all available proofs rely crucially on commutativity of the group R d . In particular, an important feature of deformations by actions of abelian groups is that the deformed algebras are equipped with actions of the same groups, while for non-abelian groups the symmetries of the deformed algebras should rather be quantum groups. This feature will be studied in detail in a subsequent publication. Furthermore, non-unimodularity of the groups we consider pose an additional difficulty, in that the * -structures on dense subalgebras of the deformed C * -algebras obtained by our two deformation procedures become incompatible. Our main result is that nevertheless the C * -algebras are still canonically isomorphic. This gives, in our opinion, a sound justification of both deformation procedures. Our result also provides new tools for studying the deformed quantum groups, by combining the operator algebraic techniques suggested from the approach in [8] with the fine harmonic analysis of [3] which, in particular, allows control at the smooth level too. This will be utilized in subsequent publications. We would also like to stress that most arguments are quite general, so there is reason to believe that once the results in [3] are extended to a larger class of Lie groups, it should not take much effort to show compatibility with [8] .
Preliminaries
From the seminal work [9] of Pyatetskii-Shapiro on bounded homogeneous (not necessarily symmetric) domains of C n it is known that any Kählerian Lie group with negative sectional curvature (negatively curved, for short) can be written as an iterated semi-direct product
of elementary blocks G j isomorphic to the Iwasawa factors AN j of the simple Lie groups SU (1, n j ) = KAN j . Such blocks are called elementary Kählerian Lie groups. Hence, an elementary Kählerian Lie group G = AN is a solvable non-unimodular real Lie group of dimension 2d+2 with Lie algebra g having a basis H, {X j } 2d j=1 , E satisfying the relations [H, E] = 2E, [H,
The exponential map g → G is a global diffeomorphism, and we will mainly be working in the global coordinate system given by the diffeomorphism
The group law then takes the form
where
is the standard symplectic form on R 2d . In this coordinate system the Lebesgue measure on R 2d+2 defines a (left) Haar measure dg on G with modular function
Our convention (opposite to the one in [3] ) for the modular function is such that the equality
holds. Let now G be an arbitrary negatively curved Kählerian Lie group with Pyatetskii-Shapiro decomposition (1.1). An important feature of Pyatetskii-Shapiro's theory is that the extension homomorphisms at each step takes values in Sp(R 2d j ) if, as a manifold, G j = R × R 2d j × R. This implies in particular that under the global parametrization of g ∈ G by g = g 1 . . . g n with g i ∈ G i , the product of the Haar measures of the groups G i defines a Haar measure on G.
Unless otherwise specified, the L p -spaces on G will always be considered with respect to the Haar measure. We denote by λ and R the left and right regular representations, and by ρ the unitarization of R:
An important function space on G, denoted by S(G), is the analogue of the Euclidean Schwartz space, where the notion of regularity is associated to left-invariant vector fields, and the decay is measured by the specific smooth function
where Ad denotes the adjoint action of G on g and the norm is the operator norm on the finite dimensional vector space g for any chosen Euclidean structure. We call d G the modular weight (not to be confused with the modular function ∆ G ). By [3, Lemma 2.4] we know that it is a sub-multiplicative weight on G (see also [3, Definition 2.1]), which basically means that it satisfies
for constants C L,X , C R,X depending only on X ∈ U (g). As shown in [3, Lemma 3 .27], in the elementary case it is, up to scalar factors, bounded above and below by the function
The Schwartz space S(G) is defined as the Fréchet completion of C ∞ c (G) associated with the family of semi-norms
for all n ∈ N and X ∈ U (g) (clearly, it suffices to consider only a basis in U (g)).
Remark 1.1. Using among other things that d The Schwartz space S(G) is a nuclear Fréchet algebra stable under group inversion, and the left and right regular actions are strongly continuous. Obviously C ∞ c (G) ⊂ S(G) ⊂ C 0 (G) with continuous dense inclusions. When G is elementary, the space S(G) is densely contained in the ordinary Schwartz space S(R 2d+2 ) in the coordinates chart (1.2).
We will need the following result. Lemma 1.2. For any negatively curved Kählerian Lie group G, the Schwartz space S(G) is a dense subspace of the Fourier algebra A(G).
Proof. The left regular representation is strongly continuous on S(G).
Since by Remark 1.1 we may use right-invariant vector fields instead of left-invariant ones, we see that S(G) is its own subspace of smooth vectors for λ. By the Dixmier-Malliavin Theorem it follows that S(G) also coincides with its Gårding subspace, that is, we have S(G) = S(G) * S(G) (finite sum of convolution products). This proves the lemma, since
is the L 2 -space on G for the right Haar measure, and since S(G) is dense in both L 2 (G) and L 2 ρ (G). Another important function space is the non-Abelian analogue of the Laurent Schwartz's space B:
When G is elementary, we can equivalently define B(G) using the increasing sequence of norms
It is shown in [3, Lemma 2.8] that B(G) is Fréchet. In fact, it coincides with the space of smooth vectors for the right regular action R within C ru (G), the C * -algebra of right-uniformly continuous and bounded functions on G. (Our convention for the right uniform structure on a group is the one that yields strong continuity for the right regular action.) However, as opposed to the Schwartz space S(G), one cannot use right-invariant vector fields to topologize B(G) and it is not stable under the group inversion.
Let us finally say a few words about elementary Kählerian Lie groups G. They are endowed with extra geometrical structures not shared by non-elementary ones. Namely, they are also left Gequivariant symplectic symmetric spaces. By this we mean that each g ∈ G has a smooth involution s g : G → G (the symmetry at g), having g as a unique isolated fixed point, such that
together with a symplectic 2-form ω on G that is invariant s ⋆ g ω = ω under the symmetries, and such that λ acts by symplectomorphisms on (G, ω) in a covariant fashion
with respect to the symmetries. In the coordinates (1.2) the symmetries are given by
while the invariant symplectic form is given by ω := 2da∧ dt + ω 0 . As a symplectic symmetric space, G has a unique midpoint map, that is, a smooth map mid :
Moreover, the medial triangle map
is a global diffeomorphism invariant under the diagonal left action of G.
We also mention the decomposition G = Q ⋉ P , which reflects the existence of a global (real) polarization on the symplectic manifold (G, ω), where
The group Q is non-unimodular and solvable, while P is Abelian.
Deformations of function algebras
In this section we fix an elementary Kählerian Lie group G. We aim to compare the two deformations of function algebras of G studied in [3] and [8] .
2.1. Deformations of C 0 (G). For a fixed parameter θ ∈ R * consider the two-point kernel on G defined by
where, with Φ G the medial triangle map given in (1.8), we define
Here Area(g 1 , g 2 , g 3 ) is the symplectic area of any surface in G admitting an oriented geodesic triangle T (g 1 , g 2 , g 3 ) as boundary. (This is unambiguously defined since as a manifold G has trivial de Rham cohomology in degree two.) In the coordinates (1.2), with g j = (a j , v j , t j ), we have
. It is sometimes useful to consider the associated three point kernel
which of course is invariant under the diagonal left action of G. But since the functions
and Jac Φ
are also invariant under the diagonal left action of G as well as under cyclic permutations, we see that K 3 G is also invariant under cyclic permutations. At the level of the two point kernel this implies
In passing we record another important symmetry property
By [3, Proposition 4.10] the formula below endows S(G) with a new involutive and associative Fréchet algebra structure (the involution is still complex conjugation and the topology is unaltered):
Up to a nontrivial unitary transformation of L 2 (G) that commutes with complex conjugation, this deformed product is, in the chart (1.2), the usual Moyal product on R 2d+2 . More precisely, by [3, Theorem 6 .43 and Lemma 7.10] there is a G-equivariant quantization map Op G,θ , denoted by Ω θ,m 0 in [3] , which defines a unitary operator from L 2 (G) to the Hilbert algebra of Hilbert-Schmidt operators on L 2 (Q). Here Q is the subgroup of G entering the decomposition G = Q ⋉ P given in (1.9), and the space L 2 (Q) is equipped with an irreducible unitary representation
, and the required unitary transformation of L 2 (G) is given by Op It follows that the deformed product (2.4) extends to the space L 2 (G), which then becomes a Hilbert algebra isomorphic to the algebra of Hilbert-Schmidt operators on the separable Hilbert space L 2 (Q). In particular, we have a representation π θ of (
The operators π θ (f ) are bounded, with π θ (f ) ≤ f 2 , and satisfy π θ (f ) * = π θ (f ). Of course, this also implies that the C * -algebra generated by π θ (S(G)) is isomorphic to the algebra of compact operators on L 2 (Q). This C * -algebra is a deformation of C 0 (G), which we coin
This definition of C 0 (G) θ is slightly different from the one in [3, Proposition 8.26 ], but it is equivalent to it, in that we use the representation π θ on L 2 (G) instead of the quasi-equivalent irreducible representation on L 2 (Q) employed in [3] .
Starting from the product ⋆ θ there is another natural construction of a C * -algebra deforming C 0 (G), see [8] . Let W * (G) be the von Neumann algebra generated by the image of the left regular representation λ on L 2 (G). As usual the Fourier algebra A(G) is identified with the predual W * (G) * of W * (G) using the pairing (f, λ g ) = f (g).
Recall [8, Section 5.1] that the kernel K θ defines a dual unitary 2-cocycle Ω θ on G, initially defined as the quadratic form on S(G × G) given by
(Our scalar products are linear in the first variable.) As it was not proven in [8] that this form indeed defines a unitary operator on L 2 (G × G), for the reader's convenience we supply a possible argument in Appendix. Thus, Ω θ is a unitary element in W * (G)⊗W * (G) satisfying the cocycle identity
. This identity can be used to extend ⋆ θ to the whole space A(G), but we are not going to do this and will always work with the dense subspace S(G) of A(G).
Consider now the multiplicative unitaryŴ ∈ W * (G)⊗L ∞ (G) of the dual quantum groupĜ, so
) becomes a C * -algebra, which we denote by C * r (Ĝ; Ω θ ). In order to compare the algebras C 0 (G) θ and C * r (Ĝ; Ω θ ), consider the respective modular conjugations J andĴ of the group G and the dual quantum groupĜ, so
Then, as already observed in [8, Sections 4.1 & 5.2], it follows from our definitions that
wheref (g) = f (g −1 ). Consider the involutive unitary given by the product of the two modular conjugations J := JĴ =ĴJ.
Then (2.7) implies that
Here we view the modular function ∆ G as the (unbounded) operator of multiplication by ∆ G on L 2 (G).
We are going to show that ∆ G coincides on S(G) with the adjoint action of a ⋆ θ -multiplier of S(G), for which we need to introduce the following pseudo-differential operator on G:
We observe that T θ commutes with left translations (as ∂ t coincides, in the chart (1.2), with the left-invariant vector field E associated to the element E ∈ g), that it preserves the space S(G), and that T −1
Here the expressions ∆ α G ⋆ θ f and f ⋆ θ ∆ α G are defined by interpreting (2.4) as an oscillatory integral, as explained in [3, Chapter 4] . This requires ∆ α G to be a tempered weight, which indeed follows from the discussion in [3] just before Definition 2.6 and from Lemma 2.21 there. Furthermore, the operators
Proof of Lemma 2.1. We only need to prove the decomposition
Indeed, since ∆ G only depends on the variable a, while T θ is a continuous function of i∂ t , the maps ∆ α G and
To determine explicitly this distribution, we proceed with formal computations which, however, can easily be made rigorous. With g = (a, v, t), we have
which concludes the proof.
Remark 2.2. From the above Lemma it easily follows that ∆
Proposition 2.3. We have C * r (Ĝ; Ω θ ) = J C 0 (G) θ J . Proof. From Lemma 2.1 we deduce the following equalities for operators on S(G):
as operators on S(G). From this it follows that the map sending the operator π θ (f ) to the closure of the operator ∆
G defines an automorphism of the Fréchet space S(G), identified with π θ (S(G)). The result is then an immediate consequence of identity (2.8).
Define an action β of G on C * r (Ĝ; Ω θ ) by β g = Ad ρ g . Recall, see [8, Section 2.4] , that the cocycle Ω θ is called regular if C * r (Ĝ; Ω θ ) ⋊ β G is isomorphic to the algebra of compact operators on some Hilbert space. The condition of regularity plays an important role in the theory developed in [8] . As follows from the recent work of Baaj and Crespo [1] , for general locally compact quantum groups this condition is equivalent to regularity of G, so in our case it is satisfied for any dual cocycle. This result is proved using the theory of quantum groupoids. For the cocycle Ω θ , here is a more direct proof.
Corollary 2.4. The dual cocycle Ω θ is regular.
Proof. The isomorphism C * r (Ĝ; Ω θ ) ∼ = C 0 (G) θ , x → J xJ , intertwines the action β with the action Ad λ g on C 0 (G) θ . Specializing [3, Corollary 8.49 ] to A = C, we know that the crossed product C 0 (G) θ ⋊ Ad λ G is Morita equivalent to C, hence it is isomorphic to the algebra of compact operators on a Hilbert space.
Recall also that the cocycle Ω θ is called continuous if Ω θ ∈ M (C * r (G) ⊗ C * r (G)). Proposition 2.5. The dual cocycle Ω θ is continuous.
Proof. We claim that both Ω θ and Ω * θ preserve the space S(G×G). This is true by a minor extension of [3, Lemma 2.49], where instead of the map R ⊗ R from [3, Lemma 2.42], one considers the maps
The proof then follows from a minor modification of [8, Proposition 4.5] using the fact that S(G) is dense in L 2 (G).
Oscillatory integrals and quantization maps. Both deformation procedures work for a larger class of functions than S(G).
Let us start by explaining the approach in [3] .
The product ⋆ θ extends to the space B(G) defined by (1.6), by replacing the ordinary integrals appearing in (2.4) with oscillatory ones, see Chapters 2-4 in [3] . Moreover, then (S(G), ⋆ θ ) is an ideal of (B(G), ⋆ θ ) and the representation π θ extends (necessarily uniquely) to (B(G), ⋆ θ ). Namely, 
where C > 0 and · K is one of the semi-norms (1.7) of B(G) with K ∈ N depending only on dim(G).
The representation π θ can actually be described without using oscillatory integrals. In order to see this, we need an important property of the product ⋆ θ called strong traciality, which means that under the integral, deformed and pointwise products coincide. As the simple proof of this was omitted in [3] , we include it here. Lemma 2.6. For f 1 , f 2 ∈ S(G), we have
Proof. For any f j ∈ S(G), j = 1, 2, 3, we have
By [3, Proposition 5.19] (or rather its proof), any bounded approximate unit for the commutative algebra S(G) is also a bounded approximate unit for the non-commutative algebra (S(G), ⋆ θ ). Hence, letting f 3 run through such an approximate unit, establishes the required equality.
We now give a description of π θ using ordinary integrals.
Lemma 2.7. For any f ∈ B(G) and ξ, ζ ∈ S(G), we have
Proof. For f ∈ S(G) the result follows from Lemma 2.6. To extend it to all f ∈ B(G), we choose a uniformly bounded sequence {f n } n in S(G) such that
which is possible by [3, Lemma 2.8 (viii)]. Then f n ⋆ θ ξ → f ⋆ θ ξ in S(G) by [3, Theorem 4.9], and the lemma follows by the dominated convergence theorem.
Let us now turn to the approach in [8] . LetŴ Ω θ be the multiplicative unitary of the locally compact quantum groupĜ Ω θ defined as the von Neumann algebra L ∞ (Ĝ Ω θ ) = W * (G) with the coproduct∆ Ω θ = Ω θ∆ (·)Ω * θ and invariant weights as defined by De Commer [5] . Using this unitary we can define 'quantization maps'
Here we identify a function f ∈ L ∞ (G) with the operator of multiplication by f on L 2 (G). From now on we write K for the algebra of compact operators
where the brackets [ ] denote closed linear span. In order to exhibit the quantization maps more explicitly, recall that by [5, Proposition 5.4] the multiplicative unitaryŴ Ω θ is given, withŴ as in (2.6), bŷ
The involutionJ here (denoted by J N in [5] ) is defined as follows. Consider the von Neumann algebra W * (Ĝ; Ω θ ) generated by C * r (Ĝ; Ω θ ). The action β extends to this von Neumann algebra by the same formula as before, so β g = Ad ρ g . This action is integrable and ergodic, hence it defines a n.s.f. weightφ on W * (Ĝ; Ω θ ) bỹ
The space L 2 (G) can be identified with the space of the GNS-representation defined byφ. Namely, letting as usual Nφ = {x |φ(x * x) < ∞}, we have an
In other words,Λ is uniquely defined bỹ
ThenJ is the corresponding modular conjugation. Denote the associated modular operator by∆. Proposition 2.8. For the modular conjugation we haveJ = J, while the modular operator∆ is the closure of the operator
In particular, the modular group ofφ is given by σφ t = Ad ∆ 2it G . Proof. It is more convenient to work with the von Neumann algebra L ∞ (G) θ generated by C 0 (G) θ and equipped with the action Ad λ g . Since
On the other hand, let ψ θ be the operator trace on B(L 2 (Q)) transported to L ∞ (G) θ . We want to expressφ θ in terms of ψ θ . For this, we first use the fact that Op G,θ (see the paragraph following equation (2.5)) is a unitary operator from L 2 (G) to the Hilbert space of Hilbert-Schmidt operators on L 2 (Q), so for any f ∈ S(G) we have
Denote by ∆ θ the image of ∆ G under π θ . More precisely, we define ∆ θ as the generator of the one-parameter unitary group {L ⋆ θ (∆ it )} t∈R = {L ⋆ θ (∆) it } t∈R . Therefore ∆ θ is a positive unbounded operator affiliated with L ∞ (G) θ . Note that it easily follows from Lemma 2.1 that for any f ∈ S(G)
is a core for ∆ θ . Consider now the weight
Since the product ⋆ θ is invariant under left translations, we have (Ad
θ . This already implies thatφ θ = cψ θ for some c > 0. Indeed, as bothφ θ andψ θ are scaled the same way under the action Ad λ, Connes' Radon-Nikodym cocycle [Dφ θ : Dψ θ ] t is Ad λ-invariant. Since the action Ad λ on L ∞ (G) θ is ergodic, the cocycle must be scalar-valued, and this implies the claim. We will see soon that c = 1.
We can now identify L 2 (G) with the space of the GNS-representation defined byφ θ using the isometric mapΛ θ :
The corresponding modular operator∆ θ satisfies∆ it θΛ θ (x) =Λ θ (∆ −it θ x∆ it θ ), hence it is the closure of the operator
Let us return to W * (Ĝ; Ω θ ) = J L ∞ (G) θ J . Since by identities (2.8) and (2.9) we have
we can identify L 2 (G) with the space of the GNS-representation defined byφ using the map
Comparing this withΛ we conclude that c = 1. It follows then that
ThereforeJ = J and∆ is the closure of the operatoř
. Finally, the statement about the modular group follows from
As a corollary we getŴ
Lemma 2.9. For f 1 , f 2 ∈ S(G), consider the function
Proof. Take ξ ∈ S(G). Using (2.12) we compute (the integrals below are absolutely convergent):
Gf 2 )(yh) dg dh.
, and from (2.9) we deduce
Similarly to λ(f ), for f ∈ S(G) we define an operator R(f ) = G f (g) R g dg acting on functions on G.
Lemma 2.10. For any f, f 1 , f 2 ∈ S(G) we have
Proof. By identity (3.1) in [8] we have
Applying ι ⊗ ι ⊗ ω f 1 ,f 2 to this, by the previous lemma we get
Applying now f ⊗ ι, we get the required identity, as (f ⊗ ι)(Ŵ ) =f and the equality 
Proof. Take f ∈ L ∞ (G). Let X ∈ g and let X and X be the associated left-and right-invariant vector fields defined in (1.4) . Then we find that
where we used the dominated convergence to exchange t-derivatives and integrals. By induction we get a similar relation for every X ∈ U (g) and thus finally arrive at the estimates
. By inequalities (2.13) and (2.10) this map is bounded. Therefore in order to show that it is ultraweakly continuous it suffices to check that for any ξ, ζ ∈ S(G) the linear functional f → (
We are now ready to describe the quantization maps in terms of π θ , which is the main result of this section.
Proposition 2.12. For any f ∈ L ∞ (G) and f 1 , f 2 ∈ S(G) we have
Proof. Since both sides of the identity in the formulation are ultraweakly continuous in f , it suffices to check it for f ∈ S(G). By Lemma 2.10 it is then enough to show that
Let us show that, a bit more generally,
By identity (2.11) the left-hand side equals
Therefore it remains to check
We have R(η)f = λ(f )η. Since ⋆ θ is invariant under left translations, we also have
Integrating with respect to the finite measure f (g)dg, the right-hand side becomes
Thus, all that is left to check, is that integrating the left-hand side yields ∆ 
Deformations of C * -algebras
We now generalize the results of the previous section to actions of Kählerian Lie groups with negative curvature on C * -algebras.
Elementary case.
We start with the case of an elementary Kählerian Lie group G. Consider a C * -algebra A. Then one can define in a straightforward way the A-valued versions of S(G) and B(G). Since S(G) is nuclear as a locally convex topological vector space, one can also define S(G, A) as the unique completion of the algebraic tensor product S(G) ⊗ alg A.
As shown in [3] , the oscillatory integrals and the product ⋆ θ make sense for A-valued functions, so ⋆ θ is defined on B(G, A) by the same formula (2.4). Furthermore, (S(G, A), ⋆ θ ) is an ideal in (B(G, A), ⋆ θ ) and we have a representation π θ ⊗ι of (B(G, A), ⋆ θ ) on the Hilbert A-module L 2 (G)⊗A defined by
By [3, Theorems 8.20 & 8.33 ] this representation satisfies the same estimate (2.10).
It is almost a tautological statement that the representation π θ ⊗ι of (B(G, A), ⋆ θ ) can be described in terms of π θ and the slice (or Fubini) maps ι ⊗ ν :
Namely, we have the following result.
Proof. Uniqueness is clear. Replacing, if necessary, A by its unitization, we may assume that A is unital. Take ξ ∈ S(G). Then
By definition, the oscillatory integrals commute with the slice maps. Hence, applying ι ⊗ ν to the above equality, we get
which is what we need.
Remark 3.2. The above lemma together with Lemma 2.7 show that π θ ⊗ ι can be described entirely in terms of ordinary integrals and slice maps.
Consider now a strongly continuous action α of G on a C * -algebra A. For a ∈ A we denote byα(a) the A-valued right uniformly continuous function g → α g (a). Denote also by A ∞ the Fréchet algebra of smooth elements in A, which is exactly the set of all elements a ∈ A such thatα(a) ∈ B(G, A). Then a new product ⋆ θ can be defined on A ∞ by
The deformation A θ of A is defined in [3, Section 8.5] by
Once again we remark that this definition of A θ is slightly different from the one given in [3] , but equivalent to it, as we use the representation π θ on L 2 (G) instead of a quasi-equivalent irreducible representation on L 2 (Q).
On the other hand, a deformation of A can be defined using the quantization maps studied in Section 2.2. Namely, following [8, Section 3.2], let
where α(a) is the A-valued function g → α g −1 (a). In general it is apparently necessary to consider the algebra generated by the elements (T ν ⊗ ι)α(a) before taking the norm closure, but since Ω θ is regular by Corollary 2.4, we don't have to do this in the present case by [8, Theorem 3.7] . This also follows from the proof of the next theorem.
Theorem 3.3. For any C * -algebra A equipped with a strongly continuous action α of an elementary Kählerian Lie group G, we have
We can then write
We claim that
, where R g and R(η) are defined in the same way as before, but now on A-valued functions, so (R g f )(h) = f (hg) and R(η) = η(g) R g dg. First of all, note that the same argument as in the proof of Lemma 2.11 shows that R(η θ A) into B(G, A), so both sides of the above identity are at least well-defined. In order to prove the identity it suffices to show that we get the same operators if we apply ι ⊗ ν to both sides for all ν ∈ A * . When we apply ι ⊗ ν, the left-hand side gives (Ad J )Ť ω f 1 ,f 2 (ι ⊗ ν). On the right-hand side, using Lemma 3.1 and that R(η) commutes with the slice maps, we get π θ R(η θ
by Proposition 2.12, our claim is therefore proved.
Since for a ∈ A we haveα(a) ∈ C b (G, A), it follows that
. Therefore it remains to show that the right-hand side of this identity coincides with A θ . In order to see this, for η ∈ L 1 (G) consider the operator R α (η) on A defined by
Then R(η)α(a) =α(R α (η)a) and therefore we must check that
For this it suffices to show that the elements R α (η θ
)a for a ∈ A and f 1 , f 2 ∈ S(G) span a dense subspace of the Fréchet space A ∞ .
By definition, we have )a contains all linear combinations of elements of the form R α (f )a with f ∈ S(G) and a ∈ A ∞ . Hence it contains the Gårding subspace of A, which by the Dixmier-Malliavin theorem coincides with A ∞ .
3.2. General case. Consider now an arbitrary negatively curved Kählerian Lie group G with Pyatetskii-Shapiro decomposition (1.1). For g = g 1 . . . g n and
is the two-point kernel on the elementary Kählerian Lie group G i as defined in (2.1). Let also A be a C * -algebra endowed with a strongly continuous action α of G. Then, as shown in [3] , one can define a deformation A θ of A exactly as we did in the case of an elementary Kählerian Lie group. We also have a dual unitary 2-cocycle on G defined by
and hence can define a deformation A Ω θ of A. Proof. Since the action of . . . G n ⋉ G n−1 ⋉ . . . ⋉ G i+1 on G i leaves the Haar measure and the kernel K G i θ invariant, the modular function of G is the product of the modular functions of the factors, and the kernel K θ still satisfies identity (2.2). Routine verifications show then that all the previous arguments extend with only minor changes to general negatively curved Kählerian Lie groups. In fact, the only places, where we used that we worked with elementary Kählerian Lie groups, were Lemmas 2.1 & 2.6 and Proposition 2.8. They can be easily extended to the general case by working with the dense subalgebra S(G 1 ) ⊗ alg · · · ⊗ alg S(G n ) of S(G). We leave the details to the reader.
Appendix A. Unitarity of the dual cocycle
The goal of this appendix is to show unitarity of the dual cocycle Ω θ for any elementary Kählerian Lie group G = Q ⋉ P . In fact, we will show that Ω θ is a composition of several operators that are on the nose unitary.
Define an operator F P,θ : L 2 (G) → L 2 (G) by (F P,θ f )(q, p) = (πθ) −(d+1)/2 P e 2i θ p.p ′ f (q, p ′ ) dp ′ , so, up to rescaling p by θ and normalization, F P,θ is the partial Fourier transform associated to the maximal Abelian subgroup P ≃ R d+1 of G. It is clearly unitary.
Recall that we denote the coordinates of G by (a, v, t). We will write v ∈ R 2d as v = (n, m) with n, m ∈ R d , so that ω 0 (v, v ′ ) = n.m ′ − m.n ′ . Define a diffeomorphism Φ : G × G → G × G by Consider the corresponding unitary operator U Φ on L 2 (G × G):
(U Φ ϕ)(g 1 , g 2 ) = Jac 1/2 Φ (g 1 , g 2 )ϕ(Φ(g 1 , g 2 )).
Theorem A.1. For any θ ∈ R * , we have
Proof. By definition, Ω θ acts on a vector ϕ ∈ S(G × G) as .
Thus for ϕ ∈ S(G × G) we have (F P,θ ⊗ F P,θ )Ω θ (F 
