ABSTRACT Particle swarm optimization (PSO) is a population-based algorithm designed to tackle various optimization problems. However, its performance deteriorates significantly when optimization problems are subjected to noise. PSO is strongly influenced by its previous best particles and global best one, which may lead to premature convergence and fall into local optima. This also holds true for various PSO variants dealing with optimization problems in noisy environments. Opposition-based learning (OBL) is well-known for its ability to increase population diversity. In this paper, we propose hybrid PSO algorithms that introduce OBL into PSO variants for improving the latter's performance. The proposed hybrid algorithms employ probabilistic OBL for a swarm. In contrast to other integrations of PSO and OBL, we select the top fittest particles from the current swarm and its opposite swarm to improve the entire swarm's fitness. Experiments on 20 benchmark functions subject to different levels of noise show that the proposed hybrid PSO algorithms outperform their counterpart PSO variants as well as composite differential evolution in most cases.
I. INTRODUCTION
Particle Swarm Optimization (PSO) [1] is a stochastic optimization algorithm inspired by the behaviors of birds and fish in order to find desired solutions to complex optimization problems. It has shown excellent performance in many problems [2] - [11] and achieved the performance comparable to other evolutionary algorithms' [12] . Yet realworld optimization problems subject to noise are commonly responsible for inaccurate and uncertain information such as deviations and measurement errors, which deteriorate the performance of PSO significantly [13] . In this type of problems, the true objective function values of solutions are disturbed by noise. As a consequence, bad solutions can be easily determined as good ones and vice versa. Some earlier studies underestimated its effect on the performance of PSO [14] , [15] probably because of the low dimensionality (between 2 and 5) of the tackled problems. However, recent studies [13] on large-scale optimization problems subject to noise have revealed the necessity of explicitly addressing the noise issue rather than relying on PSO itself to mitigate it.
Based on the allocation of function evaluations, two conceptually different methods exist for solving the problem. One is resampling-based PSO algorithms that incorporate resampling methods for better estimating the objective function values of solutions. In this case, existing methods such as PSO-ER [16] , PSO-ERN [16] , PSO-OCBA [17] , PSO-LA [18] , and LAPSO [19] can perform only a relatively small number of iterations given the fixed total number of function evaluations. The other is the single-evaluation PSO algorithms that focus on improving the performance of PSO in noisy environments and perform more iterations, but at the expense of dealing with inaccurately estimated objective function values, such as PSO-E [20] , PSO-PU [21] , PSO-AN [21] and PSOGD [22] . PSO is largely influenced by its previous best particles and global best one. It can easily fall into local optima as a result of its premature convergence. This is unfortunately true for all the PSO variants in noisy environments to our best knowledge.
Opposition-based learning (OBL), originated by Tizhoosh [23] in 2005 for increasing swarm diversity, has been successfully applied to differential evolution [24] , [25] , reinforcement learning [26] , neural networks [27] , and PSO [28] . Its main idea is the simultaneous consideration of an estimate and its corresponding opposite one, i.e., guess and opposite guess, in order to achieve a better approximation of the current candidate solution. Inspired by this, we propose a new way that introduces OBL into PSO variants to bounce some particles out of the local optimum in a noisy environment. Since particles can be easily misled by noise, it is easy to choose the worse of two particles and its opposite particle as the current particle. We can therefore select the top fittest particles from the current swarm and their opposite ones to reduce the influence of noise. Compared with existing algorithms, the proposed algorithms have two significant innovations:
1) OBL's introduction into PSO increases the population diversity and helps avoid premature convergence, and 2) Selecting the top fittest particles from the current swarm and their opposite ones improves the entire swarm's fitness.
The remainder of this paper is structured as follows. Section II describes noisy optimization problems, PSO variants in a noisy environment, OBL and an opposition-based Hybrid PSO framework. Section III presents the new group of hybrid PSO algorithms. Section IV describes the design of experiments. Section V presents and discusses the results. Finally, Section VI gives the conclusions and suggestions for future work.
II. RELATED WORK A. OPTIMIZATION PROBLEMS SUBJECT TO NOISE
Real-world optimization problems are often subject to noise since data are often corrupted owing to external factors such as imprecise measurements, estimation with probability distributions and communication errors [15] . In this type of problems, noise corrupts the objective function values of solutions each time they are evaluated, thus resulting in different fitness values every time. Noise is usually modeled as a Gaussian distribution [29] , and its severity depends on the type and standard deviation of its distribution. Two common types of noise models are additive and multiplicative ones:
Hereinafter, f (x) represents the true fitness value of solution x,f (x) represents a single noisy evaluation of x, and f (x) represents the estimated fitness value of x. Note that, when σ = 0, we have:
Compared with additive noise, the effect of multiplicative noise produces more corruption on fitness values. In minimization problems whose fitness values are nonnegative, the impact of multiplicative noise goes down as the solutions become smaller, whereas in maximization problems, its impact increases instead as their solutions become larger. These problems are named as backward and forward ones in [30] .
B. PSO VARIANTS IN NOISY ENVIRONMENT
PSO, as inspired by the swarm theory, is a metaheuristic designed to deal with a range of optimization problems. Its basic principle is that a swarm of particles cooperatively explore the search space for sharing information about their best solutions and gradually move towards the best global one. The velocity and position of the ith particle are represented as
The particles are manipulated according to the following equations:
where w is the inertia of a particle, c 1 and c 2 are positive acceleration coefficients that weight the importance of their cognitive and social components, r t 1j and r t 2j are random values sampled from independent uniform distributions over [0, 1] , y t ij is the value of dimension j of the best position found by particle i, called the personal best position,ŷ t ij is the value of dimension j of the best position found by another particle within i's neighborhood N i , and t represents the t-th iteration.
Early studies underestimate the effect of noise on the performance of PSO in noisy environments [14] , [15] , [31] since they deal with the low-dimension (between 2 and 5) problems only. Some recent ones, e.g., [32] , on large-scale optimization problems subject to noise reveal the necessity of precisely addressing its effect, instead of relying on PSO's own capability to alleviate it. Hence making improvements via other mechanisms becomes necessary.
Through the proper allocation of function evaluations, the prior work has explored a variety of resamplingbased and single-evaluation PSO algorithms to cope with optimization problems in noisy environments. With the former, Rada-Vilela et al. [33] conclude that the best result is obtained with PSO-OCBA in comparison with PSO-ER, PSO-EER, and PSO-ERN. Later, Zhang et al. [19] propose LAPSO that shows better performance than PSO-OCBA in their experiments. Among single-evaluation PSO algorithms, the best result is obtained with PSO-AN in [21] in comparison with PSO-E and PSO-PU. Ma et al. [22] recently propose a novel PSOGD that outperforms all of them. In conclusion, four PSO variants, i.e., VOLUME 6, 2018 PSO-OCBA, LAPSO, PSO-AN and PSOGD, stand as the state of the art based on our literature review results.
C. OPPOSITION-BASED LEARNING
The standard PSO and PSO variants in noisy environments were inspired by the social and cognitive behavior of a swarm. According to (3) , particles are clearly impacted by their previous best particles and global best one. Once the best at a local optimum withstands any change, all the rest of the particles tend to quickly converge to its position. The apparent problem for PSO variants in noisy environments is that they could easily fall into local optima. Enhancing the mutated probability of particles to help the currently ''best'' particle escape from a local optimum is therefore vital.
Opposition-based learning (OBL) has been proven to have excellent learning and optimization ability. It has been successfully applied to several problems [24] - [28] . When evaluating a solution x to a given problem, computing its opposite solution simultaneously provides another chance for finding a closer solution to the global optimum. If the current solution x is −10, for example, and the global optimum is 30, then the opposite solution x is 10 within the range of [−100, 100] and the distance between x and the global optimum x * is 40. Yet the distance between x and x * is only 20. As a result, x is closer to x * . Let x ∈ [a, b] be a real number, the opposite solution x can be calculated as follows [36] :
Similarly, this definition can be extended to higher dimensions as follows.
is defined as follows [37] : 
D. OPPOSITION-BASED HYBRID PSO FRAMEWORK
Take the one dimensional model as an example, as shown in Fig. 1 , where a and b are two boundary values of the search interval, and the black solid circle is the optimal solution position, x 1 , x 2 , x 3 , x 4 , and x 5 form a particle swarm,x 1 ,x 2 ,x 3 ,x 4 , andx 5 form the opposite one.
As shown in the top of Fig. 1 , according to the existing method, we should select the red solid roundx 1 , x 2 , x 3 ,x 4 , and x 5 . Instead we select the top fittest particles from 5 , as shown in the bottom of Fig. 1 , i.e., x 1 ,x 1 , x 3 ,x 4 , and x 5 .
Assume that f (x) serves as a fitness function to a given problem. Let X(S) = (x 1 , x 2 , . . . , x s ) be a swarm of particles and X (S) = (x 1 ,x 2 , . . . ,x s ) its opposite swarm;
) its fitness value. In the existing integration of PSO and OBL, OBL selects the fitter one from each particle and its opposite one [23] , i.e.,
In our proposed integration of PSO and OBL, we select top S particles according to fitness from X(S) ∪ X (S) at every instance of OBL application in this work, i.e.,
In order to reduce the computational cost, when selecting top S particles according to fitness from X (S) ∪ X (S) at every instance of OBL application, the velocities and personal best do not change. Hence, we propose to introduce OBL into PSO at initialization and generations with a pre-defined probability. The latter is called probabilistic OBL application. In PSO, particles are strongly influenced by the best global particle of the swarm. Due to the evaluation inaccuracy in noisy environments, it is easy to choose a wrong one as the best global one. For that reason, we do not introduce the OBL application into PSO at each generation as done in [22] . The proposed hybrid PSO algorithm framework is given in Fig. 2 with the following steps: 1) Initialization; 2) Calculating initial particle set X (S)'s opposite one X (S); 3) Calculating fitness values of particles in X (S) and X (S); 4) Selecting top S fittest particles from X (S) ∪ X (S); 5) Resampling-based or single-sampling evaluation; 6) Updating each particle's velocity and position; 7) OBL application with probability P O ; 8) Checking terminal conditions; and 9) If a stopping criterion is met, exit; otherwise, go to Step 5.
III. OPPOSITION-BASED HYBRID PSO ALGORITHMS
There are four main PSO variants that are outstanding: PSO-OCBA, LAPSO, PSO-AN and PSOGD. In this paper, we therefore introduce OBL into them to answer if its introduction can boost their performance or not. Hereafter, we refer to these hybrid PSO algorithms as PSO-OCBA , LAPSO , PSO-AN , and PSOGD .
A. OPPOSITION-BASED PSO-OCBA (PSO-OCBA )
PSO-OCBA is proposed in [23] to maximize the approximate probability that particles correctly select the neighborhood's best solution in a swarm. Optimal Computing Budget Allocation (OCBA) [36] operates by evaluating each design B 0 times, and then iteratively allocating B evaluations until the total budget B t is exhausted. Its aim is to determine the number of re-evaluations to be performed on each of the current solutions in a swarm. After their respective means are computed, PSO proceeds as usual. OCBA allocates the budget by satisfying:
where S is the swarm size and N i is the number of evaluations allocated to particle i, whilex i and s i are its sample mean and variance, respectively. Different from PSO-OCBA, PSO-OCBA introduces OBL with probability P O in swarm iterations. It is described in Algorithm 1 where t means the t-th generation of particles.
B. OPPOSITION-BASED LAPSO (LAPSO )
LAPSO is proposed by Zhang et al. [20] , which integrates the DP RP [39] version of Learning Automation (LA) with PSO. In contrast to PSO-LA [19] , it introduces a subset scheme Algorithm 1 PSO-OCBA BEGIN Randomly generate initial particles X (S) Calculate X (S) using (7) and calculate the fitness of X (S) and X (S) Select top S fittest particles from X (S) ∪ X (S) as the initial swarm while (stopping criterion not met) do for (particle = 1, . Calculate X (S) using (7) and calculate fitness of X (S) and X (S); Select top S particles from X (S) ∪ X (S) as current swarm.
end if end while END based LA (subLA) into PSO in order to further increase the probability of correctly finding the best particle. The objective of subLA is to identify the optimal subset: the top N out of S particles. At first, each particle receives only one initial evaluation and gets an equal probability p i = 1 S , i ∈ {1, 2, . . . , S). After that, PSO uses the estimated fitness u i as a function value. For each sampling, the response is 1, if the estimated fitness of the selected particle is the best one in the subset. subLA would always reward the solutions in its subset while others receive a penalty over probabilities correspondingly. The updated rule of this scheme is presented as follows where S m stores the currently estimated subset:
LAPSO is described in Algorithm 2
C. OPPOSITION-BASED PSO-AN (PSO-AN )
PSO-AN [21] is a single-evaluation method by which a particle computes an average solution from the personal best solutions within its neighborhood, and such a solution is selected by the particle to serve as its neighborhood best solution. After introducing the probabilistic OBL application into PSO-AN, PSO-AN is obtained as described in Algorithm 3.
Algorithm 2 LAPSO Let B be the maximum number of function evaluations at each iteration, p subset be the probability of particles in S m and S j be a subset of the particles in S m , and sum(p subset ) be defined as the sum of p subset .
BEGIN
Randomly generate initial particles X(S) Calculate X (S) using (7) and calculate the fitness of X(S) and X (S) Select top S fittest particles from X(S) ∪ X (S) as the initial swarm while (stopping criterion not met) do for (particle = 1, . . . , S
) and update f (x t i ) Give a penalty on probabilities to particles which are not selected in the subset using (10) Reward subset S j using (11) end while Update personal best and global best for (i = 1, . . . , S) do Update the positions x i and v i using (3) to (4) end for if rand < P O then Calculate X (S) using (7) and calculate fitness of X(S) and X (S); Select top S particles from X(S) ∪ X (S) as the current swarm end if end while END
D. OPPOSITION-BASED PSOGD (PSOGD )
PSOGD [23] forms a decision-maker layer (elitists) and a decision-follower layer (non-elites), and can allow decisionfollowers to follow decision-makers. In order to reach a consensus, PSOGD establishes a search center C. In order to renew each member according to the search center, all particles update their velocity and position as follows:
Algorithm 3 PSO-AN BEGIN Randomly generate initial particles X (S); Calculate X (S) using (7) and calculate fitness of X(S) and X (S) Select top S fittest particles from the set {X(S) ∪ X (S)} as initial swarm while (stopping criterion not met) do Update personal best Update global best as the centroid of the personal best solutions within their neighborhoods for (i = 1, . . . , S) do Update the positions x i and v i using (3) to (4) end for if rand < P O then Calculate X (S) using eq. (7) and calculate fitness of X(S) and X (S) Select top S particles from {X(S) ∪ X (S)} as current swarm else
Calculate the fitness of X(S) end if end while END
where E(t) is a collection of decision-maker layer particles; α > 2 is the factor about the group cohesion [29] ; r d 1 and r d 2 are two random numbers in [0,1]; and w(t) is a parameter called inertia weight. f i (t) is the current fitness value of particle i at the t-th iteration. In contrast to PSOGD, PSOGD contains the probabilistic OBL application in PSOGD. It is realized in Algorithm 4.
IV. DESIGN OF EXPERIMENTS
The benchmark optimization functions used to evaluate their performance are from the CEC'2010 Special Session and Competition on Large-Scale Global Optimization [35] , [37] . This suite of benchmarks provides 20 large-scale minimization functions whose fitness values are all positive and the global minimum stands as f (x) = 0. These functions are classified into five sets according to the degree of separability as shown in Table 1 where d and m refer to the number of dimensions and size of groups, respectively. The default values are d = 1000 (high dimension) and m = 50, to be used in this work. The experiments are implemented with these benchmark functions shown in Table 2 subject to different levels of multiplicative Gaussian noise as decided by σ ∈ {0.06, 0.12, 0.18, 0.24, 0.30}. At the same time, the total number of noise samples is limited within 3σ in order to ensure positive fitness values. Each algorithm performs 50 independent runs on every problem subject to different levels of noise.
Algorithm 4 PSOGD
BEGIN Randomly generate initial particles X (S); Calculate X (S) using (7) and calculate the fitness of X(S) and X (S); Select top S fittest particles from X(S) ∪ X (S) as the initial swarm; Select the global best solution. while (No stopping criterion is met) do Pick up and invite top-k best particles into the decisionmaker layer for (j = 1, . . . ,k) do Calculate the decision weight W i (t) using (12) to (13) end for Reach a consensus about C using (14) for (i = 1, . . . , S) do
Update positions x i and v i using (15) to (16) end for if rand < P O then Calculate X (S) using (7) and the fitness of X(S) and X (S) Select top S particles from X(S) ∪ X (S) as the current swarm else Calculate fitness of X(S) end if end while END The acceleration and inertia coefficients mentioned in [22] are used in PSO. Each swarm has a total computational budget of 15000 function evaluations. The opposite rate P O ∈ (0, 0.4) is set to 0.3. PSO-OCBA and PSO-OCBA divides a budget into B 0 = 5 evaluations for each particle following [38] . The threshold of LAPSO and LAPSO is set as 0.9 according to [19] . PSOGD and PSOGD set the balanced factor α = 3.2, and the decision-maker layer k = 15 according to [19] . The parameter configurations are summarized in Table 3 .
B. COMPARISON OF HYBRID CoDE ALGORITHMS
In order to better test our proposed OBL strategy, we avoid using the ''global best'' PSO and introduce the proposed OBL strategy into Differential Evolution (DE). We use a composite DE (CoDE) [39] in which three trial vector generation strategies and three control parameter settings are randomly combined to generate trial vectors. Through comparing with four DE variants, i.e., JADE [40] , jDE [41] , SaDE [42] , and EPSDE [43] , and three non-DE approaches, CLPSO [44] , CMA-ES [45] , and GL-25 [46] , the experimental results show that CoDE outperforms the seven competitors. Hereafter, we refer to the CoDE algorithm with the proposed OBL as CoDE . Furthermore, we select the best hybrid PSO variant to compare with CoDE and CoDE . The source code for CoDE is from the website of Q. Zhang, one of the co-authors of [39] . The parameter setting of CoDE and CoDE' is consistent with that in [39] .
V. RESULTS AND DISCUSSIONS
The results from the experiments of eight methods are shown in Fig. 3 and Table 4 . According to Fig. 3 , hybrid PSO algorithms produce better results than their respective counter parts in most cases. According to Table 4 in which Mean represents the mean value of a proposed hybrid PSO algorithm at five different noise levels, we can find that the hybrid algorithms obtain smaller values (the smaller, the better) in most functions. It is therefore highly desired to introduce OBL into PSO to improve the latter's performance in noisy optimization problems. The same conclusion is applicable to CoDE and CoDE .
In addition, we can deduce that all algorithms deteriorate with the increasing level of noise. This can be seen by each boxplot across the sections that indicate the level of noise at the top axis, which is shown in Figure 3 . The left axis shows the real fitness values found by various algorithms. As for these benchmark functions, the smaller values, the better.
According to Table 4 , we can find that resampling-based hybrid PSO algorithms, i.e., PSO-OCBA and LAPSO spend more time than their respective counter parts. The reason for such results is that the introduction of OBL increases computational cost. For single-evaluation hybrid PSO alogrithms, PSO-AN and PSOGD spend less time than their respective counter parts. This is because computational cost of OBL is less than the remaining steps of single-evaluation PSO variants. Similarly, CoDE needs less time than CoDE.
In order to study hybrid PSO algorithms that have OBL, Section A compares hybrid PSO algorithms with their counterparts. Section B compares the performance of hybrid PSO algorithms themselves. Section C compares the best hybrid PSO variant with CoDE and CoDE .
Summaries of statistical tests on the quality of the results between two algorithms are subject to the different levels of multiplicative noise at all the benchmark functions presented, where the values indicate the number of benchmark functions for which the results from the first algorithm are significantly better (+) or worse (−) than those of the second one, or not statistically significant (∼), according to the pairwise Wilcoxon test at α = 0.05 with the Holm correction.
A. HYBRID PSO ALGORITHMS
As shown in Table 4 and Fig. 4 , the results obtained with the hybrid PSO algorithms exhibit a better performance than their respective counterparts in the majority of test functions. The reason for such results is that OBL enhances swarm diversity and selects top S particles from the current swarm and its opposition swarm, thus improving the whole swarm's fitness. The introduction of OBL into PSOGD shows more significant improvements than the rest. This is because PSOGD has only a search center of group decision-makers and thus more easily falls into a local optimum than the others. This suggests that OBL is more suitable for jumping out of a local optimum.
In Fig. 4 , the vertical axis stands for the obtained mean fitness value of four PSO variants and hybrid algorithms, while the horizontal axis represents fitness evaluation count. From Fig. 4 , we can find that the hybrid algorithms with OBL apparently have better performance in function F 01 , F 02 , F 03 , F 06 , F 09 , F 10 , F 11 , F 13 , F 15 , F 16 , F 18 and F 20 . However in function F 05 , they offer a worse solution, indicating that the use of OBL in PSO negatively impact its optimization process.
Comparing PSO-OCBA and PSO-OCBA in Table 5 , we can find the OBL's introduction into PSO-OCBA avoids premature convergence, and find 60/100 better solutions than PSO-OCBA. Yet PSO-OCBA finds better solutions than PSO-OCBA in the schwefel functions (F 19 , F 07 , F 12 , and F 17 ) and set B (F 04 , F 05 , F 07 , and F 08 ). This indicates that these problems have certain characteristics that favors no use of OBL. Comparing LAPSO and LAPSO in Table 5 , we can find that the OBL's introduction into LAPSO avoids premature convergence, and find 54/100 better solutions than LAPSO. Yet LAPSO finds better solutions than LAPSO in the elliptic function (F 01 , F 09 , and F 14 ) and schwefel function (F 19 , F 07 , F 12 , and F 17 ). This indicates that these problems have certain characteristics that reject OBL.
Comparing PSO-AN and PSO-AN in Table 5 , we can conclude that the OBL's introduction into PSO-AN avoids premature convergence, and find 67/100 better solutions than PSO-AN. Yet PSO-AN finds better solutions than PSO-AN in the rastrigin function (F 02 , F 10 , and F 15 ) and ackley F 03 , F 11 , and F 16 .
Comparing PSOGD and PSOGD in Table 5 , we can find that the OBL's use in PSOGD avoids premature convergence, and finds 80/100 better solutions than PSOGD. Yet PSOGD finds better solutions than PSOGD in set B (F 05 , F 08 ). It indicates that these two problems prefer no use of OBL.
B. COMPARISON OF HYBRID PSO ALGORITHMS
The results from the hybrid algorithms themselves show that PSOGD finds better solutions than PSO-AN , while PSO-AN finds better ones than LAPSO , and LAPSO finds better ones than PSO-OCBA . This ranking is further supported by the transitive relation found in the summary of statistical tests in Table 6 . Different from other PSO variants, PSOGD features only a search center of group decision-makers. It is thus easier for it to trap into local optima. Hence, the introduction of OBL into PSOGD is more appropriate and the performance of PSOGD is indeed the best. In addition, we can find that single-evaluation hybrid PSO algorithms demonstrate better performance than resampling-based ones given a fixed number of fitness evaluations. Hence, they are preferred when we deal with the noise optimization problems given fixed computational budget.
C. COMPARISON OF HYBRID CoDE ALGORITHM
As shown in Fig. 5 20 , and similar performance in other six functions. The reason for such results is that OBL enhances swarm diversity and selects top S particles from the current swarm and its opposition swarm, thus improving the whole swarm's fitness. It is therefore highly desired to introduce OBL into DE to improve the latter's performance in noisy optimization problems. In addition, the best hybrid PSO variant PSOGD has better performance in almost all functions, compared with CoDE and CoDE . It indicates that the PSO variant has better performance than the DE variant when solving large-scale global noisy optimization problems.
VI. CONCLUSION
Because of external factors such as imprecise measurements and communication/computing errors, many real-life optimization problems are subject to various noise. Several studies have illustrated that the influence of noise cannot be ignored on particle swarm optimization (PSO) of highdimensional problems. Furthermore, through experiments, we find that the performance of PSO deteriorates as the level of noise increases.
In this paper, we introduce probabilistic opposition-based learning (OBL) into PSO to deal with noisy optimization problems. Based on four existing state-of-the-art PSO population diversity and 2) selecting top particles from the current and its opposite swarms improves swarm fitness in noisy environments.
In order to further demonstrate the effectiveness of our proposed OBL strategy, we avoid using the ''global best'' PSO and introduce OBL into a composite differential evolution algorithm (CoDE). Through 20 test functions, we obtain the same conclusion as in the case of PSO variants.
From the computational results, we conclude that PSOGD is the best algorithm so far to deal with PSO problems in noisy environments. As future research, we plan to introduce OBL into other evolutionary algorithms [47] - [50] to deal with optimization problems in noisy environments. 
