As indicated in Section 1, a key parameter in the Bethe stopping-power theory is the mean excitation energy ofthe medium. In order to obtain accurate values of the mean excitation energy, I, it is necessary to take into account the specific electronic structure of the atom, molecule, or solid of interest. Accurate ab initio calculations of I are available for some atomic gases. For some other materials, one can derive I values from the knowledge of electronic structure as expressed in terms of oscillator-strength distributions (for gases) or dielectric-response functions (for condensed materials); such information can often be obtained from cross sections for the interactions of photons with the medium of interest. A more traditional approach is to extract I values from stopping-power or range measurements made under the conditions where the Bethe theory holds; proton and alpha-particle data are most often used for this purpose.
Only moderate accuracy of the mean excitation energy is required for the determination of the electron collision stopping power. Let ~Seol be the uncertainty of Seol corresponding to an uncertainty M of I. From Eq. 2.16 it can be seen that at low energies, where the density-effect correction is negligible, ~SeollSeol = -(M/I)IL, where the stopping number, L, ranges in value from about 3 at 10 keV to about 15 at 1,000 MeV. At high energies, the I -dependence of the density-effect correction is such as to reduce the I -dependence of the collision stopping power further; in fact, in the limit of extremely high energies, the collision stopping power becomes independent of I (which follows from Eq. 2.8 and Eq. 6.3). Figure 3 .1 gives the coefficient of variation, (lISeol)/(aSeol/aI), as a function of electron kinetic energy, for a few materials. The value of this coefficient decreases with increasing electron energy. The bends in the curves for water at around 0.5 MeV, and for air at around 25 MeV, are due to the onset of the densityeffect correction for nonconducting media (see Section 6.1).
Use of Oscillator-Strength and Dielectric Data
The use of such data is growing in importance; they are becoming more plentiful and allow the determination of I -values as accurately as from the best stopping-power measurements. The accuracy results in part from the fact that the oscillator-strength distributions are subject to various sum rules which act as constraints in the evaluation of experimental data and provide connections to other measurable physical quantities. The theory underlying the use of oscillator-strength and 7 dielectric data has been reviewed by Fano (1963) and Inokuti and Turner (1978) .
For gases, the mean excitation energy can be obtained from the expression
where dfldE is the density of optical dipole oscillator strength per unit energy of excitation above the ground state. [In this equation and similar ones throughout the report, the symbols I and E, when preceded by In, denote the numerical values of the quantities mean excitation energy and excitation energy, expressed in terms of some common unit (e.g., e V), so that the variable of the logarithm is a pure number.] A variety of methods has been used to evaluate Eq. 3.1. For a gas of free atoms, systematic calculations of oscillator-strength distributions and I -values, based on the use of Hartree-Slater central potentials and a single-electron model, have been carried out by Dehmer et at. (1975) for atomic numbers, Z, up to 18, and have been continued by Inokuti et al. (1981) for Z up to 38. Critical evaluations of experimental oscilll:ltor-strength distributions for atomic and molecular gases, based on the use of photoelectric cross sections and inelastic electron scattering cross sections, have been obtained by various authors, for example, Zeiss et at. (1975; 1977a,b; 1980) . Another semi-empirical method, denoted here as M (n) fit, makes use of the moments M (n) = SO' (dfldE)EndE of the oscillator-strength distribu-TlMeV Fig. 3 .1. Sensitivity of the collision stopping power to changes in the mean excitation energy. The quantity shown for a few condensed materials (solid curves) and gases (dashed curves) is the coefficient of variation, (1/ S col) / (as colla]). This coefficient gives the relation between a fractional change in J and the corresponding fractional change in Seol. The coefficient is negative because Seol decreases with an increase in J, and vice versa, in accordance with Eq. 2.16. Complete information of this kind is given in Tables 12.3 to  12.6. tion (Dalgarno, 1960) . Noting that (dEn/dn) = EnlnE, one can transform Eq. 3.1 into
According to the Thomas-Kuhn sum rule, M(O) = Z. The moments M(2), M(l), and M( -1) are calculated theoretically, and M( -2) is obtained from experimental polarizability data. By fitting these moments, an analytical function M(n) is obtained which is then differentiated to obtain InI.
I -values for nine gases, obtained by various theoret-ical and semi-empirical methods, are given in Table : i. 1. which is an adaptation and slight extension of Table V in Dehmer et at. (1975) . The most accurate I -values art:' those derived with the use of semi-empirical oscillator-strength distributions.
The values of the ratio I/Z obtained in the systematic calculations of Dehmer et at. (1975) and Inokuti et al. (1981) show a periodic variation with Z, which is interpreted as due to atomic shell structure. Quite similar variations are found when I -values are calculated on the basis of the local-plasma approximation of Lindhard and Scharff (1953) . According to this model, the mean excitation energy is obtained from the equation 
is the plasma frequency corresponding to an electron density, no(r), at a distance r from the nucleus, h is Planck's constant divided by 27r, and y is a free parameter for which the value V2 was recommended by Lindhard and Scharff (1953) . As pointed out by Dehmer et al. (1975) , the use of Eqs. 3.3 and 3.4 is equivalent to assuming an approximate oscillator-strength distribution
where the outer brackets denote the ground state expectation value and 0, in this instance, is the Dirac delta function. Equation 3.3 was evaluated by Bichsel and Laulainen (1971) , by Chu and Powers (1972) , and by Ziegler (1980), with electron density distributions derived from Hartree-Slater wave functions. Ziegler has also extended the calculations to solids, using solid-state wave functions. Figure 3 .2 shows the irregular Z -dependence of liZ as calculated by Dehmer et al. (1975) and by Inokuti et al. (1981) from theoretical oscillator-strength distributions, and by Chu and Powers (1972) and by Ziegler (1980) according to the local-plasma approximation. In order to make the two types of results comparable, the local-plasma results are given for y = 1. As will be shown later in Section 4, the Z -dependence of the experimental 1/Z ratios has similar irregularities. Moreover, the calculated and experimental liZ ratios can be brought into reasonably good agreement with y ~ 1.3.
The use of optical dipole oscillator-strength distributions is justified only for low-density gases for which there is a weak correlation between the positions of the electrons in the medium. For condensed materials, the mean excitation energy can be obtained from an alternative equation, in terms of the dielectric-response function, t(w), of the medium (Fano, 1956 (Fano, , 1963 :
where wp is the plasma frequency, and 1m denotes the imaginary part of a complex quantity. The corresponding plasma energy6 is 6 The plasma energy specified in terms of Eq. 3.7 is a nominal value calculated with the electron density for all atomic electrons. It is larger than the plasma energy used to describe collective excitations (plasmons) which is calculated with the density of participating electrons.
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where ne is the total number of electrons per unit volume, and e is the charge of the electron. In the rightmost part of the equation, p is the density in g cm-3 and A is the atomic weight.
The dielectric-response function is complex-valued; for nonmagnetic materials, its real and imaginary parts, (l(W) and q(w), respectively, can be expressed in terms of the real and imaginary parts, n(w) and K(W), of the refractive index:
It is therefore possible to obtain (w) from optical data, and, just as in the case of oscillator-strength distributions, there are sum rules which serve as consistency checks for experimental data.
The dielectric-response function for aluminum has been evaluated by Shiles et al. (1980) by a dispersion analysis involving the use of the reflectance, ellipsometric, and transmission optical data from many ex-perimeJ.ts, and also the use of electron energy-loss data.
These .mthors obtained an I -value of (165.7 ± 1.0) eV for aluminum. Mean excitation energies for various compounds, obtained in a similar manner (but usually with less abundant optical data) will be discussed in Section 5.
Use of Stopping-Power and Range Data
There is an abundant experimental literature on stopping powers and ranges for protons and alpha particles (see, e.g., Andersen and Ziegler, 1977; Ziegler, 1977; Andersen, 1977) . The extraction of mean excitation energies from such data would be a routine matter if it were not for the fact that the stopping-power theory contains correction terms which are not always known with the accuracy desirable. From measured stoppingpower data, (Seoll P )expt. the mean excitation energy can be determined by inverting Eq. 2.9: ( 2mC 2 ,82'
is the total correction, combining the shell correction, density-effect correction, Barkas correction, and Bloch correction. Let ~Seol denote the uncertainty of the measured value of Seol, and let ~x denote the uncertainty of the correction term x. On the assumption that ~x and ~Seol are uncorrelated and can be combined quadratically, the combined uncertainty of the estimated I -value is
where Lexp is the experimental stopping number (last term in Eq. 3.9), and Mexp is the corresponding uncertainty. When range data are used to determine I -values, the error analysis is more complicated, and must take into account the uncertainty of the experimental range value as well as the uncertainties of the correction term x at all energies up to the initial projectile energy.
In the evaluation of the correction x, an updated version of a procedure of Bichsel (1961, 1963, 1972) has been used. Included in the procedure are the evaluation of the Barkas correction according to Ashley et at. (1972, 1973) , the Bloch correction according to Eq. 2.14, and the shell correction by the method outlined below.
Bichsel's Shell Corrections
The total shell correction, C, is the sum of the contributions C K , C L , ... from the different atomic shells.
Theoretical values calculated with hydrogenic wave functions are available for C K (Walske, 1952; Khandelwal, 1968 ), for C L (Walske, 1956; Bichsel, 1967; Khandelwal, 1968) , and for CM (Khandelwal and Merzbacher, 1966) . The error due to the use of hydrogenic wave functions is expected to be relatively minor for the K shell, more serious for the L shell (particularly for atomic numbers Z ;:S 30), and probably even greater for the M shell.
Extension of the calculations to higher shells, with use of improved wave functions, is possible but would be very laborious. Bichsel, instead, adopts a semi-empirical scaling procedure with parameters that are determined by experimental stopping-power data. He assumes that the dependence of C M on the particle velocity is similar to that of C L , except for scale factors, and also extends this assumption to the higher shells. The Walske result for the eight electrons in the L shell, Cd8 L ,lJd, depends on the ionization potential for the L shell through the parameter 8 L, and on the particle energy through the quantity 7JL = (,8laZ*)2, (3.12) where Z* = Z -4.15 is the effective nuclear charge for the L shell. The M-shell correction is calculated from the scaling relation , and the Hn's by trial and error for a small number of key elements, so as to obtain the best possible agreement between calculated and measured stopping powers and ranges for protons and alpha particles, taking into account all available data. The parameters thus chosen for graphite, AI, Cu, Ag, and Au are given in Table 3 .2. They are, of course, not unique, but provide a good fit to the data. Table 3.3 gives illustrative values, for the same elements, of the shell corrections, Barkas corrections, Bloch corrections, and the stopping number per electron. The relative contributions of the various corrections to the proton stopping number for gold are indicated in Fig. 3 .3, where 7 For Z < 10, Eq. 3.13 is also applied to the incompletely filled L shell, with V L equal to l/S times the number of electrons in the L shell, and with HL = 1. For low atomic numbers, the effective charge for the L shell has, in this work, been set equal to Zd, with values of d taken from Clementi and Raimondi (1963) it can be seen that at energies above 500 MeV, the density-effect correction is more important than the shell correction. The second stage of the procedure consists of interpolating the parameters H M , H N , and H o -p us. Z, to obtain values for all elements. The interpolation scheme is given in Table 3 .4, which also lists recommended bvalues for all elements. The shell corrections thus obtained exhibit small irregularities as functions of Z, especially at low proton energies. Before being used in the present work, they were smoothed graphically. The smoothed shell corrections plotted vs. Z are shown in Fig. 3.4 for various proton energies from 2 Me V to 100 Me V. The shell corrections as functions of the proton energy are given in Fig. 3 .5 for various elements. Figure 3 .3. Relative magnitudes of the four correction terms to the proton stopping number as given by Eqs. 2.9 to 2.11. The shell correction C/Z, the Barkas correction zL 1 , the Bloch correction z2L 2, and the density-effect correction 0/2 are given as fractions of the stopping number L. The results shown pertain to protons (z = 1) in gold.
Comparison of Bichsel's and Bonderup's Shell Corrections
Theoretical shell corrections have been derived by Bonderup (1967) on the basis of the statistical gas model of Lindhard and Scharff (1953) and Lindhard and Winther (1964) . Bonderup first calculated the stopping power and then cast his results into the form of the Bethe stopping-power formula, thereby extracting the shell corrections. Bonderup's results, plotted us. atomic number Z, are compared in Fig. 3.4 with Bichsel's semi-empirical shell corrections. It can be seen that the two are quite similar for Z < 50, and that for Z > 50
Bonderup's corrections continue to increase with Z whereas Bichsel's corrections reach a peak and then decrease. The cause of this difference is not understood. s
The I-values extracted from stopping-power measurements for high-Z materials may differ by 10% or more depending on the type of shell corrections used. In order to resolve this ambiguity, we shall now compare I -values extracted (a) from range measurements of Barkas and von Friesen (1961) at 750 MeV, for which shell corrections are unimportant; and (b) from the stopping-power measurements at lower energies of 8 A similar turning over of the curves of shell correction vs. atomic number is also exhibited by the empirical shell corrections given by Andersen and Ziegler (1977) which lie between the Bonderup and Bichsel shell corrections. Andersen and Nielsen (1981) , interpreting their proton stopping-power measurements in gold at 2-7 MeV, also found that the Bonderup shell corrections are larger than their empirical shell corrections, and suggest that the discrepancy may be due to the nonrelativistic treatment of inner-shell electrons inherent in Bonderup's calculations. 
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H o-p = 0 for Z '" 60 150 for Z > 60 VI, = 0 for Z '" 2 (Z -2)/8 for 2 < Z '" 10 1 for Z > 10 VM = 0 for 2", 10 (Z -10)/8 for 10 < Z '" 28 18/8 for Z > 28 V N = 0 for 2", 32 Burkig and MacKenzie (1957), Sorensen and Andersen (1973), and Ishiwari .et al. (1979) . Barkas and von Friesen measured the ranges (mean pathlengths) of protons in aluminum, copper, lead, and uranium. The targets used were long, thin rods, so that protons scattered through large angles (either due to the cumulative effect of multiple Coulomb scattering or as the result of occasional large-angle nuclear scattering) tended to escape through the sides of the rods and were not included in the measured pathlength distribution. The residual differences between the actual measured depths of penetration and the true mean pathlengths were calculated by Barkas and von Friesen by the Monte Carlo method.
The incident proton energy of 750 MeV had an uncertainty of a few MeV. In the present re-analysis of the Barkas-von Friesen results, the energy is estimated either from the measured pathlength in aluminum, assuming that hI = 166 ± 2 eV, or from the measured pathlength in copper, assuming that I Cu = 322 ± 10 e V. For example, with the Bichsel shell corrections, the aluminum-based value of the energy of the incident protons was found to be 749.0 ± 1.1 MeV, and the copper-based value 747.6 ± 2.2 MeV. With the initial energy determined from the mean pathlength in the reference material, the I -values for the other materials were then estimated from the measured mean pathlengths, using the theoretical range-energy relation. This analysis was done three times: with the Bichsel shell corrections, with the Bonderup shell corrections, and with the Bichsel shell corrections but omitting the density-effect correction. The I-values derived thereby hF = 1 for Z '" 40 The uncertainties of the mean pathlengths measured by Barkas and von Friesen (1961) are stated by them to be quite small (0.06% for copper). For the sake of consistency, one should, perhaps, also take into account other small effects that could modify the deduced 1values, such as the following: (aj The mean pathlength is slightly larger than the csda range. The difference is estimated to be approximately 0.01%. (b) There may be a small channeling effect in target materials that are not completely amorphous but contain microcrystalline regions. (c) A geometric effect may come into play that has been discovered by Ishiwari ct al. (1982) . These authors found that the mean energy loss of 7 -Me V protons in various target materials increases with increasing angle of emergence of the protons from the target foils. This increase is due mainly to a correlation between energy-losses and elastic angular deflections. Inasmuch as Barkas and von Friesen used a target geometry which minimized multiple scattering, it could be that the mean path lengths measured by them are slightly larger than those which would be ohtained without restrictions on multiple scattering. It is not clear whether such an increase would be at all significant at 750 MeV. The present review leads to the estimate that the inclusion of effects (a), (b), and (c) in the analysis of the Barkas and von Friesen data would change the deduced I -values for Pb and U by less than 10-15 eV. a Barkas and von Friesen state that the uncertainty of the measured range in Cu was 0.2 g cm-2 . We have assumed that the percent uncertainties of the ranges in the other materials were the same as that for copper. b The quantity M is the overall uncertainty of the estimated I -value, obtained by adding linearly the contributions resulting from the following uncertainties: that of the I -value of the reference material (AI or Cu); that of the range of the reference material; and that of the range in the material of interest. C Barkas and von Friesen gave the range in Al as 273.29 g/cm 2 • They actually measured the range in aluminum alloy (93.62% AI, 4.57% Cu, 0.44% Mn, and 1.37% Mg, by weight), and converted the range in alloy to a range in Al with the use of stopping-power ratios from the experiment of Bakker and Segre (1951) . This amounted to assuming an AI/alloy range ratio of 0.99413. Using up-to-date values of the mean excitation energies, we have re-determined this range ratio to be 0.99404, and have, therefore, lowered the range in Al from 273.29 to 273.27 g/cm 2 • 
