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Abstract
Let N be a positive integer. Dudek asked for an asymptotic formula
for the sum of τ(gcd(a, b)) for all a and b with ab ≤ N . We give an
asymptotic result. The approach is partly geometric and differs from
the approach used in many recent gcd-sum results.
1 Introduction
Let N be a positive integer throughout. Dudek [2] suggested it would be
interesting to see an asymptotic formula for
S(N) :=
∑
ab≤N
τ (gcd(a, b)) .
An asymptotic formula does indeed exist as we show in our theorem as
follows:
Theorem 1.1. Let N be a positive integer. Then
S(x) = ζ(2)N logN + ((2γ − 1)ζ(2) − 2θ)N +O
(
N1131/1648+o(1)
)
,
where
θ =
∑
d≤∞
log d
d2
≈ 0.9375.
There is considerable interest in gcd-sum functions (see[6, 3] for surveys).
We note that results for a related summation,
∑
a≤N
(
N∑
b=1
τ(gcd(b,N))
)
,
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can be inferred from [5]. Our theorem is proven using different techniques;
in particular geometric techniques.
2 Notation and preparatory lemmas
We use the cartesian plane with the normal x and y axes. Through out the
term ‘on and under the curve’ will be above but not including the x-axis
and to the right but not including the y-axis.
For any integer s ≥ 1, we denote by τ(s) the number of divisors of s. As
usual the Riemann zeta function is given by
ζ(s) =
∞∑
j=1
1
js
,
for all complex numbers s whose real part is greater than 1. We recall that
the notation f(x) = O(g(x)) or f(x) ≪ g(x) is equivalent to the assertion
that there exists a constant c > 0 such that |f(x)| ≤ c|g(x)| for all x. The
notation f(x) ∼ g(x) is equivalent to the assertion that
lim
x→∞
f(x)
g(x)
= 1.
Finally we use |A| to denote the cardinality of a set A.
We will require the following lemmas:
Lemma 2.1. We have
τ(gcd(a, b)) =
∑
d≤N
∑
d|a
d|b
1. (2.1)
Proof. Let τ(gcd(a, b)) = k for some positive integer k. So
τ(gcd(a, b)) = |{di, . . . , dk : di| gcd(a, b)}|.
If di| gcd(a, b) then, by the properties of the greatest common divisor, d|a
and d|b. Therefore {di, i = 1, . . . , k : di| gcd(a, b)} ⊆ {d : d|a, d|b} and so
τ(gcd(a, b)) ≤
∑
d≤N
∑
d|a
d|b
1. (2.2)
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Conversely, suppose that di ∈ {d : d|a, d|b}. Then d|a and d|b. So d divides
gcd(a, b) from the definition of the greatest common divisor. So
{di, . . . dk : di| gcd(a, b)} ⊇ {d : d|a, d|b}.
Therefore
τ(gcd(a, b)) ≥
∑
d≤N
∑
d|a
d|b
1.
which combined with (2.2) yields
τ(gcd(a, b)) =
∑
d≤N
∑
d|a
d|b
1,
which proves the lemma.
We will also use, see [4, Theorem 2]
Lemma 2.2. For all N ≥ 1 we have∑
x≤N
τ(x) = N logN + (2γ − 1)N +O
(
N517/1648+o(1)
)
. (2.3)
The final lemma formalizes the key insight; every point (x, y) on and
under the curve xy ≤ N contributes exactly 1 to the right hand side of
(2.1).
Lemma 2.3. Fix both N and d ≤ N positive numbers. Then∑
ab≤N
∑
d|a
d|b
1 =
∑
c≤N/d2
τ(c).
Proof. Let
J = {(a, b) : ab ≤ N, d|a, d|b}
and
K = {r : r|c for some c ≤ N2/d}.
It will suffice to show that |J | = |K|. Suppose (a, b) ∈ J . So a = rd and
b = sd where r and s and both positive integers. Since ab ≤ N we have
1 ≤ rsd2 ≤ N and so 1 ≤ rs ≤ N/d2 (noting that rs is an integer and so
1/d2 ≤ rs implies 1 ≤ rs). So the point (r, s) is an integer point on and under
the curve xy = N/d2. Thus r is a divider of some c with 1 ≤ c ≤ N2/d. So
r ∈ K from which it follows that |J | ≤ |K|. The argument can be reversed,
thus proving the lemma.
3
3 Proof of the theorem
Using Lemma 2.1 we have
S(N) =
∑
ab≤N
∑
d≤N
∑
d|a
d|b
1
=
∑
d≤N
∑
ab≤N
∑
d|a
d|b
1. (3.1)
From Lemma 2.3 we have for a fixed d that∑
ab≤N
∑
d|a
d|b
1 =
∑
c≤N/d2
τ(c).
Substituting into (3.1) and then using (2.3) we obtain
S(N) =
∑
d≤N
∑
c≤N/d2
τ(c)
=
∑
d≤N
(
N
d2
log
(
N
d2
)
+
(2γ − 1)N
d2
+O
((
N
d2
)517/1648+o(1)))
= (N logN + (2γ − 1)N)
∑
d≤N
1
d2
− 2N
∑
d≤N
log d
d2
+
∑
d≤N
O
((
N
d2
)517/1648+o(1))
.
(3.2)
Next, see for example [1, Theorem 3.2(b)], we have∑
d≤N
1
d2
= ζ(2)−
1
N
+O
(
1
N2
)
.
So
(N logN + (2γ − 1)N)
∑
d≤N
1
d2
= (N logN + (2γ − 1)N)
(
ζ(2)−
1
N
+O
(
1
N2
))
= ζ(2)N logN + (2γ − 1)ζ(2)N +O (logN) .
(3.3)
Next,
−2N
∑
d≤N
log d
d2
= −2N

∑
d≤∞
log d
d2
+O
(∑
d>N
log d
d2
) .
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We will let
θ =
∑
d≤∞
log d
d2
≈ 0.9375 throughout.
Also, for any ǫ > 0 we have, using [1, Theorem 3.2(c)],
O
(∑
d>N
log d
d2
)
= O
(∑
d>N
1
d2−ǫ
)
= O
(
N−1+ǫ
)
So
−2N
∑
d≤N
log d
d2
= −2N
(
θ +O
(
N1−ǫ
))
= −2Nθ +O
(
N−ǫ
)
.
Finally, using [1, Theorem 3.2(b)], we have
∑
d≤N
O
((
N
d2
)517/1648+o(1))
= N517/1648+o(1)O

∑
d≤N
1
d1034/1648+o(1)


= N517/1648+o(1)O
(
N614/1648+o(1)
)
= O
(
N1131/1648+o(1)
)
. (3.4)
Substituting (3.3) and (3.4) into (3.2) completes the proof.
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