The in situ filtering rates of individual crustacean zooplankton were determined with radioactively labeled yeast cells. In six cladoceran species (Bosmina longirostris, Ceriodaphnia lacustris, Chydorus sphaericus, Daphnia galeata, Daphnia pulex, and Eubosmina coregoni), 93% of the variation in filtering rate could be explained as a power function of body length, completely disregarding species identity, temperature, and time of day. Community filtering rates for individual depths and for the entire water column were calculated from the regression model using body length and abundance estimates derived from various collection devices. Sampling variability contributed a greater proportion of the error in community grazing rate than did error in estimates of individual filtering rates. The model produced accurate predictions for the original study lake and for a nearby lake and also accurately simulated community grazing observations from the literature. The 95% confidence interval around the mean water column clearing rate was about lO-15% d-l for clearing rates between 10 and 200% d-l. It is proposed that the model be utilized to study and evaluate the trophic interactions between the zooplankton, phytoplankton, and bacterioplankton communities.
Zooplankton filter feeding is a principal avenue of energy flow in the pelagic ecosystem and constitutes a loss imposed on the phytoplankton and bacteria. Knowledge of zooplankton filtering rates is thus of central importance to understanding the population dynamics of the zooplankton, phytoplankton, and bacterial communities. Comprehensive studies of grazing rates in natural ecosystems have been few, however, in part because they are labor-intensive and often require specialized apparatus plus familiarity with and access to radioisotope facilities. Development of a model for esti-mating zooplankton grazing rates from more readily obtainable data should facilitate our attempts to understand energy flow and plankton dynamics in aquatic ecosystems.
The use of radioisotope-labeled food particles makes it possible to determine the filtering rate of individual zooplankters under near-natural conditions (Haney 197 1) . Rate measurements of individual animals are very useful because they offer the potential to extrapolate from single point data to estimate filtering rates at other times and in other lakes where, as is commonly the case, only species abundance data are available.
Many factors can influence filtering rates under laboratory conditions. Principal among these are species identity, animal size, food particle size, food concentration, and temperature (see Rigler 197 1; Geller 1975) . There has been a pronounced trend toward ever more elegant studies of increasingly minute details of the grazing process (i.e. Burns and Rigler 1967; Lampert 1977a,b; Porter et al. 1982; Price et al. 1983 ) but these studies have not measurably increased our ability to predict in situ filtering rates of natural communities because they have not been corroborated in the field.
The demonstration that many factors can affect filtering rates under controlled laboratory conditions seems to have led to the discouraging surmise that natural systems are unlikely to be understood unless all the effects of these variables are quantified, a task so complex that it is never attempted. It seems also to have been implicitly assumed that species identity is the fundamental determinant of filtering capability, deterring attempts to synthesize general models that permit extrapolation to other systems and leading to an unfortunate emphasis on the differences rather than the similarities between filtering rates of different species. For example, one attempt to produce a generalized grazing regression involving four species of Daphnia at three temperatures was abandoned after visual inspection because the points for the different species were "too widely scattered" (Burns 1969) . Such evaluations would be more useful if based on quantitative empirical prediction objectives.
In the spirit of establishing a more efficient balance between the laboratory and field approaches we present here a simple model for the prediction of cladoceran community grazing rates in freshwater systems. We replace the assumption that species identity is a primary determinant of filtering capacity with the null hypothesis that all planktonic Cladocera should possess similar filtering capabilities in order to coexist in a relatively homogeneous environment. Body size then becomes the fundamental variable that we use to distinguish individuals, and environmental variables are assumed to modify size-specific rather than species-specific filtering capabilities. The advantage of this approach, whether or not it is "right," is that it facilitates comparisons between systems and encourages the construction of simple models that can be quantitatively evaluated. We further adopt the simplifying approach that all variables can be ignored in a model until proven otherwise by its failure to produce acceptably accurate predictions. We then demonstrate the ability of a simple model based on body length and abundance to estimate community grazing rates in cladoceran-dominated lakes. We observe that variation in estimates of animal abundance resulting from patchy distributions contribute more variance to estimated water column clearing rates than does the neglect of species identity, temperature, food concentration, and time of day. We further demonstrate that the model can accurately predict the observations of previously published community grazing studies.
We hope that the model and conceptual approach presented here will facilitate the construction of realistic, generalized trophodynamic models that will broaden our understanding of aquatic ecosystem functioning and, furthermore, that additional testing of our model will delineate areas where laboratory investigations can be most profitably directed.
This study was conducted at the Lake St. George Field Station (CCIW) with the cooperation of D. R. S. Lean and was supported by the Natural Sciences and Engineering Council of Canada in the form of an operating grant to R.K. and a postgraduate scholarship to L.B.H.
Methods
General procedure -The principal technique used in freshwater for in situ determination of individual zooplankter filtering rates involves the uptake of radioactively labeled food particles in transparent grazing chambers (Haney 197 1) . Our chamber was 14 cm tall, held about 1.8 5 liters, and was closed at depth with a messenger that simultaneously released radioactively labeled yeast cells (6-pm mean diam) which were left from 5 to 10 min-an interval short enough to preclude egestion of labeled food (Haney 1971 , Geller 1975 .
The yeast was labeled with 32P, the isotope added to log-phase cultures transferred to phosphorus-deficient medium (Haney 197 1) . After 2 d of exposure to about 1 mCi of isotope, unincorporated label was re-moved by repeated centrifugation and rinsing in filtered (0.2-pm Nuclepore) lake water until the supernatant activity approached background level. The labeled cells had an average activity of 0.87 cpm per cell and were added to the grazing chamber at final concentrations of from 1,540 to 2,100 cells ml-r. The addition of yeast did not substantially alter the natural particle size distribution; image analysis (Holtby 198 1) revealed that at least 27,800 particles were naturally present in the 5-lo-pm size range at all times.
Field procedures -The individual grazing rate determinations were made in Lake St. George (43"57'N, 79"26'W), Ontario, a small (9.3 ha), productive hardwater lake with mean and maximum depths of 5.9 and 16 m. Grazing rates were measured at a central station in the lake and in four of five experimental enclosures (limnocorrals: Lean et al. 1975 ) embedded in the sediment at 12-14-m depth and designated DC (deep corral) 1 through 5. The composition of the zooplankton communities of these systems and their population dynamics have been extensively reported on elsewhere (Holtby 198 l) , however it can be generally noted that the lake community was dominated by small-to medium-sized cladocerans, while several of the enclosures developed very high populations of larger than average individuals.
Experiments were conducted between 10 August and 8 October at locations (enclosures and lake) and depths selected to provide a range of species composition and temperatures. Secchi disk values from 1.1 to 7.5 m covered much of the range encountered in oligotrophic through moderately eutrophic lakes. Experiments done between 1200 and 1600 hours (EDT) were called daytime for modeling purposes while those done in darkness between 2100 and 2400 hours were designated nighttime. A grazing experiment was ended by quickly hauling the grazing chamber to the surface, emptying it into a bucket, and then pouring the contents through a 1 00-pm-mesh nylon screen to remove the animals. Five milliliters of the filtrate were added to 10 ml of fluor (Aquasol; New England Nuclear) for determination of grazing chamber food activity. The screened animals were rinsed with filtered lakewater from a squeeze bottle; the screen was dipped for a few seconds in near-boiling water to kill the animals, blotted dry on a paper towel, and then allowed to air-dry. The crustacean zooplankters were sorted and their lengths recorded in a near-dry state in the laboratory under a dissecting microscope. Cladoceran carapace lengths were measured from the anterior margin of the head to the base of the tail spine (if present); no helmeted forms were encountered. Calanoid copepod lengths were measured from the anterior margin of the head to the distal end of the urosome, excluding the caudal rami. Sorted animals were placed in scintillation vials with 10 ml of fluor for radioisotopic analysis. This dry storage and sorting procedure eliminates losses of label that can occur with chemical preservation and storage in liquid (Holtby and Knoechel 198 1) . Daphnids were assayed singly while groups of from 2-5 similar-sized (within 0.0 1 mm) individuals of smaller species were counted together to increase scintillation count precision. This procedure generally produced counts 80 cpm or more above background. Animal and grazing chamber (food) activities were determined consecutively to eliminate the need to correct for the rapid decay of 32P. Counting efficiency of animals and food were equal (external standard channels ratio technique); therefore percent incorporation was calculated directly.
Model construction -Daily filtering rates (FR) for individual animals were calculated from animal and grazing chamber isotope activity and from the length of exposure to the food in the chamber:
The relationship between individual filtering rate and body length was a power function, the parameters of which were determined by linear regression of log-transformed data and by correlation analysis. The roles of species identity, temperature, and time of day (day vs. night) were evaluated both by simple inspection and by stepwise multiple linear regression analysis in which temperature was added directly while species identity and day/night effects were added as binary dummy variables (Kim and Kohout 1975) . Day and night were coded as levels 0 and 1 of the dummy variable in the expectation that nighttime grazing rates might be higher (Haney and Hall 1975) .
Our regression model for predicting community filtering rates relates log filtering rate to log body length. Back-transforming the mean of the logarithms of the data produces the geometric mean of the original distribution (Sokal and Rohlf 1969) , which is equivalent to the median, and is always less than the mean, of the original, skewed arithmetic distribution (Baskerville 1972) . One reviewer of our manuscript insisted that predictions from log : log regressions should be routinely corrected for this "bias" by calculating a correction factor based on the standard error of the estimate from the log : log regression (Sprugel 19 8 3; McCauley 1984) . We have not done this for three reasons. First, the mean of a skewed distribution is markedly affected by outlying observations and by changes in the shape of the frequency distribution; the median is not and hence is often a more meaningful and representative statistic (Sokal and Rohlf 1969) . Second, the recommended procedure (i.e. Sprugel 1983) applies a constant correction factor to all predictions, but in our data the degree of skewness in filtering rate varies markedly throughout the size range but not in any consistent manner (see resuZts and cf. Fig. 1 of this study with figure 1 of Knoechel and Holtby 1986) . Sprugel ( 1983) indeed noted that the standard error of the estimate, from which the correction factor is calculated, is itself based on a highly skewed distribution (in arithmetic units) which is not suited for typical parametric statistical tests. Finally, application of the correction factor to predictions computed from our raw data produced a mean filtering rate estimate that was 23% greater than the observed value (see results).
In our judgement, correcting for the bias in the geometric mean simply reintroduces the bias present in the arithmetic distribution that the logarithmic transformation was intended to eliminate in the first place. We cannot recommend correcting for this bias until the causes and underlying distribution of the skewness in filtering rates are better known. The median is simply a better measure of central tendency for skewed distributions than is the arithmetic mean.
Model validation-We tested the ability of this filtering rate : body length relationship to predict community filtering rates by comparing model predictions to vertical grazing profiles from one of the enclosures (DCl), from Lake St. George, from nearby Haines Lake (43"57'N, 79"24'W), and also from published data for Heart Lake, Ontario (Haney 1970 (Haney , 1973 . Haines Lake is a smaller, deeper lake of lower productivity than Lake St. George (mean summer Secchi depth about 6.1 m, as compared to 3.6 m for St. George). Heart Lake is a small eutrophic lake noted for nuisance blooms of blue-green algae (K. Nicholls pers. comm.)
Animals screened from grazing chamber runs, usually at l-m depth intervals, were preserved in about 20 ml of 4% neutralized formaldehyde-4% sucrose solution. After shaking, two 5-ml portions were removed with an automatic pipette with an enlarged tip bore of about 0.6 cm. The total activity of the animals plus preservative, which contained isotope lost on preservation (Holtby and Knoechel 198 l) , was assayed after adding 10 ml of fluor.
Community grazing rates were calculated as for individual animals (Eq. 1) with correction for the original volume of lake water represented by the two samples (usually a total of 0.8 liter). These values are referred to as GC (grazing chamber) measured. The volume of the remaining sample was determined and the zooplankton identified and counted. Individual lengths of cladocerans and copepods were recorded; rotifers were simply counted by genus or species. The regression model was applied to the data for cladoceran body length and abundance to calculate predicted median filtering rates for individuals; these were then corrected for original lake water volume to arrive at model-estimated community grazing rates, referred to as GC estimated. Table 1 for details). Overlapping data points were offset slightly to increase clarity. Species symbols are: W-Bosmina longirostris; O-Ceriodaphnia lacustris; -k-Chydorus sphaericus; O-Daphnia galeata; ADaphnia pulex; x -Diaptomus oregonensis; A-Eubosmina coregoni.
The grazing chamber sampled only a small part of the water column and thus might inadequately characterize highly stratified populations. When available, we used data on body length and abundance from 30-liter Schindler-Patalas plankton trap samples (Schindler 1969) and from vertical net hauls with a 30-cm diam, 80-pm-mesh net in the regression model to calculate additional estimates of community grazing rate. These we call SP (Schindler-Patalas) estimated and NH (net haul) estimated. The net haul abundance data were corrected for a 49.6% capture efficiency as determined in separate comparisons against contiguous plankton trap samples. The grazing chamber, when used at 1 -m intervals, sampled 14% of the water column in 1.85-liter units; the plankton trap sampled 50% of the water column in 30-liter units and the net sampled the entire water column at a rate of 35 liters per meter of haul. We used a minimum subsample size of 5% to count and size plankton trap and net haul samples. When daphnids > 1.5 mm were rare, we increased the subsampling effort to try to minimize any variability resulting from errors in estimating the abundance of rare animals with high individual grazing rates.
Results
Grazing model formulation -Our data consist of discrete grazing rate : body length determinations of 143 individual animals, plus an additional 85 measurements on groups of from 2 to 5 similar-sized animals (within 0.01 mm), for a total of 228 observations involving 472 animals ( Table 1, Fig.  1 ). The species included are the Calanoid copepod Diaptomus oregonensis and six Cladocera: Bosmina longirostris, Chydorus sphaericus, Ceriodaphnia lacustris, Daphnia galeata mendotae, Daphnia pulex, and Eubosmina coregoni. Animals ranged in size from 0.23 to 2.95 mm. The experiments were done during both the day and night at in situ temperatures (between 17" and 24°C at depths of 1.5-5 m except for D. pulex which was monitored between 12" and 17°C at depths of 4-5.5 m).
There was a highly significant log : log cor- Table 1 . Detailed site/time information for grazing rate estimates incorporated into regression model (see relation between filtering rate and body length for all data combined (r2 = 0.85, P < 0.001). The explained variance was further improved by eliminating the outlying calanoid copepod data (n = 213, r2 = 0.93); copepods filter-feed by a mechanism quite different from that of cladocerans (cf. Porter et al. 1982 vs. Price et al. 1983 ). Data covering a broader size range are needed to determine whether Calanoid filtering rates are consistently different enough to warrant a separate regression model. In a review of laboratory studies, Peters and Downing (1984) noted that weight, and hence length, is highly correlated with filtering rate in copepods. Presented as a power function, the regression equation for cladocerans alone was F = 11 .695L2,48Q (2) where F is the filtering rate in ml per animal per day and L is the animal body length in mm. Our use of log : log regressions has been criticized on the basis that the explained variance of log-transformed data can be considerably higher than that for the raw data. Theoretically, the discrepancy should approach zero as r approaches 1.0. Linear correlations of our raw filtering rate data with power function predictions calculated from Eq. 2 resulted in an explained variance of 0.79.
Equation 2 predicts a mean cladoceran filtering rate for our animals (n = 213) of 29.78 ml which is 7% higher than the actual mean of 27.78 ml d-l. The mean calculated with correction for skewness is 34.04 ml d-l which is 23% too high. We recommend against correction for skewness until its biological basis in the data is better known. The skewness we observe is not solely a property of an allometric growth relationship but also reflects the variable conditions of measurement. The skewness also is visibly not uniform throughout the range of body lengths in our data (Fig. 1) . The correction factor calculated from the standard error of the estimate (Sprugel 1983) for the entire data set was 1.143, those calculated for animals less than or greater than 0.6 mm were 1.227 and 1.058. Thus the filtering rate of larger animals was skewed much less than that of small. A reverse trend was observed for animals feeding on larger particles (Knoechel and Holtby 1986) .
The high level of variance accounted for by body length alone left little room for improvement by the inclusion of additional variables. Investigation of temperature, day/ night, and species effects in a stepwise regression revealed statistically significant but quantitatively minor improvements in explained variance (Table 2 ). In the full model, dummy variables for each of the four smallest species entered as statistically significant but increased the explained variance only 3.8% above that for log length alone. Both temperature and day/night enter as statistically significant variables when species dummy variables were deleted from the model but together increased the. explained variance by only 0.8%. The regression coefficient for the day/night factor was unexpectedly negative, indicating higher daytime filtering rates.
Grazing experiments done at various places and times inevitably reflect changes in the parameters of more than one environmental variable; the effect of any particular variable might thus be masked or confounded by that of another in any given instance. An environmental parameter such as temperature might also covary with body length, which, by entering the regression first, would subsume part of the influence of the other factors. Some of these interactions can be explored statistically by calculating the part correlation squared (Table 2) , which represents the increment in explained variance due to the addition of a variable to a model already containing the other variables. The reduction in variance explained by log length from 0.93 to 0.69 represents the effect of allowing temperature and day/ night to enter the regression model first. What the analysis does clearly indicate is that neither time of day nor temperature had both a consistent enough and a large enough effect, independent of body length, over the range of organisms and experimental conditions studied to produce a marked decrease in residual variance. This was confirmed by visual inspection of scatter plots in which the data points were variously labeled according to species, temperature, and time of day. For example, the three vertical stacks of Ceriodaphnia grazing rates (hollow squares in Fig. 1 ) were obtained during the day and night in enclosure DC3 on 12 August at 22"-24°C. These data were noticeably above the general trend in the data set, which was more closely adhered to by the remaining data for that species obtained at night in the open lake on 29 September at 17°C. This difference might be interpreted as a reasonably strong positive temperature effect; however, the Bosmina data (solid squares in Fig. 1 ) were obtained from precisely the same grazing chamber runs and did not show such notable differences (although there was still a positive effect). In contrast, the lowest filtering rates for the largest D. pulex (hollow triangles in Fig. 1 ) were consistently obtained at 17°C in enclosure DC2 during the night, while the higher values were measured at 12°C in DC1 during the day. Including a positive temperature coefficient in the model thus improves the regression prediction for some species or individuals but only at the expense of worsening it for others. We decided to restrict the model to a single independent variable, body length, which explained 93.0% of the variance, rather than to use three-or five-parameter models that explained slightly more variance. The five-parameter model with species effects could be applied only to similar species assemblages. It would also be much more difficult to make predictions from the three-parameter environmental model (i.e. when does night begin?), which would also be less general in its application. It could not, for example, be applied to animals from vertical net hauls because the temperature at which each animal was collected would not be known.
Grazing model validation-We proceed next to test the ability of the model (Eq. 2) to predict community filtering rates at specific depths and for the integrated water column. We first examine the same general sites and times that provided the data used in constructing the model, then expand our considerations to earlier in the year in the same lake, and finally to other lake systems altogether. We note at the outset that deviations between predicted and observed community filtering rates can arise either from failure of the model to accurately predict the filtering rate of individual animals or from subsampling errors leading to inaccurate estimates of the abundance and size frequency of animals in the grazing chamber.
We first examine vertical profiles of community filtering rates during both day and night in enclosure DC1 on 10 August and 29 September (Figs. 2 and 3 ). (night). Adult Diaptomus were also relatively abundant in the enclosure and were assigned their mean individual grazing rate of 2 ml ind-' d-l because they had been previously excluded from the model. They contributed < 2% of the community grazing rate estimate. Rotifers were not taken into consideration in the model predictions; combining their population sizes with literature filtering rates suggested that their contribution would be negligible at all but perhaps the very lowest community filtering rates.
Model estimates (Eq. 2) of community grazing based on the size and abundance of animals in half of the grazing chamber on 10 August (see methods) were equal to or greater than the measured rates during the daytime and tended to be lower than those measured at night (Fig. 2) . This is suggestive of a diurnal effect but no such effect was evident in the model data set. Estimates of integrated water column filtering rates were thus high during the day and too low at night with the result that the average of the day and night estimates was quite close to that measured (154.8 vs. 159.2% d-l). Profiles of estimated filtering rates for 29 September (Fig. 3) were extremely close to the measured rates during the daytime and generally low at night; the difference between replicates at specific depths (horizontal bars in Fig. 3 ) was as great as that between estimated and measured values. The average of the two estimated water column filtering rates was 56.8%, very close again to the measured value of 6 1.6%. The large difference between day and night estimates on both dates resulted largely from changes in the numbers and sizes of individuals caught. The animals were very patchily distributed in the quiescent waters of the enclosure; they often concentrated near the enclosure walls by day and thus were probably undersampled during the daytime grazing chamber runs, which were always conducted in the center of the enclosure.
On 29 September Lake St. FILTERING RATE (% d-') Fig. 3 . As Fig. 2 , but of depth profiles of grazing in DC1 in September. Horizontal bars at specific depths denote range of two replicate observations. -Diaphanosoma brachyurum also present but rare. These larger animals contributed about a third of the estimated community filtering rate. The model data set included data for each of the four small species obtained from the lake on 24 September but not for any of the larger species. Model-estimated community grazing rates were higher than the nighttime measured values at five of six depths (Fig. 4) , unlike the enclosure profiles where the night estimates tended to be low. The estimate of integrated water column filtering rate of 14.4% was close to the measured value of 11%. Application of the model to size/abundance data from net hauls on 26 September and 4 October produced similar estimates, 14.5 and 16.4%.
We made a more extensive time series of vertical profiles during mid-July (Fig. 5) , when the lake was strongly dominated by D. galeata, with D. retrocurva and D. ambigua subdominant and D. pulex and D. brachyurum also present. Bosmina, Eubosmina, and Ceriodaphnia were moderately abundant but contributed relatively little to the estimated community grazing rates due to their small size. No data incorporated into the model were obtained during July and all estimates for large-bodied forms were only from enclosures. Prediction of these rates is thus a more severe test of the model's generality and utility. Model estimates of community filtering rates at specific depths were neither consistently high nor low, with the result that errors in the estimates of water column filtering rate were only from 1 to 19% of the measured value (Fig. 5 ). The average model-estimated water column clearing rate of 104.9% d-l for the four profiles combined was close to the average measured rate of 117. dance data from daytime vertical net hauls taken on 16-l 9 July produced estimates of water column clearing of 112.4 and 103.0% 6 d-l. These estimates based on net haul were in fact closer to the mean measured value 0 than was any one of the individual measured profiles.
We emphasize once again that the differences between model estimates for different 2 times of day reflect differences in the animal size frequency and abundance and do not result from a change in animal performance which is invariant in the model. The fact 4 that the model estimates did not consistently diverge from the measured rates at any particular time of day indicates that the apparent diurnal variation in grazing pres- sure was not due to a diurnal variation in the filtering rate of individuals. The animal/ abundance data instead revealed that the nighttime grazing chamber collections caught more and larger daphnids than did the daytime collections. We cannot discriminate between the possibilities that either the grazing chamber overestimated animal abundance during the night and underestimated it by day or that the daytime net hauls undersampled the daphnids. Our next test of the model was to evaluate its ability to predict community grazing rates in nearby Haines Lake which was dominated by D. pulex and D. galeata. Data for these species had been used in model con- struction but none of the model data came from this lake. The model provided estimates comparable with the actual measured nighttime rates throughout the water column (Fig. 6 ) and produced an integrated daily clearing rate of 90.4% d-l, extremely close to the 87.4% d-l rate calculated from the grazing chamber measurements. Much of this high clearing rate was contributed by a very high concentration of large animals captured at 7 m. A grazing profile generated from size/abundance data from nighttime Schindler-Patalas plankton trap samples did not indicate a peak at 7 m, however, and produced a considerably lower estimate of water column clearing of 56.5% d-l. An even lower estimate of 28.2% d-l was derived from a nighttime net haul (NH) sample. The plankton net and plankton trap should have provided the more reliable measures of animal abundance because they sampled 100% and 50% of the water column as compared to only 14% for the grazing chamber (see methods). A close comparison of the species/ size/abundance data for the three devices revealed that the grazing chamber sampled Table 3 . Crustacean zooplankton composition of Heart Lake as reported by Haney (1973) 2-3 times as many large (> 2 mm) D. pulex as did the other sampling devices and that all of the "excess" animals could be accounted for in the 7-m collection. On this basis it would seem that the grazing chamber's error in estimating animal abundance in the water column was considerably greater than the model's error in estimating animal activity in the grazing chamber. It is thus probable that application of the model to the net haul or plankton trap data provided a more accurate estimate of water column clearing rate than did the actual measurements with the grazing chamber.
Our final test of the model was an evaluation of its ability to accurately predict the extensive water column clearing rates determined by Haney (1970 Haney ( , 1973 for Heart Lake, Ontario. Haney provided extensive MONTH C Fig. 7 . Comparison of model-generated estimates of grazing in Heart Lake (dotted line) with values actually measured by Haney (1970 Haney ( , 1973 ) (solid line) and those he estimated by summing individual rates (broken line). Data presented for May-September period. data on the species composition and abundance of the zooplankton over the course of a full year, but the only size information provided was the range of adult lengths observed. We combined Haney's population data (determined with a digitizer from the figures of Haney 1970) with mean sizes we had observed for the same species in other Ontario lakes (Table 3) to generate model predictions for water column clearing rates throughout the growing season. Our arbitrary designation of mean sizes undoubtedly introduced additional error; nevertheless, we were interested in the model's ability to predict grazing intensity given the level of information typically available in the literature. If the model could provide reasonably accurate estimates then it would probably be of use in evaluating trophic interactions in other published studies and in the reanalysis of unpublished data.
Our model predictions using these data did in fact provide an accurate overview of seasonal grazing pressure in Heart Lake (Fig.  7) . Predictions varied randomly around the measured values for specific dates and produced a seasonal mean (arithmetic) clearing rate of 77.1% d-l that was virtually identical to Haney's average measured rate of 77.2% d-l. Our model estimates were in fact much closer to the measured values than estimates made by Haney using his population data and the individual mean clearing rates he measured for each species on a given date. His predicted seasonal mean of 39.1% d-l was much too low, a result we attribute to the fact that he measured individual grazing rates using Formalin-preserved specimens. We have demonstrated that preservation leads to rapid loss of isotope and consequent underestimation of grazing rate (Holtby and Knoechel 198 l) , and this has been confirmed by others (Persson 1982; Thompson et al. 1982) .
We have demonstrated that the model will provide generally accurate estimates of community clearing rates over a wide range of conditions, but its suitability for any specific field application must also depend on the precision of those estimates relative to that required. The expected level of precision of both individual and mean estimates was examined through regression analysis (Table 4 ). The 95% confidence interval for single estimates of community filtering at specific depths (in terms of percentage of water cleared of particles) was about one order of magnitude wide, indicating low precision for single point estimates (Fig. 8) . The confidence intervals for observations around predicted filtering rates of 10% and 100% d-l were about 4-40% d-l and 35-300% d-l. The 95% C.I. around the mean was much tighter, however, with a range of about 10-l 3% d-l and 90-125% d-l for predictions of 10% and 100% (the model prediction slightly underestimates the observed value in the lower ranges). The comparable confidence intervals for water column clearing rates were +_50% d-l for single estimates and + 1 O-15% d-l for means (Fig. 9) . These levels of precision compare quite favorably with those typically achieved in field studies of biological parameters such as phytoplankton population size (Lund et al. 1958 ).
Discussion
Our study indicates that a model based on a single variable, body length, is sufficient to predict in situ community filtering rates across a wide range of environmental conditions in cladoceran-dominated lakes. The influence of species identity and environmental variables such as temperature and time of day seem to largely cancel out when the entire cladoceran community is considered over the complete water column. We have demonstrated that it is feasible to make accurate predictions of water column clearing rates with a minimal quantity of relatively easy-to-obtain data.
Filtering rate exponent-The model we have developed calculates filtering rate as
where F is individual animal filtering rate in ml d-l and L is body length in mm. The exponent is equivalent to the slope of the log : log regression (see Fig. I ). Our value of (Geller 1975 ) and 3.02 for Daphnia rosea (Burns and Rigler 1967 It is difficult for us to compare exponents for single species, particularly smaller ones, because the limited range in total body length and the high level of individual variation that we observe under natural conditions result in diffuse clusters of points that produce weak correlations with wide confidence intervals. Rather than view this as a dismaying source of variation requiring intensive study and analysis, we have taken the philosophically opposite position that it signifies the futility of attempts to predict the activity of any single animal under all possible conditions. Furthermore, the knowledge of what any specific individual is doing at any one point in space and time is of minimal value in our quest to predict overall ecosystem dynamics.
Dry weight is also an exponential function of body length, and an average exponent of 2.65 has been reported for Cladocera as a group (Bottrell et al. 1976 ). The similarity of this weight exponent to our filtering rate exponent suggests that filtering rate should be an approximately linear function of dry weight. If this is indeed the case, it might be feasible to estimate grazing rates using a parameter as simple as the dry weight of the contents of zooplankton net hauls.
Filtering rate coeficient -The other parameter in our filtering model is the coefficient 11.7, which is equal to the antilog of the y-intercept of the log : log regression. This coefficient is equivalent to the filtering rate of a l-mm animal because 1 mm is zero on the log scale. Our coefficient of 11.7 (95% C-1. 10.9-12.6) is higher than those noted in the three above-mentioned studies (6.72, 7.64, and 7.44), thus indicating that our animals' in situ filtering rates exceeded those observed in the laboratory. DeMott estimated coefficients ranging from 4.75 to 6.43 for D. rosea under the conditions noted above (converting his hourly values to daily), demonstrating again the futility of trying to attach taxonomic significance to moderate differences in filtering rates. He also reported coefficients as high as 18.17 for B.
longirostris feeding on Chlamydomonas.
This is the only case we know of where a coefficient measured in the laboratory exceeds that which we have reported in the current study of field populations; it suggests that even higher rates than those we have observed are possible.
Any variable which affects the filtering rate performance of all individuals in equal proportion will alter the intercept of the log : log regression without affecting the slope. Factors such as temperature and time of day would be expected to have such an effect, but their inclusion as variables in a stepwise multiple regression produced minimal improvements in explained variance. Inhibition of filtering as a consequence of saturating food concentrations or mechanical interference by blue-green algal filaments (Webster and Peters 1978) should also be demonstrated as reductions in this parameter. We did not specifically include these variables but note that there is relatively little residual variance in our particular data set. We infer from the fact that our predictions were generally accurate that the effect of these variables must have been limited over the range of conditions we encountered. Blue-green algae were never common in either St. George or Haines Lake; however nuisance blooms of Anabaena and Microcystis are commonplace during summer in Heart Lake (K. Nicholls pers. comm.; figure 10: Haney 1973). Thus we have encompassed conditions where filtering interference might be expected without any obvious departure from the model's predictions. We are working to evaluate these parameters over a wider range of lake types and plankton conditions. Analysis of in situ grazing data from nine Ontario lakes produced a similar exponent of 2.45 but a lower coefficient of 6.3 1 (Chow-Fraser and Knoechel 1985) . An experimental evaluation of the effect of blue-green algal filaments on the coefficient is underway (Chow-Fraser and Sprules in prep).
Other Jilter feeders-Our filtering rate model has not incorporated other members of the zooplankton community like copepods and rotifers that are certainly significant contributors to community clearing rates in some systems. The filtering rates we measured for D. oregonensis were more than an order of magnitude lower than those of cladocerans of equivalent body length. This discrepancy is only slightly narrowed if we utilize metasomal length in place of total length (metasomal length was about 78% of total length). We need data from a greater range of sizes and conditions before we can evaluate the extent to which our Calanoid filtering rate observations can be generalized.
Extrapolating our regression line down to a typical rotifer body length of 0.12 mm yields a filtering rate estimate of 0.06 ml d-l, equivalent to the average value reported for Keratella cochlearis in situ (see figure 4: Bogdan and Gilbert 1982), suggesting that generalization of the model to cover rotifers might be feasible.
Field applications -It seems reasonable to apply our model to the task of predicting water column clearing rates in other freshwater systems. It has been argued that loss rates can play a key role in determining both algal standing crop and the patterns of phytoplankton succession (O'Brien 1974; Kalff and Knoechel 1978) ; parallel arguments could be made for the importance of losses to the bacterioplankton.
The "ballpark" estimates that the model provides may be sufficient for many purposes such as evaluating the probability that an observed rate of phytoplankton loss could have been mediated by cladoceran grazing (i.e. Jassby and Goldman 1974) or for setting realistic grazing rate parameters in models of phytoplankton population dynamics (O'Brien 1974; Lehman et al. 1975 ).
Although we have demonstrated the ability of the model to make predictions across a range of lakes and for cladocerans of varying sizes, we have not explored here its limitations with respect to the size of the partitle being filtered. We examine the filtering rate : body length relationships for bacterial and large algal particles elsewhere (Knoechel and Holtby 1986) .
Combining model filtering rate predictions with phytoplankton biomass or total seston data would permit derivation of in situ zooplankton feeding rates. These rates could then be related to measures of zooplankton physiological condition such as egg ratio (cf. Edmondson 1965) or production (cf. Lampert 1977b) and thus aid in the elucidation of zooplankton dynamics.
In situations where confirming grazing rate measurements are made, the model can provide a reference level against which the performance of a particular community can be compared. Accumulating observations of agreements and departures from this model will serve to identify areas where further field and laboratory investigations can be most profitably directed.
