Abstract-This paper presents a novel method to achieve good performance of an extended Kalman filter (EKF) for speed estimation of an induction motor drive. A real-coded genetic algorithm (GA) is used to optimize the noise covariance and weight matrices of the EKF, thereby ensuring filter stability and accuracy in speed estimation. Simulation studies on a constant V/Hz controller and a field-oriented controller (FOC) under various operating conditions demonstrate the efficacy of the proposed method. The experimental system consists of a prototype digital-signal-processor-based FOC induction motor drive with hardware facilities for acquiring the speed, voltage, and current signals to a PC. Experiments comprising offline GA training and verification phases are presented to validate the performance of the optimized EKF.
I. INTRODUCTION

S
PEED estimation methods have in recent years aroused great interest among induction motor control researchers. From the drive system's point of view, elimination of the speed sensors and the associated measurement cables has the advantages of lower cost, ruggedness, as well as increased reliability. Compared with a nonlinear observer [1] , the Kalman filter has a good dynamic behavior, disturbance resistance, and it can work even under standstill conditions. The Kalman filter is a special kind of observer that provides optimal filtering of the noises in measurement and inside the system if the covariances of these noises are known. The extended Kalman filter (EKF) is based on the nonlinear extended induction motor model that includes the rotor speed as a state variable. Although considerable progress has been achieved for EKF induction motor drives [2] - [4] , little attempt has been made to optimize the filter performance. As the correct noise matrices cannot be chosen based on classical theories, they are usually tuned experimentally by a trial-and-error method [1] , [5] -a tedious process which may not give accurate results. In this paper, a real-coded genetic algorithm (GA) [6] , [7] is employed for optimizing the noise covariance matrices in order to achieve the best EKF performance. Simulation studies are carried out on a closed-loop constant V/Hz controller and a field-oriented controller (FOC) to justify the need for an optimized EKF. An induction motor drive with FOC, implemented based on a fixed-point digital signal processor (DSP), is used for the experimental investigations. Simulation and experimental results will be presented to confirm the efficacy of the GA-optimized EKF for speed estimation in induction motor drives.
II. EXTENDED STATE MODEL OF INDUCTION MOTOR
A dynamic electrical model for a three-phase induction motor has four state variables, namely, the stator currents ( ) and the rotor fluxes (
). An extended induction motor model results if the rotor speed is included as an additional state variable. The extended model can be expressed as follows [8] :
where In matrices and , , and . In (1) and (2) , is the noise-weight matrix, is the noise matrix of state model (system noise), and is the noise matrix of output model (measurement noise). The covariance matrices and of these noises are defined as
where denotes the expected value.
III. EKF ALGORITHM FOR ROTOR SPEED ESTIMATION
The recursive form of the Kalman filter may be expressed by the following system of equations, where all symbols in the formulations denote matrices or vectors [3] . (5) where (6) B. Estimation of Error Covariance Matrix (7) where and the initial value of is a constant matrix.
A. Prediction of State
C. Computation of Kalman Filter Gain
where (9) D. State Estimation
E. Update of the Error Covariance Matrix
In this paper, simulation studies on the speed estimation algorithm of the EKF are performed on a PC using the Matlab/Simulink software, as illustrated in Fig. 1 . For convenience, the EKF algorithm is coded in an M-file (written in the Matlab language) which is placed in the S-function block [9] . The EKF algorithm is executed whenever the S-function is called. 
IV. OPTIMIZATION OF EKF
To justify the need for an optimized EKF, the EKF speed estimation algorithm is applied to a closed-loop constant V/Hz controller [10] as shown in Fig. 2 .
The induction motor used for the simulation studies has the following parameters. Type: three-phase six-pole 60-Hz 7.5-kW 220-V squirrel-cage induction motor phase phase phase phase phase kg m kg m N m
In the simulation, the error covariance matrix of the EKF is initially set as a unit matrix while the noise covariance matrices , , and noise-weight matrix are assumed as
The values of , , and in matrices and are usually determined using a trial-and-error process. For comparison purposes, the performance of the EKF with different compositions of and is evaluated by the mean-squared error between the estimated speed and the actual rotor speed. Since the estimated speed in (1) generally experiences greater variations than the other state variables, it is logical to assign greater values to and (which correspond to the noise of the estimated speed) in the covariance matrices and ,. Table I shows typical EKF performance obtained by a trial-and-error method. It is found that poor speed estimation performance results when the parameters , , and are equal (Cases 1-3). By selecting larger values of and relative to and , the EKF performance is improved (Cases 4 and 5). Good speed estimation performance is obtained with the matrix and (Case 6). Fig. 3 shows the estimated speed of the EKF for Cases 1, 2, 3, and 6. The results are consistent with the observation made with reference to Table I .
Manual tuning of the EKF using the trial-and-error method is simple to carry out, but the process is very time consuming and satisfactory performance can only be obtained with great effort from an experienced operator. As the distribution of noise is usually unknown, it is not possible to deduce a generic relationship between the values of the matrix elements and the EKF performance for fine tuning of the matrices to yield the best speed estimation results.
V. OPTIMIZING THE NOISE MATRICES OF EKF USING A GA When the speed estimation technique is implemented in a practical closed-loop sensorless induction motor drive, the significant delay between actual speed and EKF estimation speed will result in large speed oscillations. The difficulties in applying the EKF speed estimation technique may be overcome by the use of a GA which has evolved as a powerful optimization tool over the past three decades [11] . A GA is a stochastic global search method that mimics the metaphor of natural biological evolution. The algorithm differs substantially from more traditional search and optimization methods as follows.
1) A GA searches a population of points in parallel instead of searching for a single point. 2) A GA does not require derivative information or other auxiliary knowledge; only the objective function and corresponding fitness levels influence the directions of search. 3) A GA uses probabilistic transition rules instead of deterministic rules. 4) The nature of the function being optimized is immaterial: both unimodal and multimodal functions can be dealt with successfully. The parallel search capability of a GA avoids the iterations being trapped in local optimum points. Among the four matrices in the EKF speed estimation algorithm, the error covariance matrix will be updated in the course of the EKF iterations as prescribed by (10) , which implies that only matrices , , and need to be optimized. For this purpose, an optimization method based on a real-coded GA [7] is employed in this paper. Compared with a binary-coded GA, a real-coded GA is more efficient as there is no need to convert chromosomes to phenotypes before each fitness evaluation. Less memory is required and there is no loss in precision caused by the conversion between binary and real values. The procedures of the real-coded GA are outlined as follows.
1) Population Representation of the Natural Parameter:
The five diagonal elements ( ) of the matrix , five diagonal elements ( ) of covariance matrix , and two diagonal elements ( ) of covariance matrix are coded into a long real-valued string, known as a chromosome. A typical coding example of a chromosome is given as follows:
2) Initial Generation: The GA begins by randomly generating an initial population of the long real-valued strings.
3) Fitness Evaluation:
In the current generation, each of the strings is decoded back to the corresponding diagonal elements of the three matrices, , and . Then, these diagonal elements from each string are separately sent to the EKF speed estimator of the induction motor drive to yield the objective function (which is the mean squared error of the estimated speed). Finally, these strings are ranked according to the value of the objective function by a linear ranking method.
4) Reproduction: Reproduction is a process by which parent structures are selected to form new offspring. In this paper, the stochastic universal sampling method is employed.
5) Recombination (Crossover):
The single-point recombination method is used to exchange the information between two chromosomes.
6) Mutation: The Breeder Genetic Algorithm [12] is used to implement the mutation operator for the real-coded GA, which uses a nonlinear term for the distribution of the range of mutation applied to gene values. This mutation algorithm is able to generate most points in the hypercube defined by the variables of the individual and range of the mutation. By biasing mutation toward smaller changes in gene values, the mutation can be used in conjunction with recombination as a foreground search process.
7) Iteration:
The real-coded GA runs iteratively repeating the procedures 3)-7) until a population convergence condition is met or the maximum number of iterations is reached.
The real-coded GA for the EKF (GA-EKF) has been implemented using Matlab/Simulink. For optimizing the covariance matrices , , and of the EKF, the parameters of the GA are set as follows:
1) initial population size-100; 2) maximum number of generations-20; 3) probability of crossover-0.8; 4) putation probability-0.01; 5) initial range of real-valued strings-[0.0001; 0.1]; 6) performance measure-the mean-squared error between the estimated speed and the actual rotor speed. The training set for the GA optimization process consists of the stator voltages ( ) and the stator currents ( ) of the closed-loop constant V/Hz drive. This training set is input to the EKF speed estimator, while the actual rotor speed of the motor drive is taken to be the target set for Fitness evaluation by the GA. In order to cover both the transient and steady The training sequence thus includes sufficient information on the dynamics of the practical drive for the GA to optimize the EKF noise matrices for operation with various speed commands. When the size of the initial population is small, the GA may not always converge or arrive at the optimal solution within a limited number of iterations [12] . For the 12-dimensional search space formed by the diagonal elements of the matrices , , and
, an initial population size of 100 or more has to be chosen in order to give satisfactory results. It should be noted, however, that the GA-EKF algorithm is computationally intensive. The computation time for one generation (with a population size of 100) is about 8 h on a PII 350 PC. In view of the computing facilities available, the maximum number of generations is limited to 20 and the off-diagonal elements of the matrices have not been investigated. Table II shows the convergence process of the real-coded GA, where denotes the best (minimum) mean-squared error in each generation. After 20 generations, is reduced to 0.1543 with the optimized matrices , , and . A marked improvement in the EKF performance is, thus, achieved with the GA optimization approach.
A closer examination of Table II reveals that the values of may not decrease monotonically with the number of generations. This is caused by the Mutation operation [13] whose function is to guarantee that the probability of searching any given string will never be zero. It therefore acts as a safety net to recover good genetic material that may be lost through the action of Reproduction and Recombination (Crossover).
Figs. 4 and 5 show the EKF performance for the closed-loop constant V/Hz controller with the matrices tuned by the trial-and-error method (when and ) and matrices optimized by the GA, respectively. For comparison purposes, the same control cycle is used for both cases. The simulation results show that the EKF optimized by the GA gives more accurate speed estimation compared with an EKF tuned by the trial-and-error method.
Since the EKF matrices have been optimized with respect to the given induction motor, the performance of the EKF is satisfactory for various modes of drive operation. Fig. 6 shows It is of interest to investigate the effect of machine parameter changes (e.g., due to temperature rise) on the EKF performance. For this purpose, the motor resistances used in the EKF model are kept constant at their nominal values and . Fig. 7 shows the rotor speed response of the constant V/Hz controller and the estimated speed of the optimized EKF when the motor resistances are increased. The extended Kalman filter shows disturbance rejection to the machine parameter variations because the latter are handled as noise in the speed estimation algorithm. The accuracy of speed tracking is good even when the stator resistance is increased by 50% and the rotor resistance is doubled [ Fig. 7(c) ].
VI. SPEED ESTIMATION FOR AN FOC
To further evaluate the performance of the optimized EKF, speed estimation for an FOC induction motor drive is also investigated. Fig. 8 shows the block diagram of the FOC system with direct stator flux orientation [14] . From the stator voltages ( ) and stator currents ( ), the stator flux can be obtained by a "Flux calculate" block based on the following equations for a voltage-input induction motor model [15] The training sequence and parameters of the GA for optimizing the EKF matrices , , and are the same as those in Section V except that the initial range of the real-valued strings is set as [0.01 ; 5] . A different initial range is necessary in order to guarantee convergence and short iteration time. Table III shows the convergence process of the real-coded GA for the FOC drive. At the 20th generation, the minimum mean-squared error of the estimated speed has decreased to 0.1489 with the optimized matrices , and . Fig. 9(a) shows the performance of the GA-optimized EKF for the FOC induction motor drive subjected to a typical load cycle, while Fig. 9(b)-(f) shows the various modes of drive operation in different time intervals, suitable speed scales having been used to highlight the speed-tracking capability of the EKF. The GA-optimized EKF gives excellent performance over the entire speed range, including constant-speed operation [ Fig. 9(b) ], low-speed operation [ Fig. 9(d) ], and even with the drive at standstill [ Fig. 9(f) ]. Accuracy of speed estimation is also good under rapid acceleration and deceleration transients [ Fig. 9 (c) and 9(e)].
The optimized EKF also gives satisfactory performance when the load changes. Fig. 10(a) shows the speed estimation performance following a change in load torque from 0.5 to 1.0 N m with the motor drive operating at high speed. There is a short period during which the estimated speed fails to track the actual speed due to voltage and current transients. A similar transient period occurs when the load torque is reduced from 1.0 to 0.5 N m with the motor operating at a very low speed, but the percentage error is now considerably larger. In both cases, however, the EKF starts to give accurate estimation of speed again 0.04 s after the change in load torque.
VII. EXPERIMENTAL SYSTEM
Experimental investigation on the EKF involves acquisition of stator voltages, stator currents and rotor speed of the FOC induction motor drive to a PC for offline optimization of the matrices , , and of the EKF using GA. The optimized EKF is then used for speed estimation of the drive. A comparison of the estimated speed with the actual speed of the induction motor enables the efficacy of the GA-optimized EKF to be ascertained. Fig. 11 shows the experimental DSP-based FOC drive system with data acquisition for optimization of the EKF. The system consists of an ADMC331 fixed-point DSP board (Analog Devices Inc.), an insulated gate bipolar transistor and a conversion time of 25 s. In the experimental studies, the phase voltages, phase currents, and rotor speed are input to the PC via seven channels at a sampling rate of 20 kHz using a direct memory access (DMA) program. The DMA method is capable of rapid data exchange by allowing external devices to transfer data directly to the PC memory without involving the interrupt commands of the system CPU. The experimental FOC algorithm is the same as the simulation program with direct stator flux orientation as described in Section VI.
The GA-EKF experiment consists of the training phase and the verification phase. In the training phase, three-phase voltage and current are acquired as training samples from the experimental system and the actual rotor speed is acquired from the encoder as the target function. After the optimized matrices , , and have been obtained offline using the real-coded GA, the performance of the EKF is examined in the verification phase by comparison with the new acquired data samples. Fig. 12 shows a block diagram of the GA procedure for the training phase while Fig. 13 shows the acquired phase voltage and phase current when the FOC drive is run up from standstill to 105 rad/s.
In order to account for the noise present in the actual drive system, the EKF need to be optimized again for the experimental studies. The parameters of the GA for optimizing the matrices , , and of EKF from the experimental data are the same as those in Section VI. Table IV shows the convergence process. The GA optimization method has improved the EKF performance by decreasing the mean squared error of estimated speed from 12.6931 to 1.2980. The mean-squared error is larger than that obtained in the previous simulation results, one reason being that the experimental system can only deliver a training set of 4571 vector samples over a period of 1.4 s. In the simulation, however, the training set comprises 45 000 vector samples taken over a period of 5 s. The second reason is that practical noises of voltage and current are carried into the EKF from the experimental system and encoder noise is carried into the GA operator, whereas no account has been taken of system noise in the simulation program. The optimized matrices are , and . Fig. 14 shows the actual speed and the speed estimated using the EKF with the optimized matrices. The initial switching transients in the voltage and current waveforms cause the estimated speed of the EKF to deviate from the actual rotor speed, but the discrepancy decreases with time as the voltage and current settle to the values as specified by the controller. In the verification phase, the FOC drive is run up from standstill to 188 rad/s. Data samples are acquired to the PC and the GA-EKF program is run again to check the accuracy of the speed estimation. Fig. 15 shows the phase voltage, phase current, and estimated speed of the motor. The mean-squared error of the estimated speed is found to be 1.7387, which is very close to the value obtained in the training phase.
VIII. CONCLUSION
This paper has presented a new method to optimize the performance of an EKF for speed estimation of an induction motor drive. Based on a real-coded GA, the optimization procedure enables the noise covariance and weight matrices, on which the EKF performance critically depends, to be properly selected. Simulation studies on two induction motor drives, namely, a constant V/Hz drive and an FOC drive, have confirmed the efficacy of the proposed approach. Experimental results obtained on a prototype FOC induction motor drive have verified the speed estimation accuracy of the optimized EKF. The work described has provided a basis for practical implementation of DSP-based sensorless induction motor drives in the future.
