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Theta Functions and Reciprocity Laws
Z. Amir-Khosravi
Abstract
In the first part, we consider generalized quadratic Gauss sums as finite analogues of the Jacobi
theta function, and the reciprocity law for Gauss sums as their transformation formula. We attach finite
Dirichlet series to Gauss sums using a Möbius transform, and show they have a functional equation,
Euler product factorization, and roots only on the critical line. In the second part, we prove a general
reciprocity law for sums of exponentials of rational quadratic forms in any number of variables, using
the transformation formula of the Riemann theta function on the Siegel upper half-space.
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Introduction
Let a, b, c ∈ Z such that ac+ b is even and ac 6= 0. The reciprocity law for Gauss sums is the identity:
1√
|c|
|c|−1∑
x=0
exp
(
πi(ax2 + bx)
c
)
=
eiπsgn(ac)/4√
|a| exp(
−πib2
4ac
)
|a|−1∑
x=0
exp
(−πi(cx2 + bx)
a
)
. (0.1)
(e.g. [BEW98, Theorem 1.2.2])
Setting t = a/c, s = b/2c, it can be stated as:
T (
s
t
,
−1
t
) = α(s, t)T (s, t), α(s, t) =
√−it exp(s
2πi
t
), (0.2)
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where
T (s, t) =
1
2
2δt−1∑
x=0
exp(πix2t+ 2πixs), s ∈ Q, t ∈ Q, (0.3)
and δt > 0 is the denominator of t in reduced form. We observe that the Jacobi theta function
ϑ(z, τ) =
∞∑
x=−∞
exp(πix2τ + 2πixz), τ ∈ H, z ∈ C,
satisfies exactly the same transformation formula:
ϑ(
z
τ
,
−1
τ
) = α(z, τ)ϑ(z, τ), α(z, τ) =
√−iτ exp(z
2πi
τ
). (0.4)
In the first part of this article, we investigate the degree to which T (s, t) behaves like a theta function.
We start with some basic properties of the function
u : Q→ C, u(a
b
) =
1
b
T (0,
a
b
), gcd(a, b) = 1,
which transforms like a weight −12 modular form. The first main result is as follows.
Theorem A. For n > 0 even, let
Zn(s) =
∑
n=d1d2
u(
d2
d1
)
ds1√
gcd(d1, d2)
,
and for each prime p dividing n, put
Zn,p(s) =
∑
n=pkm
u(
m
pk
)
pks√
gcd(pk,m)
. (0.5)
Then:
(a) Ln(1− s) = eπi/4 · Ln(s), where Ln(s) = n−s/2Zn(s),
(b) Zn(s) =
∏
p|n prime Zn,p(s),
(c) Zn(s) = 0 only if Re(s) =
1
2 .
The proof is elementary. Part (c) amounts to the fact that the quadratic Gauss sum modulo n has absolute
value
√
n, which is as expected.
The second part is concerned with generalizing the reciprocity law (0.1). For any t ∈ Symn(Q) we can
write t = UDV −1, where U , V ∈ GLn(Z) and
D = PQ−1, P = diag(p1, · · · , pn), Q = diag(q1, · · · , qn), pi, qi ∈ Z gcd(pi, qi) = 1.
2
We say t is in reduced form when written t = AB−1, for A = UP , B = V Q, and U , V , P , Q as above.
Theorem B. Let t = AB−1 ∈ Symn(Q) be in reduced form and non-singular. Let s ∈ 12Zn be such that
tBA+ 2diag(tBs) is integral and even. Then
1√
|det(B)|
∑
x∈Zn(mod B)
e(
1
2
t
xtx+ txs) =
eπiσt/4√
|det(A)| exp(−πi
tst−1s)
∑
x∈Zn(mod A)
e(−1
2
t
xt−1x+ txs).
Here e(x) = exp(2πix) and σt is the signature of t. The case n = 1 is then (0.1). The proof adapts the
classical analytic argument using the Jacobi theta function to one using the Riemann theta function on
the Siegel upper half-space of degree n.
Notation
We shall use the number theorist’s exponential throughout:
e(x) = e2πix. (0.6)
We also fix the symbol
w = eπi/4. (0.7)
For x > 0,
√−x will always mean i
√
|x|.
1 Gauss Sums as Finite Theta Functions
Let n > 0 be an even integer. We first we show how the reciprocity law for generalized quadratic Gauss
sums amounts to the Poisson summation formula on Z/nZ, plus the determination of the sign of the
quadratic Gauss sum modulo n. Next, we define a finite zeta function Zn(s) as a certain transform of the
Gauss sum modulo n, and show it has properties similar to global zeta functions.
1.1 Poisson Summation on Cyclic Groups
For n > 0, we put
en(x) = e(
x
n
) = e
2piix
n . (1.1)
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Let Gn = Z/nZ. We fix the Fourier transform of a function f : Gn → C as
Fnf(x) =
∑
y∈Gn
f(y)en(−xy),
and also denote it by f̂ , when n is understood. The Fourier inversion formula is
Fn(Fnf)(x) = n · f(−x). (1.2)
For a|n, let Ha ⊂ Gn be the subgroup of order a. If n = ab, the finite version of the Poisson summation
formula is:
1√|Ha|
∑
x∈Ha
f(x) =
1√|Hb|
∑
x∈Hb
f̂(x). (1.3)
Both (1.3) and (1.2) are easy to verify.
For a, b, c ∈ Z, ac 6= 0, put
fa,b,c(x) = e(
ax2 + bx
2c
).
Then fa,b,c(x + c) = fa,b,c(x)(−1)ac+b, so that fa,b,c : Gc → C is well-defined if and only if ac + b is
even. In that case we put
Sa,b,c =
1√
|c|
∑
x∈Gc
fa,b,c(x). (1.4)
For n > 0, and m ∈ Z such that mn is even, put
C(m,n) =

S1,0,n m even,
S1,1,n · e( 18n ) m odd.
Lemma 1.— For n > 0, m ∈ Z such that mn is even,
f̂1,m,n(x) = C(m,n)e(
−m2
8n
)f−1,m,n(x).
Proof. If m = 2l,
f̂1,m,n(x) =
∑
y∈Gn
e2n((y
2 + 2y(l − x)) =
∑
y∈Gn
e2n((y + l − x)2)
 e2n(−(l − x)2)
= (S1,0,n)e2n(−x2 + 2lx)e2n(−l2) = (S1,0,n)f−1,m,n(x)e(−m
2
8n
).
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If m = 2l + 1,
f̂1,m,n(x) =
∑
y∈Gn
e2n(y
2 + 2(l − x)y + y) =
∑
y∈Gn
e2n((y + (l − x))2 + (y + l − x))
 e2n(−(l − x)2 − (l − x))
= (S1,1,n)e2n(−x2 + 2lx+ x)e2n(−l2 − l) = (S1,1,n)f−1,m,n(x)e(−m
2 + 1
8n
).
Proposition 1.— Let a, b, c ∈ Z, with ac 6= 0, and ac+ b even. Then
Sa,b,c = C(b, ac)e(− b
2
8ac
)S−c,b,a.
Proof. Note that
fa,b,c(x) = e
(
(ax)2 + (ax)b
2ac
)
= f1,b,ac(ax).
Therefore
Sa,b,c =
1√
|c|
|c|−1∑
x=0
f1,b,ac(ax) =
1√
|Hc|
∑
x∈Hc
f1,b,ac(x),
and
S−c,b,a =
1√
|a|
|a|−1∑
x=0
f−1,b,ac(cx) =
1√
|Ha|
∑
x∈Ha
f−1,b,ac(x).
Since f̂1,b,ac(x) = C(b, ac)e(− b28ac )f−1,b,ac(x) by Lemma 1, the Proposition follows from the Poisson
summation formula 1.3.
The reciprocity law (0.1) can also be written as
Sa,b,c = e(
sgn(ac)
8
)e(− b
2
8ac
)S−c,b,a. (1.5)
In view of the proposition, it’s equivalent to the identity
C(b, ac) = e(
sgn(ac)
8
), ac even,
or the pair of identities
S1,0,n = e(
1
8
), S1,1,n = e(
1
8
− 1
8n
),
for n > 0.
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1.2 A finite zeta function
For t, s ∈ Q. For t 6= 0, let δt denote the denominator of t in reduced form, recall from the introduction
T (s, t) =
1
2
2δt−1∑
x=0
exp(πitx2 + 2πisx). (1.6)
If t = 0, we take T (s, 0) = 0, so that T (s, t) = T (s, t+ 2) for all s, t. As mentioned in the introduction,
the reciprocity law takes the same form
T (
−1
t
,
s
t
) = α(s, t)T (s, t) =, α(s, t) =
√−it exp(πis
2
t
). (1.7)
For integers p, q, with q > 0, we put
U(p, q) =
1
q
T (0,
p
q
) =
1
2q
2q−1∑
x=0
e
(
px2
2q
)
.
Lemma 2.— With p, q as above,
(a) U(p, q) = 0 if pq is odd.
(b) U(pr, qr) = U(p, q) for r 6= 0.
(c) U(pr2, q) = U(p, q) if pq is even and gcd(r, q) = 1.
Proof. Both (a) and (b) follow from
e
(
p(x+ q)2
q
)
= e
(
px2
q
)
(−1)pq.
Part (c) follows from writing
U(p, q) =
1
q
∑
x∈Z/qZ
e
(
px2
q
)
,
and making the substitution x→ rx.
For r = pq a non-zero rational number, we put
u(r) = U(p, q), (1.8)
which is well-defined by part (b) of the lemma. If pq is odd, then u(r) = 0 by (a).
Proposition 2.— The function u : Q→ C satisfies the following properties.
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(a) Suppose a, b, c, d ∈ Z, with b, d > 0, gcd(b, d) = 1, and ab, cd even. Then
u(
a
b
+
c
d
) = u(
a
b
) · u( c
d
).
(b) Suppose pqr is non-zero and even, and gcd(q, r) = 1. Then
u(
pq
r
)u(
pr
q
) = u(
p
qr
).
Proof. For (a), we write
u(
a
b
+
c
d
) =
1
bd
∑
z∈Z/bdZ
e
(
(ad+ bc)z2
2bd
)
.
Fix r, s integers such that rb + sd = 1. Then each z ∈ Z/bdZ is uniquely of the form xsd + yrb for
(x, y) ∈ Z/bZ× Z/dZ. We have
u(
a
b
+
c
d
) =
1
bd
b−1∑
x=0
d−1∑
y=0
e
(
(ad+ bc)(xsd+ yrd)2
2bd
)
.
Now we have
(xsd+ yrb)2 ≡ x2s2d2 + y2r2b2 (mod 2bd).
It follows that
(ad+ bc)(xsd+ yrd)2 ≡ (ad+ bc)(x2s2d2 + y2r2b2) ≡ x2as2d3 + y2cr2b3 + bd(aby2r2 + cdx2s2)
≡ x2as2d3 + y2cr2b3 (mod 2bd),
using the fact that ab and cd are even. On the other hand from rb + sd = 1, we have r2b2 + s2d2 ≡
1 (mod 2bd). From this and the above we obtain
(ad+ bc)(xsd+ yrd)2 ≡ adx2(1− r2b2) + bcy2(1− s2d2) ≡ adx2 + bcy2 − bd(abr2 + cds2)
≡ adx2 + bcy2 (mod 2bd),
again using that ad, bc are even. Therefore
u(
a
b
+
c
d
) =
1
bd
b−1∑
x=0
d−1∑
y=0
e
(
adx2 + bcy2
2bd
)
= u(
a
b
)u(
c
d
)
proving (a).
For (b), first note that if p, q, r are all odd, both sides are zero by Lemma 2(a). If pqr is even, we have
u(
pq
r
)u(
pr
q
) = u(
p(q2 + r2)
rq
) = u(
p(q + r)2
rq
− 2) = u(p(q + r)
2
rq
)
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using (a), and the fact that u has period 2. Since gcd(rq, q + r) = 1, we have
u(
p(q + r)2
rq
) = u(
p
qr
)
by Lemma 2(b), as desired.
Form this point on until the end of the first section, we assume the general determination of the sign of
the Gauss sum, which is the following statement:
Let
g(a, n) =
n−1∑
x=0
e(
ax2
n
).
For a > 0 odd, put
ǫa =
{
1 a ≡ 1(mod 4)
i a ≡ 3(mod 4).
If a, n > 0 and gcd(a, n) = 1, then
1√
n
g(a, n) =

(
a
n
)
n ≡ 1(mod 4),
0 n ≡ 2(mod 4),(
a
n
)
i n ≡ 3(mod 4),(
a
n
)
(1 + ia) n ≡ 0(mod 4).
(1.9)
See [BEW98, Theorems 1.5.1,2,4]. The case n = 1, 3 is sometime stated together as
g(a, n) =
(
a
n
)
ǫa
√
n.
Proposition 3.— The function u satisfies the following properties.
(a) For p, q arbitrary integers, with q 6= 0, we have
u(
p
q
) =
√
p
q
· eπi/4 · u(−q
p
).
(b) Suppose p, q are coprime, pq is even, and q > 0. Then
u(
p
q
) =

wp√
q
(q
p
)
if p odd,
w1−q√
q
(p
q
)
if p even.
where w = eπi/4, and
(p
q
)
is the Jacobi symbol.
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Proof. (a) follows from reciprocity. For (b), first assume q = 2q0 is even. We have
u(
p
q
) =
1
4q0
g(p, 4q0) =
w
4q0
ǫ−1p
√
4q0
(
4q0
p
)
=
wp√
2q0
(
2q0
p
)
,
using (1.9), and the observation that
wp−1ǫp = (−1)
p2−1
8 =
(
2
p
)
.
If q is odd, p is even, and the statement then follows from (a) and the even case applied to u( qp). This
proves (b).
Corollary 1.— Let p be a prime, m a positive integer such that mp is even and p ∤ m. Let r > 0. Then
u(
m
pr
) =
ǫ(m, p, r)√
pr
,
where
ǫ(m, p, r) =

w1−p
(
m
p
)
p odd, r odd,
1 p odd, r even,
wm
(
2
m
)
p = 2, r odd,
wm p = 2, r even.
Proof. By part (a) we have
√
pru(
m
pr
) =
√
m · w · u(p
r
m
).
If p is odd, by part (c) we have either u(p
r
m ) = u(
p
m ) or u(
1
m), according to whether r is odd or even. The
latter case is w√
m
by (a), and the former w
p√
m
(
m
p
)
by (d) and the claim follows either way. If p = 2 and r
is odd, u(p
r
m ) = u(
2
m ) =
w1−m√
m
(
2
m
)
again by (d), and if r is even, u(p
r
m ) = u(
4
m) =
w1−m√
m
(
4
m
)
= w
1−m√
m
.
Again in either case, the claim follows.
For r ∈ Q×, the function u satisfies the functional equations
u(
−1
r
) =
u(r)√
r
, u(r + 2) = u(r).
In other words, u is a function defined on Q× = P 1(Q) − {0,∞} that transforms the same way as a
modular form of weight −1/2 for the level subgroup Γ0(2).
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For n > 0 an even integer, and s ∈ C, let
Zn(s) =
∑
d|n
u(
d′
d
)
ds√
gcd(d′, d)
, d′ =
n
d
. (1.10)
For each prime divisor p of n, let
Zn,p(s) =
αp∑
k=0
u(
n
p2k
)pks−
µ(k)
2 , µ(k) = min(k, αp − k), (1.11)
where αp is the exponent of p in the factorization of n.
Proposition 4.— Let p be a prime, and n = pα ·m where p ∤ m. Writing β = ⌊α2 ⌋,
(1− ps− 12 )Zn,p(s) =

(1− p(β+1)(s− 12 ))(1 + w1−p(mp )p(β+1)(s− 12 )) p odd, α odd,
1− p(α+1)(s− 12 ) p odd, α even,
(1 + 2(β+1)(s−
1
2
))(1 + wm
(
2
m
)
2(β+1)(s−
1
2
)), p = 2, α odd,
(1− 2β(s− 12 ))(1 + wm2(β+1)(s− 12 )), p = 2, α even.
Proof. First, suppose we’re not in the last case where p = 2 and α is even. Then
Zn,p(s) =
β∑
k=0
u(pα−2k ·m)pks− ks +
α∑
k=β+1
u(
m
p2k−α
)pks−
α−k
2
=
β∑
k=0
pk(s−
1
2
) +
α∑
k=β+1
ǫ(p,m, k) · p−k+α2 +ks−α−k2
= (1− ps− 12 )−1
(
(1− p(β+1)(s− 12 )) + ǫ(p,m,α)(p(β+1)(s− 12 ) − p(α+1)(s− 12 ))
)
,
using Corollary 1, and the fact that ǫ(p,m, 2k − α) = ǫ(p,m,α). If p is odd and α even, ǫ(p,m,α) = 1,
and the claim follows. If α is odd, α+ 1 = 2(β + 1), so
Zn,p(s) = (1− ps−
1
2 )−1(1− p(β+1)(s− 12 ))(1 + ǫp,m,kp(β+1)(s−
1
2
))).
If p = 2 and α = 2β, the term u(pα−2k ·m) vanishes for k = β, rather than equal 1 as above. Then
Zn,2(s) =
β−1∑
k=0
2k(s−
1
2
) +
α∑
k=β+1
ǫ2,m,α2
k(s− 1
2
) = (1− 2s− 12 )
(
(1− 2β(s− 12 )) +wm(2(β+1)(s− 12 ) − 2(α+1)(s− 12 ))
)
= (1− 2s− 12 )(1 − 2β(s− 12 ))(1 + wm2(β+1)(s− 12 )).
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Theorem 1.— The functions Zn(s) satisfy the following properties.
(a) Ln(1− s) = w · Ln(s), where Ln(s) = n−s/2Zn(s),
(b) Zn(s) =
∏
p|n prime Zn,p(s),
(c) Zn(s) = 0 only if Re(s) =
1
2 .
Proof. By the reciprocity law, we have
Z(s) =
∑
n=d1d2
w−1
d2√
n
u(
d1
d2
)
(n/d2)
s
gcd(d1, d2)
= ns−
1
2 · w−1 ·
∑
n=d1d2
u(
d2
d1
)
(d2)
1−s
gcd(d2, d1)
= n
s
2
− 1−s
2 · w−1 · Z(1− s),
which proves (a). For (b), we first write
Zn(s) =
∑
d|n
f (s)n (d), f
(s)
n (d) = u(
n
d2
)
ds
gcd(d, n/d)
.
We then check that f
(s)
n (d1d2) = f
(s)
n (d1)fn(d2) if d1, d1 are coprime divisors of n. Indeed, writing
n = d1d2m, we have
gcd(d1d2,m) = gcd(d1, d2m) gcd(d2, d1m),
and from Prop. 2(b) applied to p = m, q = d1, r = d2, we have
u(
n
d21
)u(
n
d22
) = u(
n
d21d
2
2
).
It follows that, letting αp denote the exponent of p in the factorization of n,
Zn(s) =
∏
p|n prime
αp∑
k=0
u(
n/pk
pk
)
pks
gcd(pk, n/pk)
=
∏
p|n prime
Zn,p(s)
Finally, (d) is immediate from (c) and Proposition 4.
2 Reciprocity Law for Quadratic Forms
In this section we first recall the classical proof of the reciprocity law for Gauss sums using the transfor-
mation formula of the Jacobi theta function. Then we generalize the proof to the Riemann theta function,
and obtain a reciprocity law for exponential sums of quadratic forms.
Both proofs are included, since the former is relatively short and may clarify the latter.
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2.1 Jacobi Theta Function
For (z, τ) ∈ C× H, the Jacobi theta function is
ϑ(z, τ) =
∑
n∈Z
e(
1
2
n2τ + nz), (2.1)
and satisfies the functional equation
ϑ(
z
τ
,
−1
τ
) =
√−iτe( z
2
2τ
)ϑ(z, τ). (2.2)
Lemma 3.— For any r ∈ R,
lim
τ→i∞
ϑ(r, τ) = 1.
Proof. We have
ϑ(r, τ)− 1 = 2
∞∑
n=1
exp(
1
2
πin2τ) cos(2πnr),
so that, for τ = u+ iv,
|ϑ(r, τ) − 1| ≤ 2
∞∑
n=1
exp(−1
2
πn2v) < 2
∫ ∞
0
exp(−1
2
πx2v) =
2√
2v
,
which goes to 0 as v →∞.
For m > 0 a positive integer and k ∈ Z, we put
ϑk,m(z, τ) =
∑
n≡k(mod m)
e(
1
2
n2τ + nz), (2.3)
so that
ϑ(z, τ) =
|m|−1∑
k=0
ϑk,m(z).
Lemma 4.—
ϑk,m(z, τ) =
1
m
(−iτ)−1/2e(− z
2
2τ
)ϑ(
k
m
+
z
mτ
,
−1
m2τ
).
Proof. We have
ϑk,m(z, τ) =
∑
n∈Z
e(
1
2
(nm+ k)2τ + (nm+ k)z) = e(
1
2
k2τ + kz)
∑
n∈Z
e(
1
2
n2(m2τ) + nm(kτ + z))
= e(
1
2
k2τ + kz)ϑ(m(kτ + z),m2τ).
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Now using (2.2),
ϑ(m(kτ + z),m2τ) = (−im2τ)− 12 e(−(kτ + z)
2
2τ
)ϑ(
kτ + z
mτ
,
−1
m2τ
).
Then
ϑk,m(z, τ) = (−im2τ)−
1
2 e(
1
2
k2τ + kz − (kτ + z)
2
2τ
)ϑ(
k
m
+
z
mτ
,
−1
m2τ
).
The claim then follows from
1
k2τ
+ kz − (kτ + z)
2
2τ
) = − z
2
2τ
.
Proposition 5.— Let a, b be non-zero and coprime, and c ∈ Z such that ab+ c is even. Then
1
|b|
|b|−1∑
x=0
e(
ax2 + cx
2b
)ϑ(
x
b
+ z, τ) = (
√
it)e
(
−s
2b
2a
)
1
|a|
|a|−1∑
y=0
e
(−by2 + cy
2a
)
ϑ(
y
a
+ z − c
2ab
, τ − 1
ab
).
Proof. Let t = a/b, s = c/2b. The condition on a and b ensures that the function e(12x
2t+sx) has period
b in x. For z ∈ C, τ ∈ H we have
ϑ(s+ z, t+ τ) =
∑
n
e
(
n2
2
t+ ns
)
e
(
n2
2
t+ nz
)
=
∑
k(mod b)
e
(
k2
2
t+ ks
)
ϑk,b(z, τ)
=
1
|b|(−iτ)
−1/2e(− z
2
2τ
)
∑
k(mod b)
e
(
k2
2
t+ ks
)
ϑ(
k
b
+
z
bτ
,
−1
b2τ
).
(2.4)
Then we can write
1
|b|
∑
k(mod b)
e
(
k2
2
t+ ks
)
ϑ(
k
b
+
z
bτ
,− 1
b2τ
) = (−iτ) 12 e( z
2
2τ
)ϑ(s + z, t+ τ). (2.5)
Now, by (2.2)
ϑ(s+ z, t+ τ) = (−i(t+ τ))−1/2e
(
−(s+ z)
2
2(t+ τ)
)
ϑ(
s+ z
t+ τ
,
−1
t+ τ
). (2.6)
Letting
s1 =
s
t
, t1 =
−1
t
, z1 =
zt− sτ
t(t+ τ)
, τ1 =
τ
t(t+ τ)
,
we have
s+ z
t+ τ
= s1 + z1,
−1
t+ τ
= t1 + τ1,
z1
τ1
= t
z
τ
− s.
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The same way as (2.4),
ϑ(
s+ z
t+ τ
,
−1
t+ τ
) =
1
|a|(−iτ1)
−1/2e(
−z12
2τ1
)
∑
r(mod a)
e
(
r2
2
t1 + rs1
)
ϑ(
r
a
+
z1
aτ1
,− 1
a2τ1
). (2.7)
Now, combining (2.5), (2.6), (2.7), we obtain
1
|b|
∑
k(mod b)
e
(
k2t
2
+ ks
)
ϑ(
k
b
+
z
bτ
,− 1
b2τ
) = X · Y. 1|a|
∑
r(mod a)
e
(
r2t1
2
+ rs1
)
ϑ(
r
a
+
z1
aτ1
,− 1
a2τ1
),
where
X = (−iτ) 12 (−i(t+ τ))− 12 (−iτ1)−
1
2 =
√
it,
Y = e(
z2
2τ
)e
(
−(s+ z)
2
2(t+ τ)
)
e(− z
2
1
2τ1
) = e
(
−s
2
2t
)
.
Replacing z by τz and z1/τ1 by tz − s,
1
|b|
∑
k(mod b)
e
(
k2t
2
+ ks
)
ϑ(
k
b
+
z
b
,
−1
b2τ
) = (
√
it)e
(
−s
2
2t
)
1
|a|
∑
r(mod a)
e
(
−r
2
2t
+
rs
t
)
ϑ(
r
a
+
tz − s
a
,
−t2 − tτ
a2τ
).
If we put τ = it in the statement of the Proposition and let t→∞, by Lemma 3 we obtain the reciprocity
law for Gauss sums.
2.2 Riemann Theta Function
For (z, τ) ∈ Cn ×Mn(C), and x ∈ Cn, let
fz,τ (x) =
1
2
t
xτx+ txz, x ∈ Zn. (2.8)
Let Hn denote the Siegel upper half-space of degree n. The Riemann theta function is
Θ : Cn × Hn → C, Θ(z, τ) =
∑
x∈Zn
e(fz,τ (x)) =
∑
x∈Zn
exp(πitxτx+ 2πitxz).
It satisfies the transformation formula:
Θ(t(cτ + d)−1z, γ · τ) = ζ det(cτ + d) 12 e(1
2
t
z(cτ + d)−1cz)Θ(z, τ),
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where
γ · τ = (aτ + b)(cτ + d)−1 for γ =
(
a b
c d
)
∈ Sp2n(Z),
and ζ is an eighth root of unity that in general depends on γ and the choice of the square root det(cτ+d)
1
2 .
In the special case γ =
(
0 −1
1 0
)
the transformation formula takes the form
Θ(τ−1z,−τ−1) = α(z, τ)Θ(z, τ), (2.9)
where
α(z, τ) = det(−iτ) 12 exp(iπ(tzτ−1z)). (2.10)
and τ → det(−iτ) 12 the unique branch that is positive when τ is purely imaginary ([Mum83, p.195]). This
is well-defined since Hn is simply connected.
Our first task is to extend τ → det(−iτ) 12 to non-singular t ∈ Symn(R). We write σt for the signature of
t, so that
σt = #(positive eigenvalues of t)−#(negative eigenvalues of t),
counted with multiplicity.
Lemma 5.— Let t ∈ Symn(R) be non-singular. Then
lim
ǫ→0+
det(−i(t+ ǫiIn))
1
2 = |det(t)| 12 e−iπσt/4.
Proof. Let τ = u + iv ∈ Hn, and write v = taa for some a ∈ GLn(R). Then ta−1τa−1 = u′ + iIn,
where u′ = ta−1ua−1, and det(−iτ) = |det(a)|2 det(In − iu′). Writing u′ = bδb−1 for b unitary and
δ = diag(d1, · · · , dn) diagonal, det(In−iu′) = det(In−iδ) =
∏n
j=1(1−idj). For z = reiθ, θ ∈ (−π, π),
let us for the moment write
√
z = r
1
2 eiθ/2. Then we have
det(−iτ) 12 = |det(a)|
n∏
j=1
√
1− idj .
Now let τ = t+ ǫiIn, and d1, · · · , dn be the eigenvalues of t with multiplicity. We have
det(−i(t + ǫiIn))
1
2 = ǫ
n
2
n∏
j=1
√
1− idj
ǫ
.
Since for any real number d,
lim
ǫ→0+
√
1− idǫ√
|1− idǫ |
= e−iπsgn(d)/4,
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we have
lim
ǫ→0+
det(−i(t+ ǫiIn))
1
2 =
n∏
j=1
|1− idj |
1
2 e−iπsgn(dj )/4 = |det(t)| 12 e−iπσt/4.
Lemma 6.— Let z ∈ Rn, and tu = u ∈Mn(R). Then
lim
t→∞Θ(z, u+ itIn) = 1.
Proof. We have
Θ(z, u+ itIn)− 1 =
∑
x ∈ Zn,
x 6= 0
exp(−πtxxt)e(1
2
t
xux+ txz),
so that
|Θ(z, u + itIn)− 1| ≤ −1 +
∞∑
x1,··· ,xn=−∞
exp(−πt
n∑
j=1
x2j) = (1 + 2
∞∑
x=1
exp(−πx2t))n − 1.
For t > 0,
∞∑
x=1
exp(−πx2t) <
∫ ∞
0
exp(−πx2) = 1√
2t
.
Therefore
lim
t→∞ |Θ(z, u+ itIn)− 1| ≤ limt→∞(1−
2√
2t
)n − 1 = 0.
For x ∈ Zn, and L ⊂ Zn a sublattice, not necessarily of full rank, put
Θx,L(z, τ) =
∑
y∈x+L
e(fz,τ (y)).
If rank(L) = r ≤ n, there exists A ∈Mn×r(Z) of rank r such that
Zr → L, x 7→ Ax
is a bijection.
Lemma 7.— L = AZr be a lattice of rank r, with A ∈Mn×r(Z) having full rank, as above. Then
(a) Writing Θ(r) for the Riemann theta function on Cr × Hr,
Θx,L(z, τ) = e(fz,τ (x))Θ
(r)(tA(z+ τx), tAτA).
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(b) If L has rank n, so that A ∈Mn(A) and det(A) 6= 0,
Θx,L(z, τ) = |det(A)|−1 det(−iτ)−
1
2 exp(−πitzτ−1z)Θ(A−1(τ−1z+ x),−(tAτA)−1).
Proof. Part (a) follows immediately from
fz,τ (x+Ay) = fz,τ (x) + fz,τ (Ay) +
t
xAy = fz,τ(x) + ftAx,tAτA(y).
For (b), we put
z0 =
tA(z + τx), τ0 =
tAτA.
and use the transformation formula (2.9) to write
Θ(tA(z+ τx), tAτA) = det(−iτ0)−
1
2 exp(−iπtz0τ−10 z0)Θ(τ−10 z0,−τ−10 ).
Then (b) follows from (a) after checking that
det(−iτ0) = det(A)2 det(−iτ), tz0τ−10 z0 = tzτ−1z+ 2fz,τ (x), τ−10 z0 = A−1(τ−1z+ x),
and noting e(fz,τ (x)) cancels with the exp(−πi2fz,t(x)) factor coming from tz0τ−10 z0.
Since fz,τ (x) depends linearly on (z, τ), if z1, z2 ∈ Cn, and τ1, τ2 ∈Mn(C) with τ1 + τ2 ∈ Hn, we have
Θ(z1 + z2, τ1 + τ2) =
∑
x∈Zn
e(fz1,τ1(x))e(fz2,τ2(x)).
For (z, t) ∈ Cn × Symn(Q), denote by Lz,t the set of y ∈ Zn such that
fz,t(y) +
t
xty ∈ Z, for all x ∈ Zn. (2.11)
Recall that an integral symmetric matrix is called even if its diagonal entries are even.
Lemma 8.— Suppose that (z, τ) ∈ Cn × Symn(Z). Then Lz,τ = Zn if and only τ + diag(2z) is an
even integral matrix.
Proof. Since τ ∈ Symn(Z), we have txτx ∈ Z for any x ∈ Zn. Then fz,τ (x) ∈ Z only if txz ∈ 12Z for all
x ∈ Zn, which is to say 2z ∈ Zn. Now
fz,τ (x+ y) = fz,τ (x) + fz,τ (y) +
t
xty, fz,τ (−x) = fz,τ (x)− tx(2z).
It follows that, assuming 2z ∈ Zn, fz,τ (x) ∈ Z for all x ∈ Zn if and only if the same holds for
x = e1, · · · , en. On the other hand,
fz,τ (ei) =
teiTei, where T = t+ diag(2z),
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so Lz,τ = Z
n if and only if the integral matrix T is even. Note that, since τ ∈ Symn(Z), if T is even
2z ∈ Zn automatically.
Suppose τ ∈ Symn(Q). Then we may choose U , V ∈ GLn(Z) such that τ = UDV −1, with
D = diag(
p1
q1
, · · · , pn
qn
),
and pi, qi integers such that qi > 0 and gcd(pi, qi) = 1. Putting
P = diag(p1, · · · , pn), Q = diag(q1, . . . , qn),
and
A = UP, B = V Q, (2.12)
we have
τ = AB−1. (2.13)
Definition 1. For τ ∈ Symn(Q), we say τ = AB−1 is in reduced form, if A = UP , B = V Q, with U , V ,
P , Q as above.
Thus any τ ∈ Symn(Q) has a (non-unique) reduced form.
Proposition 6.— Let τ ∈ Symn(Q), z ∈ Cn, and write τ = AB−1 in reduced form.
(a) y, τy ∈ Zn if and only if y ∈ BZn.
(b) Lz,τ = {y ∈ BZn : fz,τ (y) ∈ Z}.
(c) Lz,τ = BZ
n if and only if tBA+ 2diag(tBz) is an even integral matrix.
Proof. With U , V , P , Q as in (2.12), we have τ = UPQ−1V −1. Since U ∈ GLn(Z), τy ∈ Zn if and only
if PQ−1V −1y ∈ Zn. Since V ∈ GLn(Z), y ∈ Zn if and only if y0 = V −1y ∈ Zn. Therefore y, τy ∈ Zn
if and only if y = V y0 for some y0 ∈ Zn such that PQ−1y0 ∈ Zn. Since P , Q are integral diagonal
matrices with gcd(pi, qi) = 1,
PQ−1y0 ∈ Zn ⇐⇒ Q−1y0 ∈ Zn ⇐⇒ y ∈ BZn,
which proves (a).
Suppose y ∈ Lz,τ . Setting x = 0 in (2.11) we obtain fz,τ (y) ∈ Z. Subtracting from (2.11) for an arbitrary
x we obtain txty ∈ Z for all x, which is to say τy ∈ Zn. Conversely, if fz,τ (y) ∈ Z and y, τy ∈ Zn, we
have y ∈ Lz,τ . Then (b) follows from (a).
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It follows from (b) that Lz,τ = BZ
n if and only if fz,τ (By0) ∈ Z for all y0 ∈ Z. Now
fz,τ (By0) =
1
2
t
y0
tBAy0 +
t
y0
tBz = fz0,τ0(y0), where z0 =
tBz, τ0 =
tBA.
Note τ ∈ Symn(Q) implies tBA is integral and symmetric. Then using Lemma 8, fz,τ (BZn) ⊂ Z if and
only if τ0 + 2diag(z0) =
tBA+ 2diag(tBz) is integral and even.
Now assume that (z, t) ∈ 12Zn×Symn(Q), and that t = AB−1 is in reduced form, with tBA+2diag(Bz)
an even integral matrix, so that Lz,t = BZ
n by Proposition 6(c). For (z, τ) ∈ Cn × Hn, we have
Θ(z+ z, t+ t) =
∑
x∈Zn
e(fz,t(x))e(fz,τ (x)) =
∑
x∈Zn(mod B)
e(fz,t(x))Θx,Lz,t(z, τ).
Then using Lemma 7(b),
Θ(z+ z, t + τ) = |det(B)|−1α(z, τ)−1
∑
x∈Zn(mod B)
e(fz,t(x)Θ(B
−1(τ−1z+ x),−(tBτB)−1), (2.14)
where (α(z, τ) is as in (2.10). Applying (2.9), we have
Θ(z+ z, t + τ) = α(z + z, t+ τ)−1Θ((t+ τ)−1(z+ z),−(t + τ)−1). (2.15)
Now we write
(t+ τ)−1(z+ z) = z1 + z1, −(t+ τ)−1 = t1 + τ1, (2.16)
where
z1 = t
−1z, t1 = −t−1. (2.17)
Since τ = AB−1, we have τ1 = −BA−1. Now, in general
tAB + 2diag(tAz1) =
t(BtA+ 2diag(tBz)) = BAt + 2diag(tBz).
Since the right-hand side is by assumption an even integral matrix, so is the left-hand side, hence
Lz1,t1 = AZ
n by Proposition 6(c). Therefore as in 2.14, we have
Θ(z1 + z1, t1 + τ1) = |det(A)|−1α(z1, τ1)−1
∑
x1∈Zn(mod A)
e(fz1,t1(x1))Θ(A
−1(τ−11 z1 + x1),−(tAτ1A)−1).
(2.18)
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Combining with (2.14) and (2.15), we arrive at the preliminary form of our main identity:∑
x∈Zn(mod B)
e(fz,t(x))Θ(B
−1(τ−1z+ x),−(tBτB)−1)
= F (z, t, z, τ)
∑
x1∈Zn(mod A)
e(fz1,t1(x1))Θ(A
−1(τ−11 z1 + x1),−(tAτ1A)−1),
(2.19)
where
F (z, t, z, τ) =
|det(B)|
|det(A)|α(z, τ)α(z + z, t + τ)
−1α(z1, τ1)−1. (2.20)
Lemma 9.— With τ1, z1 as in (2.17), the following identities holds:
(a) τ1 = −(t+ τ)−1 + t−1 = (t+ τ)−1τ t−1 = t−1τ(t+ τ)−1,
(b) z1 = (t+ τ)
−1(z− τ t−1z).
(c) t = τ(t+ τ)−1τ−11
(d) tzτ−1z+ tzt−1z = t(z+ z)(t + τ)−1(z+ z) + tz1τ−11 z1.
(e) α(z, τ)α(z + z, t+ τ)−1α(z1, τ1)−1 = |det(t)| 12 eiπσt/4 exp(−iπtzt−1z).
Proof. Parts (a), (b) follow immediately from the defining equations (2.16), and (c) follows from (a). For
(d), first we use (2.16) to write
t(z+ z)(t + τ)−1(z+ z) = t(z+ z)(z1 + z1) = (tz+ tz)(t−1z+ z1) = tzt−1z+ tzz1 + tzt−1z+ tzz1.
Then using (a) and (b) we also write
t
z1τ
−1
1 z1 = (
t
z− tzt−1τ)τ−1tz1 = tzτ−1tz1 − tzz1.
Summing the two relations above, we obtain
t(z+ z)(t + τ)−1(z+ z) + tz1τ−11 z1 =
tzt−1z+ tzτ−1(τ t−1z+ τz1 + tz1) = tzt−1z+ tzτ−1z,
with the last equality using (b). This proves (d).
The left-hand side of (e) is equal to the product X · Y where
X = det(−iτ) 12 det(−i(t+ τ))− 12 det(−iτ1)−
1
2 = det(it)
1
2 = |det(t)|eiπσt/4
by (c) and Lemma 5, and
Y = exp(−iπ (tzτ−1z− t(z + z)(t + τ)−1(z+ z)− tz1τ−11 z1)) = exp(−iπtzt−1z)
by (d). This proves (e).
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It follows from part (e) of the Lemma that
F (z, t, z, τ) = |det(t)|−1|det(t)| 12 eiπσt/4 exp(−iπtzt−1z) = det(−it)− 12 exp(−iπtzt−1) = α(z, t)−1.
The main theorem is now as follows.
Theorem 2.— Let t ∈ Symn(Q) be non-singular, write t = AB−1 in reduced form, and put n = tBA.
Let c ∈ Qn be such that n+ 2diag(c) is integral and even. Then for all (z, τ) ∈ Cn × Hn,∑
x∈B−1Zn(mod Zn)
e(fn,c(x))Θ(z+x, τ) = det(it)
− 1
2 e−iπ
t(cn−1c)
∑
x1∈A−1Zn(mod Zn)
e(f−n,c(x1))Θ(z+x1−n−1, τ−n−1).
Proof. Let z = tB−1c, so that (z, t) satisfies the condition in Proposition 6(c), and (2.19) holds. Replacing
z by τBz and x ∈ Zn(mod B) with B−1x ∈ BZn(mod Zn), the left-hand side of (2.19) becomes∑
x∈B−1Zn(mod Zn)
e(fz,t(Bx))Θ(z + x),−(tBτB)−1).
Using Lemma 9, we have
τ−11 z1 = tτ
−1(z− τ t−1z) = tτ−1z − z =⇒ A−1(τ−11 z1 + x1) = B−1τ−1z−A−1z+A−1x1.
which becomes z − A−1z − x1 = A − n−1c − x after the replacing z by τBz, and x1 ∈ Zn(mod AZn)
with A−1x1 ∈ A−1Zn(mod Zn).
The right-hand side of (2.19) is then
α(z, t)−1
∑
x1∈A−1Zn(mod Zn)
e(fz,t(Ax))Θ(z + x1 − n−1c,−(tAτ1A)−1).
Now we have
fz,t(Bx) = fc,n(x), fz1,t1(Ax1) = fc,−n(x1),
tzt−1z = tcn−1c,
and σt = σn since n =
tBtB. Therefore
F (z, t, z, τ) = α(z, t)−1 = |det(t)|− 12 eiπσn/4 exp(πitcn−1c).
The identity (2.19) then becomes∑
x∈B−1Zn(mod Zn)
e(fn,c(x))Θ(z+x, τB) = det(it)
− 1
2 exp(−iπtcn−1c)
∑
x1∈A−1Zn(mod Zn)
e(f−n,c(x))Θ(z+x1−n−1c, τA),
where
τB = −(tBτB)−1, τA = −(tAτ1A)−1 = τB − n−1.
The statement of the theorem then results after replacing τB by τ .
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Corollary 2 (Reciprocity).— Let t ∈ Symn(Q) be non-singular, write t = AB−1 in reduced form, and
put n = tBA. Let c ∈ Qn be such that n+ 2diag(c) is integral and even. Then
1√|det(B)| ∑
x∈B−1Zn (mod Zn)
e(
1
2
t
xnx+txc) = exp(−πitcn−1c) e
iπσn/4√|det(A)| ∑
x∈A−1Zn(mod Zn)
e(−1
2
t
xnx+txc).
Proof. Put τ = it ∈ iR in the statement of the theorem and take the limit as t→∞. By Lemma 6 all the
theta values go to 1. Write
(det(−it)− 12 = |det(B)|
1
2
|det(A)| 12
e−iπσn/4
by Lemma 5, then replace n by −n and correspondingly σn by −σn.
An equivalent formulation was stated as Theorem B in the introduction. The special case c = 0 general-
izes the Landsberg-Schaar relation.
Corollary 3.— Let t ∈ Symn(Q) be non-singular, write t = AB−1 in reduced form, and assume
n = tBA is even. Then
1√|det(B)| ∑
x∈Zn(mod B)
eπi
t
xtx =
eiπσt/4√|det(A)| ∑
x∈Zn(mod A)
e−πi
t
xt−1x.
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