Abstract-A small network of computing devices that started as ARPANET project in early 1980s is now a worldwide network of devices for billions of users. This global network, the Internet, has become an integral part of worldwide economy and life of individuals. Internet Protocol (IP) v4 is the basic building block of the Internet and has served well, but it has limitations that hinder its growth. The solution is IPv6, which addresses inherent problems of the earlier version. However, due to the increased overhead in IPv6 and its interaction with the operating system that hosts this communication protocol, there may be network performance issues. In this paper, two operating systems namely, Windows Vista and Linux Ubuntu are configured with the two versions of IP and empirically evaluated for performance difference. Performance related metrics like throughput, delay, jitter and CPU usage are empirically measured on a test-bed implementation. The results show that network performance depends not only on IP version and traffic type, but also on the choice of the operating system.
INTRODUCTION
With organizations striving to continuously increase business, the Internet has become a necessary arsenal in the armory of any 21 st century businesses. Internet Protocol version 4 (IPv4) is the basic building block used to construct Internet infrastructure; however there are limitations in this technology. The major shortfall of IPv4 is that it has limited address space of approximately 4.3 billion (2 32 ), but the real world limit falls far short of this theoretical cap due to the way addresses are administered globally [1] . Less than 16% addresses remain unallocated as of early 2008 and it is expected that by 2010 or 2011 IPv4 addresses will run out [2] . This problem was foreseen in the late 1990 and in response Internet Engineering Task Force (IETF) began work on the development of a new version of Internet Protocol, IPv6. This new version has lots of improvements including; increased address space from 2 32 to 2 128 , enhanced security, enhanced end user benefits, mobility support and integrated Quality of Service (QoS). However, IPv6 data header is twice in size to that of its predecessor, implying that IPv6 has a higher overhead associated with itthus performance degradation. This additional over varies in size with the data payload size -for example, with no fragmentation of datagrams, a payload of 128 Bytes has performance difference of 10.3%, and for payload of 1408 Bytes the difference is 1.3% approximately [3] . In this paper, IPv4 and IPv6 performance has been compared on two operating systems namely, Windows Vista and Linux Ubuntu. Results obtained from this test bed analysis show that theoretical difference in performance of the two versions of IP is different to that on real implementations. Also IPv4 and IPv6 performance values are different for the two operating systems.
The rest of the paper is organized as follows: Section 2 discusses some of similar work undertaken by other researchers, Section 3 describes Internet Protocols mainly focusing on IPv6 header structure and Section 4 outlines the experimental setup used in this research. We present the results and discuss the findings in Section 5. Finally, the research is concluded in Section 6.
II. RELATED WORK
Research related to performance of IPv4 and IPv6 has been undertaken by a number of researchers. There are a number of threads in research related to this topic, however research specific to performance of protocols on operating systems based on test-bed experiments are outlined in Figure 1 . Simulations and emulations can be employed as other means of testing, but test-bed experiments show that performance of IPv4 and IPv6 varies to different degrees depending on the operating system it is implemented on. For example changing from IPv4 to IPv6 on Windows NT downgrades performance by 2% [13] , FreeBSD performs slightly inferior [9] , [10] , [11] , FreeBSD (KAME IPv6) Xie (1999) [12] Windows NT (MSR IPv6 Beta)
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Draves, Mankin & Zill (1998) [13] Windows NT (MSR IPv6) In this research we continue analyzing performance of IPv4 and IPv6 on Windows Vista SP1 and Linux Ubuntu (kernel 2.6.24_21 generic). The novelty of this research is that analyses of these two operating system performances with IPv4/IPv6 are not present in literature.
III. BACKGROUND
IPv6 has been designed as an evolutionary step from IPv4 and it addresses problems inherent in IPv4, plus offers new opportunities for services that can be provided via computer networks. In [14] , the author discusses these opportunities in detail, and at data packet level the difference between IPv4 and IPv6 is illustrated in Figure 2 . Comparing the two, IPv6 (second picture) has larger space for addresses (expanded from 32 to 128bits); however the length of the header has not changed much between the two versions even though the new version caters for increased addresses. This has been possible since header structure has been simplified in IPv6. Some of these simplifications are: (a) options field has been eliminatedthis field was used to specify optional services like encryption, (b) header checksum field has been deleted-was used to check for errors in header, (c) service type field has been replaced with priority field-used to represent the priority of the packet and (d) time to live filed has been replaced with hop-limit field. In the new header, the flow level field has been introduced to specify a series of packets (e.g. Voice over IP) to sender or intermediate devices. Overall, the header structure in the two IP versions is distinctly different.
The experimental setup that was used to measure the performance difference of the two protocols on the operating systems is described next.
IV. EXPERIMENTAL SETUP
Two computers with similar hardware (CPU: Intel Pentium C2D , RAM: 2GB , NIC: PCI Intel Pro 100 , Hard Drive: Seagate 160GB) were connected using a cross-over cable and each of the operating systems to be tested were installed one at a time on this test-bed (Figure 3 ). IPv4 as the communication protocol was configured first and data was collected. Later this was replaced with IPv6 ensuring that all other test-bed parameters remained the same. D-ITG 2.6.1d [15] was the primary tool employed to evaluate performance of protocols on operating systems. This tool was chosen because it works with both the protocol versions and the operating systems. D-ITG generates traffic at network/transport and application layer and sends it from sender to generator node and can measure performance related metrics.
In this research, the metrics measured were throughput, delay, jitter and CPU usage (both nodes) for TCP and UDP traffic. To ensure high data accuracy, all tests were executed 20 times, and to get the maximum throughput for a given packet size, each run had duration of 30 seconds. The results are presented and discussed next.
V. RESULTS
We present the findings of the research in this section.
Initially throughput values (number of bits transmissed in a certain time) for operating systems with IPv4 and IPv6 were obtained by measuring it for packet sizes ranging from 64 to 1536 Bytes. TCP results are presented in Figure 4 . From this graph it is seen that for small packet sizes (<384 Bytes) both operating systems with both IPv4 and IPv6 portray the same througput values, steeply increasing as the packet size increase. However, for most of the larger packet sizes Windows Vista throughput is slightly lower (average 5%) than Linux Ubuntu. Also, IPv4 in most case give a hight throughput value than IPv6 for packet size larger than 384 Bytes.
UDP throughput values are presented in Figure 5 . Linux Ubuntu and Windows Vista mainly show a similar behavious for all packet sizes except between 384-1024 Bytes. In this range, Windows Vista again is a slightly inferior performer to its counterpart. It is worth noting that both TCP and UDP throughput values are similar for all combinations of protocols and operating systems. Average delay for TCP and UDP traffic is shown in Figures 6  and 7 respectively. In both, there is a significant difference between the Windows and Linux distribution -the former having delay values close to zero while the latter much higher.
Ubuntu delay values for TCP range between 300 and 600ms for both IPv4 and IPv6 and for UDP it averages around 8ms for large packet sizes. For UDP, small packet sizes have low delay for all traffic types, but there is a large difference for packet sizes over 384 Bytes -Ubuntu portrays delay 4 times more than Windows Vista.
Jitter values (variation in time between packets arriving at the destination) are shown in Figures 8 and 9 . For TCP there is a slight difference between the operating systems with large packet sizes however for small packets that values are very similar. In all cases Ubuntu with TCP values are higher than Windows Vista. UDP jitter shows an opposite trend (Ubuntu values are lower than Windows Vista for all packet sizes), however for all packets except in the range 384-1024 Bytes, the values are similar.
CPU usage of the sender and the receiver nodes show some interesting differences between the operating systems ( Figures   10-13 ). In majority of the cases Windows Vista uses CPU more than Ubuntu for both TCP and UDP -in somes instances the usage is almost double. For small packet sizes Ubuntu on the sender node exceeds CPU than Windows Vista, however this can be seen as a exception.
Finally, the values for the amount of CPU utilised while decoding the received packets on the end node are presented in Figures 14 and 15 . Both TCP and UDP show similar 
VI. CONCLUSIONS
In this research performance of two IP versions have been empirically measured on Windows Vista and Linux Ubuntu operating systems. The following specific conclusions can be drawn:
• For packet sizes larger than 256 Bytes, IPv4 always gives a slightly better throughput than IPv6 (consistent with theory). However for small packet sizes the performance is almost identical.
• Windows Vista throughput values for most packets sizes (range: 384-1152Bytes) for both TCP and UDP traffic are lower than Linux Ubuntu by up to 5%.
• There is significant difference in average delay between the operating systems. For TCP traffic, Windows Vista delay is approximately zero but Linux Ubuntu averages around 500ms, and for UDP Windows Vista delay is approximately 4 times lower than Ubuntu.
• Jitter values differ for the operating systems as well where Windows Vista values are lower than that of Linux Ubuntu for TCP traffic.
• For almost all packet sizes, Windows Vista uses more CPU resources on both the sending and the receiving nodes. In some situations Windows Vista uses almost double CPU resources when compared to its counterpart.
• TCP and UDP traffic decoding uses more CPU resources in Windows Vista than Linux Ubuntu.
