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设某一预测问题在某一时段的实际值为 yt ( t =
1, 2,⋯, n) , 对此预测问题有 m 种可行的预测方法,其
预测值或模型拟合值分别为 f t j ( t = 1, 2,⋯, n; j = 1,
2,⋯,m)。又设m 种预测方法的加权向量为W = (w 1,
w 2,⋯, wm ) T , 且满足归一化约束条件
eT w = 1






w j f t j　( t = 1, 2,⋯, n)
将上式写成向量形式有:
Yd = FW
其中 Yd = ( yd1, yd2,⋯, ydn) , F = ( f t j ) n×m。
显然, 要使组合预测模型能从经济涵义上作出科
学而合理的解释, 加权向量 W 还必须满足非负性约
束条件, 即:W ≥ 0。现在要做的工作就是求解加权向
量 W ,使组合预测效果比单个模型预测效果要好。
考虑多元线性回归模型
y = B0 + B1x 1 + ⋯ + Bkx k
设有 n 个样本观测点 ( y i, x i1, ⋯, x ik) , i = 1, 2,⋯, n,
写成向量形式为:
Y- = XB ( 1)
式中 Y- = ( y 1,⋯, y n) T为 n×1阶响应变量, X 为回归
变量的 n× ( k + 1) 阶矩阵(第一列元素均为 1) , B=
( B0, B1 ,⋯, Bk) T 为未知参数向量。显然, 从解析几何
角度考虑, ( 1) 式代表了 n 个超平面。记超平面 p i 为:
( p i) : y i = B0 + B1x i1 + ⋯ + Bkx ik ( 2)
( i = 1, 2,⋯, n)
若样本观测点 n < k + 1, 则由克莱姆法则可知, ( 1)
式将有无穷多组解, 此时的 n 个超平面 p i( i = 1, 2,
⋯, n) 相交于一条直线; 若 n = k + 1, 由克莱姆法则
可知当 ûX û≠ 0 时, ( 1) 式有唯一一组非零解 B* ,此
时的 n 个超平面将相交于 B* 点; 若n > k + 1, ( 1) 式
为一组过度确定 ( Over-determined) 的矛盾方程组,
此时的 n 个平面 p i 将不再具有非零公共交点。因此,
为了合理估计参数向量 B, 很自然的想法就是找到某











w j f tj - y t = 0　( t = 1, 2,⋯, n) ( 4)
根据以上所述原理, 可把 ( 4) 式看成 n 个超平面
方程,由解析几何可知,任一点 W = ( w1 ,⋯, w m ) T 至
( 4) 式每一超平面的几何距离可表示为
d t =
w 1f t1 + ⋯ + w mf tm - y t
f 2t1 + f 2t2 + ⋯ + f 2tm
　( t = 1, 2, ⋯, n)
显然, d t 总是越小越好,为此 ,取范数性能指标为
min J = (∑
m
t= 1
dpt ) 1/ p ( 5)





f 2tj　( t = 1, 2, ⋯, n)
r t = y t - (w 1f t1 + ⋯ + w mf tm ) ( 6)
( t = 1, 2,⋯, n)
显然, u t > 0,于是 d t可进一步简化为
d t = ut ûr tû　( t = 1, 2,⋯, n)
将( 6) 式写成向量形式,有
R = Y- - FW
其中 R = ( r 1, ⋯, r n)
T 为组合预测误差列向量。对于
( 5) 式的范数性能指标, 分别取不同的范数,由此可得
三种不同的参数估计方法。
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1. 1　 最小几何距离参数估计方法
在( 5) 式中,取 p = 1,则有






min J = ∑
n
t= 1









令 rt = r +t - r -t ,且满足: r +t , r -t ≥ 0, r +t õr -t = 0 ( t =
1, 2, ⋯, n) , 则上述最优化问题可化成如下等价的线
性规划模型







t ) = C
T ( R+ + R- )
s. t.
FW + R+ - R - = Y-
eTW = 1
W , R+ , R -≥ 0
其中: R + = ( r +1 ,⋯, r +n ) T ,




C = ( u1 ,⋯, un ) T。
解此线性规划问题可得到基于最小几何距离的最优
组合加权向量 W * 。
1. 2　 最小平方几何距离参数估计方法
对( 5) 式的性能指标,取 p = 2, 则可导出几何距
离最小二乘方法( GDLS) :
min J = ∑
n
t= 1









u = diag {u1,⋯, un}
则范数性能指标用向量形式可表示为:
min J = R TuR = ( Y- - FW ) Tu( Y- - FW )
于是, GDLS 参数估计方法可进一步简化为
min J = ( Y
-







该二 次 规 划 问 题 的最 优 解 一 定 存在, 且其
Kuhn-T ucker 条件可表示为:
- F Tu( Y- - FW ) - Ke - C= 0
eTW = 1
Ciw i = 0　( i = 1, 2,⋯, m)
W ,C≥ 0
其中, K为与约束条件 eTW = 1 相对应的 Lagr ange乘
子,C= (C1 ,⋯,Cm) T 为与加权向量 W ≥ 0 相对应的
Kuhn-T ucker 乘子。由于 K无非负约束, 故令 K= K′-






FTuFW - K′e + K″e - C= FTuY-
eTW + V = 1
W ,C, V ≥ 0,K′,K″≥ 0
Ci与 w i不能同时为基变量
( i = 1, 2,⋯,m)
解此辅助线性规划模型( ALP ) 可得到基于最小平方
几何距离的最优组合加权向量 W * 。
1. 3　 最小最大几何距离参数估计方法
在( 5) 式中,令 p = ∞,则由此导出的方法称为最
小最大几何距离方法:









令 z = max
1≤t≤n
{d t}
则显然有 z ≥ 0,且
d t≤ z　( t = 1, 2,⋯, n)
即 ûr tû≤ z / u t　( t = 1, 2,⋯, n)









) T , 则上式可用向量
形式表示为
ûRû≤ zH
其中, ûRû = ( ûr 1û, ⋯, ûr nû) T , 亦即
ûY- - FW û≤ zH
上式可进一步展开为
FW + zH ≥ Y-
- FW + zH ≥- Y-
于是,最小最大几何距离方法可表示为:
min J = z
s. t.
FW + zH ≥ Y-
- FW + zH ≥- Y-
eTW = 1










max J′= Y- T ( V - V′) + D
s. t.
FT ( V - V′) + De ≤ 0
H T ( V + V′) ≤ 1
V , V′≥ 0, D无约束
式中, V = ( v1, v2, ⋯, vn ) T , V′= ( v′1, v′2,⋯, v′n) T。
该对偶规划模型的约束方程数目仅为( m + 1) , 大大
少于原规划模型的约束方程数目( 2n + 1)。因此迭代
次数和计算时间均较原线性规划模型有较大改善。引
入松驰变量 Q和松驰向量 K= (K1, ⋯,Km) T ,则上述对
偶规划模型可进一步化为标准形式
max J′= Y- T ( V - V′) - D′+ D″
s. t.
FT ( V - V′) + D′e - D″e + K= 0
H T ( V + V′) + Q= 1
V , V′≥ 0, K≥ 0, D′, D″, Q≥ 0
D = D′- D″
解此对偶规划模型, 记对偶规划最优单纯形表中松驰
向量 K所对应的检验数向量的反号记为 z *K = ( z *K1 ,
z *K2, ⋯, z
*
Km
) T ,松驰变量 Q的检验数的反号记为 z *Q ,则
由对偶规划理论有
W * = z *K
z * = z *e
显然 , z *K ≥ 0, z
*
e ≥ 0, z









SS E = ∑
n
t= 1
( y t - y
d
t) 2
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2 中显示了财政赤字与 GNP 在统计上的相互关系并
不显著, 或者说两者之间不存在因果关系, 其原因为:
一方面, 虽然财政赤字的增长速度较快 ,但从总体上
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