ABSTRACT
INTRODUCTION
Microarrays have been widely used to characterize biological samples and identify genes involved in cellular processes; nevertheless, interpretation of their results is often hampered by poorly controlled sources of variation, such as dye bias, probe design and heterogeneity in biological source material. Such factors frustrate comparison of results from similar experiments in different laboratories. Comparing results from different array platforms can be especially difficult (Jarvinen et al., 2004; Hwang et al., 2004) .
To draw robust conclusions from microarray experiments, it is sensible to think of combining (or fusing) related results from several laboratories. For example, to reliably characterize cell types in terms of their gene-expression profiles, we would need to compare groups of similar cell types over ranges of experimental conditions. Such breadth of experimentation may not be possible within a single laboratory, and in any case it would be unwise to rely upon the results from a single set of experiments, however carefully conducted. Thus methods for fusing microarray datasets are required.
In performing such a meta-analysis, we would not want to pollute high-quality results with those from less well-conducted experiments. Moreover, we might want to ensure that the combined results do not reflect artefacts arising from, for example, array design or sample preparation. In this paper we describe the use of multivariate linear regression to fuse microarray datasets, taking into account differences in data quality and, when required, filtering out unwanted experimental artefacts and noise. The aim of the analysis is to * To whom correspondence should be addressed. deliver a fused and cleaned dataset, which might then be subjected to further analyses by other formal or informal techniques, such as cluster analysis, singular value decomposition (SVD) or graphical display.
Regression models have been used for a variety of purposes in the analysis of microarray data. These purposes include the identification of differentially expressed genes (Thomas et al., 2001; Tai and Speed, 2004; Tsai et al., 2004; Bae and Mallick, 2004; Bhattacharjee et al., 2004; Wu, 2005) , prediction of biological sample attributes, such as tumour type, clincial stage or patient survival (West et al., 2001; Segal et al., 2003; Sha et al., 2004; Bae and Mallick, 2004) and classification of biological samples (Parmigiani et al., 2002) . The limma package and its front end, limmaGUI, have been developed to facilitate linear modelling of differential gene expression (Wettenhall and Smyth, 2004) . These models are all univariate multiple regressions, i.e. the outcome (dependent) variable in each case is a univariate quantity, although several input (independent) variables may be involved.
In contrast, our approach naturally falls into the class of multivariate regression modelling, where the outcome variable is the entire, correlated, gene-expression vector for each individual microarray hybridization experiment (hybridization, for short). It is perhaps surprising that such a highly multivariate approach could work, given the typically small number of hybridizations in any microarray dataset. However, our dual aims of data combining and filtering are more modest than in the regression applications cited above. We do not aim specifically to infer causes or mechanisms underlying the data; on the contrary, our priority is to prepare the data to facilitate subsequent, perhaps more inferential, analyses. In essence, our approach applies a projection from a very high-dimensional space into a space which is smaller, but still high-dimensional. Tai and Speed (2004) use a multivariate regression model where, converse to our approach, the outcome variable is the vector of results from several hybridizations for a given gene probe.
There is an extensive literature on statistical methods for data fusion or meta-analysis. These methods have not been developed with large-scale microarray datasets in mind; indeed, the development of this field largely predates the microarray era. An example relevant to our situation is provided by Berkey et al. (1998) , who propose a random-effects model for multivariate outcomes. The advantage of a random-effects approach is that it allows for interstudy variation in the underlying phenomenon. The disadvantage is that this leads to more complex modelling and algorithms. Choi et al. (2003) propose a different method specifically for microarray data fusion, which involves a two-stage procedure, first combining gene-specific data within each study, then performing a cross-study meta-analysis. Johansson et al. (2003) use partial least squares to combine microarray data from several sources on cell-cycle control in the budding yeast, Saccharomyces cerevisiae.
In Section 2 we present our methodology, and in Section 3 we apply it to data from Rustici et al. (2004) on cell-cycle control in the fission yeast, Schizosaccharomyces pombe.
METHODS
Let D denote an N × m observed data matrix from N microarray hybridizations, each containing the same set of m gene probes. Typically, m N. These N hybridizations may be from different laboratories and performed under different experimental conditions. However, we hypothesize that they are related by a set of n < N underlying biological conditions, e.g. n different cell types. In particular, we assume that the observed data are noisy observations of an unobserved, idealized, n × m data matrix C, which we aim to estimate from the data through the multivariate regression model:
Here, X is an N × n design matrix of known coefficients. Below we give some illustrations of the construction of X. In Equation (1), matrix C takes on the role of a large set of unobserved regression parameters, which must be estimated. The estimate of C, denotedĈ, is the primary object of our analysis and is interpretable as a combined and filtered data matrix. The N ×m matrix ε contains unobserved noise or residual errors. Note that model (1) bears some similarlity with factor analysis (FA) and independent components analysis (ICA) models (Mardia et al. (1979) and Martoglio et al. (2002) ). However, both FA and ICA involve estimating the X matrix in addition to C and require distributional assumptions on the error term ε. We assume that residual error term ε has zero mean and its rows are uncorrelated, i.e. we assume residual errors are uncorrelated between hybridizations. However, we can expect residual errors to be correlated within a hybridization, owing to complex unmodelled networks of gene interactions. Importantly, we also allow some hybridizations to be more noisy than others. Specifically, we assume for each hybridization h = 1, . . . , N :
where vector ε T h is the h-th row of ε, where T denotes matrix transposition; represents an unknown m×m matrix reflecting a common within-experiment variance-covariance error structure; and ω h is a scalar reflecting the relative noisiness of hybridization h, such that h ω h /N = 1. Initially, we assume ω h is known; subsequently we propose an approach to estimate it.
Note that the assumption of additive errors in Equation (1) may not always be appropriate. A standard approach to dealing with non-additive errors is to apply a suitable transformation to the data, to produce matrix D (Huber et al., 2002) . There are substantial advantages of retaining a linear model with additive errors, in terms of algorithmic simplicity and stability of parameter estimates. These advantages will generally outweigh any advantages of a more elaborate error structure.
Estimation
Since hidden data matrix C is not directly observed, we must estimate it from D and X. The generalized least squares solution is:
where is a known diagonal N × N matrix whose h-th diagonal element is ω h (Mardia et al., 1979) . We require that the n × n matrix (X T −1 X) should have full rank n. If it does not, then we should reduce the number n of our hypothesized underlying biological conditions. Note that Equation (3) is also the maximum-likelihood estimate of C, assuming multivariate normality of the errors, ε h . An unbiased estimate of the large matrix is
whereε is the N × m matrix of estimated residualŝ
An estimate of the covariance between two elementsĈ ij andĈ kl ofĈ is then
The estimate (3) for C could instead have been obtained from a set of separate weighted univariate regressions, one for each gene probe. However, variance and covariance estimates would then differ from those given here, through failure to account for residual correlations between probes, the importance of which we noted above.
Suppose now the variance modifiers ω h are unknown. We propose an iterative approach to their estimation. Initially, each ω h is set to unity. After each iteration i, ω h is updated:
where (i) denotes quantities calculated at iteration i;ε
is the h-th row of ε (i) ; and s is a non-negative constant. The resulting (i+1) is substituted in Equation (3) to calculateĈ (i+1) , which in turn is substituted in Equation (5) to produceε (i+1) . The whole process is iterated until convergence, which should occur in just three or four iterations. Setting s > 0 has the effect of shrinking each ω h towards unity, and ensures a unique fixed point to the algorithm. Equation (6) can be motivated by a Bayesian argument (see Appendix). In practice, setting s close to zero should produce reasonable results.
Special cases
Here we provide some simple illustrations of the kinds of use to which regression model (1) might be put. A more complex construction is given in our application to S.pombe cell-cycle data in Section 3.
(1) Suppose replicate hybridizations have been performed on each of a number n of cell types. We aim to estimate a single canonical gene-expression profile for each cell type. Assume hybridizations a k through b k are on cell-type k, for each k = 1, . . . , n. We construct the design matrix X such that X hk = 1 for hybridizations h in range [a k , b k ], and set X hk = 0, otherwise. Then, from Equation (3), our estimated hidden data matrixĈ is composed of elementŝ
So our estimated expression profile for cell-type k is just the weighted average of the observed expression vectors from hybridizations a k through b k , where the weight for each hybridization h is inversely proportional to its variance modifier, ω h .
(2) Suppose that, on each of n • cell types, we have performed hybridizations on samples prepared under a neutral baseline condition and also under each of n * active treatments, applied singly. Then the design matrix is composed of two sets of columns, X = [X • | X * ] where X • hk = 1 if sample h was of cell type k, X • hk = 0, otherwise; and X * h = 1 if sample h was prepared under active treatment , X * h = 0, otherwise. This is a two-way multivariate analysis of variance (manova) model. The estimated hidden data matrixĈ now comprises two sets of rows. Each of its first n • rows represents the baseline expression profile for one cell-type, as in Special Case 1. Each of its remaining n * rows represents the effects of one active treatment on the baseline expression profile. The purpose of this analysis might be to estimate these treatment effects. Alternatively, it might be to obtain a cell-type profile under baseline conditions, to more easily and reliably search for differentially expressed genes.
(3) Suppose that each hybridization was prepared under a mixture of n−1 controlled conditions. For example, one condition might be the salinity of the cell suspension, another might be its temperature, and so on.
Then each row of design matrix X will contain the value of each control parameter for one hybridization. The first column of X will contain only 1s and each subsequent column will contain the values of one control parameter across hybridizations. The correspondinĝ C matrix will contain n rows, the first representing the expression profile when all control parameters are set to zero, and each subsequent row representing the effect on the gene-expression profile of a unit increase in one particular control parameter. The aim of this type of analysis might be to estimate the gene-expression profile under each of a number of canonical experimental conditions, or perhaps to reduce the effects of noise or remove systematic sources of variation. Section 3 contains an application of this type.
Note that our intention in providing these examples is to illustrate only the flavour of approach that might be taken. In real applications, more elaborate sets of assumptions might be required to properly address specific aspects of the data. However, we emphasize that our approach is not intended to represent a fully comprehensive modelling of the phenomenon under study (which might well include gene-interaction networks, etc.). Rather, our aim is to provide a fused data matrix, upon which more sophisticated or tailored analyses can be performed.
APPLICATION: CELL CYCLE IN FISSION YEAST
We illustrate our multivariate regression approach using microarray time-course data from Rustici et al. (2004) on cell-cycle control in the fission yeast S.pombe. These experiments employed a variety of techniques to synchronize cells at the same point of the cell cycle. Our primary aim is fuse these experiments to produce a single time-course dataset. However, the potential for each synchronization method to differentially affect cell-cycle phase lengths means that the data fusion is not straightforward. This motivates the use of our multivariate regression approach. We begin with a brief introduction to the data and our matrix D derived from it; we continue with an account of our construction of design matrix X and conclude with some analysis of the resulting fused dataset C.
Data matrix: D
The normalized data from nine experiments performed by Rustici et al. (2004) were downloaded from http://www. sanger.ac.uk/PostGenomics/S_pombe/. These experiments employed the following synchronization techniques: elutriation (experiments elu-1, elu-2, elu-3); cdc25 block-release (cdc25-1, cdc25-2.1, cdc25-2.2, cdc25-sep1); and elutriation combined with either cdc10 or cdc25 (elu&cdc10, elu&cdc25). Experiments cdc25-2.1 and cdc25-2.2 were dye-swapped technical replicates, whereas cdc25-sep1 was performed in sep1 mutants. Measurements for each experiment were taken at synchronization (time 0) and then every 15 min for up to 315 min. All experiments followed two cell cycles, except for elu&cdc10 and elu&cdc25, which followed only one. In all, these 9 experiments represent 178 sample hybridizations. Our matrix D comprises the normalized data from these N = 178 hybridizations for the m = 407 genes identified by Rustici et al. (2004) as cell-cycle regulated. As there were missing intensity measurements for some of the genes in some of the hybridizations, we employed the K nearest neighbours (KNN) method (Troyanskaya et al., 2001 ) to impute observations for these genes. After the imputation step, each row of D was centred and scaled to have zero mean and unit standard deviation. This was done to make each hybridization more comparable, but is not essential. Indeed, this standardization would be inappropriate if all the genes were in phase. However, this is not the case in these data.
To visualize these data, Figure 1 shows the first two components from an SVD of D (Alter et al., 2000) . Each panel plots the hybridizations from one experiment, a sequence of connected straight lines joining consecutive hybridizations. Each vertex in this line sequence represents the scores of one hybridization on the first two principal axes, i.e. the two dimensions capturing the most variation. The strong cyclic structure in each experiment is to be expected, given our focus on cell-cycle genes. There is some variation in the angular position of the first hybridization in each experiment, suggesting methods synchronize to different points in the cell cycle. The plot also reveals some stalling in experiment elu&cdc10 and possible loss of synchronicity in both elu&cdc10 and elu&cdc25.
Design matrix: X
Our analysis aims to fuse data at each of a number of points in the cell cycle. However, as Figure 1 reveals, we cannot simply assume that the k-th hybridization in each experiment relates to cells that have progressed identically through the cell cycle, even though a common sampling interval of 15 min was used throughout. We therefore adopted the following approach.
Each experiment was designed to collect data at 10 equally spaced time-points of the cell cycle. Accordingly, we aim to produce a fused 10 × 407 data matrix C, representing a canonical time-course experiment at 10 equally spaced times. We call these times fusion times. Our design matrix X will contain one row for each of the N = 178 hybridizations and one column for each of the n = 10 fusion times. We define each h-th row of X to be a vector of weights reflecting the relevance of hybridization h to each fusion time. Now, we see that each hybridization in Figure 2 falls between two adjacent fusions times, and thus provides approximate information about gene-expression at these two times. Suppose hybridization h is at angular direction −θ h in Figure 1 , where 0 ≤ θ h < 2π. Let k h be an integer such that k h π/5 ≤ θ h < (k h + 1)π/5, so θ h falls between fusion times k h and k h + 1. Define a weight w h = 1 + k h − 5θ h /π . Then we can set
Thus, row h of X weights the two fusion times closest to θ h , according to their closeness to θ h . The above approach effectively linearly interpolates between fusion times. This has the advantage of not forcing any prior structure on the time-dependence of gene expression, so that, for example, non-sinusoidal patterns can be accommodated. However, the approach has the potential disadvantage of not fully capturing truly sinusoidal time-dependence. Nevertheless, alternative constructions of X can be considered that reflect smoothly fluctuating periodic patterns. 
RESULTS

Variance modifiers: ω h
With X constructed as in Equation (7) and setting initially each ω h = 1.0, we obtained convergence of Equations (3-6) in just 3 or 4 iterations, although we show below the results after 10 iterations. Figure 3 plots the ω h estimates against time for each hybridization of selected experiments and indicates a 3-fold fluctuation in data quality over time. The ω h for elu & cdc10 tend to be higher than for other experiments.
Fused data matrix:Ĉ
Fused data matrixĈ should not be thought of as an end in itself, but a starting point for other formal or informal analyses, depending on the investigators aims. We illustrate this in Figure 4 with a biplot ofĈ (Gabriel, 1971) . Fellenberg et al. (2001) produced a similar plot of cell-cycle microarray data, based instead on correspondence analysis. The biplot of a matrix plots the eigenvectors from the SVD of that matrix. It reveals relationships between the rows and columns of the matrix. In the present context, it helps to show how gene-expression levels change across the cell cycle. Figure 4 also contains additional features. We call Figure 4 a peppered fried egg plot. The red arrows labelled Fus 1 through Fus 10 represent fusion times. The coordinates of the tip of each k-th arrow are the k-th elements of the first two left eigenvectors ofĈ, and can be read off from the upper and right axes. The length of the k-th arrow indicates the variability in expression across the genes at fusion time k. Fusion times 4 and 7 appear most extreme in this respect. However, Figure 4 captures only 83% of the total variance inĈ, the other 17% residing in the eight dimensions orthogonal to the plane of the figure.
The black dots (specks of pepper) in Figure 4 represent genes, the more outlying of these are labelled with the gene name. The coordinates of each i-th black dot are the i-th elements of the first two right eigenvectors ofĈ, and can be read off from the lower and left axes. The length of the radius to the i-th dot indicates the degree of fluctuation in the expression of gene i across the cell cycle. We see that several histone genes (whose names begin with 'h') show strong cell-cycle dependence, whereas many other purportedly 'cell-cycle' genes show little cell-cycle activity. The arrows closest to the i-th dot show which fusion times are most closely associated with gene i. For example, many histones are switched on between fusion times 3 and 4.
The boundary of the 'egg yolk' describes the average radius of black dots at each point of the cell cycle (from a loess curve fitted through the radii of the black dots). Thus, it shows greater cell-cycle fluctuation in genes expressed around fusion times 4 and 5 than in those expressed around fusion times 9 and 10. The boundary of the 'egg white' describes the average density of black dots at each point of the cell cycle (from a loess curve fitted through a histogram of the black dots). Thus, it shows that many of these genes are associated with fusion times 6 and 10 through 2. As noted above, the first two SVD dimensions ofĈ contain 83% of its variance, overall. Some genes lie in or close to the plane of Figure 4 : these genes have simple sinusoidal cell-cycle dependence, being maximally upregulated at one point of the cell cycle and maximally downregulated at the opposite point. However, genes which are switched on and off more than once in a cell cycle will not lie close to this plane and will tend to project onto the plane near the centre of Figure 4 . To quantify this, for each gene we calculated the proportion of its variance accounted for by the first two SVD dimensions, denoted PV 2 . This 'cell-cycleness' index ranged from a maximum of 99% to as little as 0.5%, with a median of 80.8%. The cell-cycle profile of two genes with high PV 2 , and two with low PV 2 , are shown in Figure 5 . Each of the two genes with high PV 2 , h4.2:hhf2 and slp1, show a single strong peak. Another gene, bgs4, shows evidence of two separate peaks at fusion times 1 and 8. The fourth gene, cdc20, shows very little cell-cycle activity.
DISCUSSION
We have shown how multivariate linear regression can be used to fuse microarray datasets. Matrix X can be designed to collect together attributes of interest from the contributing microarrays, while supressing unwanted sources of variation. The aim of the regression is not necessarily to produce a complete and final analysis of the data. Rather, it should be seen as a half-way house, enabling further techniques, both formal and informal, to focus more easily and transparently on matters of interest. In a given situation, it may be that more than one X matrix might be entertained. For example, in Section 3, we might instead have opted for a different number of fusion times, as the methodology does not require a close relation between observed sampling times and fusion times. We might alternatively have designed an X matrix containing only two rows, in order to concentrate on the first two principal components, as in Figure 4 . However, this would not then have allowed us to investigate more complex cell-cycle behaviour, as illustrated in Figure 5 . An important aspect of our approach is that it explicitly and automatically takes account of differentials in experimental quality. Thus experiments, or hybridizations, which fail to cohere with the generality of results will be downweighted and contribute relatively little to the results produced.
Other, more sophisticated, approaches to data fusion could be envisaged. In particular, random-effects meta-analysis models have been used extensively for data fusion in the biostatistical literature. However, these approaches are generally oriented to providing a complete analysis of the data, and typically involve much more complex statistical algorithms. The advantage of the present approach is that it is relatively straighforward to implement, and yet sufficiently flexible to accommodate quite complex situations.
In future work, we intend to use the above methodology to fuse newly available data on cell-cycle control in S.pombe with the data analysed here. We also plan to compare our approach to measuring cell-cycleness (Section 4.2) with other published approaches.
