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ABSTRACT
Referring expression comprehension (REC) aims to localize
a text-related region in a given image by a referring expres-
sion in natural language. Existing methods focus on how
to build convincing visual and language representations in-
dependently, which may significantly isolate visual and lan-
guage information. In this paper, we argue that for REC the
referring expression and the target region are semantically
correlated and subject, location and relationship consistency
exist between vision and language. On top of this, we propose
a novel approach called MutAtt to construct mutual guidance
between vision and language, which treat vision and language
equally thus yield compact information matching. Specifi-
cally, for each module of subject, location and relationship,
MutAtt builds two kinds of attention-based mutual guidance
strategies. One strategy is to generate vision-guided language
embedding for the sake of matching relevant visual feature.
The other reversely generates language-guided visual feature
to match relevant language embedding. This mutual guid-
ance strategy can effectively guarantees the vision-language
consistency in three modules. Experiments on three popular
REC datasets demonstrate that the proposed approach outper-
forms the current state-of-the-art methods.
Index Terms— Referring expression comprehension,
vision-language matching, mutual guidance
1. INTRODUCTION
Referring expression comprehension (REC), also known as
visual grounding, aims at finding the text-related object in a
given image according to the description of referring expres-
sions. As a vision-language problem, REC has widespread
applications in real-world scenarios, e.g., in an autopilot sys-
tem, we need to localize the exact location in images or videos
from text expressions like “park the car on the right side”. Al-
though much progress has been made in REC, grounding re-
ferring expressions remains challenging because it requires a
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Fig. 1. Schematic of the proposed MutAtt. We assume there
exist three kinds of consistency between referring expression
and target region proposal. MutAtt builds mutual attention-
based guidance strategy between visual and language infor-
mation, which consists of visual-guided language embedding
and language-guided visual embedding.
comprehensive understanding of complex language semantics
and various types of visual information simultaneously.
Researches on REC can be categorized into generative
methods and discriminative methods. Generative methods,
originated from image captioning [1, 2], generate description
for each localized region in searching by maximum posteri-
ori probability [3, 4, 5]. However, generative methods over-
relies on the local region captioning model, which cannot de-
scribe the relative location and relationships with other ob-
jects. Discriminative methods try to learn the joint vision-
language matching score and select object by ranking all
scores [6, 7, 8, 9], which has become the most common ways
in REC. Existing discriminative methods always focus on
how to extract more powerful visual and language features.
Generally, these methods use Convolutional Neural Networks
to encode the visual features for each candidate region, and
use Recurrent Neural Networks to encode the referring ex-
pression [6, 10]. Compositional modular networks [7, 8] de-
compose the referring expression into three parts: subject, lo-
cation and relationship, and design three visual feature repre-
sentations to achieve fine-grained matching. Variational con-
text [9] exploits the reciprocal relation between the referent
and context to solve the problem of complex context model-
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ing in referring expression comprehension. Nevertheless, the
previous discriminative methods focus on how to build con-
vincing visual and language representations independently,
where the referring expressions are always only treated as
unrequited queries. This may significantly isolate visual and
language information, thus hinders the effective matching be-
tween vision and language, especially when the scene or ex-
pression are complex.
In our view, REC can only work based on the hypothe-
sis that the referring expression and the target region repre-
sent the same semantics, including subject consistency, loca-
tion consistency and relationship consistency. By consider-
ing these three kinds of consistency, REC model can achieve
more compact vision and language combination and more ac-
curate prediction. Based on this hypothesis, we design an
innovative mutual attention-based guidance method MutAtt
in the perspective of vision-language matching by enforc-
ing these three consistencies. Specifically, to ensure effec-
tive cross modal consistency, we first treat REC as a vision-
language matching problem in order to make visual and lan-
guage information equal. MutAtt provides two strategies to
achieve the above hypothesis as shown in Fig. 1. One strategy
uses visual features to guide the language and then matches
the guided language features with visual features. While im-
proving the consistency of cross-modal information, it will
make the model focus on vision over language. The other
strategy uses language embedding to guide vision and then
match the generated visual features with language embed-
ding. This allows us to balance the status of vision and lan-
guage information while further improving cross-model con-
sistency. We apply this approach to subject, location and rela-
tionship modules, which significantly guarantees three kinds
of consistency while maintains vision and language equality.
We conduct experiments on three popular REC datasets to
verify the advantages of the proposed method, and the exper-
imental results show the superiority of the proposed MutAtt.
2. RELATEDWORK
Referring expression comprehension. Existing REC meth-
ods generally fall into two categories: generative model and
discriminative model. In generative model, [3, 4, 5]use the
encoder-decoder structure to localize the region that can gen-
erate the sentence with maximum posteriori probability. Dis-
criminative model [7, 8, 9] tends to use various feature vec-
tors to represent the expression and the image region, and then
measures the similarity of them to select the region with the
highest scores. The previous work [6] separately encodes the
entire related expression and the entire image feature , which
ignores the complex structures in the language as well in the
image. The work in [7, 8] overcomes this limitation through
decomposing the expression into sub-components and com-
puting the vision-language matching scores of each module.
The method [9] lowers the requirement of joint grounding and
reasoning to a holistic association score between the sentence
and region features. In addition, recent work [8, 11] uses the
attention mechanism to make the model focus on more criti-
cal information and achieves significant effectiveness. How-
ever, the previous discriminative methods focus on how to
build convincing visual and language representations inde-
pendently, and never consider the information consistency be-
tween vision and language. These methods only regard refer-
ring expression as a complementary query and overemphasize
the importance of visual information. In contrast, we propose
to enhance the vision-language consistency by cross-modal
attention-based mutual guided matching.
Vision-language matching. Vision-language matching has
been studied for years, the key challenge of which is mea-
suring the similarity between vision and language embed-
ding. The most popular vision-language matching meth-
ods [12, 13, 14] rely on relatively similar procedures: ex-
tract discriminative visual and language features and mea-
sure as accurately as possible the distance between the two
representations. The work in [15, 16] adopt CNN and Skip-
Gram or LSTM to extract feature representations for cross-
modal. Then a ranking loss is used to force the model to get
closer to the matched vision-language pair and away from the
unmatched pair. [17] further improve the learning of cross-
view feature embedding by incorporating generative objec-
tives. Through region relationship reasoning and global se-
mantic reasoning, [18] enhance image representation to align
with the corresponding text caption better. In this paper, we
treat the fusion of visual and language features as a kind
of vision-language matching problem to enhance the vision-
language consistency to make vision and language play same
important role. In this way, the proposed MutAtt can discover
more discriminative joint visual-textual representation.
3. METHOD
3.1. Problem formulation and background
Given an image I with a set of region of interest R = {ri}
tagged by people or detection algorithm and referring expres-
sion E = {ut}Tt=1, where ut means the t-th word in sentence,
the purpose of REC is to find the target region r∗ best match-
ing E . The effective solution is to match the visual features
of each candidate region and the language embedding of ex-
pression, and select the region with the highest score. We
follow the modular design of MAttNet [8] as our backbone
for its capability to handle subject, location and relationship
information in referring expressions. MAttNet decomposes
expression embedding into three modular components, i.e.
{qsubj,qloc,qrel}, via a language attention network, and de-
signs three visual models to encode the corresponding visual
feature vm, where m ∈ (subj, loc, rel). In this paper, we in-
troduce a mutual attention-based guidance approach called
MutAtt to improve vision-language consistency, including
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Fig. 2. Illustration of MutAtt. {vmn }Nn=1 represent visual feature of region proposal, {et}Tt=1 represent word embedding of
sentence and qm represent phrase embedding of sentence. The left part shows visual-guided language embedding, where we
compute word attention to guide the generation process of language embedding and match it with visual feature by cosine
similarity. The right part shows language-guided visual embedding, where we compute attention on visual feature guided by
language embedding and match them by MLPs. Finally, we combine the matching result of two parts as score.
vision-guided language embedding and language-guided vi-
sual feature, which is shown in Fig. 2. As we treat the REC
problem as a matching problem, we only consider one region
r (not specific) inR as the visual input, while in the inference,
the region with largest matching score will be selected.
3.2. Mutual attention-based guidance
3.2.1. Visual-guided language embedding
We first design to use visual feature help the formation of
language embedding through matching vision and language
from word-level to sentence-level for each module m ∈
{subj, loc, rel}. To be specific, we compute the cosine simi-
larity vector sm between word embedding {et}Tt=1 and visual
feature {vmn }Nn=1 of region proposal r, which can be com-
puted as
smt =
(vm)>et
‖vm‖ ‖et‖ , t ∈ [1, T ] , (1)
where vm is the average pooled visual feature of {vmn }Nn=1
and can be obtained by
vm =
1
N
N∑
n=1
vmn , (2)
where N represents the number of visual element in different
module for the candidate region. In Eq. (1), smt represents the
attention from visual feature of module m to the t-th word
embedding. By this word-level similarity, we compute the
fine-grained similarity between each visual and language el-
ement pair, which can significantly compose of the visually-
guided language embedding. Thus, we use the similarity as
the weight of each word embedding to generate visual-guided
sentence-level embedding as follows:
q¯m =
T∑
t=1
softmax(λmsmt ) · et, (3)
where λm is the word-level language attention obtained from
language attention network in MAttNet [8], which helps form
the language embedding corresponding to different visual
modules. Under the guidance of word-level vision-language
similarities, the sentence-level embedding can be enhanced
by visual feature.
After that, we further calculate the score of visual feature
vm and visual-guided language embedding q¯m by the cosine
similarity through matching vision and language in sentence
level:
F (vm, q¯m) =
(vm)>q¯m
‖vm‖ ‖q¯m‖ . (4)
Note, we propose to match vision and language information
from word-level to sentence-level, which can guarantee the
multi-scale vision-language matching. If the region and refer-
ring expression never match, the score would be small by this
two level matching method, which could help omit failed pre-
diction. To ensure that vision and language information have
equal importance in the matching process and further improve
vision-language consistency, we also construct a language-
guided visual embedding.
3.2.2. Language-guided visual embedding
In our framework, we assume that the language and vi-
sion play equal role. Thus, after using visual information
guide language embedding, we also hope to build the reverse
guided embedding, i.e., the language-guided visual embed-
ding. Given the visual feature {vmn }Nn=1 of region proposal r
and the corresponding language embedding qm of referring
expression E , we first compute language-guided visual atten-
tion on subject, location and relationship modules.
hn = tanh(W
m
1 [v
m
n ,q
m] + bm), (5)
amn = softmax(W
m
2 hn), (6)
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where [·] is the concatenation operation, Wm1 ,bm,Wm2 are
model parameters and amn represents the attention from lan-
guage embedding qm to the n-th visual element of region
proposal r. After that, we generate more discriminative
language-guided visual feature by
v¯m =
N∑
n=1
amn · vmn (7)
F (qm, v¯m) = MLP(qm, v¯m). (8)
Finally, we use MLP structure to calculate the score be-
tween language-guided visual feature and language embed-
ding. Each MLP is composed of two fully connected layer
with ReLU activation, which help transform cross modal in-
formation into a common embedding space. With language-
guided visual embedding, we guarantee the consistency of vi-
sual and language information and avoid the model paying
too much attention to one of them. Note, the language-guided
visual embedding is similar to the common attention using
in other REC methods, as they only consider the simple vi-
sual language fusion. The drawback of this method is that the
language is treated as the complementary query, while ignore
that the their information can guide mutually.
3.3. Matching result and loss function
We combine the proposed MutAtt in subject, location and re-
lationship modules. The overall matching score for the region
proposal and expression is:
F (ri|E) = ωsubjF (ri|qsubj) +ωlocF (ri|qloc) +ωrelF (ri|qrel),
(9)
F (ri|qm) = F (vm, q¯m) + F (qm, v¯m), (10)
where (ωsubj, ωloc, ωrel) represent the weights of subject mod-
ule, location module and relationship module obtained from
language attention network in MAttNet.
For positive candidate object and query pair (Ri, Ei) and
negative pairs (Ri, Ej), (Rj , Ei), the ranking loss is mini-
mized during training:
Loss =
∑
i
([k − F (Ri, Ei) + F (Ri, Ej)]+
+[k − F (Ri, Ei) + F (Rj , Ei)]+),
(11)
where [x]+ = max(x, 0), and k is the margin for the loss.
4. EXPERIMENTS
4.1. Dataset and implementation details
Dataset. We use three popular datasets for the evaluation, i.e.,
RefCOCO, RefCOCO+ and RefCOCOg [5, 6]. RefCOCO
has 50,000 target objects collected from 19,994 images. Re-
fCOCO+ has 49856 target objects collected from 19,992 im-
ages. These two datasets are split into four parts of “train”,
“val”, “testA” and “testB”. RefCOCOg includes 49822 target
objects from 25799 images, which are split into three parts of
“train”, “val” and “test”.
Visual feature representation. We use faster R-CNN with
ResNet101 as backbone to extract subject features, location
features and relationship features for each region proposal and
follow [8] to construct modular visual network. For the sub-
ject network, we feed the whole image into faster R-CNN
and extract 7 × 7 features maps from last convolutional out-
put of 3rd-stage and last convolutional output of 4-th stage
to represent subject features. For the location network, we
represent location features of candidate object by encoding
position and relative area as li = [xtlW ,
ytl
H ,
xbr
W ,
ybr
H ,
w·h
W ·H ],
and encoding relative location offsets and relative areas
of up-tp-five surrounding same-category objects as δlij =
[
[∆xtl]ij
wi
,
[∆ytl]ij
hi
,
[∆xbr]ij
wi
,
[∆ybr]ij
hi
,
wj ·h
W ·H ]. For the relation-
ship network, we first find up-to-five surrounding objects,
then extract their average-pooled visual features and encode
their relative position offsets and relative areas to represent
relationship features of context objects. For the visual fea-
tures {vmn }Nn=1 mentioned in Sec. 3.2, n = (49, 1, 5) when
m = (subj, loc, rel).
Training setting. The training batch size is 15, which means
in each training iteration we feed 15 images and the refer-
ring expressions associated with these images to the network.
Adam is used as the training optimizer, with initial learning
rate to be 0.0004, which decays by a factor of 10 every 8000
iterations. We implement MutAtt based on PyTorch.
Evaluation setting. Following previous work [19, 20], we
take the region proposals from human annotated (gt) and de-
tection methods (det). For gt, the evaluation requires the
region with the highest matching score is the same as the
ground-truth region. For det, the evaluation requires the inter-
section over union between the region with highest matching
score and ground-truth region is greater than 0.5.
4.2. Results
Comparisons with State-of-The-Art. We provide a compar-
ison of our method with other SOTA methods in Table. 1, in-
cluding the results of using two settings on three datasets. As
can be seen, MutAtt shows the advantage of the proposed ap-
proach. On the ground-truth setting, MutAtt is significantly
better than the previous method on the RefCOCO dataset,
and performs similarly to the previous method on the Ref-
COCO+ and RefCOCOg datasets. On more important detec-
tion settings, We use the features of res101-frcn and compare
with other methods. MutAtt outperforms the state-of-the-art
on various split sets of the three datasets. It demonstrates
that MutAtt can ensure the equality of vision and language
in matching and improve the vision-language consistency on
subject, location and relationship module.
Ablation Study. We perform ablation study to verify the reli-
ability of visual and language mutual guidance on each mod-
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Table 1. Comparison with state-of-the-art REC approaches on ground-truth regions and automatically detected regions. It can
be seen that our method has significantly improved compared with other methods, and is superior to SOTA in most indicators.
Method Box RefCOCO RefCOCO+ RefCOCOgval testA testB val testA testB val* val test
visdif+MMI [6] gt - 73.98 76.59 - 59.17 55.62 64.02 - -
Speaker/visdif [6] gt 76.18 74.39 77.30 58.64 61.29 56.24 59.40 - -
S-L-R [3] gt 79.56 78.65 80.22 62.26 64.60 59.62 72.63 71.65 71.92
VC [9] gt - 78.98 82.39 - 62.56 62.90 73.98 - -
Attr [21] gt - 78.05 78.07 - 61.47 57.22 69.83 - -
Accu-Att [22] gt 81.27 81.17 80.01 65.56 68.76 60.63 73.18 - -
PLAN [23] gt 81.67 80.81 81.32 64.18 66.31 61.46 69.47 - -
Multi-hop Film [24] gt 84.9 87.4 83.1 73.8 78.7 65.8 71.5 - -
MattNet [8] gt 85.65 85.26 84.57 71.01 75.13 66.17 - 78.10 78.12
NMTREE [25] gt 85.65 85.63 85.08 72.84 75.74 67.62 78.03 78.57 78.21
LGRANS [19] gt 82.0 81.2 84.0 66.6 67.6 65.5 - 75.4 74.7
DGA [20] gt 86.34 86.64 84.79 73.56 78.31 68.15 - 80.21 80.26
MutAtt gt 86.58 87.20 85.38 73.69 76.30 67.74 - 80.37 79.24
S-L-R [3] det 69.48 73.71 64.96 55.71 60.74 48.80 - 60.21 59.63
PLAN [23] det - 75.31 65.52 - 61.34 50.86 58.03 - -
MattNet [8] det 76.40 80.43 69.28 64.93 70.26 56.00 - 66.67 67.01
LGRANS [19] det - 76.6 66.4 - 64.0 53.4 62.5 - -
DGA [20] det - 78.42 65.53 - 69.07 51.99 - - 63.28
MutAtt det 78.35 82.52 71.50 67.90 72.60 58.60 - 68.67 69.03
Table 2. Ablation studies on RefCOCOg dataset.
val test
1 MutAtt:subj+loc+rel 77.96 77.14
2 MutAtt:subj(V→L)+loc+rel 79.33 78.53
3 MutAtt:subj(V→L+L→V)+loc+rel 80.00 79.34
4 MutAtt:subj(V⇀↽L)+loc(V⇀↽L)+rel 80.35 79.03
5 MutAtt:subj(V⇀↽L)+loc(V⇀↽L)+rel(V⇀↽L) 80.37 79.24
ule. In the ablation study, we give the evaluation results of
ground-truth setting on the RefCOCOg dataset. The results
show in Table. 2. Line1 shows the result without mutual guid-
ance. Line2∼3 show the results of adding visual guidance and
language guidance to subject module. The results show that
visual guidance and language guidance all improve the com-
prehension of the model and prove the effectiveness of our
method. Line4∼5 shows the results of the same method ap-
plied to relation module and relationship module. We can see
that the help for the improvement of model comprehension
gradually decreases. The reason for this phenomenon is that
of the three module weights generated by the language atten-
tion network, the subject module has the highest weight, the
relationship module has the lowest weight and is less than 0.1
in most cases.
4.3. Visualization
We visualize the attention of image and the weights of expres-
sions in Fig. 3. The first column is the comprehension result
of our approach and the third column is the comprehension re-
sult of MAttNet. From the first set of examples, it is obvious
that our method is superior to mattnet in terms of visual atten-
tion, language embedding and comprehensive understanding.
With the guidance of “a brown bowl on the ground”, the focus
area of the model is moved from the edge of the “bowl” to the
main body of the “bowl”. Correspondingly, with the help of
the guidance of visual features, the model improves the un-
derstanding of the relationship between “bowl” and “ground”
in “a brown bowl on the ground”, and encodes the “ground”
as a related object rather than a target object.
5. CONCLUSION
In this paper, we proposed a mutual attention-based guidance
method (MutAtt) for the task of REC. MutAtt contains two
key components for vision-language matching: visual-guided
language embedding and language-guided visual embedding.
By combining two matching processes, we maintains vision
and language equality. So MutAtt can learn more discrimina-
tive visual feature and language embedding while guarantee
vision-language consistency during the matching process in
three sub-component, which beneficial to matching on cross-
modal information. Experiments on three REC datasets with
two setting show that MutAtt outperforms other method on
most evaluation indicators, which demonstrates the effective-
ness of MutAtt.
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