This research began as an effort to determine exactly which one-dimensional local rings have indecomposable finitely generated modules of arbitrarily large constant rank. The approach, which uses a new construction of indecomposable modules via the bimodule structure on certain Ext groups, turned out to be effective mainly for hypersurface singularities. The argument was eventually replaced by a direct, computational approach [HKKW], which applies to all one-dimensional Cohen-Macaulay local rings.
Introduction
This research began as an effort to determine exactly which one-dimensional local rings have indecomposable finitely generated modules of arbitrarily large constant rank. The approach, which uses a new construction of indecomposable modules via the bimodule structure on certain Ext groups, turned out to be effective mainly for hypersurface singularities. The argument was eventually replaced by a direct, computational approach [HKKW] , which applies to all one-dimensional Cohen-Macaulay local rings.
In this paper we resurrect the Ext argument to build indecomposable modules of large rank over hypersurface singularities of any dimension d ≥ 1. The main point of the construction is that, modulo an indecomposable finite-length part, the modules constructed are maximal Cohen-Macaulay modules. Thus, even when there are no indecomposable maximal Cohen-Macaulay modules of large rank, we can build short exact sequences 0 → T → X → F → 0, in which T and X are indecomposable, T has finite length, and F is maximal CohenMacaulay of arbitrarily large constant rank. The main result (Theorem 2.3) on building indecomposables is quite general, and it is likely that there are other contexts where it will prove useful.
In order to state our main application, we establish some terminology. Let k be a field. By a hypersurface singularity we mean a commutative Noetherian local ring (R, m, k) whose m-adic completion R is isomorphic to S/(f ), where (S, n, k) is a complete regular local ring and f is a non-zero element of n 2 . A Noetherian local ring (R, m, k) is Dedekind-like [KL1, Definition 2.5] provided R is one-dimensional and reduced, the integral closure R is generated by at most 2 elements as an R-module, and m is the Jacobson radical of R. (Examples include discrete valuation rings and rings such as k [[x, y] ]/(xy) and R [[x, y] ]/(x 2 + y 2 ).) If (R, m, k) Hassler's research was supported by the Fonds zur Förderung der wissenschaftlichen Forschung, project number P16770-N12. Wiegand's was partially supported by grants from the National Science Foundation and the National Security Agency.
is a complete hypersurface singularity containing a field, we will call R an (A 1 )-singularity provided R is isomorphic to a ring of the form We consider the following property of a commutative Noetherian local ring (R, m, k) :
For every positive integer m, there exist an integer n ≥ m and an indecomposable maximal Cohen-Macaulay R-module F such that F P ∼ = R (n) P for every prime ideal P = m. At the opposite extreme, we say that a Gorenstein local ring (R, m, k) has bounded CohenMacaulay type provided there is a bound on the number of generators required for indecomposable maximal Cohen-Macaulay R-modules. (We restrict to Gorenstein rings to avoid any possible conflict with the terminology of [LW2] . Cf. [LW2, Lemma 1.4] .) In our context, at least in the complete case, there is a dichotomy, the proof of which will be deferred to §3: 
in which (a) T is an indecomposable finite-length module,
P for every prime ideal P = m. 
P for every prime ideal P = m. We have been unable to determine whether or not the conclusion of Corollary 0.3 holds if R is an (A 1 )-singularity, but we expect that it always fails. More precisely, we conjecture that if R is an (A 1 )-singularity then there is a bound b, depending only on dim (R) , such that for every short exact sequence (0.2.1) satisfying (a) -(c) and every non-maximal prime ideal, X P is a free R P -module of rank at most b. This is true in dimension one [KL2] , where one can take b = 2.
Here is a brief outline of the paper: In §1 and §2 we establish our main result, Theorem 2.3, on building indecomposable modules. In §3 we review some known results on syzygies and double branched covers, and we prove Theorem 0.1. In §4 we work through some details of a construction of large indecomposable finite-length modules, and in §5 we assemble the results of §2 - §4 to prove Theorem 0.2.
Bimodules
In this section let R be a commutative Noetherian ring, and let A and B be module-finite R-algebras (not necessarily commutative). Let A E B be an A − B-bimodule. We assume E is R-symmetric, that is, re = er for r ∈ R and e ∈ E. Furthermore we assume that E is module-finite over R. The Jacobson radical of a (not necessarily commutative) ring C is denoted by J(C), and the ring C is said to be local provided C/ J(C) is a division ring, equivalently [F, Proposition 1.10] , the set of non-units of C is closed under addition. (The emergence of local rings in this non-commutative sense has forced the annoying repetition of "commutative Noetherian local ring" where most commutative people would say simply "local ring".) The following lemma assembles some useful trivialities that allow us to transfer ring properties across the bimodule E. 3
. This proves (1), and it follows that C is a subring of B. A similar argument, using the fact that E is R-symmetric, shows that 1 B r ∈ C for each r ∈ R. Thus C is an R-subalgebra of B.
Since Ker(β) ∩ C is clearly a right ideal of C, it is an ideal. To prove (4), let a 1 , a 2 ∈ A, and choose 
Therefore D is a (non-trivial) local ring, and to show that C is local, it will suffice to show that Ker(β ) ⊆ J(C). Since Ker(β) ⊆ J(B), it is enough to show that J(B) ∩ C ⊆ J(C).
As B is a module-finite R-algebra, left invertibility and right-invertibility are the same in B (thus we simply use the word "invertible"). Suppose now that x ∈ J(B) ∩ C. To show that x ∈ J(C) we must show that z :
For the general case, put
(β(B)). By (2) of Lemma 1.1 (with the roles of A and B interchanged), G is an R-subalgebra of A. To see that C is local, it will suffice to show that every non-unit of G is a non-unit of A. Since A is integral over R, the argument in the preceding paragraph does the job.
Extensions
Here we establish a context for Theorem 1.2. Let R be a commutative Noetherian ring, and let T and F be finitely generated R-modules. Put A := End R (T ) and B := End R (F ) . Note that each of the R-modules Ext (F, T ) .
. Then α and β are, up to signs, the connecting homomorphisms in the long exact sequences of Ext obtained by applying Hom R ( , T ) and Hom R (F, ) , respectively, to the equivalence class [ξ] of the short exact sequence ξ. (When one computes Ext via resolutions one must adorn maps with appropriate ± signs, in order to ensure 4 naturally of the connecting homomorphisms. In what follows, the choice of sign will not be important.) Recall that T is a torsion module provided it is killed by some non-zerodivisor of R, and that F is torsion-free provided every non-zerodivisor of R is a non-zerodivisor on F .
Lemma 2.1. Let R be a commutative Noetherian ring, T a finitely generated torsion module, and F a finitely generated torsion-free module. Let A, B, E be as above, and let
where ξ is the short exact sequence
the canonical homomorphism (reduction modulo torsion). Then the image of ρ is exactly the ring
Proof. By applying various Hom functors to ξ, we obtain the following diagram of exact sequences: 
Proof. Suppose X = U ⊕ V , with both U and V non-zero, and let f ∈ End R (X) be the projection on U (relative to the decomposition X = U ⊕V ). Then π induces an isomorphism π : U/U tors ⊕ V /V tors → F , and ρ(f ) ∈ End R (F ) is the projection on π(U/U tors ). If U/U tors and V /V tors were both non-zero, ρ(f ) would be a non-trivial idempotent of C, contradiction.
The next theorem is our main result on construction of indecomposable modules. (F ) , and assume that there is a right B-module homomorphism β : B → Ext 1 R (F, T ) with Ker(β) ⊆ J(B). In the resulting short exact sequence
Theorem 2.3. Let T be a finitely generated torsion module and F a finitely generated torsion-free module over a commutative Noetherian ring R. Assume
where
Since T is indecomposable (as its endomorphism ring is local) we may assume that F = 0. Then α(1 A ) = β(1 B ) = 0. Now Theorem 1.2 implies that C is local. Suppose now that X = U ⊕ V with U and V non-zero. By Lemma 2.2 either U or V is torsion, say, U ⊆ T . Then U is a direct summand of T , whence U = T . But then the short exact sequence ξ splits, contradicting α(1 A ) = 0.
The modules T and F in the theorem could be replaced by a torsion and torsion-free module with respect to any torsion theory for finitely generated R-modules. For example, one could take T to be any non-zero finite-length module and F a module of positive depth. The key property we need is that Hom R (T, F ) = 0, to ensure, in Lemma 2.1, that T is a fully invariant submodule of X and that the map χ in the proof is surjective.
For lack of a convenient reference, we record the following result:
Lemma 2.4. Let M be a finitely generated module over a commutative Noetherian local
Proof. It will suffice to show that 1 + hg is a unit of Γ for every h ∈ Γ. For each 
Syzygies and double branched covers
We begin by assembling some known results from the literature. In this section "local ring" always means "commutative Noetherian local ring". Let (R, m, k) be local ring. Given a finitely generated R-module M , we denote by syz , where F has no non-zero free summand, then the module F is called the n th reduced syzygy of M and is denoted by redsyz n R (M ) . Both syz n R (M ) and redsyz
→ M → 0 is exact (not necessarily minimal) and G has no non-zero free summand, then G ∼ = redsyz n R (M ) . These observations follow easily from Schanuel's lemma [M, §19, Lemma 3] and direct-sum cancellation over local rings [E] . We denote by µ R (M ) the number of generators required for the R-module M .
Lemma 3.1. Let (S, n, k) be a local ring, let z be a non-zerodivisor in n, and put R = S/(z). Let M be a finitely generated R-module. Given positive integers p, q, we have redsyz
Proof. Since syz 1 S (R) ∼ = S, the first isomorphism is clear; therefore we focus on the second. By induction it suffices to treat the case p = q = 1. Letting
Here the top short exact sequence is obtained by mapping some free S-module onto M 1 . Thus redsyz
is obtained from N by tossing out all free summands. The map φ is a lifting of iβ, and ψ is the induced map on kernels. A routine diagram chase shows that the sequence Recall [M, p. 107] that the multiplicity of a finitely generated module M over a local ring (R, m) is defined by e(m,
, where R denotes length. The multiplicity of R is defined by e(R) = e(m, R). For a hypersurface singularity R = S/(f ), where (S, n) is a regular local ring and 0 = f ∈ n, e(R) is the largest integer n for which f ∈ n n (cf. [N, (40. 2)]); in particular, e(R) = 1 if and only if R is a regular local ring. Next we review the basic properties of double branched covers. These results could be extracted from Knörrer's paper [Kn] , but we will use the exposition in Yoshino's book [Y] . The reader should be aware that Yoshino uses the notation syz n for the n th reduced syzygy. It will be important to us to know that certain syzygies are automatically devoid of free direct summands, and thus we need to appeal to Yoshino's proofs rather than merely the statements of his results. 7
Let (R, m, k) be a complete hypersurface singularity, that is, a ring of the form S/(f ), where (S, n, k) is a complete regular local ring and f is a non-zero element of n. A double branched cover of R is a hypersurface singularity R 
). Thus, for example, when we write A ∼ = R # , we mean that A is isomorphic to the double branched cover of R with respect to some presentation R ∼ = S/(f ). This ambiguity is the reason for the occurrence of the units v i in the definition of (A 1 )-singularity.
The element z is a non-zerodivisor on R
#
, and by killing z we get a surjective ring homomorphism R 
For (a), we refer to [Y, Chapter 7] : Since M has no free summand, it is the cokernel of a reduced matrix factorization (ϕ, ψ). Then syz 1 R (M ) is the cokernel of (ψ, ϕ) and, by [Y, (7.5 .1)], syz 1 R (M ) has no non-zero free summand. For (c) and (d), we refer to the proofs of (12.4.1) and (12.4.2) in [Y] . The blanket assumption of [Y, Chapter 12] , that S is a ring of power series over an algebraically closed field of characteristic 0, is not needed; however the proof of (12.4.2) does require that The following result from [LW2] (respectively [Kn] , [Y, Theorem 12.5] ) is an easy consequence: Both here and in §5, we will need the following lemma, whose proof is embedded in the proof of [LW2, Proposition 1.8]:
Lemma 3.6. Let (R, m, k) be a complete hypersurface singularity containing a field, with char(k) = 2. Assume e(R) = 2 and d := dim(R) ≥ 2. Then there is a complete hypersurface singularity We may ignore the presence of u, as it does not change R. Then, since char(k) = 2, we can complete the square and, after a linear change of variables, write f = x Our final task in this section is to prove Theorem 0.1. We will proceed by induction on the dimension, but in order to make the induction proceed more smoothly we will prove a formally strong assertion, which we formulate in Theorem 3.8 below. Let us say that a finitely generated module M over a local ring (R, m, k) is free of constant rank (or constant rank n) on the punctured spectrum provided there is an integer n such that M P ∼ = R (n) P for every prime ideal P = m. We will need the following "connectedness" result.
Lemma 3.7. Let (R, m, k) be a local ring and T an R-module of finite length. Let F = redsyz t R (T ) for some t ≥ 0. Then F is free of constant rank on the punctured spectrum. If, in addition, R is a complete hypersurface singularity with e(R) = 2 and dim(R) ≥ 2, then any direct summand of F is free of constant rank on the punctured spectrum.
Proof. The first assertion is trivial. For the second, write R = S/(f ), where (S, n, k) is a regular local ring and f ∈ n 2 −n 3 . Let G be a direct summand of F . Of course G P is free for every P = m, and the only issue is whether the rank function is constant. If f is irreducible or if f = ug 2 for some unit u and some g ∈ n − n 2 , then R has a unique minimal prime ideal Q. Since every (non-maximal) prime P contains Q, we have rank(G P ) = rank(G Q ) for all P . The only other possibility is that f = f 1 f 2 where f 1 and f 2 are prime elements, neither dividing the other. Now R has two minimal primes Q 1 = (f 1 ) and Q 2 = (f 2 ). Let P be any prime ideal of S minimal over (f 1 , f 2 ). Since P has height 2 and dim(S) ≥ 3, P = n. Then P := P/(f ) is a non-maximal prime ideal of R, and it contains both Q 1 and Q 2 . It follows that G has the same rank at Q 1 and at Q 2 and therefore has constant rank on the punctured spectrum.
Since over a Cohen-Macaulay ring every t th syzygy, for t ≥ dim (R) , is maximal CohenMacaulay, Theorem 0.1 is an immediate consequence of the following Theorem: 
, where K is the total quotient ring of R. Thus we get an injection j : F → K (n) such that j P is an isomorphism for each non-maximal prime ideal P . Now choose a non-zero-divisor c such that c · j(F ) ⊆ R (n) . This gives an injection F → R (n) whose cokernel T has finite length. Since F is indecomposable and n ≥ 2, we see that F ∼ = redsyz → G → 0. Localizing at a prime P not containing z, we see that
must be a direct sum of at most two indecomposable modules. By Lemma 3.7, G # has a direct summand of constant rank at least m on the punctured spectrum. This finishes the proof in the case that R is complete.
In the general case, choose a finite-length R-module T , an integer t ≥ dim (R) and an indecomposable direct summand F of redsyz t R (T ) with constant rank at least m on the punctured spectrum. Then T has finite length as an R-module, and we put H := syz
(T ), the KrullSchmidt theorem implies that F is a direct summand of some H i . Moreover, Lemma 3.7 implies that H i is free of constant rank, say c, on the punctured spectrum of R, and of course c ≥ rank(F ) ≥ m. Let p be any non-maximal prime ideal of R, and choose a prime P of R lying over p (cf. [M, Theorem 7.3] ). The R p -module (H i ) p then becomes free of rank c after the flat local base change R p → R P . By faithfully flat descent [EGA, (2.5.8)] , (H i 
Finding a suitable finite-length module
The main technical step in the proof of Theorem 0.2 is to find, in dimension one, an indecomposable finite-length module T such that redsyz 1 (T ) has large rank. The idea of the construction goes back to the 70's, in papers by Drozd [D] and Ringel [R] . Our development depends on an explicit description, by Klingler and Levy [KL1] Proof. Let R be the m-adic completion of R. All hypotheses on R transfer to R (cf. [KL3, Lemma 11.8] We now assume, by way of contradiction, that D is a complete local Dedekind-like ring and σ : D R is a surjective ring homomorphism. Suppose first that R is reduced. Of course Ker(σ) = 0; since both D and R are onedimensional, D is not a domain. Since the integral closure D of D is generated by 2 elements as a D-module, D has exactly two minimal primes P, Q, and both D/P and D/Q are discrete valuation rings. Since R is reduced, either P or Q must be the kernel of σ. But then R is a discrete valuation ring and hence is Dedekind-like, contradiction. Now assume that R is not reduced. Since e(D) ≤ 2 and R and D have the same dimension, it follows that e(R) ≤ 2. Since R is Cohen-Macaulay but not a discrete valuation ring, e(R) must be 2. Write R = S/I, where S is a complete regular local ring. Since µ R (m) = 2, we can choose S to be two-dimensional. Since R has depth 1, the Auslander-Buchsbaum formula [M, Theorem 19 .1] says that R has projective dimension one as an S-module. Thus I is principal, say, I = Sf , where f ∈ n Proof. Choose, using Lemma 4.1, an ideal I such that Λ := R/I is a Drozd ring. Fix elements x, y ∈ m such that m = Rx + Ry and x 2 ∈ I. When there is no danger of confusion we denote the images of these elements in Λ simply by x and y.
Fix a positive integer n, and let φ be the n × n invertible matrix (over R or Λ) with 1's on the diagonal and superdiagonal and 0's elsewhere. We will follow the development in [KL1] closely, with the exception that our matrices act on the left and we write vectors in Λ
, and let R denote the R-submodule of Q consisting of elements of the form (4.2.2) (bx + yΛ (n) , −by
where b, c and d range over Λ (n) . Finally, put T := Q/R. Of course T is a torsion R-module, since it is killed by m 3 . To show that T is indecomposable, suppose f is an idempotent endomorphism of T . We will show that f is either 0 or 1.
→ T is a projective cover, the induced map Γ → End Λ (T ) is surjective, and by Lemma 2.4 its kernel is contained in J(Γ). Since Γ is left Artinian, idempotents lift modulo the Jacobson radical (cf. [Lm, (4.12) , (21.28)]). Thus let F ∈ Γ be an idempotent lifting f . It will suffice to show that F is either 0 or 1. Now we invoke [KL1, Lemma 4.8], which implies that F has the following block form: Lettings bars denote reduction modulo M, we have
Since F 11 commutes with the non-derogatory matrix φ, F 11 belongs to k [φ] , which is a local ring. Moreover, since F 2 = F , it follows that F 11 2 = F 11 . Therefore F 11 2 = 0 or 1.
An easy computation then shows that F = 0 or 1. By Lemma 2.4 the kernel of the map
) is contained in the Jacobson radical of End Λ (Λ
). It follows that F = 0 or 1, as desired.
Let L := syz 1 R (T ), and write L = R (r) ⊕F , where F has no non-zero free direct summand. To complete the proof, it will suffice to show that rank(F ) ≥ n e−1 , where e = e R (R) . Put s := rank (F ) and m := µ R (F ) . It follows, e.g., from [HW, (1.6)] , that m ≤ es. (The statement of [HW, (1.6) ] assumes that k is infinite. This is not a problem, since none of m, e, s is changed by the flat local base change
Since µ R (m) = 2, the following lemma completes the proof:
Proof. Let Q be as in (4.2.1), and let ρ :
be the projectionon the first two coordinates. We will show that π(L) = m
→ T is a projective cover [KL1, (4.6.4 
For the reverse inclusion, fix i, 1 ≤ i ≤ n, and let e i ∈ R (n) be the i th unit vector. It will suffice to show that the four elements (e i x, 0), (e i y, 0), (0, e i x) and (0, e i y) are all in π(L).
We have 
The main application
We begin with three preparatory lemmas, the first of which is an iterated version of Lemma 3.6. 
Proof. By Proposition 3.3, e(R) ≤ 2. Therefore e(R) = 2 since R is not a regular local ring. (F ) . Then, for all integers i ≥ 0 and j ≥ 1, we have
Proof. Since R is Gorenstein and F is maximal Cohen-Macaulay, we have Ext j R (F, R) = 0 for j ≥ 1. Thus we may as well use actual syzygies instead of reduced syzygies. The desired isomorphism is obtained inductively, by applying Hom R (F, ) to the short exact sequences 0 → syz 
, and (d) F and X are free of (the same) constant rank at least m on the punctured spectrum.
Proof. We may assume that m ≥ 2. Suppose for the moment that we have proved the theorem in the complete case, and let T, X, F be R-modules fitting into the exact sequence (5.4.1) and satisfying (a) -
(T ). In the general case, let F ) . This means that the extension (5.4.1) over R is actually the completion of an extension 0 → T → Y → H → 0 of R-modules. It follows that Y ∼ = X and hence that Y is indecomposable. Finally, the argument in the last three sentences of §3 shows that Y and H are free on the punctured spectrum, of the same rank as X and F .
Thus we may assume from now on that R is complete. We write R = R d in the form ( †), using Lemma 5.1. With the R i as in Lemma 5.1, we make the identifications
. None of the rings R i is an (A 1 )-singularity; in particular, R 1 is not Dedekind-like. By Lemma 4.2, there is a finite-length R 1 -module T whose first reduced syzygy F 1 is free of constant rank at least m on the punctured spectrum.
We now define R i -modules (F i−1 ) . By localizing at a prime ideal P not containing z i , we learn that the rank of F i is exactly b i−1 . Since a module that is free of rank r on the punctured spectrum obviously needs at least r generators, we have inequalities
Next, we let G 1 = syz (F ) . Applying Hom R (F, ) , we get an exact sequence of B-modules
Combining this with (5.4.5), we obtain an exact sequence of right B-modules 
