le movements of talkers' faces axe known to convey visual cues that can improve speech intelligibility, especially where there is noise or hearing-impairment. This suggests that visible facial gestures could be exploited to enhance speech intelligibility in automatic systems. Handling the volume of data represented by images of talkers' faces implies some form of data compression.
INTRODUCTION
The Visibility of a talkers's face has long been known to improve speech intelligibility, especially where the acoustic speech signal is degraded by noise, or where there is hearing-impairment. The benefit gained from the visual, facial cues has been quantitatively estimated to be equivalent to an increase of 8-1 0 dB in the signalto-noise ratio when speech sentences are presented in a noise background [9] . This observation suggests that, if the acoustic inputs to conventional speech recognition systems could be augmented by data about the visibie speech gestures, an enhanced-performance, audio-visual recognition system should be possible. Indeed, one of the challenges of speech technology is to be able to provide robust and accurate automatic systems capable of operating successfully in a wide range of environments, including those where high levels of noise and vibration may be encountered. Aircraft cockpits are one example of a demanding environment in which reliable automatic speech recognition is becoming an important requirement.
Techniques are available to provide some compensation for adverse acoustic environments 1123, but in general they provide either a limited improvement only, or require excessive computational power. The incorporation of visual data into speech recognition potentially offers a significant degree of acoustic noise immunity at a reasonable computational cost. The two major problems are (a) how to deal with the volume of data that moving images reprisent, and (b) how to combine the acoustic and the visual data in order to make the best use of both, taken together. Many current impiementations of audio-visual speech recognizes use hidden Markov models (HMMs) and different architectures for combining the modalities are possible. Cognitive studies of speech perception may offer guidance to direct the choice of a suitable architecture.
VISIBLE FEATURES VERSUS IMAGES
Management of image 6 can most simply be achieved by identifying and extracting features from the images and using these instead. The problem then becomes the identification of the features that axe relevant to recognition. To avoid this problem, an alternative approach is to use the images themselves as the source of data and to adopt a statistically-oriented, datadriven approach essentially to reduce the redundancy in the information contained in the pictures and hence to compress the image data.
The advantage of using the images is that they encapsulate not only the lips, but other perceptually signifcant features such as the teeth, tongue and skin t e x m .
Feature Extraction
In one of the earliest, visual speech recognition systems [13] , binary, black and white images of a taker's lower face were captured in real-time using special-purpose hardware.
Measurements of specific facial features such as the oral cavity area, oral cavity perimeter, mouth width and mouth opening were extracted from the black areas of the image sequences and used to form time-varying templates that could be time-warped and matched against stored reference templates from the recognition vocabulary. In speaker-dependent, isolated word recognition experiments on a digit vocabulaxy, this relatively simple system achieved visual digit recognition rates that were well in excess of 90% correct. A later version used a simple metric to compare the complete outline shapes of the oral cavity [14] . Bimodal, audiovisual recognition was implemented in both systems by categorising words independently in each of the visual and auditory domains and then making a final classification using a heuristic which examined the two outputs for compatibility.
Whilst mouth width and opening are known to be perceptually significant, the catalogue of relevant features is in general difficult to define completely [6] and some of the relevant cues such as the tongue, which may appear only as an indistinct and ill-defined object, cannot easily be represented in simple parametric terms [Ill. Nonetheless, a number of visual speech recognition systems continue to employ a range of features of this type with some success [e.g. 1,183.
Direct Use of Images
Early, rather limited perceptual experiments on vowel identification of the five long vowels of British-English in an hVd/ context [3] suggested that the important visual cues could essentially be retained in monochrome, dynamic recordings of the oral region of a single speaker's face in which the spatial resolution was as low as 16 x 16 pixels. An objective identification experiment was also canied out using a multi-layer perceptron (MU) to classify single frames from the vowel nuclei, of oral images of one speaker uttering the eleven British-English vowels in a /bVb/ context, recorded at 16 x 12 pixels resolution. A three-layer artificial neural network (ANN) was used in which the intermediate, 'hidden' layer contained just 6 neural elements. SupcMsed learning was employed to uain the network on labelled vowel tokens. When presented with unlabelled vowel tokens, the trained network had an average c a t identification rate of 91% (84% correct for the worst case vowel). This suggested that (a) visual cues to vowel identity could be retained in images of relatively low spatial resolution and (b) the visual cues to vowel identity could be captured in a low-dimensionality intermediate representation of the images. The second observation has potential implications for data compression of oral images because it implies the possibility of an efficient image encoding scheme.
Data-driven Image Compression
The early experiments with ANNs assumed no a priori knowledge about the content, s m c m or significance of the data contained in an image and although A N N s proved to have potential drawbacks as data compression and coding devices [e.g. 41, they indicated that a data-driven, statistical view of images might result in a practicable image compression system. The method of principal component analysis (PCA) has been shown to be well-suited to the efficient encoding of oral images. Each of a 'training' set of image frames is represented as one point in an image space which is then transformed so that as much of the data variance of the set as possible is accounted for within as few of the axes of the transformed space, or principal components, as possible. In a recent study [2], approximately 15OOO frames of a single speaker uttering digit triple words (e.g. 'six seven two') from the NATO RSG-IO database were videorecorded in monochrome. Following digitisation and reduction to 32 x 24 pixels resolution (i.e. well above the resolution at which visual cues may be lost), they were subjected to PCA and 82% of the variance was found to be accounted for by IS principal components. This result is not wholly unexpected; the facial anatomy places constraints upon the range of attainable gestures, so that a set of facial images shows considerable internal patterning and structure. The principal components derived from the training process were then used to define a PCA encoder that could be applied to the coding of unseen, 'test' images with sufficient accuracy to allow image reconstructions from the codes that embodied the essential visual speech cues, i.e. were esentially speech-readable. PCA encodings have been used as the visual component of speech pattern vectors [5].
. AUDIO-VISUAL INTEGRATION
Whatever the final choice of representation of the visible speech gestures, the other major issue is how to integrate this with the information about the acoustic aspects of the speech signal so that the best use can be made of the two modalities together. The 
Models from cognitive psychology
Four models of audievisual speech perception were described by Robert-Ribes er al. [ 
Automatic recognition architectures
A wide range of methods using both neural networks and HMMs has now been deployed and these have been fully reviewed elsewhere [7]. In terms of the cognitive models of Section 3.1, no automatic audio-visual speech recognition system based on the MR model has yet been reported, though an early example corresponding to a DR model was a system in which a multi-layer pcrceptron was used to code image data into a vocal tract transfer function [16] . Most curzent systems tend to lie in a continuum between the extreme integration strategies, which are either (a) to process the two modalities separately, using independent audio and visual recognisers whose outputs are subsequently combined, or (b) to combine the audio and visual data at the outset and process them throughout as a single, composite feature vector.
The extremes essentially correspond to the SI and DI models of Section 3.1. The SI approach was typified by Petajan's prototypical recognizers [13,141. 
Architectures using HMMs
Following the success of their application to conventional, acoustic speech recognition, hidden Markov models are now being applied widely to bimodal, audio-visual speech recognition.
Many of the contemporary studies have been concerned with exploring the benefits that may be gained by incorporating visible signals into the recognition process.
The SI architecture can be investigated by building and training and applying separate acoustic and visual HMMs, then combining the outputs. More commonly, HMMs have been built that represent a DI architecture, using a composite, acoustic and visual feature vector. One typical approach of this kind studied the speaker-dependent recognition of digit utterances from the NATO RSG-10 digit-mple lists The second and third columns of the 
A cross-product HMM architecture
Conventional HMM recognizers employing DI architectures assume synchrony of the visual and the acoustic data [e.g. 171. An architecture using mphone HMMs that lies within the DI to SI continuum has recently been reported. It allows limited and variable asynchrony between the acoustic and visual signals within each mphone, although synchrony is re-asserted at the phone boundaries [20] . The structure of the HMMs is shown in The speech recognition performance of this architecture (with grand variance) is shown in the fourth column of the Table  below . It shows a marked improvement in performance over the 'standard', left-to-right HMMs described in Section 3.3. The improvement extends across the whole acoustic signal-to-noise range. Furthermore. the perfomce at virtually all acoustic noise levels is better than that obtained from either of the acoustic-only or the visual-only recognisers. Studies are now being started to examine further the effects of temporal asynchrony in the acoustic and visual signals, including their extension beyond the phone boundaries. showing.
