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Abstract
This paper is devoted to the stochastic optimal control problem of ordinary differential
equations allowing for both path-dependent and random coefficients. As opposed to the
deterministic path-dependent cases, the value function turns out to be a random field on
the path spaces and it is characterized with a stochastic path-dependent Hamilton-Jacobi
(SPHJ) equation. A notion of viscosity solution is proposed and the value function is proved
to be the unique viscosity solution to the associated SPHJ equation.
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1 Introduction
Let (Ω,F , {Ft}t≥0,P) be a complete filtered probability space. The filtration {Ft}t≥0 satisfies
the usual conditions and is generated by an m-dimensional Wiener process W = {W (t) : t ∈
[0,∞)} together with all the P-null sets in F . The associated predictable σ-algebra on Ω× [0, T ]
is denoted by P.
Throughout this work, the number T ∈ (0,∞) denotes a fixed deterministic terminal time
and the set C([0, T ];Rd) represents the space of Rd-valued continuous functions on [0, T ]. For
each x ∈ C([0, T ];Rd), denote by xt its restriction to time interval [0, t] for each t ∈ [0, T ] and
by x(t) its value at time t ∈ [0, T ]. Consider the following stochastic optimal control problem
min
θ∈U
E
[∫ T
0
f(s,Xs, θ(s)) ds+G(XT )
]
(1.1)
subject to {
dX(t) = β(t,Xt, θ(t))dt, t ∈ [0, T ];
X0 = x0 ∈ Rd.
(1.2)
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Here, we denote by U the set of all the U -valued and Ft-adapted processes with U ⊂ Rn being
a nonempty compact set. The process (X(t))t∈[0,T ] is the state process, governed by the control
θ ∈ U . We may write Xr,xr;θ(t) for 0 ≤ r ≤ t ≤ T to indicate the dependence of the state
process on the control θ, the initial time r and initial path xr.
In this paper, we consider the non-Markovian case where the coefficients β, f , and G depend
not only on time and control but also explicitly on ω ∈ Ω and paths/history of the state process.
Such problems arise naturally from controlled ordinary differential equations allowing for path-
dependent and random coefficients.
Example 1.1 (Optimal consumption with habit formation). Adopting the von Neumann-Morgenstern
preferences over time interval [0, T ], the utility maximization with habit formation may be gen-
erally formulated as an optimal stochastic control problem like (1.1)-(1.2):
max
c∈A˜
E
∫ T
0
u(t, c(t), Z(t, Ct)) dt
subject to 

dC(t) = c(t) dt, t ∈ [0, T ]; C(0) = κ;
Z(t, Ct) = γ(t) +
∫ t
0
ξ(t, s) dC(s), t ∈ [0, T ],
where we denote by (c(t))t∈[0,T ] the consumption process with C(t) the cumulative consumption
until time t and the process Z(t, Ct) represents the standard of living with random coefficients
γ(t) and ξ(t, x) for 0 ≤ s ≤ t ≤ T . The admissible control set A˜ may be complicated by
incorporating the budget constraints for different market models; refer to [10, 15, 34] among
many others.
For the control problem (1.1)-(1.2), we define the dynamic cost functional:
J(t, xt; θ) = EFt
[∫ T
t
f(s,Xt,xt;θs , θ(s)) ds +G(X
t,xt;θ
T )
]
, t ∈ [0, T ] (1.3)
and the value function is given by
V (t, xt) = essinf
θ∈U
J(t, xt; θ), t ∈ [0, T ]. (1.4)
Here and throughout this paper, we denote by EFt [ · ] the conditional expectation with respect to
Ft. Due to the randomness and path-dependence of the coefficient(s), the value function V (t, xt)
is generally a function of time t, path xt and ω ∈ Ω. In fact, the value function V is proved
to be the unique viscosity solution to the following stochastic path-dependent Hamilton-Jacobi
(SPHJ) equation:{
−dtu(t, xt)−H(t, xt,∇u(t, xt)) = 0, (t, x) ∈ [0, T )× C([0, T ];Rd);
u(T, x) = G(x), x ∈ C([0, T ];Rd), (1.5)
with
H(t, xt, p) = essinf
v∈U
{
β′(t, xt, v)p + f(t, xt, v)
}
, for p ∈ Rd,
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where ∇u(t, xt) denotes the the vertical derivative of u(t, xt) at the path xt (see Definition 2.1)
and the unknown adapted random field u is of the following form:
u(t, xt) = u(T, xT )−
∫ T
t
dsu(s, xs) ds−
∫ T
t
dwu(s, xs) dW (s). (1.6)
The Doob-Meyer decomposition theorem yields the uniqueness of the pair (dtu, dωu) and thus
the linear operators dt and dω are well defined in certain spaces (see Definition 2.2). The
pair (dtu, dωu) may also be defined as two differential operators; see [7, Section 5.2] and [21,
Theorem 4.3] for instance. By comparing (1.5) and (1.6), we may write the SPHJ equation (1.5)
equivalently as a path-dependent backward stochastic partial differential equation (BSPDE):{
−du(t, xt) =H(t, xt,∇u(t, xt)) dt− ψ(t, xt) dW (t), (t, x) ∈ [0, T )× C([0, T ];Rd);
u(T, x) =G(x), x ∈ C([0, T ];Rd), (1.7)
where the pair (u, ψ) = (u, dwu) is unknown.
When all the coefficients are deterministic path-dependent functions, the control problem is
first studied in [23] and the viscosity solution theory of associated deterministic path-dependent
Hamilton-Jacobi equations may be found in [14, 23]; for the theory of general deterministic path-
dependent PDEs, see [1, 7, 8, 26, 30] among many others. When all the coefficients are just
possibly random but with state-dependence, the resulting Hamilton-Jacobi equation is just a
BSPDE (see [3, 28, 29]); for related research on general BSPDEs, we refer to [2, 6, 12, 15, 16, 25]
to mention but a few. However, when the coefficients are both random and path-dependent,
the control problem (1.1)-(1.2) and associated nonlinear SPHJ equation (1.5), to the best of
our knowledge, have never been studied in the literature. In this paper, we are the first to
use the dynamic programming method to deal with the control problem (1.1)-(1.2) allowing for
both random and path-dependent coefficients; a notion of viscosity solution is proposed and the
existence and uniqueness of viscosity solution is proved under standard Lipschitz conditions.
The main feature of viscosity solution for SPHJ equation (1.5) is twofold. On the one hand,
due to the path-dependence of the coefficients, the solution u is path-wisely defined on the path
space C([0, T ];Rd), while the lack of local compactness of the path space prompts us to define
the random test functions tangent from above or from below in certain compact subspaces via
optimal stopping times, which is different from the nonlinear expectation techniques via second
order backward stochastic differential equations for deterministic path-dependent PDEs (see
[13, 14] for instance). On the other hand, as the involved coefficients are just measurable w.r.t.
ω on the sample space (Ω,F ) without any equipped topology, it is not appropriate to define the
viscosity solutions in a pointwise manner w.r.t. ω ∈ (Ω,F ); rather, we use a class of random
fields of form (1.6) having sufficient spacial regularity as test functions; at each point (τ, ξ)
(τ may be stopping time and ξ a C([0, τ ];Rd)-valued Fτ -measurable variable) the classes of
test functions are also parameterized by Ωτ ∈ Fτ and the type of certain compact subspace.
It is worth noting that due to the nonanticipativity constraint on the unknown function, the
conventional variable-doubling techniques for deterministic Hamilton-Jacobi equations are not
applicable to the viscosity solution to SPHJ equation (1.5). Instead, we prove a comparison
principle, which together with a modified version of Perron’s method yields the uniqueness of
viscosity solution through regular approximations.
The rest of this paper is organized as follows. In Section 2, we introduce some notations,
show the standing assumption on the coefficients, and define the viscosity solution. In Section
3
3, some auxiliary results including the dynamic programming principle are given in the first
subsection and the value function is verified to be a viscosity soution in the second subsection.
In Section 4, a comparison theorem is given and then the uniqueness is proved with a modified
Perron’s method via approximations. Finally, we give the proof of Theorem 3.3 in the appendix.
2 Preliminaries and definition of viscosity solution
2.1 Preliminaries
For each integer k > 0 and r ∈ [0, T ], let space Λ0r(Rk) := C([0, r];Rk) be the set of all Rk-valued
continuous functions on [0, r] and Λr(R
k) := D([0, r];Rk) the space of Rk-valued ca`dla`g (right
continuous with left limits) functions on [0, r]. Define
Λ0(Rk) = ∪r∈[0,T ]Λ0r(Rk), Λ(Rk) = ∪r∈[0,T ]Λr(Rk).
Throughout this paper, for each path X ∈ ΛT (Rk) and t ∈ [0, T ], denote by Xt = (X(s))0≤s≤t its
restriction to time interval [0, t], while using X(t) to represent its value at time t, and moreover,
when k = d, we write simply Λ0, Λ0r, Λ, and Λr.
Both the spaces Λ and Λ0 are equipped with the following quasi-norm and metric: for each
(xr, x¯t) ∈ Λr × Λt or (xr, x¯t) ∈ Λ0r × Λ0t with 0 ≤ r ≤ t ≤ T ,
‖xr‖0 = sup
s∈[0,r]
|xr(s)|;
d0(xr, x¯t) =
√
|t− r|+ sup
s∈[0,t]
{|xr(s)− x¯t(s)|1[0,r)(s) + |xr(r)− x¯t(s)|1[r,t](s)} .
Then (Λ0t , ‖ · ‖0) and (Λt, ‖ · ‖0) are Banach spaces for each t ∈ [0, T ], while (Λ0, d0) and (Λ, d0)
are complete metric spaces. In fact, for each t ∈ [0, T ], (Λ0t , ‖ · ‖0) and (Λt, ‖ · ‖0) can be and
(throughout this paper) will be thought of as the complete subspaces of (Λ0T , ‖·‖0) and (ΛT , ‖·‖0),
respectively; in fact, for each xt ∈ Λt (xt ∈ Λ0t , respectively), we may define, correspondingly,
x¯ ∈ ΛT (x¯ ∈ Λ0T , respectively) with x¯(s) = xt(t ∧ s) for s ∈ [0, T ]. In addition, we shall use
B(Λ0), B(Λ), B(Λ0t ) and B(Λt) to denote the corresponding Borel σ-algebras. By contrast, for
each δ > 0 and xr ∈ Λ, denote by Bδ(xr) the set of paths yt ∈ Λ satisfying d0(xr, yt) ≤ δ.
For each xt ∈ Λt and any h ∈ Rd, we define its vertical perturbation xht ∈ Λt with xht (s) =
xt(s)1[0,t)(s) + (xt(t) + h) 1{t}(s) for s ∈ [0, t].
Definition 2.1. Given a functional φ: Λ → R and xt ∈ Λt, φ is said to be differentiable at xt
if the function
φ(x·t) : R
d → R,
h 7→ φ(xht )
is differentiable at 0. The gradient
∇φ(xt) := (∇1φ(xt), . . . ,∇dφ(xt))′ with ∇iφ(xt) := lim
δ→0
φ(xδeit )− φ(xt)
δ
is called the vertical derivative of φ at xt, where {ei}i=1,...,d is the canonical basis in Rd.
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Let B be a Banach space equipped with norm ‖ · ‖B. The continuity of functionals on metric
spaces Λ0 and Λ can be defined in a standard way. Given xt ∈ Λ, we say a map φ: Λ → B is
continuous at xt if for any ε > 0 there exists some δ > 0 such that for any xr ∈ Λ satisfying
d0(xr, xt) < δ, it holds that ‖φ(xt)−φ(xr)‖B < ε. If the B-valued functional φ is continuous and
bounded at all xt ∈ Λ, φ is said to be continuous on Λ and denoted by φ ∈ C(Λ;B). Similarly,
we define C(Λ0;B), C([0, T ]× Λ;B), and C([0, T ]× Λ0;B).
For each t ∈ [0, T ], denote by L0(Ω × Λt,Ft ⊗ B(Λt);B) the space of B-valued Ft ⊗ B(Λt)-
measurable random variables. For each measurable function
u : (Ω × [0, T ]× Λ, F ⊗ B([0, T ]) ⊗ B(Λ))→ (B, B(B)),
we say u is adapted if for any time t ∈ [0, T ], u is Ft⊗B(Λt)-measurable. For p ∈ [1,∞], denote
by Sp(Λ;B) the set of all the adapted functions u: Ω × [0, T ] × Λ→ B such that for almost all
ω ∈ Ω, u is valued in C([0, T ]× Λ;B) and
‖u‖Sp(Λ;B) :=
∥∥∥∥∥ sup(t,xt)∈[0,T ]×Λt ‖u(t, xt)‖B
∥∥∥∥∥
Lp(Ω,F ,P)
<∞.
For p ∈ [1,∞), denote by Lp(Λ;B) the totality of all the adapted functions X : Ω×[0, T ]×Λ→ B
such that for almost all (ω, t) ∈ Ω× [0, T ], X (t) is valued in C(Λt;B), and
‖X‖Lp(Λ;B) :=
∥∥∥∥∥
(∫ T
0
sup
xt∈Λt
‖X (t, xt)‖pB dt
)1/p∥∥∥∥∥
Lp(Ω,F ,P)
<∞.
Obviously, (Sp(Λ;B), ‖ · ‖Sp(Λ;B)) and (Lp(Λ;B), ‖ · ‖Lp(Λ;B)) are Banach spaces. In a standard
way, we define L0(Ω×Λ0t ,Ft ⊗B(Λ0t );B), (Sp(Λ0;B), ‖ · ‖Sp(Λ0;B)) and (Lp(Λ0;B), ‖ · ‖Lp(Λ0;B)).
Following is the assumption we use throughout this paper.
(A1) G ∈ L∞(Ω,FT ;C(ΛT ;R)). For the coefficients g = f, βi (1 ≤ i ≤ d),
(i) for each v ∈ U , g(·, ·, v) is adapted;
(ii) for almost all (ω, t) ∈ Ω× [0, T ], g(t, ·, ·) is continuous on Λt × U ;
(iii) there exists L > 0 such that for all x, x¯ ∈ ΛT , t ∈ [0, T ] and γt, γ¯t ∈ Λt, there hold
esssup
ω∈Ω
|G(x)| + esssup
ω∈Ω
max
v∈U
|g(t, γt, v)| ≤ L,
esssup
ω∈Ω
|G(x) −G(x¯)|+ esssup
ω∈Ω
max
v∈U
|g(t, γt, v)− g(t, γ¯t, v)| ≤ L (‖x− x¯‖0 + ‖γt − γ¯t‖0) .
2.2 Definition of viscosity solutions
We first introduce the test function spaces for viscosity solutions.
Definition 2.2. For u ∈ S2(Λ;R) with ∇u ∈ L2(Λ;R), we say u ∈ C 1
F
if there exists
(dtu, dωu) ∈ L2(Λ;R)× L2(Λ;Rm) such that
(i) with probability 1
u(r, xr) = u(T, xT )−
∫ T
r
dsu(s, xs) ds −
∫ T
r
dωu(s, xs) dW (s), ∀ (r, x) ∈ [0, T ]× ΛT ;
(ii) for each T0 ∈ (0, T ), and g=dtu, ∇iu, (dωu)j , i = 1, . . . , d, j = 1, . . . ,m, there exist φg ∈
L2(Ω× [0, T0]) and α ∈ (0, 1) satisfying for almost all (ω, t) ∈ Ω× [0, T0],
|g(t, xt)− g(t, yt)| ≤ φg(t) ‖xt − yt‖α0 , ∀xt, yt ∈ Λ0t .
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Each u ∈ C 1
F
may be thought of as an Itoˆ process and thus a semi-martingale parameterized
by x ∈ Λ. Doob-Meyer decomposition theorem ensures the uniqueness of the pair (dtu, dωu), and
this makes sense of the two linear operators dt and dω which are consistent with the differential
operators in [7, Section 5.2] and [21, Theorem 4.3]. Particularly, if u(t, x) is a deterministic
function on the time-state space [0, T ] × Rd, we may have dωu ≡ 0 and dtu coincides with the
classical partial derivative in time; if the random function u on Ω× [0, T ]×Rd is regular enough
(w.r.t. ω), the term dωu is just the Malliavin derivative. In addition, the operators dt and dω
are different from the path derivatives (∂t, ∂ω) via the functional Itoˆ formulas (see [5] and [14,
Section 2.3]); if u(ω, t, x) is smooth enough w.r.t. (ω, t) in the path space, for each x, we have
the relation
dtu(ω, t, x) =
(
∂t +
1
2
∂2ωω
)
u(ω, t, x), dωu(ω, t, x) = ∂ωu(ω, t, x),
which may be seen from [14, Section 6] and [5].
For each stopping time t ≤ T , let T t be the set of stopping times τ valued in [t, T ] and T t+
the subset of T t such that τ > t for each τ ∈ T t+. For each τ ∈ T 0 and Ωτ ∈ Fτ , we denote by
L0(Ωτ ,Fτ ; Λ
0
τ ) the set of Λ
0
τ -valued Fτ -measurable functions.
For each k ∈ N+, 0 ≤ t < s ≤ T and ξ ∈ Λ0t , define
Λ0,k;ξt,s =
{
x ∈ Λ0s : x(τ) = ξ(τ ∧ t) + 1(t,s](τ)
∫ τ
t
gr dr, τ ∈ [0, s], for some g ∈ L∞([0, T ])
with ‖g‖L∞([0,T ]) < k
}
.
Then Arzela`-Ascoli theorem indicates that each Λ0,k;ξt,s is compact in Λ
0
s. Moreover, it is obvious
that ∪k∈N+ ∪ξ∈Rd Λ0,k;ξ0,s is dense in Λ0s. In addition, by saying (s, x) → (t+, ξ) for some (t, ξ) ∈
[0, T )× Λ0t we mean (s, x)→ (t+, ξ) with s ∈ [t, T ] and x ∈ ∪k∈N+Λ0,k;ξt,s .
We now introduce the notion of viscosity solutions. For each (u, τ) ∈ S2(Λ;R)×T 0, Ωτ ∈ Fτ
with P(Ωτ ) > 0 and ξ ∈ L0(Ωτ ,Fτ ; Λ0τ )1, we define for each k ∈ N+,
Gu(τ, ξ; Ωτ , k) :=
{
φ ∈ C 1F : there exists τˆk ∈ T τ+ such that
(φ− u)(τ, ξ)1Ωτ = 0 = essinf
τ¯∈T τ
EFτ
[
inf
y∈Λ0,k;ξτ,τ¯
(φ− u)(τ¯ ∧ τˆk, y)
]
1Ωτ a.s.
}
,
Gu(τ, ξ; Ωτ , k) :=
{
φ ∈ C 1F : there exists τˆk ∈ T τ+ such that
(φ− u)(τ, ξ)1Ωτ = 0 = esssup
τ¯∈T τ
EFτ

 sup
y∈Λ0,k;ξτ,τ¯
(φ− u)(τ¯ ∧ τˆk, y)

 1Ωτ a.s.
}
.
It is obvious that if Gu(τ, ξ; Ωτ , k) or Gu(τ, ξ; Ωτ , k) is nonempty, we must have 0 ≤ τ < T on
Ωτ .
Now it is at the stage to introduce the definition of viscosity solutions.
Definition 2.3. We say u ∈ S2(Λ0;R) is a viscosity subsolution (resp. supersolution) of SPHJ
equation (1.5), if u(T, x) ≤ ( resp. ≥)G(x) for all x ∈ Λ0T a.s., and for any K0 ∈ N+, there exists
1Each ξ ∈ L0(Ωτ ,Fτ ; Λ
0
τ ) is thought of as ξ ∈ L
0(Ωτ ,Fτ ; Λ
0) satisfying ξ(ω) ∈ Λτ(ω) for almost all ω ∈ Ωτ .
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k ∈ N+ with k ≥ K0 such that for any τ ∈ T 0, Ωτ ∈ Fτ with P(Ωτ ) > 0 and ξ ∈ L0(Ωτ ,Fτ ; Λ0τ )
and any φ ∈ Gu(τ, ξ; Ωτ , k) (resp. φ ∈ Gu(τ, ξ; Ωτ , k)), there holds
ess lim inf
(s,x)→(τ+,ξ)
EFτ {−dsφ(s, x)−H(s, x,∇φ(s, x))} ≤ 0, for almost all ω ∈ Ωτ (2.1)
(resp. ess lim sup
(s,x)→(τ+,ξ)
EFτ {−dsφ(s, x)−H(s, x,∇φ(s, x))} ≥ 0, for almost all ω ∈ Ωτ ). (2.2)
The function u is a viscosity solution of SPHJ equation (1.5) if it is both a viscosity subsolution
and a viscosity supersolution of (1.5).
The above definition of viscosity solutions integrates the following three main aspects:
First, due to the path-dependence of the coefficients, the solution u is path-wisely defined
on the path space C([0, T ];Rd), and the lack of local compactness of the path space prompts
us to define the random test functions tangent from above or from below in certain compact
subspaces via optimal stopping times. In view of the spaces Gu(τ, ξ; Ωτ , k) and Gu(τ, ξ; Ωτ , k),
one may, however, see that we avoid the usage of nonlinear expectations via second order back-
ward stochastic differential equations for deterministic path-dependent PDEs (see [13, 14] for
instance).
Second, as the involved coefficients are just measurable w.r.t. ω on the sample space (Ω,F )
without specified topology, it is not appropriate to define the viscosity solutions in a pointwise
manner w.r.t. ω ∈ (Ω,F ). This together with the nonanticipativity constraint enlightens us
to use relatively regular random fields in C 1
F
as test functions; at each point (τ, ξ), the classes
of test functions are also parameterized by nontrivial measurable set Ωτ ∈ Fτ and the type of
certain compact subspace of C([0, T ];Rd).
Third, the test function space C 1
F
is expected to include the classical solutions. However, it is
typical that the classical solutions may not be differentiable in the time variable t and (dtu, dωu)
may not be time-continuous but just measurable in t, which is also reflected in Definition 2.2;
see [11, 31] for the state-dependent BSPDEs, or one may even refer to the standard theory of
BSDEs for the trivial path-independent cases. This nature leads to the usage of essential limits
in (2.1) and (2.2).
3 Existence of the viscosity solution
3.1 Some auxiliary results
Under assumption (A1) with the vanishing diffusion coefficients in stochastic (ordinary) differ-
ential equation (1.2), the following assertions are standard; see [17, 33] for instance.
Lemma 3.1. Let (A1) hold. Given θ ∈ U , for the strong solution of (stochastic) ODE (1.2),
there exists K > 0 such that, for any 0 ≤ r ≤ t ≤ s ≤ T , and ξ ∈ L0(Ω,Fr; Λr)
(i) the two processes
(
Xr,ξ;θs
)
t≤s≤T
and
(
X
t,Xr,ξ;θt ;θ
s
)
t≤s≤T
are indistinguishable;
(ii) maxr≤l≤T
∥∥∥Xr,ξ;θl ∥∥∥
0
≤ K (1 + ‖ξ‖0) a.s.;
(iii) d0(X
r,ξ;θ
s , X
r,ξ;θ
t ) ≤ K
(|s− t|+ |s− t|1/2) a.s.;
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(iv) given another ξˆ ∈ L0(Ω,Fr; Λr),
max
r≤l≤T
∥∥∥Xr,ξ;θl −Xr,ξˆ;θl ∥∥∥
0
≤ K‖ξ − ξˆ‖0 a.s.;
(v) the constant K depends only on L, and T .
The following regular properties of the value function V hold in a similar way to [28, Propo-
sition 3.3] and the proof is omitted.
Proposition 3.2. Let (A1) hold.
(i) For each t ∈ [0, T ], ε ∈ (0,∞), and ξ ∈ L0(Ω,Ft; Λt), there exists θ¯ ∈ U such that
E
[
J(t, ξ; θ¯)− V (t, ξ)] < ε.
(ii) For each (θ, x0) ∈ U ×Rd,
{
J(t,X0,x0;θt ; θ)− V (t,X0,x0;θt )
}
t∈[0,T ]
is a supermartingale, i.e.,
for any 0 ≤ t ≤ t˜ ≤ T ,
V (t,X0,x0;θt ) ≤ EFtV (t˜, X0,x0;θt˜ ) + EFt
∫ t˜
t
f(s,X0,x0;θs , θs) ds, a.s. (3.1)
(iii) For each (θ, x0) ∈ U × Rd,
{
V (s,X0,x0;θs )
}
s∈[0,T ]
is a continuous process.
(iv) There exists LV > 0 such that for each (θ, t) ∈ U × [0, T ],
|V (t, xt)− V (t, yt)|+ |J(t, xt; θ)− J(t, yt; θ)| ≤ LV ‖xt − yt‖0, a.s., ∀xt, yt ∈ Λt,
with LV depending only on T and L.
(v) With probability 1, V (t, x) and J(t, x; θ) for each θ ∈ U are continuous on [0, T ]× Λ and
sup
(t,x)∈[0,T ]×Λ
max {|V (t, xt)|, |J(t, xt; θ)|} ≤ L(T + 1) a.s.
Theorem 3.3. Let assumption (A1) hold. For any stopping times τ, τˆ with τ ≤ τˆ ≤ T , and
any ξ ∈ L0(Ω,Fτ ; Λτ ), we have
V (τ, ξ) = essinf
θ∈U
EFτ
[∫ τˆ
τ
f
(
s,Xτ,ξ;θs , θ(s)
)
ds+ V
(
τˆ , Xτ,ξ;θτˆ
)]
a.s.
The proof is similar to [28, Theorem 3.4], but with some careful compactness arguments
about path (sub)spaces; therefore, we give the proof in the appendix.
3.2 Existence of the viscosity solution
We first generalize an Itoˆ-Kunita formula by Kunita [20, Pages 118-119] for the composition of
random fields and stochastic differential equations to our path-dependent setting. Throughout
this subsection, we define for each φ ∈ C 1
F
, v ∈ U , t ∈ [0, T ], and xt ∈ Λt,
L
vφ(t, xt) = dtφ(t, xt) + β
′(t, xt, v)∇φ(t, xt).
8
Lemma 3.4. Let assumption (A1) hold. Suppose u ∈ C 2
F
. Then, for each x ∈ Rd and θ ∈ U ,
it holds almost surely that, for all t ∈ [0, T ],
u(t,X0,x;θt )− u(0, x) =
∫ t
0
L
θ(s)u
(
s,X0,x;θs
)
ds+
∫ t
0
dωu(r,X
0,x;θ
r ) dW (r). (3.2)
Proof. Due to the time continuity of both sides of relation (3.2), we only need to verify that
equality (3.2) holds a.s. for each t ∈ [0, T ]; w.l.o.g., we only prove (3.2) when t = T .
For each N ∈ N+ with N > 2, let ti = iTN for i = 0, 1, . . . , N . Then, we get a partition of
[0, T ] with 0 = t0 < t1 < · · · < tN−1 < tN = T . For each θ ∈ U , let
NX(t) =
N−1∑
i=0
X0,x;θ(ti)1[ti,ti+1)(t) +X
0,x;θ(T )1{T}(t), for t ∈ [0, T ],
and NXt−(s) = NX(s)1[0,t)(s)+limτ→t− NX(τ)1{t}(s), for 0 ≤ s ≤ t ≤ T . We have the following
approximation:
lim
N→∞
‖X0,x;θ −NX‖0 + ‖X0,x;θt −NXt−‖0 = 0 for all t ∈ (0, T ], a.s.
For each i ∈ {0, · · · , N − 1},
u(ti+1,
NXti+1)− u(ti,NXti) = u(ti+1,NXti+1−)− u(ti,NXti) + u(ti+1,NXti+1)− u(ti+1,NXti+1−)
:= Ii1 + I
i
2,
where by u ∈ C 1
F
,
Ii1 = u(ti+1,
NXti+1−)− u(ti,NXti) =
∫ ti+1
ti
dtu(s,
NXs−) ds+
∫ ti+1
ti
dωu(r,
NXr−) dW (r),
and by the definition of vertical derivative and the integration by parts formula
Ii2 = u(ti+1,
NXti+1)− u(ti+1,NXti+1−)
= u
(
ti+1,
NX
NX(ti+1)−NX(ti)
ti+1−
)
− u(ti+1,NXti+1−)
=
∫ ti+1
ti
(∇u)′(ti+1,NX
NX(s)−NX(ti)
ti+1− )β(s,X
0,x;θ
s , θ(s)) ds.
Recall that
u(T,NXT )− u(0, x) =
N−1∑
i=0
Ii1 + I
i
2. (3.3)
Then, the dominated convergence and the dominated convergence theorem for stochastic inte-
grals ([27, Chapter IV, Theorem 32]) imply that the Lebesgue integrals converge almost surely
and the stochastic integrals in probability, with the limits being the corresponding terms in
(3.2). Finally, we get
u(t,X0,x;θT )− u(0, x) =
∫ T
0
L
θ(s)u
(
s,X0,x;θs
)
ds+
∫ T
0
dωu(r,X
0,x;θ
r ) dW (r), a.s.
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Following is the existence of the viscosity solution.
Theorem 3.5. Let (A1) hold. The value function V defined by (1.4) is a viscosity solution of
the stochastic path-dependent Hamilton-Jacobi equation (1.5).
Proof. Step 1. In view of Proposition 3.2, we have V ∈ S∞(Λ;R). To the contrary, suppose
that for any k ∈ N+ with k ≥ K0 for some K0 ∈ N+, there exists φ ∈ GV (τ, ξτ ; Ωτ , k) with
τ ∈ T 0, Ωτ ∈ Fτ , P(Ωτ ) > 0, and ξτ ∈ L0(Ωτ ,Fτ ; Λ0τ ), such that there exist ε, δ˜ > 0 and
Ω′ ∈ Fτ with Ω′ ⊂ Ωτ , P(Ω′) > 0, and a.e. on Ω′,
essinf
s∈[τ,(τ+δ˜2)∧T ], x∈Bδ˜(ξτ )∩Λ
0,k;ξτ
[τ,s∧T ]
EFτ {−dsφ(s, x) −H(s, x,∇φ(s, x))} ≥ 2 ε. (3.4)
Choose the positive integer k > L and let τˆk be the stopping time corresponding to the fact
φ ∈ GV (τ, ξτ ; Ωτ , k). Note that we may think of ξ valued in Λ0T , with ξt = ξt∧τ for all t ∈ [0, T ].
By assumption (ii) of (A1) and the measurable selection theorem, there exists θ¯ ∈ U such that
for almost all ω ∈ Ω′,
−L θ¯(s)φ(s, ξs)− f(s, ξs, θ¯(s)) ≥ −dsφ(s, ξs)−H(s, ξs,∇φ(s, ξs))− ε,
for almost all s satisfying τ ≤ s < (τ + δ˜2) ∧ T . This together with (3.4) implies
essinf
τ≤s<(τ+δ˜2)∧T
EFτ {−L θ¯(s)φ(s, ξs)− f(s, ξs, θ¯(s))} ≥ ε, a.e. on Ω′.
W.l.o.g., we assume δ˜ < 1.
In view of the dynamic programming principle of Theorem 3.3 and the generalized Itoˆ-Kunita
formula of Lemma 3.4, we have for all h ∈ (0, δ˜2/4) and almost all ω ∈ Ω′,
0 ≥ 1
h
EFτ
[
(φ− V )(τ, ξτ )− (φ− V )
(
(τ + h) ∧ τˆk,Xτ,ξτ ;θ¯(τ+h)∧τˆk
)]
≥ 1
h
EFτ
[
φ(τ, ξτ )− φ
(
(τ + h) ∧ τˆk,Xτ,ξτ ;θ¯(τ+h)∧τˆk
)
−
∫ (τ+h)∧τˆk
τ
f(s,Xτ,ξτ ;θ¯s , θ¯(s)) ds
]
=
1
h
EFτ
∫ (τ+h)∧τˆk
τ
(
−L θ¯(s)φ(s,Xτ,ξτ ;θ¯s )− f(s,Xτ,ξτ ;θ¯s , θ¯(s))
)
ds
≥ 1
h
EFτ
[ ∫ (τ+h)∧T
τ
(
−L θ¯(s)φ(s,Xτ,ξτ ;θ¯s )− f(s,Xτ,ξτ ;θ¯s , θ¯(s))
)
ds
− 1{τ+h>τˆk}
∫ T
τ
∣∣∣−L θ¯(s)φ(s,Xτ,ξτ ;θ¯s )− f(s,Xτ,ξτ ;θ¯s , θ¯(s))∣∣∣ ds
]
≥ 1
h
EFτ
[ ∫ (τ+h)∧T
τ
(
−L θ¯(s)φ(s, ξs)− f(s, ξs, θ¯(s))
)
ds
−
∫ (τ+h)∧T
τ
∣∣∣−L θ¯(s)φ(s, ξs)− f(s, ξs, θ¯(s)) +L θ¯(s)φ(s,Xτ,ξτ ;θ¯s ) + f(s,Xτ,ξτ ;θ¯s , θ¯(s))∣∣∣ ds
− 1{τ+h>τˆk}
∫ T
τ
∣∣∣−L θ¯(s)φ(s,Xτ,ξτ ;θ¯s )− f(s,Xτ,ξτ ;θ¯s , θ¯(s))∣∣∣ ds
]
≥ (T ∧ (τ + h))− τ
h
· ε− o(1).
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Here, the term o(1) tends to zero on Ω′ as h → 0+ because of the two facts: (i) the regularity
of φ ∈ C 1
F
and Assumption (A1) indicate that for almost all ω ∈ Ω′
lim
h→0+
1
h
∫ (τ+h)∧T
τ
∣∣∣−L θ¯(s)φ(s, ξs)− f(s, ξs, θ¯(s)) + L θ¯(s)φ(s,Xτ,ξτ ;θ¯s ) + f(s,Xτ,ξτ ;θ¯s , θ¯(s))∣∣∣ ds = 0;
(ii) for almost all ω ∈ Ω′, limh→0+ 1{τ+h>τˆk} = 0. This incurs a contradiction as h tends to zero.
Hence, V is a viscosity subsolution of SPHJ equation (1.5).
Step 2. It remains to prove that V is a viscosity supersolution of (1.5). We argue with
contradiction like in Step 1. To the contrary, assume that for any k ∈ N+ with k ≥ K0 for
some K0 ∈ N+, there exists φ ∈ GV (τ, ξτ ; Ωτ , k) with τ ∈ T 0, Ωτ ∈ Fτ , P(Ωτ ) > 0, and
ξτ ∈ L0(Ωτ ,Fτ ; Λ0τ ) such that there exist ε, δ˜ > 0 and Ω′ ∈ Fτ with Ω′ ⊂ Ωτ , P(Ω′) > 0, and
a.e. on Ω′,
esssup
s∈[τ,(τ+4δ˜2)∧T ], x∈B2δ˜(ξτ )∩Λ
0,k;ξτ
[τ,s∧T ]
EFτ {−dsφ(s, x)−H(s, x,∇φ(s, x))} ≤ −ε.
We take the interger k > L and let τˆk be the stopping time corresponding to the fact
φ ∈ GV (τ, ξτ ; Ωτ , k). Again, we think of ξ valued in Λ0T , with ξt = ξt∧τ for all t ∈ [0, T ].
W.l.o.g., assume δ˜ < 1. For each θ ∈ U , define τ θ = inf{s > τ : Xτ,ξτ ;θs /∈ Bδ˜(ξτ )}. Then τ θ > τ
and moreover, for each h ∈ (0, δ˜24 ),
EFτ
[
1{τθ<τ+h}
]
= EFτ
[
1{maxτ≤s≤τ+h |Xτ,ξτ ;θ(s)−ξ(τ)|+
√
h>δ˜}
]
≤ 1
(δ˜ −√h)8EFτ
[
max
τ≤s≤τ+h
|Xτ,ξτ ;θ(s)− ξ(τ)|8
]
≤ K
8
(δ˜ −√h)8 (h+
√
h)8
≤ 256 ·K
8
δ˜8
(h+
√
h)8 a.s., (3.5)
where the constant K is from Lemma 3.1 and independent of the control θ.
In view of Theorem 3.3 and Lemma 3.4, we have for each h ∈ (0, δ˜2/4) and almost all ω ∈ Ω′,
0 ≥ V (τ, ξτ )− φ(τ, ξτ )
h
=
1
h
essinf
θ∈U
EFτ
[∫ τˆk∧(τ+h)
τ
f(s,Xτ,ξτ ;θs , θ(s)) ds + V
(
τˆk ∧ (τ + h),Xτ,ξτ ;θτˆk∧(τ+h)
)
− φ(τ, ξτ )
]
≥ 1
h
essinf
θ∈U
EFτ
[∫ τˆk∧(τ+h)
τ
f(s,Xτ,ξτ ;θs , θ(s)) ds + φ
(
τˆk ∧ (τ + h),Xτ,ξτ ;θτˆk∧(τ+h)
)
− φ(τ, ξτ )
]
=
1
h
essinf
θ∈U
EFτ
[∫ τˆk∧(τ+h)
τ
(
L
θ(s)φ
(
s,Xτ,ξτ ;θs
)
+ f(s,Xτ,ξτ ;θs , θ(s))
)
ds
]
≥ 1
h
essinf
θ∈U
EFτ
[ ∫ τθ∧(τ+h)∧τˆk
τ
(
L
θ(s)φ
(
s,Xτ,ξτ ;θs
)
+ f(s,Xτ,ξτ ;θs , θ(s))
)
ds
− 1{τˆk>τθ}∩{τ+h>τθ}
∫ T
τ
∣∣∣L θ(s)φ(s,Xτ,ξτ ;θs )+ f(s,Xτ,ξτ ;θs , θ(s))∣∣∣ ds
]
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≥ 1
h
essinf
θ∈U
EFτ
[ ∫ (τ+h)∧T
τ
(
L
θ(s)φ
(
s,Xτ,ξτ ;θ
s∧τθ
)
+ f(s,Xτ,ξτ ;θ
s∧τθ , θ(s))
)
ds
− 1{τ+h>τˆk}∪{τ+h>τθ}
∫ T
τ
∣∣∣L θ(s)φ(s,Xτ,ξτ ;θs∧τθ
)
+ f(s,Xτ,ξτ ;θ
s∧τθ , θ(s))
∣∣∣ ds
− 1{τˆk>τθ}∩{τ+h>τθ}
∫ T
τ
∣∣∣L θ(s)φ(s,Xτ,ξτ ;θs )+ f(s,Xτ,ξτ ;θs , θ(s))∣∣∣ ds
]
≥ (T ∧ (τ + h)) − τ
h
· ε− 1
h
esssup
θ∈U
(
EFτ
[
1{τ+h>τθ} + 1{τ+h>τˆk}
])1/2
·
(
EFτ
∣∣∣∣
∫ T
τ
∣∣∣L θ(s)φ(s,Xτ,ξτ ;θs∧τθ
)
+ f(s,Xτ,ξτ ;θ
s∧τθ , θ(s))
∣∣∣ ds∣∣∣∣
2
)1/2
− 1
h
esssup
θ∈U
(
EFτ
[
1{τ+h>τˆk}
])1/2(
EFτ
∣∣∣∣
∫ T
τ
∣∣∣L θ(s)φ(s,Xτ,ξτ ;θs )+ f(s,Xτ,ξτ ;θs , θ(s))∣∣∣ ds
∣∣∣∣
2
)1/2
=
(T ∧ (τ + h)) − τ
h
· ε− o(1),
where we note that for almost all ω ∈ Ω′, τ + h < τˆk when h > 0 is small enough and this
along with estimate (3.5) and φ ∈ C 1
F
yields the term o(1) that tends to zero as h → 0+.
A contradiction occurs when h tends to zero. Hence, V is a viscosity supersolution of SPHJ
equation (1.5).
4 Uniqueness
Due to the nonanticipativity constraint on the unknown function, the conventional variable-
doubling techniques for deterministic Hamilton-Jacobi equations are not applicable to the vis-
cosity solution to SPHJ equations like (1.5). Instead, we prove a comparison principle, which
together with a modified version of Perron’s method yields the uniqueness of viscosity solution
through regular approximations.
4.1 A comparison principle
Proposition 4.1. Let (A1) hold and u be a viscosity subsolution (resp. supersolution) of SPHJ
equation (1.5) and φ ∈ C 1
F
with φ(T, x) ≥ (resp. ≤)G(x) for all x ∈ Λ0T a.s. and
ess lim inf
(s,x)→(t+,y)
EFt {−dsφ(s, x)−H(s, x,∇φ(s, x))} ≥ 0, a.s.,
(resp. ess lim sup
(s,x)→(t+,y)
EFt {−dsφ(s, x)−H(s, x,∇φ(s, x))} ≤ 0, a.s.)
for each t ∈ [0, T ) with y ∈ Λ0t . It holds a.s. that u(t, x) ≤ (resp., ≥) φ(t, x), for each t ∈ [0, T ]
with x ∈ Λ0t .
Proof. We prove the case when u is a viscosity supersolution, then the proof for the viscosity
subsolution will be following similarly. To the contrary, suppose that with a positive probability,
u(t, x¯t) < φ(t, x¯t) at some point (t, x¯t) with t ∈ [0, T ) and x¯t ∈ Λ0t . Because ∪k∈N+ ∪ξ0∈Rd Λ0,k;ξ00,t
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is dense in Λ0t , we may assume further x¯t ∈ Λ0,K0;ξ¯00,t for some (K0, ξ¯0) ∈ N+ × Rd. W.l.o.g., we
assume ξ¯0 = 0. Thus, there exists δ > 0 such that P(Ωt) > 0 with Ωt := {φ(t, x¯t)−u(t, x¯t) > δ}.
For each k ∈ N+ satisfying k ≥ K0, by the compactness of Λ0,k;00,t in Λ0t and the measurable
selection theorem, there exists ξkt ∈ L0(Ωt,Ft; Λ0,k;00,t ) such that
αk := φ(t, ξkt )− u(t, ξkt ) = max
xt∈Λ0,k;00,t
{φ(t, xt)− u(t, xt)} ≥ δ for almost all ω ∈ Ωt.
W.l.o.g., we take Ωt = Ω in what follows.
For each s ∈ (t, T ], choose an Fs-measurable and path space-valued variable ξks such that(
φ(s, ξks )− u(s, ξks )
)+
= max
xs∈Λ0,k;ξ
k
t
t,s
(φ(s, xs)− u(s, xs))+ . (4.1)
Set
Y k(s) = (φ(s, ξks )− u(s, ξks ))+ +
αk(s− t)
2(T − t) ;
Zk(s) = esssup
τ∈T s
EFs [Y
k(τ)],
where we recall that T s denotes the set of stopping times valued in [s, T ]. As (φ − u)+ ∈
S2(Λ0;R), there follows obviously the time-continuity of
max
xs∈Λ0,k;ξ
k
t
t,s
(φ(s, xs)− u(s, xs))+
and thus that of
(
φ(s, ξks )− u(s, ξks )
)+
, although the continuity of process (ξks )s∈[t,T ] in the path
space can not be ensured. Therefore, the process (Y k(s))t≤s≤T has continuous trajectories.
Define τk = inf{s ≥ t : Y k(s) = Zk(s)}. In view of the optimal stopping theory, observe that
EFtY
k(T ) =
αk
2
< αk = Y k(t) ≤ Zk(t) = EFtY k(τk) = EFtZk(τk),
which gives that P(τk < T ) > 0. As
(φ(τk, ξkτk)− u(τk, ξkτk))+ +
αk(τk − t)
2(T − t) = Z
k(τk) ≥ EF
τk
[Y k(T )] =
αk
2
,
we have
P((φ(τk, ξkτk)− u(τk, ξkτk))+ > 0) > 0. (4.2)
Define
τˆk = inf{s ≥ τk : (φ(s, ξks )− u(s, ξks ))+ ≤ 0}.
Obviously, τk ≤ τˆk ≤ T . Put Ωτk = {τk < τˆk}. Then Ωτk ∈ Fτk and in view of relation (4.2),
and the definition of τˆk, we have Ωτk = {τk < T} and P(Ωτk) > 0.
Set
Φ(s, xs) = φ(s, xs) +
αk(s− t)
2(T − t) − EFsY
k(τk).
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Then Φ ∈ C 1
F
since φ ∈ C 1
F
. For each τ¯ ∈ T τk , we have for almost all ω ∈ Ωτk ,
(Φ− u) (τk, ξkτk) = 0 = Zk(τk)− Y k(τk) ≥ EFτk
[
Y k(τ¯ ∧ τˆk)
]
− Y k(τk)
≥ EF
τk

 max
y∈Λ
0,k;ξk
τk
τk,τ¯∧τˆk
(Φ− u)(τ¯ ∧ τˆk, y)

 ,
where we have used the obvious relation Λ
0,k;ξk
τk
τk ,τ¯∧τˆk ⊂ Λ
0,k;ξkt
t,τ¯∧τˆk . This together with the arbitrariness
of τ¯ implies that Φ ∈ Gu(τk, ξkτk ; Ωτk , k). As u is a viscosity supersolution, there exists some
k0 ≥ K0 by Definition 2.3 such that for almost all ω ∈ Ωτk0 ,
0 ≤ ess lim sup
(s,x)→((τk0 )+,ξk0
τk0
)
EF
τk0
{−dsΦ(s, x)−H(s, x,∇Φ(s, x))}
= − α
k0
2(T − t) + ess lim sup
(s,x)→((τk0 )+,ξk0
τk0
)
EF
τk0
{−dsφ(s, x) −H(s, x,∇φ(s, x))}
≤ − δ
2(T − t) ,
which is a contradiction.
4.2 Uniqueness
In addition to Assumption (A1), we assume the joint time-space continuity, i.e.,
(A2) for each v ∈ U , f(·, ·, v), βi(·, ·, v) ∈ S∞(Λ;R), for i = 1, . . . , d.
We may approximate the coefficients β, f and G via regular functions.
Lemma 4.2. Let (A1) hold. For each ε > 0, there exist partition 0 = t0 < t1 < · · · < tN−1 <
tN = T for some N > 3 and functions
(GN , fN , βN ) ∈ C3(RN×(d+m))× C(U ;C3([0, T ]× R(m+d)×N ))× C(U ;C3([0, T ]× R(m+d)×N ))
such that Gε := esssupx∈Λ0
T
∣∣GN (W (t1), · · · ,W (tN ), x(t1), · · · , x(tN ))−G(x)∣∣, and
f ε(t) := esssup
(x,v)∈Λ0t×U
∣∣fN(W (t1 ∧ t), · · · ,W (tN ∧ t), t, x(t1 ∧ t), · · · , x(tN ∧ t), v)− f(t, x, v)∣∣ ,
βε(t) := esssup
(x,v)∈Λ0t×U
∣∣βN (W (t1 ∧ t), · · · ,W (tN ∧ t), t, x(t1 ∧ t), · · · , x(tN ∧ t), v)− β(t, x, v)∣∣ ,
are Ft-adapted with
‖Gε‖L2(Ω,FT ;R) + ‖f ε‖L2(Ω×[0,T ];R) + ‖βε‖L2(Ω×[0,T ];Rd) < ε,
and GN , fN and βN are uniformly Lipschitz-continuous in the space variable x with an identical
Lipschitz-constant Lc independent of N and ε.
Lemma 4.2 may be proved with density arguments that are more or less standard; the sketch
of the proof is given for the reader’s reference.
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Sketched proof of Lemma 4.2. We consider the proof for the function f . First, the joint time-
space continuity in Assumption (A2) and the dominated convergence theorem allow us to ap-
proximate f via random functions of the form:
f¯ l(ω, t, x, v) = f(ω, 0, x0, v)1[0,t1 ](t) +
l−1∑
j=1
f(ω, tj , xtj , v)1(tj ,tj+1](t), t ∈ [0, T ],
where 0 = t0 < t1 < · · · < tl < T .
Next, for each j ≥ 1, the function f(ω, tj, xtj , v) may be approximated monotonically (see
[9, Lemma 1.2, Page 16] for instance) by simple random variables of the following form:
lj∑
i=1
1
Aji
(ω)hji (xtj , v), with h
j
i ∈ C(Λtj × U), Aji ∈ Ftj , i = 1, . . . , lj ,
and by [24, Lemma 4.3.1., page 50], each 1
Aji
may be approximated in L2(Ω,Ftj ) by functions
in the following set
{g(W (t˜1), · · · ,W (t˜lji )) : g ∈ C
∞
c (R
lji×d), t˜r ∈ [0, tj−1], r = 1, . . . , lji }.
Moreover, recalling that for each xtj ∈ Λtj ,
lim
M→∞
max
s∈[0,tj ]
∥∥xtj (s)− PM (xtj )(s)∥∥0 = 0, with
PM (xtj )(s) :=
2M∑
n=1
xtj
(
(n− 1)tj
2M
)
1
[
(n−1)tj
2M
,
ntj
2M
)
(s) + xtj (tj)1{tj}(s), M ∈ N+,
we may have each function hji (xtj , v) be approximated by
h˜ji
(
xtj (0), · · · , x
(
(2M − 1)tj
2M
)
, x(tj), v
)
:= hji (P
M (xtj ), v),
and as a continuous function lying in C(R2
M+1 × U), each function h˜ji may be approached by
infinitely differentiable functions (denoted by itself) lying in C(U ;C∞(R2M+1)) with a uniform
identical Lipschitz constant. In addition, each 1(tj−1 ,tj ] may be increasingly approximated by
compactly-supported nonnegative functions ϕj ∈ C∞((tj−1, T ];R).
To sum up, we may put all the partitions together, and the function f may be approximated
by random functions of the following form:
fN(W (t¯1 ∧ t), · · · ,W (t¯N ∧ t), , t, x(0), x(t¯1 ∧ t), · · · , x(t¯N ∧ t), v)
=
l¯∑
j=1
l¯j∑
i=1
gji (W (t¯1), · · · ,W (t¯j))h˜ji (x(0), x(t¯1), · · · , x(t¯j)), v)ϕj(t), (4.3)
where 0 = t¯0 < t¯1 < · < t¯N−1 < t¯N = T , and gji , h˜ji (·, v), ϕj are smooth functions2. The
required approximations for G and β are following in a similar way.
2When t ∈ (t¯j , t¯j−1), we write the dependence of f
N on W (t) and x(t) just for notational convenience, though
the defined function fN does not nontrivially depend on W (t) and x(t) for t ∈ (t¯j , t¯j−1); similarly, the functions
g
j
i and h˜
j
i may not nontrivially depend on some particular input in expression (4.3).
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Theorem 4.3. Let Assumptions (A1) and (A2) hold. The viscosity solution to SPHJ equation
(1.5) is unique.
Proof of Theorem 4.3. Define
V =
{
φ ∈ C 1F : φ(T, x) ≥ G(x) ∀x ∈ Λ0T , a.s., and for each t ∈ [0, T ) with y ∈ Λ0t ,
ess lim inf
(s,x)→(t+,y)
EFt [−dsφ(s, x)−H(s, x,∇φ(s, x))] ≥ 0, a.s.
}
,
V =
{
φ ∈ C 1F : φ(T, x) ≤ G(x) ∀x ∈ Λ0T , a.s., and for each t ∈ [0, T ) with y ∈ Λ0t ,
ess lim sup
(s,x)→(t+,y)
EFt [−dsφ(s, x)−H(s, x,∇φ(s, x))] ≤ 0, a.s.
}
,
and set
u = essinf
φ∈V
φ, u = esssup
φ∈V
φ.
By Proposition 4.1, we have u ≤ u ≤ u for each viscosity solution u. Therefore, it is sufficient
to verify u = V = u for the uniqueness of viscosity solution. The proof will be divided into two
steps.
Step 1. We construct functions from V and V to dominate the value function V from
above and from below respectively. Denote by (Ω′,F ′, {F ′t}t≥0,P′) another complete filtered
probability space on which a d-dimensional standard Brownian motion B = {B(t) : t ≥ 0} is
well defined. Let {F ′t}t≥0 be generated by B and augmented by all the P′-null sets in F ′. Put
(Ω¯, F¯ , {F¯t}t≥0, P¯) = (Ω× Ω′,F ⊗F ′, {Ft ⊗F ′t}t≥0,P⊗ P′).
Then the two Brownian motions B and W are independent on (Ω¯, F¯ , {F¯t}t≥0, P¯). One may see
that all the theory established in previous sections still hold on the enlarged probability space.
Fix an arbitrary ε ∈ (0, 1), and choose (Gε, f ε, βε) and (GN , fN , βN ) as in Lemma 4.2. By
the theory of backward SDEs (see [4] for instance), let the pairs (Y ε, Zε) and (y, z) be the unique
adapted solutions to backward SDEs
Y ε(s) = Gε +
∫ T
s
(f ε(t) +Kβε(t)) dt−
∫ T
s
Zε(t) dW (t),
and
y(s) = ‖BT ‖0 +
∫ T
s
‖Br‖0 dr −
∫ T
s
z(r) dB(r),
respectively. For each s ∈ [0, T ) and xs ∈ Λs, set
V ε(s, xs) = essinf
θ∈U
EF¯s
[ ∫ T
s
fN
(
W (t1 ∧ t), · · · ,W (tN ∧ t), t,Xs,xs;θ,N(0), Xs,xs;θ,N(t1 ∧ t), · · · ,
Xs,xs;θ,N(tN ∧ t), θ(t)
)
dt
+GN
(
W (t1), · · · ,W (tN ), , Xs,xs;θ,N(0), Xs,xs;θ,N(t1), · · · , Xs,xs;θ,N(tN )
)]
,
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where the constant K ≥ 0 is to be determined later and Xs,x;θ,N(t) satisfies the SDE

dX(t) = βN (W (t1 ∧ t), · · · ,W (tN ∧ t), t,X(0),X(t1 ∧ t), · · · ,X(tN ∧ t), θ(t)) dt
+ δ dB(t), t ∈ [s, T ];
X(t) = xs(t), t ∈ [0, s],
with δ ∈ (0, 1) being a constant.
For each s ∈ [tN−1, T ), let
V ε(s, xs) = V˜
ε(W (t1), · · · ,W (tN−1),W (s), s, x(0), · · · , x(tN−1), x(s))
with
V˜ ε(W (t1), · · · ,W (tN−1), y˜, s, x(0), · · · , x(tN−1), x˜)
= essinf
θ∈U
EF¯s,W (s)=y˜,xs(s)=x˜
[ ∫ T
s
fN
(
W (t1), · · · ,W (tN−1),W (t), t, · · · , x(tN−1), Xs,xs;θ,N(t), θ(t)
)
dt
+GN
(
W (t1), · · · ,W (tN ), x(0), · · · , x(tN−1), Xs,xs;θ,N(T )
) ]
.
By the viscosity solution theory of fully nonlinear parabolic PDEs (see [22, Theorems I.1 and
II.1] for instance), the function V˜ ε(W (t1), · · · ,W (tN−1), y˜, s, x(0), · · · , x(tN−1), x˜) satisfies the
following HJB equation:

−Dtu(y˜, t, x˜) = 1
2
tr (Dy˜y˜u(y˜, t, x˜)) +
δ2
2
tr (Dx˜x˜u(y˜, t, x˜))
+ essinf
v∈U
{
(βN )′(W (t1), · · · ,W (tN−1), y˜, t, x(0), · · · , x(tN−1), x˜, v)Dx˜u(y˜, t, x˜)
+ fN(W (t1), · · · ,W (tN−1), y˜, t, x(0), · · · , x(tN−1), x˜, v)
}
;
u(y˜, T, x˜) =GN (W (t1), · · · ,W (tN−1), y˜, x(0), · · · , x(tN−1), x˜).
(4.4)
Thus, the regularity theory of viscosity solutions (see [18, Theorem 1.1] or [19, Chapter 6] for
instance ) gives for each (x(0), · · · , x(tN−1)) ∈ RN×d,
V˜ ε(W (t1), · · · ,W (tN−1), ·, ·, x(0), · · · , x(tN−1), ·) ∈ L∞
(
Ω,FtN−1 ;C
1+ α¯
2
,2+α¯([tN−1, T ]× R2d)
)
,
for some α¯ ∈ (0, 1), where the time-space Ho¨lder space C1+ α¯2 ,2+α¯([tN−1, T ]× R2d) is defined as
usual. Similar arguments may be conducted on time interval [tN−2, tN−1] with the previously
obtained V ε(tN−1, x) as the terminal value, and recursively on intervals [tN−3, tN−2], . . . , [0, t1].
Furthermore, applying the Itoˆ-Kunita formula of [20, Pages 118-119] to V˜ ε on [tN−1, T ] yields
that

− dV ε(t, (x− δB)t)
= essinf
v∈U
{
(βN )′(W (t1), · · · ,W (t), t, x(0), ·, x(tN−1)− δB(tN−1), x(t) − δB(t), v)∇V ε(t, (x− δB)t)
+ fN(W (t1), · · · ,W (t), t, x(0), ·, x(tN−1)− δB(tN−1), x(t) − δB(t), v)
}
dt
−Dy˜V˜ ε(W (t1), · · · ,W (t), t, x(0), ·, x(tN−1)− δB(tN−1), x(t) − δB(t)) dW (t)
+ δ∇V ε(t, (x − δB)t) dB(t), t ∈ [tN−1, T ) and x ∈ Λt;
V ε(T, xT ) = G
N (W (t1), · · · ,W (T ), x(0), ·, x(tN−1)− δB(tN−1), x(T )− δB(T )), xT ∈ ΛT .
(4.5)
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It follows similarly on intervals [tN−2, tN−1), . . . , [0, t1), and finally we have V ε(·, ·−δB(·)) ∈ C 1F¯ .
In view of the approximation in Lemma 4.2 and with an analogy to (iv) in Proposition 3.2,
there exists L˜ > 0 such that for all t ∈ [0, T ] with xt ∈ Λt,
|∇V ε(t, xt)| ≤ L˜, a.s.,
with L˜ independent of ε and N . Set K = L˜, and
V
ε
(s, x) = V ε(s, (x− δB)s) + Y ε(s) + δK¯y(t),
V ε(s, x) = V ε(s, (x− δB)s)− Y ε(s)− δK¯y(t),
where K¯ = 4L(L˜+ 1) and L is the constant in (A1). Noticing that
|β(t, xt, v) − β(t, (x − δB)t, v)| + |f(t, xt, v)− f(t, (x− δB)t, v)| ≤ 2δL‖Bt‖0,
|G(xT )−G((x− δB)T )| ≤ δL‖BT ‖0.
for V
ε
on [tN−1, T ), we have
− dtV ε −H(∇V ε)
= −dtV ε − essinf
v∈U
{
(βN )′∇V ε + fN + f ε + L˜βε + δK¯‖Bt‖0
+
(
β − βN)′∇V ε − βεL˜+ f − fN − f ε − δK¯‖Bt‖0
}
≥ −dtV ε − essinf
v∈U
{
(βN )′∇V ε + fN + f ε + βεL˜+ δK¯‖Bt‖0
}
(4.6)
= 0,
where some inputs are omitted for some involved functions. It follows similarly on intervals
[tN−2, tN−1), . . . , [0, t1) that
−dtV ε −H(∇V ε) ≥ 0,
which together with the obvious relation V
ε
(T ) = Gε + GN + δK¯‖BT ‖0 ≥ G indicates that
V
ε ∈ V . Analogously, V ε ∈ V .
Step 2. We measure the distance between V ε, V
ε
, and V . By the estimates for solutions of
backward SDEs (see [4, Proposition 3.2] for instance), we first have
‖Y ε‖L2(Ω;C([0,T ];R)) + ‖Zε‖L2(Ω×[0,T ];Rm) ≤ C
(
‖Gε‖L2(Ω,FT ;R) + ‖f ε + L˜βε‖L2(Ω×[0,T ];Rm)
)
≤ C(1 + L˜)ε,
with the constant C independent of N and ε. Fix an arbitrary s ∈ [0, T ) with xs ∈ Λ0s. In view
of the approximations in Lemma 4.2, using Itoˆ’s formula, Burkholder-Davis-Gundy’s inequality,
and Gronwall’s inequality, we have through standard computations that for any θ ∈ U ,
EFs
[
sup
s≤t≤T
∣∣∣Xs,xs;θ,N(t)−Xs,xs;θ(t)∣∣∣2
]
≤ K˜
(
δ2 + EFs
∫ T
s
|βε(t)|2 dt
)
,
with K˜ being independent of s, xs, N , ε, and θ. Then
E |V ε(s, xs)− V (s, xs)|
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≤ E esssup
θ∈U
EFs
[ ∫ T
s
(
f ε(t) +
∣∣∣f (t,Xs,xs;θ,Nt , θ(t))− f (t,Xs,xs;θt , θ(t)) ∣∣∣) dt
+Gε +
∣∣∣G(Xs,xs;θ,NT )−G(Xs,xs;θT ) ∣∣∣
]
≤ E|Y ε(s)|+ C
(
δ + E esssup
θ∈U
(
EFs
∫ T
s
|βε(t)|2 dt
)1/2)
≤ ‖Y ε‖L2(Ω;C([0,T ];R)) + C
(
δ + ‖βε‖L2(Ω×[0,T ];R)
)
≤ K0(ε+ δ),
with the constant K0 being independent of N , ε, and (s, xs). Furthermore, in view of the
definitions of V
ε
and V ε, there exists some constant K1 independent of ε and N such that
E
∣∣V ε(s, xs)− V (s, xs)∣∣+ E |V ε(s, xs)− V (s, xs)| ≤ K1(ε+ δ), ∀ s ∈ [0, T ] with xs ∈ Λ0s.
The arbitrariness of (ε, δ) together with the relation V
ε ≥ V ≥ V ε finally implies that u = V =
u.
Remark 4.1. By enlarging the original filtered probability space with an independent Brow-
nian motion B, we have actually constructed the regular approximations of V with a regular
perturbation induced by δB, which corresponds to approximation to the optimization (1.1)-(1.2)
with stochastic controls of Markovian type. Such approximations make sense even for the case
when all the coefficients β, f, and G are just deterministic and path-dependent.
A Proof of Theorem 3.3
Proof of Theorem 3.3. Denote the right hand side by V (τ, ξ). By Proposition 3.2 (iv) and (v),
both V and V are lying in S∞(Λ;R) and the continuity indicates that it is sufficient to prove
Theorem 3.3 when τ, τˆ and ξ are deterministic.
For each ε > 0, by Proposition 3.2 (iv), there exists δ = ε/LV > 0 such that whenever
‖x− y‖0 < δ,
|J(τˆ , x; θ)− J(τˆ , y; θ)|+ |V (τˆ , x)− V (τˆ , y)| ≤ ε a.s., ∀ θ ∈ U .
Arzela`-Ascoli theorem indicates the compactness of Λ0,L;ξτ,τˆ in Λ
0
τˆ . Thus, Λ
0,L;ξ
τ,τˆ is separable, and
there exists a sequence {xj}j∈N+ ⊂ Λ0,L;ξτ,τˆ such that ∪j∈N+
(
Λ0,L;ξτ,τˆ ∩Bδ/3(xj)
)
= Λ0,L;ξτ,τˆ . Set
D1 = Bδ/3(x
1) ∩ Λ0,L;ξτ,τˆ , and
Dj =
(
Bδ/3(x
j)− (∪j−1i=1Bδ/3(xi))
)
∩ Λ0,L;ξτ,τˆ , for j > 1.
Then {Dj}j∈N+ is a partition of Λ0,L;ξτ,τˆ with diameter diam(Dj) < δ, i.e., Dj ⊂ Λ0,L;ξτ,τˆ , ∪j∈N+Dj =
Λ0,L;ξτ,τˆ , D
i ∩Dj = ∅ if i 6= j, and for any x, y ∈ Dj, ‖x− y‖0 < δ.
Then the rest of the proof is similar to that of [28, Theorem 3.4]. For each j ∈ N+, take
x¯j ∈ Dj, and by Proposition 3.2 (i), there exists θj ∈ U such that
0 ≤ J(τˆ , x¯j ; θj)− V (τˆ , x¯j) := αj a.s., with E|αj | < ε
2j
.
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Therefore, for each x ∈ Dj,
J(τˆ , x; θj)− V (τˆ , x)
≤ |J(τˆ , x; θj)− J(τˆ , x¯j; θj)|+ |J(τˆ , x¯j ; θj)− V (τˆ , x¯j)|+ |V (τˆ , x¯j)− V (τˆ , x)|
≤ 2 ε+ αj , a.s.
In view of Assumption (A1) (iii), we observe that for any θ ∈ U , Xτ,ξ;θτˆ is almost surely
valued in Λ0,L;ξτ,τˆ . For each θ ∈ U , put
θ˜(s) =
{
θ(s), if s ∈ [0, τˆ );∑
j∈N+ θ
j(s)1Dj (X
τ,ξ;θ
τˆ ), if s ∈ [τˆ , T ].
Then it follows that
V (τ, ξ) ≤ J(τ, ξ; θ˜)
= EFτ
[∫ τˆ
τ
f
(
s,Xτ,ξ;θs , θ(s)
)
ds+ J
(
τˆ , Xτ,ξ;θτˆ ; θ˜
)]
≤ EFτ

∫ τˆ
τ
f
(
s,Xτ,ξ;θs , θ(s)
)
ds+ V
(
τˆ , Xτ,ξ;θτˆ
)
+
∑
j∈N+
αj

+ 2 ε
where {αj} is independent of the choices of θ. Taking infimums and then expectations on both
sides, we arrive at
EV (τ, ξ) ≤ EV (τ, ξ) + 3 ε.
By the arbitrariness of ε > 0, we have EV (τ, ξ) ≥ EV (τ, ξ), which together with the obvious
relation V (τ, ξ) ≤ V (τ, ξ) yields that V (τ, ξ) = V (τ, ξ) a.s.
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