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A MESHKOV-TYPE CONSTRUCTION FOR THE BORDERLINE CASE
BLAIR DAVEY
ABSTRACT. We construct functions u : R2 → C that satisfy an elliptic eigenvalue equation of the form −∆u+
W ·∇u+Vu = λu, where λ ∈C, and V and W satisfy |V (x)|. 〈x〉−N , and |W (x)|. 〈x〉−P, with min{N,P}=
1/2. For |x| sufficiently large, these solutions satisfy |u(x)| . exp(−c |x|). In the author’s previous work, ex-
amples of solutions over R2 were constructed for all N,P such that min{N,P} ∈ [0,1/2). These solutions were
shown to have the optimal rate of decay at infinity. A recent result of Lin and Wang shows that the constructions
presented in this note for the borderline case of min{N,P}= 1/2 also have the optimal rate of decay at infinity.
1. INTRODUCTION
In this note, we follow up on previous work and address the missing cases of constructions of solutions in
R
2 that satisfy an elliptic eigenvalue equation and have the optimal rate of decay at infinity. Previously, sharp
constructions of solutions corresponding to values of βc > 1 and βc < 1 were presented. (The definition
of βc is given below.) These sharp constructions were presented in [2] in conjunction with quantitative
unique continuation estimates for eigenfuctions of the magnetic Schro¨dinger operator. For βc > 1, the
optimal constructions mimic those of Meshkov [3] and hold only in dimension 2. For βc < 1, sharp radial
constructions exist in any dimension greater than 1. We will show that a modification of the Meshkov-type
constructions from [2] (that only worked for βc > 1) gives rise to a set of constructions at the borderline case
of βc = 1. A modification to the definitions of certain cutoff functions leads to a simplified estimate, which
in turn allows us to push a construction that only worked for βc > 1 down to βc = 1.
The main theorem of Lin and Wang in [1] is a generalization of the quantitative estimates from [2], and
it holds for any value of βc. In particular, the theorem from [1] holds when βc = 1, the case that is missing
from [2]. These new constructions are especially interesting because they prove that the result of Lin and
Wang is sharp when βc = 1.
To understand the importance of the new constructions, we will first summarize the main results from [2].
Recall that 〈x〉=
√
1+ |x|2. Let λ ∈ C and suppose that u is a solution to
−∆u+W ·∇u+Vu = λu in Rn, (1.1)
where
|V (x)| ≤ A1〈x〉−N , (1.2)
|W (x)| ≤ A2〈x〉−P, (1.3)
for N,P,A1,A2 ≥ 0. Assume also that u is bounded,
||u||
∞
≤C0, (1.4)
and normalized,
u(0) ≥ 1. (1.5)
Define βc = max
{
2−2P, 4−2N
3
}
, β0 = max{βc,1}. For large R, let
M(R) = inf
|x0|=R
||u||L2(B1(x0)) .
The following theorem is the main result of [2].
1
Theorem 1. Assume that the conditions described above in (1.1)-(1.5) hold. Then there exist constants
˜C5(n), C6 (n,N,P), C7 (n,N,P,A1,A2), R0 (n,N,P,λ ,A1,A2,C0), such that for all R ≥ R0,
(a) if βc > 1 (β0 = βc), then
M(R)≥ ˜C5 exp
(
−C7Rβ0(logR)C6
)
, (1.6)
(b) if βc < 1 (β0 = 1), then
M(R)≥ ˜C5 exp
(−C7R(logR)C6 log logR) . (1.7)
Notice that Theorem 1 does not address the case of βc = 1. In [1], the authors applied the methods
used to prove Theorem 1 and established a more general version of that theorem. In doing so, they proved
the appropriate estimate for the missing case of βc = 1. The following is a statement of a specific case of
Theorem 1.1 from [1]:
Theorem 2. Assume that the conditions described above in (1.1)-(1.5) hold. Then there exist constants
˜C5(n), C6 (n,N,P), C7 (n,N,P,A1,A2), R0 (n,N,P,λ ,A1,A2,C0), such that for all R ≥ R0, if βc = 1, then
M(R)≥ ˜C5 exp
(
−C7R(logR)C6γ(R)
)
, (1.8)
where γ (R) = (logR)(log log logR)
(log logR)2
.
By examining Theorem 1, we see that, up to logarithmic factors, Theorem 2 is precisely the estimate that
one would expect to be true for the case of βc = 1.
The following theorem from [2] shows that, under certain conditions, there are constructions that prove
that Theorem 1 is sharp (up to logarithmic factors).
Theorem 3. For any λ ∈ C, N,P ≥ 0 chosen so that either
(a) β0 = βc > 1 and n = 2 or
(b) βc < 1 and λ /∈R≥0,
there exist complex-valued potentials V and W (exactly one of which is equal to zero) and a non-zero solution
u to (1.1) such that
|V (x)| ≤C〈x〉−N , (1.9)
|W (x)| ≤C〈x〉−P. (1.10)
Furthermore,
|u(x)| ≤C exp
(
−c|x|β0 (log |x|)A
)
,
for some constant A ∈ {−1,0}.
The next theorem, the main result of this note, shows that Theorem 2 is sharp and therefore fills in all of
the remaining gaps for n = 2. We will adapt the methods from [2], based on those from [3], to prove the
following.
Theorem 4. For any λ ∈ C, N,P ≥ 0 chosen so that β0 = βc = 1 and n = 2, we have the following:
(a) If β0 = 4−2N3 = 1, then there exists a potential V and an eigenfunction u such that
∆u+λu =Vu, (1.11)
where
|V (x)| ≤C log |x| 〈x〉−1/2 (1.12)
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(b) If β0 = 2−2P = 1, then there exists a potential W and an eigenfunction u such that
∆u+λu =W ·∇u, (1.13)
where
|W (x)| ≤C〈x〉−1/2 (1.14)
(c) If β0 = 4−2N3 = 1 and λ > 0, then there exists a potential V and an eigenfunction u such that (1.11)
holds with
|V (x)| ≤C〈x〉−1/2. (1.15)
In all cases,
|u(x)| ≤C exp(−c|x|) . (1.16)
This article is organized as follows. In §2, the general approach to the proof of Theorem 4 is described.
In particular, the statements of all necessary lemmas are presented and their application is indicated. §3
assumes Lemmas 2.1, 2.2 and 2.3 to prove Theorem 4(a), (b) and (c), respectively. Each lemma is then
proved in a separate section. In §4, the proof of Lemma 2.1 is presented. This lemma gives constructions on
an annulus for the case of βc = 4−2N3 = 1. The next section, §5, proves the corresponding lemma for βc =
2−2P = 1. And in §6, we prove a lemma that shows that under additional assumptions on the eigenvalue,
λ , we may remove the logarithmic term from estimate (1.12).
2. THE DESCRIPTION OF THE PROOF OF THEOREM 4
Theorem 4 is proved with a Meshkov-type construction. To give the constructions for Theorem 4, we first
construct solutions on annular regions. The annular constructions are described in the lemmas below. Once
the lemmas have been established, the proof of Theorem 4 consists of showing that the solutions on annuli
can be put together to give solutions over all of R2 with the appropriate decay properties.
For λ ∈C, use the principal branch to define
µn(r) := exp
(
n
[
log
(√
1− λ r
2
n2
+1
)
−
√
1− λ r
2
n2
− log2+1
])
.
As we will specify below, n ∼ 2√Λr, so
∣∣∣λr2
n2
∣∣∣< 1. It follows that ℜ(1− λr2
n2
)
> 0, so all square root terms
are well defined (and have positive real part) with this choice of branch cut. Since the argument for the
logarithmic term has real part greater than 1, that term, and hence the function µn, is well defined with this
branch choice. A power series expansion of the exponent gives
µn (r) = exp
(λ r2
4n
+
λ 2r4
32n3 +
λ 3r6
96n5 + . . .
)
.
Whenever
∣∣∣λr2
n2
∣∣∣< 1, the power series in the exponent converges everywhere.
For the case described in Lemma 2.3 below, 1− λr2
n2
> 0, so again, all terms are well-defined.
The following lemma leads to the proof of Theorem 4(a).
Lemma 2.1. Suppose ρ is a large positive number (ρ > ρ0 > 0), β0 = 4−2N3 = 1, Λ = max{1, |λ |}, n ∈N
is such that
∣∣∣n−2√Λρ∣∣∣≤ 1 and k ∈ N is such that ∣∣∣k−12√Λ√ρ∣∣∣≤ 1. Then in the annulus [ρ ,ρ +6√ρ]
it is possible to construct an equation of the form (1.11) and a solution u of this equation such that the
following hold:
(1) (1.12), where C does not depend on ρ , n or k.
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(2) If r ∈ [ρ ,ρ +0.1√ρ], then u = r−ne−inϕ µn.
If r ∈ [ρ +5.9√ρ ,ρ +6√ρ], then u = ar−(n+k)e−i(n+k)ϕ µn+k, for some a ∈ C\{0}.
(3) Let m(r) = max{|u(r,ϕ)| : 0 ≤ ϕ ≤ 2pi}. Then there exists a c > 0, not depending on ρ , n or k, such
that
lnm(r)− lnm(ρ)≤−c
∫ r
ρ
dt (2.1)
for any r ∈ [ρ ,ρ +6√ρ].
This next lemma is used to give Theorem 4(b).
Lemma 2.2. Suppose ρ is a large positive number (ρ > ρ0 > 0), β0 = 2−2P = 1, Λ = max{1, |λ |}, n ∈N
is such that
∣∣∣n−2√Λρ∣∣∣≤ 1 and k ∈ N is such that ∣∣∣k−12√Λ√ρ∣∣∣≤ 1. Then in the annulus [ρ ,ρ +6√ρ]
it is possible to construct an equation of the form (1.11) and a solution u of this equation such that the
following hold:
(1) (1.14), where C does not depend on ρ , n or k.
(2) from Lemma 2.1
(3) from Lemma 2.1
The following variation of Lemma 2.1 allows us to remove the logarithmic term from estimate (1.12).
Lemma 2.3. Suppose ρ is a large positive number (ρ > ρ0 > 0), β0 = 4−2N3 = 1, λ > 0, n∈N is such that∣∣∣n−√λ (ρ +8√ρ)∣∣∣≤ 1 and k ∈N is such that ∣∣∣k−12√λ√ρ∣∣∣≤ 1. Then in the annulus [ρ ,ρ +6√ρ] it is
possible to construct an equation of the form (1.11) and a solution u of this equation such that the following
hold:
(1) (1.15), where C does not depend on ρ , n or k.
(2) from Lemma 2.1
(3) from Lemma 2.1
3. THE PROOF OF THEOREM 4
We now use the lemmas to construct examples that prove Theorem 4.
Proof of Theorem 4. We recursively define a sequence of numbers {ρ j}∞j=1. For ρ1, we choose a sufficiently
large positive number. Then if ρ j has been chosen, we set ρ j+1 = ρ j + 6
√ρ j. Suppose that N and P are
chosen so that β0 = 1. In order to use Lemmas 2.1 and 2.2, we let n j =
⌊
2
√
Λρ j
⌋
= 2
√
Λρ j − ε j and
k j = n j+1−n j. We must estimate k j:
k j = 2
√
Λρ j+1− ε j+1−2
√
Λρ j + ε j
= 2
√
Λ(ρ j+1−ρ j)−∆ε , j
= 12
√
Λ√ρ j −∆ε , j
Therefore,
∣∣∣k j −12√Λ√ρ j∣∣∣ ≤ 1. For Lemma 2.3, we set n j = ⌊√λ (ρ j +8√ρ j)⌋, k j = n j+1 − n j, and
establish the estimate for k j in a similar way, assuming that ρ j is sufficiently large.
For j = 1,2, . . ., we let u j denote the solutions of equations of the form (1.11) or (1.13), denoted by L ju j =
0. By Lemmas 2.1-2.3, these equations and their solutions are constructed in the annulus
{
ρ j ≤ r ≤ ρ j+1
}
.
The required decay estimate for the potentials is given by (1) from each lemma. Result (2) from each lemma
shows that u j(ρ j,ϕ) = ρ−n jj e−in jϕ µn j (ρ j) and u j(ρ j+1,ϕ) = a jρ
−n j+1
j+1 e
−in j+1ϕ µn j+1 (ρ j+1).
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Set ρ0 = 0 and denote by g0(r) a smooth function in [0,ρ1] such that g0(r) = rn1 in a neighbourhood of
0 while g0(r) = r−n1 in a neighbourhood of the point ρ1. We suppose also that g0(r) > 0 on (0,ρ1). Let
u0 = g0(r)e−in1ϕ µn1(r) and denote by L0u0 = 0 the equation of the form (1.11) or (1.13) which the function
u0 satisfies.
We define a differential operator L in R2 by setting L = L j for ρ j ≤ r ≤ ρ j+1, j = 0,1, . . .. We define a C2
function u on R2 by setting u(r,ϕ) = u j(r,ϕ) if ρ j ≤ r ≤ ρ j+1, j = 0,1, and
u(r,ϕ) =
( j−1
∏
i=1
ai
)
u j(r,ϕ),
if ρ j ≤ r ≤ ρ j+1, j = 2,3, . . .. Then it is clear that u satisfies Lu = 0 in R2.
We must now estimate |u|. Set m(r) = max{|u(r,ϕ)| : 0 ≤ ϕ ≤ 2pi}. For a given r ∈R+, we choose ℓ∈Z
so that ρℓ ≤ r ≤ ρℓ+1. Then
lnm(r) =(lnm(r)− lnm(ρℓ))+ (lnm(ρℓ)− lnm(ρℓ−1))+ · · ·+(lnm(ρ2)− lnm(ρ1))+ lnm(ρ1)
By (3) from Lemmas 2.1-2.3, for sufficiently large r, we have
lnm(r)≤−c
∫ r
ρ1
dt + lnm(ρ1),
so that
m(r)≤C exp(−cr)
and (1.16) holds. 
4. PROOF OF LEMMA 2.1
Since Lemmas 2.1-2.3 are so similar, it is not surprising that their proofs are as well. We will present the
more complicated proof first, that of Lemma 2.1. We will then describe the proofs of Lemmas 2.2 and 2.3
in subsequent sections.
The following constructions are very similar to those presented in [2]. The significant difference between
these examples is the more careful choice of cutoff functions. By choosing slightly more complicated cutoff
functions in the current construction, we are able to reduce the bound on the modulus of the functions. This
allows us to eliminate the ln2 term that previously appeared in the estimates given in (3) of each lemma. In
turn, we are now able to sum these estimates to a negative number when βc = 1.
Proof of Lemma 2.1. As r increases from ρ to ρ +6√ρ , we rearrange equation (1.11) and its solution u so
that all of the above conditions are met. This process is broken down into four major steps.
Throughout this proof, the number C is a constant that is independent of ρ , n and k.
Step 1: r ∈ [ρ ,ρ +2√ρ]. During this step, the function u1 = r−ne−inϕ µn(r) is rearranged to to a function
of the form u2 = −br−n+2keiF(ϕ)µn−2k (r), both of which satisfy an equation of the form (1.11), where b is
a complex number and F is a function that will be defined shortly.
Let ϕm = 2pim2n+2k , for m = 0,1, . . . ,2n+ 2k− 1. Then {ϕm}2n+2k−1m=0 is the set of all solutions to e−inϕ −
ei(n+2k)ϕ = 0 on {0 ≤ ϕ ≤ 2pi}. Let T = pi
n+k . On [0,T ], we define f to be a C1 function such that f (ϕ)=−4k
for ϕ ∈ [0,T/5]∪ [4T/5,T ]. We also require that f satisfies the following:
−4k ≤ f (ϕ)≤ 5k, 0 ≤ ϕ ≤ T, (4.1)∫ T
0
f (ϕ)dϕ = 0, (4.2)
| f ′(ϕ)| ≤ CkT = Ck(k+n)pi , 0 ≤ ϕ ≤ T. (4.3)
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We extend f periodically (with period T ) to all of R and set
Φ(ϕ) =
∫ ϕ
0
f (t)dt.
By (4.2), Φ is T -periodic and Φ(ϕm) = Φ(mT ) = 0. Furthermore, Φ is 2pi-periodic. By (4.1)-(4.3), the
following facts hold for all ϕ ∈R:
|Φ(ϕ)| ≤ 5kT = 5pik
n+k , (4.4)
|Φ′(ϕ)| ≤ 5k, (4.5)
|Φ′′(ϕ)| ≤Ckn. (4.6)
Also, for all ϕ ∈ {|ϕ −ϕm| ≤ T/5},
Φ(ϕ) =−4k(ϕ −ϕm) =−4kϕ +bm, (4.7)
where bm is some real number.
Set
F(ϕ) = (n+2k)ϕ +Φ(ϕ). (4.8)
If |ϕ −ϕm| ≤ T/5, then u2 =−beibm r−(n−2k)ei(n−2k)ϕ µn−2k(r).
Choose b=(ρ+√ρ)−2k µn(ρ+
√ρ)
µn−2k(ρ+
√ρ) so that |u1(ρ+
√ρ,ϕ)|= |u2(ρ+√ρ ,ϕ)|. Since |u2(r,ϕ)/u1(r,ϕ)|=∣∣∣br2k µn−2k(r)µn(r)
∣∣∣, then by the assumptions on k and ρ and the behavior of µn and µn−2k,
|u2(r,ϕ)/u1(r,ϕ)| ≤ e−C, r ∈
[
ρ ,ρ + 23
√ρ] (4.9)
|u2(r,ϕ)/u1(r,ϕ)| ≥ eC, r ∈
[
ρ + 43
√ρ,ρ +2√ρ] . (4.10)
Choose smooth monotonic cutoff functions ψ1, ψ2, ψ3, ψ4 such that
ψ1(r) =


1 r ∈ [ρ ,ρ + 13√ρ]
1
2 r ∈
[
ρ + 23
√ρ,ρ + 43
√ρ]
0 r ∈ [ρ + 53√ρ,ρ +2√ρ]
,ψ2(r) =


0 r ∈ [ρ ,ρ + 13√ρ]
1
2 r ∈
[
ρ + 23
√ρ,ρ + 43
√ρ]
1 r ∈ [ρ + 53√ρ,ρ +2√ρ]
,
ψ3 (r) =
{
1 r ≤ ρ + 53
√ρ
0 r ≥ ρ +1.9√ρ ,ψ4 (r) =
{
0 r ≤ ρ +0.1√ρ
1 r ≥ ρ + 13
√ρ .
We require that
ψ1 +ψ2 ≤ 1. (4.11)
This bound on the sum of the cutoff functions is the significant difference between the current construction
and those that appeared in [2]. Moreover, ensure that
0 ≤ |ψi(r)| ≤ 1 and |ψ( j)i (r)| ≤Cr− j/2 ∀r ∈R+, i = 1,2,3,4, j = 1,2. (4.12)
Let
φa,b (r) =−12
∫ λ r√
a2−λ r2
√
b2 −λ r2 dr =−
1
4
log
(
2
√
a2−λ r2
√
b2 −λ r2 +2λ r2 −a2−b2
)
.
When a,b = n+O (k), φ (r) = O (logr), φ ′ (r) = O (r−1), and φ ′′ (r) = O (r−2).
Set
u = ψ1u1 exp(ψ4φn,n−2k)+ψ2u2 exp(ψ3φn,n−2k) .
For the rest of step 1, we will abbreviate φn,n−2k with φ .
Step 1A: r ∈ [ρ ,ρ + 23√ρ]∪ [ρ + 43√ρ,ρ +2√ρ].
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If r ∈ [ρ ,ρ + 23√ρ], then since ψ3 = ψ4 on the support of ψ2, then on this annulus,
u = ψ1u1 exp(ψ4φ)+ψ2u2 exp(ψ3φ) = [ψ1u1 +ψ2u2]exp(ψ4φ) ,
and by (4.9),
exp(−ψ4φ) |u| ≥ |ψ1| |u1|− |ψ2| |u2| ≥ 12 (|u1|− |u2|)≥
1
2
(
1− e−C) |u1| ≥ e−C′ |u2|> 0. (4.13)
If r ∈ [ρ + 43√ρ ,ρ +2√ρ], then since ψ3 = ψ4 on the support of ψ1, then on this annulus,
u = ψ1u1 exp(ψ4φ)+ψ2u2 exp(ψ3φ) = [ψ1u1 +ψ2u2]exp(ψ3φ) ,
and by (4.10),
exp(−ψ3φ) |u| ≥ |ψ2| |u2|− |ψ1| |u1| ≥ 12(1− e
−C)|u2| ≥ e−C′ |u1|> 0. (4.14)
We see that
∆u+λu =
(
D1 + ˜D1, j
)
exp(ψ jφ) ,
where j = 4 if r ∈ [ρ ,ρ + 23√ρ] and j = 3 if r ∈ [ρ + 43√ρ,ρ +2√ρ]. Furthermore
D1 =
[
ψ1
λ√
n2 −λ r2 +ψ
′
1
1−2√n2−λ r2
r
+ψ ′′1
]
u1
+

ψ2
(
λ√
(n−2k)2−λ r2 −
8nk+2(n+2k)Φ′+(Φ′)2− iΦ′′
r2
)
+ψ ′2
1−2
√
(n−2k)2−λ r2
r
+ψ ′′2

u2
|D1| ≤Cr−1/2 (|u1|+ |u2|) (4.15)
˜D1, j = 2
[(
ψ ′1−ψ1
√
n2−λr2
r
)
u1 +
(
ψ ′2 −ψ2
√
(n−2k)2−λr2
r
)
u2
](
ψ ′jφ +ψ jφ ′
)
+
[
1
r
(
ψ ′jφ +ψ jφ ′
)
+
(
ψ ′jφ +ψ jφ ′
)2
+
(
ψ ′′j φ +2ψ ′jφ ′+ψ jφ ′′
)]
(ψ1u1 +ψ2u2)
∣∣ ˜D1, j∣∣≤C logr
r1/2
(|u1|+ |u2|) . (4.16)
Let V =
D1 + ˜D1, j
u
exp(ψ jφ). By (4.13) and (4.14),
∣∣∣∣u1 exp(ψ jφ)u
∣∣∣∣ and
∣∣∣∣u2 exp(ψ jφ)u
∣∣∣∣ are bounded. There-
fore, by (4.15) and (4.16), (1.12) holds. This completes step 1A.
Step 1B: r ∈ [ρ + 23√ρ,ρ + 43√ρ].
On this annulus, ψ j ≡ 12 for j = 1,2, and ψ j ≡ 1 for j = 3,4, so
u = 12 (u1 +u2)exp(φ) = 12
(
r−ne−inϕ µn (r)−br−n+2keiF(ϕ)µn−2k (r)
)
exp(φ) ,
Since u2 = −br−n+2kei(n−2k)µn−2k(r) on
{|ϕ −ϕm| ≤ T5 } for m = 0,1, . . . ,2n+ 2k− 1, then we will first
consider these regions. We have
∆u+λu = J1u,
where
J1 =
λ√
(n−2k)2−λ r2 +
λ√
n2−λ r2 +
φ ′
r
+
(φ ′)2 +φ ′′ = O (r−1) . (4.17)
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Then |V |= |J1| ≤Cr−1.
Now we will consider the annular sectors
Pm =
{
(r,ϕ) : r ∈ [ρ + 23√ρ,ρ + 43√ρ] ,ϕm + T5 ≤ ϕ ≤ ϕm + 4T5
}
, for m = 0,1, . . . ,2n+2k−1.
Notice that
|u|= 12 |br−n+2kµn−2k(r)exp (φ) |
∣∣∣∣ei(F(ϕ)+nϕ)− µnbr2kµn−2k
∣∣∣∣= 12 |u2| |exp(φ)|
∣∣∣∣ei(F(ϕ)+nϕ)− r−2kµnbµn−2k
∣∣∣∣ .
(4.18)
We study the behaviour of S(ϕ) = F(ϕ)+ nϕ . On the segment [ϕm,ϕm+1], by (4.8), S(ϕ) = (2n+ 2k)ϕ +
Φ(ϕ). Thus S(ϕm) = 2pim and S(ϕm+1) = 2pi(m+1). Moreover,
S′(ϕ) = 2n+2k+Φ′(ϕ) = 2n+2k+ f (ϕ).
By (4.1) and the conditions on n and k, it may be assumed that S′(ϕ)> n > 0. That is, S increases monoton-
ically on [ϕm,ϕm+1]. Therefore, if
ϕm +T/5 ≤ ϕ ≤ ϕm +4T/5,
then
2pim+
nT
5 ≤ S(ϕ)≤ 2pi(m+1)−
nT
5 ,
or
2pim+ npi5(n+ k) ≤ S(ϕ)≤ 2pi(m+1)−
npi
5(n+ k) .
Since k = O(n1/2), then for ϕ ∈
[
ϕm +
T
5 ,ϕm +
4T
5
]
we may assume that
2pim+ pi
7
≤ S(ϕ)≤ 2pi(m+1)− pi
7
. (4.19)
From Lemma D.1 in [2] and (4.19), it follows that
∣∣∣∣eiS(ϕ)− r−2kµnbµn−2k
∣∣∣∣≥ 12 sin
(pi
7
)
. Therefore, by (4.18),
|u(r,ϕ)| ≥ 14 |u2(r,ϕ)| |exp(φ)|sin
(pi
7
)
, (r,ϕ) ∈ Pm, m = 0,1, . . . ,2n+2k−1. (4.20)
Then
∆u+λu = J1u+ 12K1u2 exp(φ) ,
where
K1 =−
[
8nk+2(n+2k)Φ′+(Φ′)2− iΦ′′
r2
]
= O
(
r−1/2
)
. (4.21)
Let V = J1 + 12K1
u2 exp(φ)
u
. It follows from (4.17), (4.20) and (4.21) that |V | ≤Cr−1/2. This completes
step 1C.
Step 2: r ∈ [ρ +2√ρ,ρ +3√ρ]. The solution u2 = −br−n+2keiF(ϕ)µn−2k(r) is rearranged to a function
of the form u3 =−br−n+2kei(n+2k)ϕ µn−2k(r).
Choose a smooth cutoff function ψ such that ψ(r) =
{
1 r ≤ ρ + 73
√ρ
0 r ≥ ρ + 83
√ρ and
|ψ( j)(r)| ≤Cr− j/2 j = 0,1,2, r ∈R+. (4.22)
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Set u =−br−n+2k exp i [ψ(r)Φ(ϕ)+ (n+2k)ϕ ]µn−2k(r). Then
∆u+λu = D2u,
where
D2 =− 8nkr2 − (ψ ′Φ)2 + iΦ
(ψ ′
r
+ψ ′′
)
−2 (n+2k)
r2
ψΦ′− (ψΦ
′)2
r2
+ i
ψΦ′′
r2
+ λ√
(n−2k)2−λr2 −2iψ
′Φ
√
(n−2k)2−λr2
r
= O
(
n · k · r−2) . (4.23)
Let V = D2 so that by (4.23), |V | ≤Cr−1/2. This completes step 2.
Step 3: r ∈ [ρ +3√ρ,ρ +4√ρ]. The solution u3 = −br−n+2kei(n+2k)ϕ µn−2k(r) is rearranged to u4 =
−b1r−n−2kei(n+2k)ϕ µn+2k(r).
Choose a smooth cutoff function ψ such that ψ(r) =
{
1 r ≤ ρ + 103
√ρ
0 r ≥ ρ + 113
√ρ and ψ satisfies condition
(4.22). Let d = (ρ +3√ρ)4k µn−2k(ρ +3
√ρ)
µn+2k(ρ +3
√ρ) , so that g(r) = dr
−4k µn+2k(r)
µn−2k(r) satisfies 1 ≥ |g(r)| ≥ e−C for all
r ∈ [ρ +3√ρ,ρ +4√ρ]. Set b1 = bd. Let
u = u3 [ψ +(1−ψ)g] =
{
u3 r ≤ ρ + 103
√ρ
u4 r ≥ ρ + 113
√ρ .
Let h(r) = ψ +(1−ψ)g. Since g′(r) =
[
− 4k
r
− 2λkr(n+2k)(n−2k) +O
(
kr3
n4
)]
g(r) and
g′′(r) =
[
4k
r2
− 2λk(n+2k)(n−2k) + 16k
2
r2
+ 16λk
2
(n+2k)(n−2k) +O
(
k2r2
n4
)]
g(r), then for all r ∈ [ρ +3√ρ ,ρ +4√ρ],
|h(r)| ≥ e− ˜C, (4.24)∣∣h′ (r)∣∣≤Cr−1/2, (4.25)
|∆h(r)| ≤Cr−1. (4.26)
Then
∆u+λu = D3u,
where
D3 =− 8nkr2 + λ√(n−2k)2−λr2 −2
√
(n−2k)2−λr2
r
h′
h
+
∆h
h
= O
(
n · k · r−2) . (4.27)
Let V = D3 so that by (4.27), |V | ≤Cr−1/2. This completes step 3.
Step 4: r ∈ [ρ +4√ρ,ρ +6√ρ]. The solution u4 = −b1r−n−2kei(n+2k)ϕ µn+2k(r) is rearranged to u5 =
ar−(n+k)e−i(n+k)ϕ µn+k(r).
Choose a = b1(ρ + 5
√ρ)−k µn+2k(ρ +5
√ρ)
µn+k(ρ +5
√ρ) to ensure that |u4(ρ + 5
√ρ, ·)| = |u5(ρ + 5√ρ , ·)|. Since
|u5(r,ϕ)/u4(r,ϕ)|=
∣∣∣∣∣
(
r
ρ +5√ρ
)k µn+2k(ρ +5√ρ)
µn+k(ρ +5
√ρ)
µn+k(r)
µn+2k(r)
∣∣∣∣∣, then by the assumptions on k and ρ ,
|u5(r,ϕ)/u4(r,ϕ)| ≤ e−C, r ∈
[
ρ +4√ρ ,ρ + 143
√ρ] , (4.28)
|u5(r,ϕ)/u4(r,ϕ)| ≥ eC, r ∈
[
ρ + 163
√ρ ,ρ +6√ρ] . (4.29)
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Choose smooth cutoff functions ψ1, ψ2, ψ3, ψ4 such that
ψ1(r) =


1 r ∈ [ρ +4√ρ,ρ + 133 √ρ]
1
2 r ∈
[
ρ + 143
√ρ,ρ + 163
√ρ]
0 r ∈ [ρ + 173 √ρ,ρ +6√ρ]
,ψ2(r) =


0 r ∈ [ρ +4√ρ,ρ + 133 √ρ]
1
2 r ∈
[
ρ + 143
√ρ,ρ + 163
√ρ]
1 r ∈ [ρ + 173 √ρ,ρ +6√ρ]
,
ψ3 (r) =
{
1 r ≤ ρ + 173
√ρ
0 r ≥ ρ +5.9√ρ ,ψ4 (r) =
{
0 r ≤ ρ +4.1√ρ
1 r ≥ ρ + 133
√ρ .
Furthermore, we require that (4.11) holds and that each cutoff function satisfy condition (4.12).
We set
u = ψ1u4 exp(ψ4φn+k,n+2k)+ψ2u5 exp(ψ3φn+k,n+2k) .
For the rest of step 4, we will abbreviate φn+k,n+2k with φ .
Step 4A: r ∈ [ρ +4√ρ,ρ + 143 √ρ]∪ [ρ + 163 √ρ ,ρ +6√ρ].
If r ∈ [ρ +4√ρ,ρ + 143 √ρ], then since ψ3 = ψ4 on the support of ψ2, then on this annulus
u = ψ1u4 exp(ψ4φ)+ψ2u5 exp(ψ3φ) = [ψ1u4 +ψ2u5]exp(ψ4φ) ,
and by (4.28),
exp(−ψ4φ) |u| ≥ |ψ1| |u4|− |ψ2| |u5| ≥ 12(1− e−C)|u4| ≥ eC
′ |u5|> 0. (4.30)
If r ∈ [ρ + 163 √ρ,ρ +6√ρ], then since ψ3 = ψ4 on the support of ψ1, we have
u = ψ1u4 exp(ψ4φ)+ψ2u5 exp(ψ3φ) = [ψ1u4 +ψ2u5]exp(ψ3φ) .
so that by (4.29),
exp(−ψ3φ) |u| ≥ |ψ2| |u5|− |ψ1| |u4| ≥ 12(1− e−C)|u5| ≥ e−C
′ |u4|> 0. (4.31)
We have
∆u+λu =
(
D4 + ˜D4, j
)
exp(ψ jφ) ,
where j = 4 if r ∈ [ρ +4√ρ ,ρ + 143 √ρ] and j = 3 is r ∈ [ρ + 163 √ρ,ρ +6√ρ]. Furthermore,
D4 =
[
ψ1 λ√
(n+2k)2−λr2 +ψ
′
1
1−2
√
(n+2k)2−λr2
r
+ψ ′′1
]
u4 +
[
ψ2 λ√
(n+k)2−λr2 +ψ
′
2
1−2
√
(n+k)2−λr2
r
+ψ ′′2
]
u5
|D4| ≤Cr−1/2 (|u4|+ |u5|) (4.32)
˜D4, j = 2
[(
ψ ′1 −ψ1
√
(n+2k)2−λr2
r
)
u4 +
(
ψ ′2−ψ2
√
(n+k)2−λr2
r
)
u5
](
ψ ′jφ +ψ jφ ′
)
+
[
1
r
(
ψ ′jφ +ψ jφ ′
)
+
(
ψ ′jφ +ψ jφ ′
)2
+
(
ψ ′′j φ +2ψ ′jφ ′+ψ jφ ′′
)]
(ψ1u4 +ψ2u5)
∣∣ ˜D4, j∣∣≤C logr
r1/2
(|u4|+ |u5|) . (4.33)
Let V =
D4 + ˜D4, j
u
exp(ψ jφ). By (4.30) and (4.31),
∣∣∣∣u4 exp(ψ jφ)u
∣∣∣∣ and
∣∣∣∣u5 exp(ψ jφ)u
∣∣∣∣ are bounded. There-
fore, by (4.32) and (4.33), (1.12) holds. This completes step 4A.
Step 4B: r ∈ [ρ + 143 √ρ,ρ + 163 √ρ].
On this annulus, since all cutoff functions are equivalent to 1 or 12 , u =
1
2 (u4 +u5)exp(φ) and
∆u+λu = 12J4u,
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where
J4 =
λ√
(n+2k)2 −λ r2 +
λ√
(n+ k)2−λ r2 +
φ ′
r
+
(φ ′)2 +φ ′′ = O (r−1) , (4.34)
Then with V = 12 J4, |V | ≤Cr−1.
We now prove the last statement of the lemma. We first define a function M(r) that will help estimate
m(r) = max{|u(r,ϕ)| : 0 ≤ ϕ ≤ 2pi}. Let
M(r) =


r−nµn(r)exp (ψ4φn,n−2k) r ∈
[
ρ ,ρ +√ρ]
br−n+2kµn−2k(r)exp (ψ3φn,n−2k) r ∈
[
ρ +√ρ ,ρ +2√ρ]
br−n+2kµn−2k(r) r ∈
[
ρ +2√ρ,ρ +3√ρ]
br−n+2kµn−2k(r)h(r) r ∈
[
ρ +3√ρ,ρ +4√ρ]
b1r−(n+2k)µn+2k(r)exp (ψ4φn+k,n+2k) r ∈
[
ρ +4√ρ,ρ +5√ρ]
ar−(n+k)µn+k(r)exp (ψ3φn+k,n+2k) r ∈
[
ρ +5√ρ,ρ +6√ρ]
.
Note that M(r) is equal to the modulus of the functions u1, . . . ,u5 from which our solution u(r,ϕ) is con-
structed. Also, M(r) is a continuous, piecewise smooth function for which M(ρ) = m(ρ). By the new
condition (4.11) on the cutoff functions, we also have that m(r)≤ M(r). It follows that
lnm(r)− lnm(ρ)≤ lnM(r)− lnM(ρ).
Furthermore,
d
dr ln
(
r−n−akµn+ak (r)
)
=−n+ak
r
+
n+ak
r
(
1−
√
1− λ r
2
(n+ak)2
)
Since ψ ′j =O
(
r−1/2
)
, φ =O (logr), φ ′ (r)=O (r−1), and h′(r)=O (r−1/2), then everywhere on [ρ ,ρ +6√ρ],
except at a finite number of points where M(r) is not differentiable, we have
d
dr lnM(r) =
−n+O (k)
r
√
1− λ r
2
(n+O (k))2
+O
(
r−1/2 logr
)
≤−c,
by the conditions on n, k, r. Therefore,
lnm(r)− lnm(ρ)≤
∫ r
ρ
(ln M(t))′dt ≤−c
∫ r
ρ
dt,
proving the lemma. 
5. PROOF OF LEMMA 2.2
We will now present the proof of Lemma 2.2, the slightly less-complicated construction. Many of the
steps in this proof are identical to those in the proof of Lemma 2.1, so we will often refer to them.
Proof of Lemma 2.2. As r increases from ρ to ρ +6√ρ , we rearrange equation (1.13) and its solution u so
that all of the above conditions are met. This process is broken down into four major steps.
Step 1: r ∈ [ρ ,ρ +2√ρ]. During this step, the function u1 = r−ne−inϕ µn(r) is rearranged to a solution of
the form u2 =−br−n+2keiF(ϕ)µn−2k(r), both of which satisfy an equation of the form (1.13), where b and F
are as in the proof of Lemma 2.1.
Choose smooth cutoff functions ψ1, ψ2 as in step 1 of the proof of Lemma 2.1. We set
u = ψ1u1 +ψ2u2.
Step 1A: r ∈ [ρ ,ρ + 23√ρ]∪. On this annulus, by (4.9),
|u| ≥ |ψ1| |u1|− |ψ2| |u2| ≥ 12(1− e−C)|u1| ≥ e−C
′ |u2|> 0. (5.1)
11
Let W = w(isin ϕ ,−icosϕ) for w to be determined. Then
W ·∇u = wd1ψ1u1,
∆u+λu = D1,
where
d1 =−n
r
+
n+2k+Φ′
r
ψ2u2
ψ1u1
= O (1) , (5.2)
and D1 is as in (4.15). Since
∣∣∣∣u2u1
∣∣∣∣≤ e−C then d1 6= 0 and |d1| ≥C. Let w = D1d1ψ1u1 so that by (5.1), (5.2)
and (4.15), |W | ≤Cr−1/2. This completes step 1A.
Step 1B: r ∈ [ρ + 43√ρ,ρ +2√ρ]. On this annulus, by (4.10),
|u| ≥ |ψ2| |u2|− |ψ1| |u1| ≥ 12(1− e−C)|u2| ≥ e−C
′ |u1|> 0. (5.3)
Let W = w(isin ϕ ,−icosϕ) for w to be determined. Then
W ·∇u = we1ψ2u2,
∆u+λu = D1,
where
e1 =−n
r
ψ1
ψ2
u1
u2
+
n+2k+Φ′
r
= O (1) , (5.4)
and D1 is as in (4.15). Since
∣∣∣∣u1u2
∣∣∣∣ ≤ e−C then e1 6= 0 and |e1| ≥C. Let w = E1e1ψ2u2 so that by (5.3), (5.4),
and (4.15), |W | ≤Cr−1/2. This completes step 1B.
Step 1C: r ∈ [ρ + 23√ρ,ρ + 43√ρ].
On this annulus, ψ1 ≡ 12 ≡ ψ2, so
u = 12 (u1 +u2) =
1
2
[
r−ne−inϕ µn (r)−br−n+2keiF(ϕ)µn−2k(r)
]
.
Let W = w1(cos ϕ ,sinϕ)+w2(isin ϕ ,−icosϕ) for w1, w2 to be determined. Then
W ·∇u = 12
[
w1 j1(0)u1 −w2 j2(0)u1 +w1 j1(2)u2 +w2
( j2(2)+ ˜j2)u2] ,
∆u+λu = 12
[
J1(0)u1 +
(
J1(2)+ ˜J1
)
u2
]
,
where
j1(a) =−
√
(n−ak)2−λr2
r
= O(1), (5.5)
j2(a) = n+akr = O(1), (5.6)
˜j2 = Φ′r = O(r−1/2), (5.7)
J1(a) = λ√
(n−ak)2−λr2
= O
(
r−1
)
, (5.8)
˜J1 =− 8nk+2(n+2k)Φ
′+(Φ′)2−iΦ′′
r2
= O
(
r−1/2
)
. (5.9)
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If we let
w1 =
( j2(2)+ ˜j2)J1(0)+ j2(0)(J1(2)+ ˜J1)
j1(0)
( j2(2)+ ˜j2)+ j2(0) j1(2) = O
(
r−1/2
)
w2 =
j1(0)
(
J1(2)+ ˜J1
)− j1(2)J1(0)
j1(0)
( j2(2)+ ˜j2)+ j2(0) j1(2)
(
J1(2)+ ˜J1
)
= O
(
r−1/2
)
,
then (1.13) is satisfied. It follows that |W | ≤Cr−1/2. This completes step 1C.
Step 2: r∈ [ρ +2√ρ,ρ +3√ρ]. The solution u2 =−br−n+2keiF(ϕ)µn−2k(r) is rearranged to u3 =−br−n+2kei(n+2k)ϕ µn−2k(r)
by setting u = −br−n+2k exp i [ψ(r)Φ(ϕ)+ (n+2k)ϕ ]µn−2k(r), as in the proof of Lemma 2.1. Let W =
w(cosϕ ,sinϕ) for w to be determined. Then
W ·∇u = wd2u,
∆u+λu = D2u,
where
d2 =−
√
(n−2k)2−λ r2
r
+ iψ ′Φ = O (1) , (5.10)
and D2 is as in (4.23). By the conditions on n and k, d2 6= 0 so |d2| ≥C. Let w = D2d2 so that by (5.10) and
(4.23), |W | ≤Cr−1/2. This completes step 2.
Step 3: r ∈ [ρ +3√ρ,ρ +4√ρ]. The solution u3 = −br−n+2kei(n+2k)ϕ µn−2k(r) is rearranged to u4 =
−b1r−n−2kei(n+2k)ϕ µn+2k(r) by setting u= u3 [ψ +(1−ψ)g]= u3h, as in Lemma 2.1. Let W =w(cosϕ ,sinϕ)
for some w to be determined. Then
W ·∇u = wd3u,
∆u+λu = D3u,
where
d3 =−
√
(n−2k)2 −λ r2
r
+
h′
h = O (1) , (5.11)
and D3 is as in (4.27). By (4.25) and the conditions on n and k, d3 6= 0 so that |d3| ≥C. Let w = D3d3 so that
by (5.11) and (4.27), |W | ≤Cr−1/2. This completes step 3.
Step 4: r ∈ [ρ +4√ρ,ρ +6√ρ]. The solution u4 = −b1r−n−2kei(n+2k)ϕ µn+2k(r) is rearranged to u5 =
ar−(n+k)e−i(n+k)ϕ µn+k(r). Choose smooth cutoff functions ψ1 and ψ2 as in Lemma 2.1 and set
u = ψ1u4 +ψ2u5.
Step 4A: r ∈ [ρ +4√ρ,ρ + 143 √ρ].
On this annulus, by (4.28),
|u| ≥ |ψ1| |u4|− |ψ2| |u5| ≥ 12(1− e−C)|u4| ≥ e−C
′ |u5|> 0. (5.12)
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Let W = w(isin ϕ ,−icosϕ) for w to be determined. Since ψ1 ≡ 1 in this annulus, we have
W ·∇u = wd4ψ1u4,
∆u+λu = D4,
where
d4 =
n+2k
r
− n+ k
r
ψ2
ψ1
u5
u4
= O (1) , (5.13)
and D4 is as in (4.32). Since
∣∣∣∣u5u4
∣∣∣∣≤ e−C, then |d4| ≥C. Let w = D4d4ψ1u4 so that by (5.12), (5.13), and (4.32),
|W | ≤Cr−1/2. This completes step 4A.
Step 4B: r ∈ [ρ + 163 √ρ,ρ +6√ρ].
On this annulus, by (4.29),
|u| ≥ |ψ2| |u5|− |ψ1| |u4| ≥ 12(1− e−C)|u5| ≥ e−C
′ |u4|> 0. (5.14)
Let W = w(isin ϕ ,−icosϕ) for w to be determined. Since ψ2 ≡ 1 in this annulus, we have
W ·∇u = we4ψ2u5,
∆u+λu = D4,
where
e4 =
n+2k
r
ψ1
ψ2
u4
u5
− n+ k
r
= O (1) , (5.15)
and D4 is as in (4.32). Since
∣∣∣∣u4u5
∣∣∣∣< e−C, then |e4| ≥C. Let w = E4e4ψ2u5 so that by (5.14), (5.15) and (4.32),
|W | ≤Cr−1/2. This completes step 4B.
Step 4C: r ∈ [ρ + 143 √ρ,ρ + 163 √ρ].
On this annulus, u = 12 (u4 +u5). Let W = w1(cos ϕ ,sinϕ)+w2(isinϕ ,−icosϕ) for w1, w2 to be deter-
mined. Then
W ·∇u = 12 [w1 j1(−2)u4 +w2 j2(2)u4 +w1 j1(−1)u5 −w2 j2(1)u5] ,
∆u+λu = 12 [J1(−2)u4 + J1(−1)u5] ,
where j1, j2 and J1 are given by (5.5), (5.6) and (5.8), respectively. If we let
w1 =
j2(1)J1(−2)+ j2(2)J1(−1)
j1(−2) j2(1)+ j2(2) j1(−1) = O
(
r−1
)
w2 =
j1(−1)J1(−2)− j1(−2)J1(−1)
j1(−2) j2(1)+ j2(2) j1(−1) = O
(
r−1
)
,
then (1.13) is satisfied with |W | ≤Cr−1/2. This completes step 4C.
The remainder of the proof is very similar to (but simpler) than that of Lemma 2.1. 
6. THE PROOF OF LEMMA 2.3
The proof of Lemma 2.3 is nearly identical to that of Lemma 2.1; we simply need to show that the
logarithmic factor may be removed from estimate (1.12) to get (1.15).
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Proof of Lemma 2.3. We must show that ∣∣ ˜D1, j∣∣ ,≤Cr−1/2 (|u1|+ |u1|) and ∣∣ ˜D4, j∣∣≤Cr−1/2 (|u4|+ |u5|). Once
this is established, since all other estimates for |V | satisfy (1.12), the proof of Lemma 2.1 applies and the
construction is complete.
Recall that
˜D1, j =2
[(
ψ ′1−ψ1
√
n2−λr2
r
)
u1 +
(
ψ ′2−ψ2
√
(n−2k)2−λr2
r
)
u2
](
ψ ′jφ +ψ jφ ′
)
+
[
1
r
(
ψ ′jφ +ψ jφ ′
)
+
(
ψ ′jφ +ψ jφ ′
)2
+
(
ψ ′′j φ +2ψ ′jφ ′+ψ jφ ′′
)]
(ψ1u1 +ψ2u2)
˜D4, j = 2
[(
ψ ′1−ψ1
√
(n+2k)2−λr2
r
)
u4 +
(
ψ ′2 −ψ2
√
(n+k)2−λr2
r
)
u5
](
ψ ′jφ +ψ jφ ′
)
+
[
1
r
(
ψ ′jφ +ψ jφ ′
)
+
(
ψ ′jφ +ψ jφ ′
)2
+
(
ψ ′′j φ +2ψ ′jφ ′+ψ jφ ′′
)]
(ψ1u4 +ψ2u5)
Since n =
⌊√
λ
(
ρ +8√ρ)⌋, k ∼ 12√λ√ρ , and r ∈ [ρ ,ρ +6√ρ], then
√
(n+ak)2−λ r2
r
= O
(
r−1/4
)
,
and the result follows. 
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