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On geometry influence on the behavior of a quantum mechanical
scalar particle with intrinsic structure in external magnetic and
electric fields
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Abstract
Relativistic theory of the Cox’s scalar not point-like particle with intrinsic structure is de-
veloped on the background of arbitrary curved space-time. It is shown that in the most general
form, the extended Proca-like tensor first order system of equations contains non minimal in-
teraction terms through electromagnetic tensor Fαβ and Ricci tensor Rαβ .
In relativistic Cox’s theory, the limiting procedure to non-relativistic approximation is per-
formed in a special class of curved space-time models. This theory is specified in simple geo-
metrical backgrounds: Euclid’s, Lobachevsky’s, and Riemann’s. Wave equation for the Cox’s
particle is solved exactly in presence of external uniform magnetic and electric fields in the case
of Minkowski space. Non-trivial additional structure of the particle modifies the frequency of a
quantum oscillator arising effectively in presence if external magnetic field. Extension of these
problems to the case of the hyperbolic Lobachevsky space is examined. In presence of the mag-
netic field, the quantum problem in radial variable has been solved exactly; the quantum motion
in z-direction is described by 1-dimensional Schro¨dinger-like equation in an effective potential
which turns out to be too difficult for analytical treatment. In the presence of electric field, the
situation is similar. The same analysis has been performed for spherical Riemann space model.
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1 Scalar Cox’s particle with intrinsic structure
In 1982 W. Cox [1] proposed a special wave equation for a scalar particle with a larger set of tensor
components than the usual Proca’s approach includes: he used the set of a scalar, 4-vector, anti-
symmetric and (irreducible) symmetric tensor, thus starting with the 20-component wave function
(see Section 13).
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1
First, let us consider the system of Cox’s equations [1] in the Minkowski space. We will use a
Proca-like generalized system obtained after elimination from the initial system of Cox’s equations
two second-rank tensors (see Section 13):(
i√−g
∂
∂xα
√−g − e
c~
Aα
)
gαβΦβ =
Mc
~
Φ , K αρ
(
i ∂α − e
c~
Aα
)
Φ =
Mc
~
Φρ . (1.1)
K αρ is a tensor inverse to Λ
α
σ =Mcδ
α
σ +λF
α
σ (λ stands for additional parameter responsible for
non-trivia intrinsic structure of a scalar particle in Cox’s approach):
K αρ = λ1 δ
β
α + λ2 F
β
α + λ3 F
ρ
α F
β
ρ + λ4 F
ρ
α F
σ
ρ F
β
σ , (1.2)
λi are expressed through electromagnetic invariants (for more technical details see Section 13).
In geometrical models with metrics of special type dS2 = c2dt2+gkl(x) dx
kdxl , one cap perform
non-relativistic approximation and derive extended Schro¨dinger type equation (see Section 13):
Dt Ψ =
1
2M
◦
Dk (−gkj)
(
K lj Dl +McK
0
j
)
Ψ− 1
2
(
(K 00 − 1)Mc2 +K j0 cDj
)
Ψ , (1.3)
where the notation is used
i~ ∂t − eA0 = Dt , ic~ ∂k − eAk = cDk , ic~√−g
∂
∂xk
√−g − e Ak = c
◦
Dk ,
It is a generalized Schro¨dinger equation for the particle with intrinsic structure.
In presence of a pure magnetic field, the above equation (1.3) takes a more simple form
Dt Ψ = − 1
2M
◦
Dk g
kj(x)
∗
Dj Ψ , (1.4)
where the notation is used (let Γ = λ/mc)
∗
D1= K
l
1 Dl =
1
1 + Γ2BiBi
[
D1 + Γ(B2D
3 −B3D2) + Γ2B1 (BiDi)
]
,
∗
D2= K
l
2 Dl =
1
1 + Γ2BiBi
[
D2 + Γ(B3D
1 −B1D3) + Γ2B2 (BiDi)
]
,
∗
D3= K
l
3 Dl =
1
1 + Γ2BiBi
[
D3 + Γ(B1D
2 −B2D1) + Γ2B3 (BiDi)
]
,
g22g33B1 = B
1 , g33g11B2 = B
2 , g11g22B3 = B
3 , Fij = ǫijkBk .
In presence of a pure electric field, the above equation (1.3) takes the form(
Dt − c Γ
2EiE
iMc+ ΓEjDj
2(1 + Γ2EiEi)
)
Ψ =
1
2M
◦
Dk (−gkj)
(
Dj +
Γ2Ej(E
iDi) +McΓEj
1 + Γ2EiEi
)
Ψ (1.5)
where
g11E1 = E
1, g22E2 = E
2, g33E3 = E
3, Ei = F0i .
2
2 Cox’s particle in the magnetic field, Minkowski space
Let the homogeneous magnetic field ~A = 12~x× ~B be directed along the axis z:
(Aj) = ~A =
1
2
(
x2B, −x1B, 0) .
Recalculating the potential to cylindrical coordinates by the formulas
Aj′ =
∂xj
∂xj′
Aj , x
j = (x, y, z), xj′ = (r, φ, z) , x1 = r cosφ, x2 = r sinφ, x3 = x3
′
= z ,
we obtain
Ar = 0, Aφ = −Br
2
2
, Az = 0, Frφ = −Br . (2.1)
The metric tensor in these coordinates and field variables are determined by
dS2 = c2dt2 − dr2 − r2dφ2 − dz2, √−g = r , B3 = −Br, B3 = −Br−1, BiBi = B2 . (2.2)
The Schro¨dinger equation for this case reads
DtΨ =
1
2M
(
◦
D1
∗
D1 +
◦
D2 r
−2
∗
D2 +
◦
D3
∗
D3
)
Ψ,
where
D1 = i~∂r , D2 = i~∂φ +
e
c
Br2
2
, D3 = i~∂z ,
◦
D1= i~(∂r +
1
r
),
◦
D2= i~∂φ +
e
c
Br2
2
,
◦
D3= i~∂z ,
∗
D1=
1
1 + Γ2B2
(D1 − ΓB3D2) = 1
1 + Γ2B2
(
i~∂r − ΓB
r
(i~∂φ +
e
c
Br2
2
)
)
,
∗
D2=
1
1 + Γ2B2
( D2 + ΓB3D
1) =
1
1 + Γ2B2
(
(i~∂φ +
e
c
Br2
2
) + i~ΓBr∂r
)
,
∗
D3=
(D3 + Γ
2B3 B3D3)
1 + Γ2B2
= i~∂z ;
below we will use the notation
eB
2~c
= b, ΓB = γ .
We compute
1
2M
◦
D1
∗
D1= − ~
2
2M(1 + γ2)
(
∂2r +
1
r
∂r − γ
r
∂r∂φ + iγbr∂r + 2iγb
)
,
1
2M
◦
D2
∗
D2= − ~
2
2M(1 + γ2)
(
1
r2
(∂φ − ibr2)2 + γ(∂φ − ibr2) 1
r
∂r
)
,
1
2M
◦
D3
∗
D3= − ~
2
2M(1 + γ2)
(1 + γ2)∂2z . (2.3)
After using the substitution for the wave function
Ψ = e−iEt/~eimφeikzR(r), ǫ =
2mE
~2
(1 + γ2)
3
we get the radial Schro¨dinger equation[
d2
dr2
+
1
r
d
dr
+ 2iγb + ǫ− (m− br
2)2
r2
− (1 + γ2)k2
]
R = 0. (2.4)
By physical reasons parameter γ must be purely imaginary (see Section 13): γ = −iη; so the radial
equation reads [
d2
dr2
+
1
r
d
dr
+ 2ηb+ ǫ− (m− br
2)2
r2
− (1− η2)k2
]
R = 0. (2.5)
With the use of notation ǫ− (1− η2)k2 + 2ηb = ǫ′ , equation (2.5) can be written as(
d2
dr2
+
1
r
d
dr
− (m− br
2)2
r2
+ ǫ′
)
= 0 , (2.6)
which coincides with the equation arising in the problem of the usual particle in the magnetic field.
Its solutions are known. We present here only an expression for the energy spectrum
ǫ = 4b(n +
m+ | m | +1
2
) + (1− η2)k2 − 2ηb ; (2.7)
from this after translating to ordinary units we obtain
E =
p2
2M
+
1
1− η2
eB
Mc
~
(
n+
m+ | m | +1
2
)
− η
2
1
1− η2
eB
Mc
~ . (2.8)
With the use of notation η = ΓB, Γ∗ = Γ, ω = eBMc , the formula for the energy levels can be
written as
E =
p2
2M
+
ω~
1− (ΓB)2
(
n+
m+ | m | +1
2
)
− ω~
1− (ΓB)2
ΓB
2
. (2.9)
Thus, the intrinsic structure of the Cox’s particle modifies the frequency of the quantum oscillator
(in fact, this result was firstly produced in different formalism by Kisel [2]).
ω =⇒ ω˜ = ω
1− Γ2B2 , ω =
eB
Mc
. (2.10)
3 Cox’s particle in the magnetic field in the Lobachevsky space
In a special (cylindrical) coordinate system in the Lobachevsky space, analogue of the uniform mag-
netic field is determined by the relations (we use dimensionless coordinate r obtained by dividing
on the curvature radius ρ):
dS2 = c2dt2 − ch2z(dr2 + sh2rdφ2) + dz2,
Aφ = −Bρ2(ch r − 1), Frφ = −Bρ sh r ,
B3 = −Bρ sh r , B3 = − B
ρ sh r ch4z
, BiB
i = B2ch−4z . (3.1)
4
The wave equation in this case reads
DtΨ =
1
2Mρ2
(
◦
D1
∗
D1 +
◦
D2
1
sh2r
∗
D2 +
◦
D3
∗
D3
]
Ψ, (3.2)
where
D1 = i~∂r, D3 = i~∂z, D2 = i~∂φ +
e
c
Bρ2(ch r − 1),
◦
D1= i~(∂r +
ch r
sh r
),
◦
D2= i~∂φ +
e
c
Bρ2(ch r − 1), ◦D3= i~(∂z + 2sh z
ch z
),
∗
D1=
1
1 + Γ2B2ch−4z
[
i~∂r − ΓBch
−2z
shr
(i~∂φ +
e
c
Bρ2(ch r − 1))
]
,
∗
D2=
1
1 + Γ2B2ch−4z
[
(i~∂φ +
e
c
Bρ2(ch r − 1)) + i~ΓBch−2z sh r∂r
]
,
∗
D3=
(D3 + Γ
2B3 B3D3)
1 + Γ2B2ch−4z
= i~∂z .
Below the notation is used:
(eBρ2/~c) = b, ΓBch−2z = γ(z).
We compute
1
2Mρ2
◦
D1 g
11
∗
D1= − ~
2ch−2z
2Mρ2(1 + γ2(z))
×
(
∂2r + (
ch r
sh r
+ iγ(z)b
ch r − 1
sh r
)∂r − γ(z)
sh r
∂r∂φ + iγ(z)b
)
,
1
2Mρ2
◦
D2 g
22
∗
D2= − ~
2ch−2z
2Mρ2(1 + γ2(z))
×
[
1
sh2r
[∂φ − ib(ch r − 1)]2 + γ(z)[∂φ − ib(ch r − 1)] 1
sh r
∂r
]
,
1
2Mρ2
◦
D3 g
33
∗
D3= − ~
2
2Mρ2
(∂z + 2
sh z
ch z
)∂z .
(3.3)
After using the substitution for the wave function:
Ψ = e−iEt/~eimφZ(z)R(r) , (3.4)
the Schro¨dinger equation (3.2) gives (the function γ(z) must be imaginary, iγ(z =⇒ γ(z))[
ch−2z
1− γ2(z)
(
∂2r +
ch r
sh r
∂r − [m− b(ch r − 1)]
2
sh2r
+ bγ(z)
)
+ǫ+ (∂z + 2
sh z
ch z
)∂z
]
R(r)Z(z) = 0 , ǫ =
E
~2/2Mρ2
. (3.5)
5
In this equation, the variables are separated:
1
R
(
d2
dr2
+
ch r
sh r
d
dr
− [m− b(ch r − 1)]
2
sh2r
)
R
+
1
Z
(1− γ2(z)) ch2z
(
b γ(z) ch−2z
1− γ2(z) + ǫ+ (
d
dz
+ 2
sh z
ch z
)
d
dz
)
Z = 0. (3.6)
The radial equation for the function R(r) reads(
d2
dr2
+
ch r
sh r
d
dr
− [m− b(ch r − 1)]
2
sh2r
+ Λ
)
R = 0 ; (3.7)
the equation for Z(z) is (remember that γ = BΓ)
(
d2
dz2
+ 2
sh z
ch z
d
dz
+ ǫ+
bγ − Λch2z
ch4z − γ2
)
Z = 0.
4 Analysis of the equation in the variable z
In equation (3.8), let us eliminate the first derivative term:
Z =
1
ch z
f(z), U(z) = −bγ − Λ ch
2z
ch4z − γ2 ,(
d2
dz2
+ ǫ− 1− U(z)
)
f(z) = 0. (4.1)
Eq. (4.1) can be viewed as the Schro¨dinger equation in the effective potential field U(z). The
corresponding effective force is
Fz = −dU
dz
= 2 ch z sh z
Λ ch4z − 2bγ ch2z + γ2Λ
(ch4z − γ2)2 . (4.2)
We find the points of local extremum: z = 0 and the roots of a quadratic equation
Λ ch4z − 2bγ ch2z + γ2Λ = 0 =⇒(
ch2z
) |1,2 = b
Λ
γ ±
√
(
b2
Λ2
− 1)γ2 . (4.3)
When considering the bound states (for motion in the variable r) we have Λ2 > b2. This means that
the square root in (4.3) is an imaginary number. Consequently, the point of zero force (equilibrium
points) except z = 0 cannot exist. The situation is illustrated in the Fig. 1.
After the change of variables ch2z = y, the differential equation (4.1) reads[
d2
dy2
+
(
3
2
1
y
+
1
2
1
y − 1
)
d
dy
+
ǫ
4y(y − 1) +
bγ − Λ y
(y − γ)(y + γ)4y(y − 1)
]
Z(y) = 0 . (4.4)
Note that singular points y = 0,±γ(| γ |<< 1) are located outside the physical range of the
variable. Further progress in analytical treatment of eq. (4.4) (with 5 singular points) is hardly
possible.
6
Figure 1: Effective potential U(z):
5 Solution of the radial equation
Let us turn to the radial equation (3.7) for the function R(r). It is solvable in hypergeometric
functions – see more detail [4]. Below we will write done only final results on energy spectrum.
There exist only finite series of bound states, defined by relations
m < 2b ,
m+ | m |
2
+ n+ 1/2 ≤ b ,
Λ− 1/4 = 2b
(
m+ | m |
2
+ n+ 1/2
)
−
(
m+ | m |
2
+ n+
1
2
)2
; (5.1)
Λ obeys the restriction b ≤ Λ . In usual units the last relation can be written as:
Λ− 1
4
= ρ2Λ0 − 1
4
, m < 2B, m+ n+ 1/2 ≤ eB
~c
ρ2 ,
ρ2Λ0 − 1
4
= 2
eB
~c
ρ2(
m+ | m |
2
+ n+ 1/2) − (m+ | m |
2
+ n+ 1/2)2, n = 0, 1, . . . , NB .
In the limit of vanishing curvature, we obtain the known result in the flat space
E − P
2
2M
=
eB~
Mc
(
m+ | m |
2
+ n+ 1/2) .
7
6 Cox’s particle in the electric field, Minkowski space
Schro¨dinger equation for Cox’s particle in the electric field has the form (see Section 13)(
Dt − c Γ
2EiE
iµ+ ΓEjDj
2(1 + Γ2EiEi)
)
Ψ = − 1
2M
◦
Dk g
kj
[
Dj +
Γ2Ej(E
iDi) + µΓEj
1 + Γ2EiEi
]
Ψ ;
(6.1)
the notation is used:
A0 = −eEz, Ei = (F01, F02, F03) , g11E1 = E1, g22E2 = E2, g33E3 = E3,
i~∂t − eA0 = Dt, i~∂k = Dk, i~√−g
∂
∂xk
√−g = ◦Dk, µ =Mc .
Let us use cylindric coordinates
dS2 = c2dt2 − dr2 − r2dφ2 − dz2, E3 = E, E3 = −E, E3E3 = −E2. (6.2)
First, we get (let it be ΓE = γ)(
Dt − cΓ
2EiE
iµ+ ΓEjDj
2(1 + Γ2EiEi)
)
= i~∂t + eEz + c
γ2µ+ γD3
2(1− γ2) . (6.3)
Next, we consider the Hamiltonian
H =
1
2M
[
◦
D1 D1+
◦
D2
1
r2
D2+
◦
D3
(
D3 +
µγ
1− γ2
)]
. (6.4)
In explicit form, the extended Schro¨dinger equation looks as follows (to allow for the imaginary
character of γ, we make formal change iγ −→ γ)(
i~∂t + eEz − Mc
2γ2
2(1 + γ2)
+
γ
2(1 + γ2)
~c∂z
)
Ψ
=
−~2
2M
(
∂2r +
1
r
∂r +
∂2φ
r2
+ ∂2z −
(Mc/~)γ
1 + γ2
∂z
)
Ψ.
With the substitution Ψ = e−iWt/~eimφZ(z)R(t) and the notation
M2c2
~2
=
1
λ2
,
2M
~2
W = w ,
2M
~2
eEz = ν ,
we get
1
Z(z)
(
∂2z + ν z + w −
1
λ2
γ2
1 + γ2
)
Z(z) +
1
R(r)
(
∂2r +
1
r
∂r − m
2
r2
)
R(r). (6.5)
After separation of the variables (w⊥ > 0 stands for the separation constant) we derive(
∂2r +
1
r
∂r − m
2
r2
+ w⊥
)
R(r) = 0 ,
(∂2z + ν z + w
′)Z(z) = 0 , (6.6)
8
where
w′ = w − w⊥ + 1
λ2
γ2
1 + γ2
.
In fact, (6.6) coincide with the well known equations for an ordinary particle in the uniform
electric field. Equation in the variable z looks as a one-dimensional Schro¨dinger equation in the
potential of the form U(z) = −ν z , ν > 0:
(
d2
dz2
+ w′ + ν z)Z(z) = 0 . (6.7)
The form of the curve U(z) says that any particle moving from the right must be reflected by this
barrier in vicinity of the point z0 = −w′ν (we assume that electric force acts in positive direction of
the axis z).
Mathematic solutions of the equation (6.7) can be expressed in Airy function. Indeed, let us
change the variable
νz + w′ = ax, (
d2
dx2
+
a3
ν2
x)Z(x) = 0 ;
let it be (for definiteness ν > 0)
a3
ν2
= −1, a = −ν2/3, x = νz + w
′
−ν2/3 = −ν
1/3z − w
′
ν2/3
; (6.8)
then we arrive at the Airy equation (
d2
dx2
− x
)
Z(x) = 0 ; (6.9)
to the turning point z0 = −w′/ν there corresponds the value x0 = 0.
Eq. (6.9) can be related to the Bessel equation. Indeed, let us introduce the variable
ξ =
2
3
x3/2 , x =
3
2
ξ2/3 ,
then Airy equation gives
(
1
3ξ
d
dξ
+
d2
dξ2
− 1)Z = 0 .
Applying the substitution Z = ξ1/3f(ξ), we arrive at the Bessel equation [8](
d2
dξ2
+
1
ξ
d
dξ
− 1− 1/9
ξ2
)
f(ξ) = 0 (6.10)
with two linearly independent solutions
f1(ξ) = J+1/3(iξ) , f2(ξ) = J−1/3(iξ) . (6.11)
Thus, general solutions of Airy equation can be constructed as linear combinations of
Z1(x) = ξ
1/3J+1/3(iξ) , Z2(x) = ξ
1/3J−1/3(iξ) ,
9
where
iξ = i
2
√
ν
3
(z +
w′
ν
)3/2 .
With the use of the known relation [8, 8]
Jµ(y) =
(y/2)µ
Γ(µ+ 1)
e−iy 1F1(µ+
1
2
, 2µ + 1, 2iy)
and with the notation y = iξ, µ = +1/3,−1/3, one expresses two independent solutions of the
Schro¨dinger equation as follows
Z1 = ξ
1/3J+1/3(iξ) = ξ
+1/3 (iξ/2)
µ
Γ(µ+ 1)
eξ1F1(+µ+
1
2
,+2µ + 1,−2ξ) ,
Z2 = ξ
1/3J−1/3(iξ) = ξ
1/3 (iξ/2)
−µ
Γ(−µ+ 1) e
ξ
1F1(−µ+
1
2
,−2µ + 1,−2ξ) .
7 Cox’s Particle in the electric field in the Lobachevsky model
We determine the concept of generalized electric field in the special system of cylindric coordinates
in the curved space as follows [6]
dS2 = dt2 − ch2z(dr2 + sh2rdφ2)− dz2,√−g = sh r ch2z, A0 = −Eρ tanh z,
E3 =
E
cosh2 z
, E3 = − E
cosh2 z
, E3E
3 = −E2 cosh−4 z. (7.1)
Below we use operators (the coordinate tc/ρ −→ t is dimensionless)
i
~c
ρ
∂t − eA0 = Dt, i~
ρ
∂k = Dk,
i~/ρ√−g
∂
∂xk
√−g = ◦Dk .
We start with the extended Schro¨dinger equation (let it be E2 cosh−4 z = −γ2(x))(
Dt − c Γ
2EiE
iµ+ ΓEjDj
2(1 + Γ2EiEi)
)
Ψ =
1
2Mρ2
=
◦
Dk (−gkj)
(
Dj +
Γ2Ej(E
iDi) + µΓEj
1 + Γ2EiEi
)
Ψ.
Allowing for relations (
Dt − c Γ
2EiE
iµ+ ΓEjDj
2(1 + Γ2EiEi)
)
=
~c
ρ
(
i∂t +
eEρ
~c/ρ
tanh z +
1
2
Mcρ
~
γ2(z)
1− γ2(z) +
1
2
γ(z)
1− γ2(z) i∂z
)
,
and
H = − ~
2
2Mρ2
[
1
cosh2 z
(
∂2r +
cosh r
sinh r
∂r +
∂2φ
sinh2 r
)
+ (∂z + 2
sh z
ch z
)
(
∂z − Mcρ
~
iγ(z)
1− γ2(z)
)]
,
10
we get e an explicit form of the extended Schro¨dinger equation
~c
ρ
(
i∂t +
eEρ
~c/ρ
tanh z +
1
2
Mcρ
~
γ2(z)
1− γ2(z) +
1
2
γ(z)
1− γ2(z) i∂z
)
Ψ
= − ~
2
2Mρ2
[
1
cosh2 z
(
∂2r +
cosh r
sinh r
∂r +
∂2φ
sinh2 r
)
+ (∂z + 2
sh z
ch z
)
(
∂z − Mcρ
~
iγ(z)
1− γ2(z)
)]
Ψ;
Specially note that two terms proportional to iγ(z)∂z compensate each other. Additionally, we
should perform formal change iγ −→ γ:
~c
ρ
(
i∂t +
eEρ
~c/ρ
tanh z − 1
2
Mcρ
~
γ2(z)
1 + γ2(z)
)
Ψ
= − ~
2
2Mρ2
[
1
cosh2 z
(
∂2r +
cosh r
sinh r
∂r +
∂2φ
sinh2 r
)
+(∂z + 2
sh z
ch z
)∂z − Mcρ
~
(
∂
∂z
γ(z)
1 + γ2(z)
)
− Mcρ
~
γ(z)
1 + γ2(z)
2
sh z
ch z
]
Ψ;
With the use of substitution
Ψ = exp(−iwt) eimφR(r)Z(z), w = Wρ
~c
,
and notation
W = w
~c
ρ
1
~2/2Mρ2
= 2w
Mρc
~
, ν =
eEρ
~2/2Mρ2
,
1
2
Mc2
1
~2/2Mρ2
=
M2ρ2c2
~2
= µ2,
we get
cosh2 z
(
W + ν tanh z − µ
2γ2(z)
1 + γ2(z)
)
RZ +
(
∂2r +
cosh r
sinh r
∂r − m
2
sinh2 r
)
RZ
+cosh2 z
[
(∂z + 2
sh z
ch z
)∂z − µ
(
∂
∂z
γ(z)
1 + γ2(z)
)
− µ γ(z)
1 + γ2(z)
2
sh z
ch z
]
RZ = 0 . (7.2)
In this equation one can separate the variables(
d2
dr2
+
cosh r
sinh r
d
dr
− m
2
sinh2 r
+ Λ
)
R = 0, (7.3)
[
d2
dz2
+ 2
sh z
ch z
d
dz
− µ
(
d
dz
γ(z)
1 + γ2(z)
)
−µ γ(z)
1 + γ2(z)
2
sh z
ch z
+W + ν tanh z − µ2 γ
2(z)
1 + γ2(z)
− Λ
ch2z
]
Z = 0 ; (7.4)
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remember that γ(z) = γ ch−2z. The most interesting is the equation in variable z. After elementary
transformation it is reduced to the form (
d2
dz2
+ 2
sh z
ch z
d
dz
−2µγ sh z ch z −ch
4z + γ2
(ch4z + γ2)2
− 2µγ sh z ch z
ch4z + γ2
+W + ν tanh z − µ
2γ2
ch4z + γ2
− Λ
ch2z
)
Z) = 0 .
(7.5)
This final equation turns out to be very complex and it hardly can be solved analytically.
8 Solving the radial equation in the Lobachewsky space
In eq. (7.3) let us introduce a new variable x = (1 + cosh r)/2, x ∈ [1, +∞), so that
x (1− x) d
2R
dx2
+ (1− 2x) dR
dx
−
(
w⊥ +
1
4
m2
x
+
1
4
m2
1− x
)
R = 0 ; (8.1)
with the substitution R = xa (1− x)b F at
a = ±| m |
2
, b = ±| m |
2
we obtain the hypergeometric equation
x (1− x) d
2F
dx2
+ [2 a+ 1− (2 a+ 2 b+ 2)x] dF
dx
− [(a+ b) (a+ b+ 1) + w⊥] F = 0 ,
with parameters
F = F (α, β, γ;x) ,
α = a+ b+
1
2
− i
√
w⊥ − 1/4 ,
β = a+ b+
1
2
+ i
√
w⊥ − 1/4 ,
w⊥ >
1
4
, γ = 2 a+ 1 . (8.2)
We will specify solutions tending to zero at r = 0:
F = u2 = F (α, β, α + β + 1− γ, 1− x) ; (8.3)
when a and b take positive values
a = +
| m |
2
, b = +
| m |
2
; (8.4)
the complete radial function is
R = xa(1− x)b × F (α, β, α + β + 1− γ, 1− x). (8.5)
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To find behavior at infinity, r → +∞, one should apply the following Kummer relationship [7]
u2 =
Γ(α+ β + 1− γ)Γ(β − α)
Γ(β + 1− γ)Γ(β) e
−ipiα u3
+
Γ(α+ β + 1− γ)Γ(α − β)
Γ(α+ 1− γ)Γ(α) e
−ipiβ u4 , (8.6)
where
u2 = F (α, β, α + β + 1− γ; 1− x) ,
u3 = (−x)−αF (α,α + 1− γ, α+ 1− β, 1
x
) ,
u4 = (−x)−βF (β, β + 1− γ, β + 1− α, 1
x
) .
Therefore, asymptotic behavior at x→ 1 (r → +∞) is given by
R ≈ (−1)a+bΓ(α+ β + 1− γ)
×
(
Γ(β − α)
Γ(β + 1− γ)Γ(β)e
−ipiα (−x)a+b−α
+
Γ(α− β)
Γ(α+ 1− γ)Γ(α)e
−ipiβ (−x)a+b−β
)
. (8.7)
From this it follows x ≈ er4 and
R ≈ (−1)a+bΓ(α+ β + 1− γ)(−x)−1/2
×
(
Γ(β − α)
Γ(β + 1− γ)Γ(β)e
−ipiα (−x)+i
√
λ−1/4
+
Γ(α− β)
Γ(α+ 1− γ)Γ(α)e
−ipiβ (−x)−i
√
λ−1/4
)
. (8.8)
Thus, constructed solutions represent standing radial waves. The factor e−r/2 is not significant for
probability interpretation
dW =
√−g ψ∗ψ ,
and the term e−r/2 will be compensated by the factor sinh r ≈ e+r/2 entering the volume element
dV =
√−g dr dz dφ.
9 Cox’s particle in magnetic field in the spherical Riemann space
In cylindric coordinates of the spherical Riemann space (below ρ stands for the curvature radius)
dS2 = dt2 − cos2 z (dr2 + sin2 r dφ2)− dz2, √−g = sin r cos2 z ,
analogue of the uniform magnetic field is given by relations – see [4, 5]:
Aφ = Bρ
2 (cos r − 1) , Frφ = Bρ sin r ,
B3 = Bρ sin r, B
3 =
B
ρ sin r cos4 z
,BiB
i =
B2
cos4 z
.
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We start with extended Schro¨dinger equation in the form
Dt Ψ =
1
2Mρ2
[
◦
D1
1
cos2 z
∗
D1 +
◦
D2
1
sin2 r cos2 z
∗
D2 +
◦
D3
∗
D3
]
Ψ , (9.1)
where
D1 = i~∂r , D2 = i~∂φ − e
c
Bρ2(cos r − 1) , D3 = i~∂z ,
◦
D1= i~(∂r +
cos r
sin r
) ,
◦
D2= i~∂φ − e
c
Bρ2(cos r − 1) , ◦D3= i~(∂z − 2 sin z
cos z
) ,
∗
D1=
(D1 − ΓB3D2)
1 + Γ2B2 cos−4 z
=
1
1 + Γ2B2 cos−4 z
[
i~∂r + ΓB sin r cos
2 z
(
i~∂φ − e
c
Bρ2(cos r − 1)
)]
,
∗
D2=
( D2 + ΓB3D
1)
1 + Γ2B2 cos−4 z
=
1
1 + Γ2B2 cos−4 z
[
i~∂φ − e
c
Bρ2(cos r − 1)− i~ ΓB sin r
cos2 z
∂r
]
,
∗
D3=
1
1 + Γ2B2 cos−4 z
(D3 + Γ
2B3 B3D3) = i~∂z .
With notation eBρ
2
~c = b,
ΓB
cos2 z
= γ(z) , we get
1
2Mρ2
◦
D1 g
11
∗
D1
=
~
2
2Mρ2 cos2 z (1 + γ2(z))
[
∂2r +
cos r
sin r
∂r + iγ(z)b
cos r − 1
sin r
∂r +
γ(z)
sin r
∂r∂φ − iγ(z)b
]
,
1
2Mρ2
◦
D2 g
22
∗
D2
=
~
2
2Mρ2 sin2 r cos2 z (1 + γ2(z))
[∂φ + ib(cos r − 1)] [∂φ + ib(cos r − 1)− γ(z) sin r ∂r] ,
1
2Mρ2
◦
D3 g
33
∗
D3=
~
2
2Mρ2
(∂z − 2 sin z
cos z
) ∂z .
Using the substitution Ψ = e−iEt/~eimφZ(z)R(r) , ǫ = E/(~2/2Mρ2), we reduce the Schro¨dinger
equation to the form (the function γ(z) must be imaginary: iγ(z) =⇒ γ(z))[
1
cos2 z (1− γ2(z))
(
∂2r +
cos r
sin r
∂r − [m+ b(cos r − 1)]
2
sin2 r
− bγ(z)
)
+ǫ+ (∂z − 2 sin z
cos z
)∂z
]
R(r)Z(z) = 0 .
One separates the variables[
d2
dr2
+
cos r
sin r
d
dr
− [m+ b(cos r − 1)]
2
sin2 r
+ Λ
]
R(r) = 0 , (9.2)
(
d2
dz2
− 2 sin z
cos z
d
dz
+ ǫ− bγ + Λ cos
2 z
cos4 z − γ2
)
Z(z) = 0 . (9.3)
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10 Analysis of the equation in the variable z
Excluding in (9.3) the term with first derivative, we obtain an equation in the effective potential
Z(z) =
1
cos z
f(z) ,
(
d2
dz2
+ ǫ+ 1− U(z)
)
f(z) = 0 ,
U(z) =
bγ + Λ cos2 z
cos4 z − γ2 , U(z = 0) =
bγ + Λ
1− γ2 , U(z = ±
π
2
) = − b
γ
. (10.1)
Expression for an effective force looks
Fz = −dU
dz
= −2 cos z sin z Λ cos
4 z + 2 b γ cos2 z + γ2Λ
(cos4 z − γ2)2 ; (10.2)
points of vanishing force (or of local extremum) are z = 0 and the roots of the quadratic equation
Λ cos4 z + 2 b γ cos2 z + γ2Λ = 0 =⇒ (cos2 z) |1,2 = − b
Λ
γ ±
√
(
b2
Λ2
− 1)γ2 . (10.3)
Due to inequality Λ2 > b2, under the square root is imaginary quantity. Therefore, in physical
region of the variable z we have no other force vanishing point in addition to z = 0. In the new
variable cos2 z = y, differential equation (9.3) takes the form[
d2
dy2
+
(
3
2
1
y
+
1
2
1
y − 1
)
d
dy
− ǫ
4 y (y − 1) +
bγ + Λ y
(y − γ) (y + γ) 4 y (y − 1)
]
Z(y) = 0 . (10.4)
Behavior near the five singular pints can be found straightforwardly.
y ∼ 1 (z → 0)
[
d2
dy2
+
(
1
2
1
y − 1
)
d
y
− ǫ
4(y − 1) +
bγ + Λ
(1− γ2) 4 (y − 1)
]
Z(y) = 0 ,
Z(y) = exp [±
√
A(y − 1)], A = ǫ− bγ +Λ
1− γ2 ; (10.5)
y ∼ 0 (
d2
dy2
+
3
2y
d
dy
+
ǫ
4y
+
b
4γy
)
Z(y) = 0 ,
Z(y) =
exp[ ±√Cy ]√
y
, C = −ǫ− b
γ
; (10.6)
y ∼ ∞ (
d2
dy2
+
2
y
d
dy
− ǫ
4y2
)
Z(z) = 0, Z = yD , D =
−1±√ǫ+ 1
2
; (10.7)
y ∼ +γ [
d2
dy2
+
1
2
(
3
γ
+
1
γ − 1
)
d
dy
+
Λ + b
8γ(1 − γ)
1
y − γ
]
Z(y) = 0
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or [
(y − γ) d
2
dy2
+M(y − γ) d
dy
+N
]
Z(y) = 0, M =
1
2
(
3
γ
+
1
γ − 1
)
, N =
Λ + b
8γ(1− γ) .
Changing the variable −M(y − γ) = x we get(
x
d2
dx2
− x d
dx
− α
)
Z = 0, α =
N
M
,
which is confluent hypergeometric equation of a special form(
x
d2
dx2
+ (c− x) d
dx
− a
)
Z = 0 , c = 0, a =
N
M
=
Λ+ b
4(3 − 4γ) ;
its general solution looks as Z = c1M(a+ 1, 2, y) + c2U(a+ 1, 2, y).
Now, let us consider the case y ∼ −γ:[
d2
dy2
1
2
(
3
−γ +
1
−γ − 1
)
d
dy
+
Λ− b
8(−γ)(1 + γ)
1
y + γ
]
Z(y) = 0
or shorter [
(y − γ) d
2
dy2
+M ′(y − γ) d
dy
+N ′
]
Z(y) = 0, −M ′(y + γ) = x ,(
x
d2
dx2
− x d
dx
− α′
)
Z = 0, a′ =
N ′
M ′
,
which is confluent hypergeometric equation of a special form(
x
d2
dx2
+ (c− x) d
dx
− a
)
Z = 0 = 0 , c = 0, α =
N ′
M ′
=
Λ− b
4(3 + 4γ)
;
its general solution is Z = c1M(a+ 1, 2, y) + c2U(a+ 1, 2, y).
Further analytical treatment of the differential equation (10.4) is very difficult because com-
plexity of this equation.
11 Solutions of the radial equation
Now let us consider the radial equation (9.2). It can be solved in hypergeometric functions – see
[4, 5]. Below we will write down only energy spectrum. In usual measure units these formulas read
m > 0, ρ2Λ0 +
1
4
= +2
eB
~c
ρ2(n+m+ 1/2) + (n+m+ 1/2)2 ;
m < −2eB
~c
ρ2, ρ2Λ0 +
1
4
= −2eB
~c
ρ2(n−m+ 1/2) + (n−m+ 1/2)2 ;
−2eB
~c
ρ2 < m ≤ 0 , ρ2Λ0 + 1
4
= 2
eB
~c
ρ2(n+ 1/2) + (n + 1/2)2 . (11.1)
Transition to the limit of the Minkowski space is achieved accordingly to ( ρ→∞)
m < 0 , Λ0 = 2
eB
~c
(n+ 1/2) ; m ≥ 0 , Λ0 = +2eB
~c
(n+m+ 1/2) , (11.2)
Thus, we get the well-known result
E − P
2
2M
=
eB~
Mc
(
m+ | m |
2
+ n+ 1/2) . (11.3)
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12 Cox’s particle in electric field in the spherical model
In cylindrical coordinate dS2 = dt2− cos2 z (dr2+sin2 r dφ2)− dz2, external electric field along the
axis z is given by
A0 = −E ρ tan z , E3 = E
cos2 z
, E3 = − E
cos2 z
, E3E
3 = − E
2
cos4 z
. (12.1)
Below we use operators (and dimensionless coordinate tc/ρ −→ t)
i
~c
ρ
∂t − eA0 = Dt, i~
ρ
∂k = Dk,
i~/ρ√−g
∂
∂xk
√−g = ◦Dk .
We start with the form of Schro¨dinger equation
(
Dt − c Γ
2EiE
iµ+ ΓEjDj
2(1 + Γ2EiEi)
)
Ψ =
◦
Dk (−gkj)
2Mρ2
(
Dj +
Γ2Ej(E
iDi) + µΓEj
1 + Γ2EiEi
)
Ψ. (12.2)
After needed calculation we get representation for the wave equation
~c
ρ
(
i∂t +
eEρ
~c/ρ
tan z +
1
2
Mcρ
~
γ2(z)
1− γ2(z) +
1
2
γ(z)
1− γ2(z) i∂z
)
Ψ
= − ~
2
2Mρ2
[
1
cos2 z
(
∂2r +
cos r
sin r
∂r +
∂2φ
sin2 r
)
+
(
∂z − 2 sin z
cos z
)(
1− 2γ2(z)
1− γ2(z) ∂z −
Mcρ
~
iγ(z)
1− γ2(z)
)]
Ψ.
Note that two terms proportional to iγ(z)∂z compensate each other; besides we make the formal
change iγ −→ γ:
~c
ρ
(
i∂t +
eEρ
~c/ρ
tan z − 1
2
Mcρ
~
γ2(z)
1 + γ2(z)
)
Ψ
= − ~
2
2Mρ2
[
1
cos2 z
(
∂2r +
cos r
sin r
∂r +
∂2φ
sin2 r
)
+
(
∂z − 2 sin z
cos z
) (
1 + 2 γ2(z)
1 + γ2(z)
∂z
)
−Mcρ
~
∂
∂z
γ(z)
1 + γ2(z)
+
Mcρ
~
γ(z)
1 + γ2(z)
2
sin z
cos z
]
Ψ. (12.3)
With substitution Ψ = e−iwt eimφR(r)Z(z) , w = Wρ
~c , and notation
W = w
~c
ρ
1
~2/2Mρ2
= 2w
Mρc
~
, ν = eEρ
1
~2/2Mρ2
,
1
2
Mc2
1
~2/2Mρ2
=
M2ρ2c2
~2
= µ2 ,
we arrive at
cos2 z
(
W + ν tan z − µ2 γ
2(z)
1 + γ2(z)
)
R(r)Z(z)
+
(
∂2r +
cos r
sin r
∂r − m
2
sin2 r
)
R(r)Z(z) + cos2 z
[(
∂z − 2 sin z
cos z
) (
1 + 2 γ2(z)
1 + γ2(z)
∂z
)
−µ ∂
∂z
γ(z)
1 + γ2(z)
+ µ
γ(z)
1 + γ2(z)
2
sin z
cos z
]
R(r)Z(z) = 0 . (12.4)
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After the separation of the variable we obtain(
d2
dr2
+
cos r
sin r
d
dr
− m
2
sin2 r
+ Λ
)
R(r) = 0 , (6.8)
this equation can be readily solved in hypergeometric functions. In turn, equation in z variable is[(
d
dz
− 2 sin z
cos z
) (
1 + 2 γ2(z)
1 + γ2(z)
d
dz
)
− µ d
dz
γ(z)
1 + γ2(z)
+ µ
γ(z)
1 + γ2(z)
2
sin z
cos z
+W + ν tan z − µ2 γ
2(z)
1 + γ2(z)
− Λ
cos2 z
]
Z(z) = 0 . (12.5)
Remember that γ(z) = γ cos−2 z. The last equation can be translated to the following form(
cos4 z + 2 γ2
cos4 z + γ2
d2
dz2
− 2 sin z
cos z
γ2 cos4 z + 2 γ4 + cos8 z
(cos4 z + γ2)2
d
dz
− µ γ cos
2 z
cos4 z + γ2
d
dz
+4µ γ3
sin z cos z
(cos4 z + γ2)2
+W + ν tan z − µ
2γ2
cos4 z + γ2
− Λ
cos2 z
)
Z(z) = 0 . (12.6)
We could not proceed further with this differential equation because of its complexity.
13 Cox’s particle in arbitrary curved space time, general analysis
First, we will use a Proca-like generalized system in Cartesian coordinates in Minkowski space (note
the notation: µ =Mc)
(µδβα + λF
β
α )Φβ = DαΦ , D
αΦα = µΦ ,
or shorter
Λ βα Φβ = DαΦ , D
αΦα = µΦ . (13.1)
The first equation in (13.1) can be multiplied by the inverse matrix (Λ−1) αρ , so we get
Φρ = (Λ
−1) αρ DαΦ , D
ρΦρ = µΦ . (13.2)
From (13.2), one can derive a generalized Klein–Fock–Gordon equation for the scalar function Φ:[
µDρ(Λ−1) αρ Dα − µ2
]
Φ = 0 . (13.3)
Equation (13.3) can be rewritten in the form
{µ(Λ−1) αρ DρDα + µ [ i~∂ρ(Λ−1) αρ ] Dα − µ2}Φ = 0 . (13.4)
We are to find an explicit form of the inverse matrix Λ−1 (the calculation of the inverse matrix
performed in this section is valid only in Cartesian coordinates of the flat space; generalization to
the case of a curved space or curvilinear coordinates in the flat space will be given below):
Λ = (Λ βα ) =
∣∣∣∣∣∣∣∣
µ −e1 −e2 −e3
−e1 µ −b3 b2
−e2 b3 µ −b1
−e3 −b2 b1 µ
∣∣∣∣∣∣∣∣
, ei = λEi, bi = λBi. (13.5)
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The inverse matrix is defined by the formula
Λ−1 =
1
detΛ
∣∣∣∣∣∣∣∣
M 00 −M 01 +M 02 −M 03
−M 10 +M 11 −M 12 +M 13
+M 20 −M 21 +M 22 −M 23
−M 30 +M 31 −M 32 +M 33
∣∣∣∣∣∣∣∣
.
The determinant of the matrix Λ equals to detΛ = µ4− µ2 (~e 2−~b 2)− (~e ~b)2 , and the minors are
M 00 = µ
3 + µ ~b 2 , M 11 = µ
3 + µ(b21 − e22 − e23) ,
M 22 = µ
3 + µ(b22 − e21 − e23) , M 33 = µ3 + µ(b23 − e21 − e22) ,
M 10 = −µ2e1 − µ(e2b3 − e3b2)− b1(~e ~b) , M 01 = −µ2e1 + µ(e2b3 − e3b2)− b1(~e ~b) ,
M 20 = µ
2e2 + µ(e3b1 − e1b3) + b2(~e ~b) , M 02 = µ2e2 − µ(e3b1 − e1b3) + b2(~e ~b) ,
M 30 = −µ2e3 − µ(e1b2 − e2b1)− b3(~e ~b) , M 03 = −µ2e3 + µ(e1b2 − e2b1)− b3(~e ~b) ,
M 21 = µ
2b3 − µ(e1e2 + b1b2)− e3(~e ~b) , M 12 = −µ2b3 − µ(e1e2 + b1b2) + e3(~e ~b) ,
M 31 = µ
2b2 + µ(e1e3 + b1b3)− e2(~e ~b) , M 13 = −µ2b2 + µ(e1e3 + b1b3) + e2(~e ~b) ,
M 32 = µ
2b1 − µ(e2e3 + b2b3)− e1(~e ~b) , M 23 = −µ2b1 − µ(e2e3 + b2b3) + e1(~e ~b) .
Let us detail two simple cases. The first is the presence of the electric field:
Bi = 0 , Λ =
∣∣∣∣∣∣∣∣
µ −e1 −e2 −e3
−e1 µ 0 0
−e2 0 µ 0
−e3 −0 0 µ
∣∣∣∣∣∣∣∣
,
Λ−1 =
1
µ4 − µ2~e 2
∣∣∣∣∣∣∣∣
µ3 µ2e1 µ
2e2 µ
2e3
µ2e1 µ
3 − µ(e22 + e23) µe1e2 µe1e3
µ2e2 µe1e2 µ
3 − µ(e21 + e23) µe2e3
µ2e3 µe1e3 µe1e3 µ
3 − µ(e21 + e23)
∣∣∣∣∣∣∣∣
.
The second is the case of the magnetic field:
Ei = 0,Λ =
∣∣∣∣∣∣∣∣
µ 0 0 0
0 µ −b3 b2
0 b3 µ −b1
0 −b2 b1 µ
∣∣∣∣∣∣∣∣
, Λ−1 =
1
µ4 + µ2~b 2
×
∣∣∣∣∣∣∣∣
µ3 + µ~b 2 0 0 0
0 µ3 + µb21 µ
2b3 + µb1b2 −µ2b2 + µb1b3
0 −µ2b3 + µb1b2 µ3 + µb22 µ2b1 + µb2b3
0 µ2b2 + µb1b3 −µ2b1 + µb2b3 µ3 + µb23
∣∣∣∣∣∣∣∣
.
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Now, let us derive an explicit form of the generalized scalar equation in the case of the uniform
magnetic field:
Kρα = gρβ(Λ−1) αβ =
1
µ4 + µ2~b 2
×
∣∣∣∣∣∣∣∣
µ3 + µ~b 2 0 0 0
0 −µ3 − µb21 −µ2b3 − µb1b2 µ2b2 − µb1b3
0 µ2b3 − µb1b2 −µ3 − µb22 −µ2b1 − µb2b3
0 −µ2b2 − µb1b3 µ2b1 − µb2b3 −m3 − µb23
∣∣∣∣∣∣∣∣
. (13.6)
We are to specify the equation (13.3)
(KραDρDα − µ)Φ = 0 , (Dα) = (i~∂0, i~∂j − e
c
Aj) (13.7)
in the field ~A = 12~x × ~B. After simple calculation we arrive at (for brevity we use the parameter
λ/µ = Γ) [
(1 + Γ2 ~B 2)D20 − ~D 2 + i~
e
c
Γ ~B 2 − Γ2( ~B ~D)2 − µ2(1 + Γ2 ~B 2)
]
Φ = 0 . (13.8)
Now let us consider the case of homogeneous electric field:
A0 = − ~E ~x, K¯ρα = 1
µ4 − µ2~e 2
×
∣∣∣∣∣∣∣∣
µ3 µ2e1 µ
2e2 µ
2e3
−µ2e1 −µ3 + µ(e22 + e23) −µe1e2 −µe1e3
−µ2e2 −µe1e2 −µ3 + µ(e21 + e23) −µe2e3
−µ2e3 −µe1e3 −µe2e3 −µ3 + µ(e21 + e22)
∣∣∣∣∣∣∣∣
. (13.9)
The equation (13.3) will take the form[
D20 − (1− Γ2 ~E 2) ~D 2 − i~
e
c
Γ ~E 2 − Γ2( ~E ~D)2 − µ2(1− Γ2 ~E 2)
]
Φ = 0 . (13.10)
Let us construct the inverse matrix Λ−1 in tensor notation. We start from the explicit form of
the tensor (F βα ):
(F βα ) =
∣∣∣∣∣∣∣∣
0 −E1 −E2 −E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0
∣∣∣∣∣∣∣∣
, (13.11)
then compute the convolution of two tensors (in this section we perform calculations, based on
Cartesian coordinates in Minkowski space)
(F βα )(F
ρ
β ) =
∣∣∣∣∣∣∣∣
~E 2 −E2B3 + E3B2 E1B3 − E3B1 −E1B2 + E2B1
E2B3 − E3B2 E21 −B22 −B23 E1E2 +B1B2 E1E3 +B1B3
−E1B3 + E3B1 E1E2 +B1B2 E22 −B21 −B23 E2E3 +B2B3
E1B2 − E2B1 E1E3 +B1B3 E2E3 +B2B3 E23 −B21 −B22
∣∣∣∣∣∣∣∣
. (13.12)
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Compute the convolution of three tensors:
(F βα )(F
ρ
β )(F
σ
ρ ) = (
~E 2 − ~B 2)
∣∣∣∣∣∣∣∣
0 −E1 −E2 −E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0
∣∣∣∣∣∣∣∣
+( ~E ~B)
∣∣∣∣∣∣∣∣
0 −B1 −B2 −B3
−B1 0 E3 −E2
−B2 −E3 0 E1
−B3 E2 −E1 0
∣∣∣∣∣∣∣∣
. (13.13)
Next compute the convolution of the electromagnetic tensor and tensor dual to it:
(F×βα )(F
ρ
β ) =
∣∣∣∣∣∣∣∣∣
~E ~B 0 0 0
0 ~E ~B 0 0
0 0 ~E ~B 0
0 0 0 ~E ~B
∣∣∣∣∣∣∣∣∣
. (13.14)
Using (13.13) and (13.14), we find the explicit form of the convolution of four tensors:
(F βα )(F
χ
β )(F
σ
χ )(F
ρ
σ ) = (
~E 2 − ~B 2)(F βα )(F ρβ ) + ( ~E ~B) 2δ ρα . (13.15)
Relationship (13.15) provides us with the minimal polynomial of the electromagnetic matrix (F βα ).
The inverse of the Λ ασ = µδ
α
σ +λF
α
σ , the matrix (Λ
−1) βα , is to be searched in the form the following
linear combination
(Λ−1) βα = λ1 δ
β
α + λ2 F
β
α + λ3 F
ρ
α F
β
ρ + λ4 F
ρ
α F
σ
ρ F
β
σ . (13.16)
From the identity
Λ ασ (Λ
−1) βα = {µδ αδ + λF ασ }{λ1δ βα + λ2F βα + λ3F ρα F βρ + λ4F ρα F χρ F βχ }
= µλ1δ
β
σ + µλ2F
β
σ + µλ3F
ρ
σ F
β
ρ + µλ4F
ρ
σ F
χ
ρ F
β
χ + λλ1 F
β
σ
+λλ2 F
α
σ F
β
α + λλ3 F
α
σ F
ρ
α F
β
ρ + λλ4 F
α
σ F
ρ
α F
χ
ρ F
β
χ = δ
β
σ . (13.17)
we get the linear non-homogeneous system of equations for parameters λ1, λ2, λ3, λ4:
µ λ1 + λλ4 ( ~E ~B)
2 = 1 , λ λ1 + µ λ2 = 0 ,
λλ2 + µλ3 + λλ4 ( ~E
2 − ~B2) = 0 , λλ3 + µ λ4 = 0 . (13.18)
The determinant of the main matrix is∣∣∣∣∣∣∣∣
µ 0 0 λ( ~E ~B)2
λ µ 0 0
0 λ µ λ( ~E2 − ~B2)
0 0 λ µ
∣∣∣∣∣∣∣∣
= µ2
[
µ2 − λ2( ~E2 − ~B2)
]
− λ4( ~E ~B)2 . (13.19)
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By Cramer’s rule we obtain the solution of the linear system:
λ1 =
µ[µ2 − λ2( ~E2 − ~B2)]
µ2[µ2 − λ2( ~E2 − ~B2)]− λ4( ~E ~B)2
,
λ2 =
−λ[µ2 − λ2( ~E2 − ~B2)]
µ2[µ2 − λ2( ~E2 − ~B2)]− λ4( ~E ~B)2
,
λ3 =
µλ2
µ2[µ2 − λ2( ~E2 − ~B2)]− λ4( ~E ~B)2
,
λ4 = − λ
3
µ2[µ2 − λ2( ~E2 − ~B2)]− λ4( ~E ~B)2
. (13.20)
Additionally, we check the validity of the following relations:
F βα F
α
β = 2(
~E2 − ~B2) , F βα F ×ρβ = 4~E ~Bδβα , ~E ~B =
1
4
F βα F
×ρ
β .
Thus, we arrive at the following explicit representation of the inverse matrix:
(Λ−1) βα =
1
µ2
(
µ2 − λ22 F σρ F ρσ
)
− λ4
(
1
4F
β
α F
×ρ
β
)2 (13.21)
×
{
µ
(
µ2 − λ
2
2
F σρ F
ρ
σ
)
δ βα − λ
(
µ2 − λ
2
2
F σρ F
ρ
σ
)
F βα + µλ
2 F σα F
β
σ − λ3 F σα F δσ F βδ
}
.
Now let us consider the task of finding the inverse matrix (Λ−1) βα in the case of Riemannian
space. For simplicity, we will assume the metric tensor be diagonal. It insures the following property
of the electromagnetic tensor Fαβ :
F00 = 0 =⇒ F 00 = 0 , F11 = 0 =⇒ F 11 = 0 ,
F22 = 0 =⇒ F 22 = 0 , F33 = 0 =⇒ F 33 = 0 .
We start from the explicit form of the tensor (F βα ):
(F βα ) =
∣∣∣∣∣∣∣∣
0 F 10 F
2
0 F
3
0
F 01 0 F
2
1 F
3
1
F 02 F
1
2 0 F
3
2
F 03 F
1
3 F
2
3 0
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
0 g11E1 g
22E2 g
33E3
−g00E1 0 g22B3 −g33B2
−g00E2 −g11B3 0 g33B1
−g00E3 g11B2 −g22B1 0
∣∣∣∣∣∣∣∣
. (13.22)
Below we will use the notation
g11E1 = E
1, g22E2 = E
2, g33E3 = E
3, g00 = h ,
g22g33B1 = B
1 , g33g11B2 = B
2 , g11g22B3 = B
3 .
Let us compute the convolution of two tensors (we write the matrix by the columns)
(F βα )(F
ρ
β ) =
∣∣∣∣∣∣∣∣
−hEiEi −(E2B3 − E3B2)
−h(E2B3 − E3B2) −hE1E1 −B2B2 −B3B3
−h(E3B1 − E1B3) −hE1E2 +B1B2
−h(E1B2 − E2B1) −hE1E3 +B1B3
;
22
−(E3B1 − E1B3) −(E1B2 −E2B1)
−hE1E2 +B1B2 −hE1E3 +B1B3
−hE2E2 −B1B1 −B3B3 −hE2E3 +B2B3
−hE2E3 +B2B3 −hE3E3 −B1B1 −B2B2
∣∣∣∣∣∣∣∣
;
next, compute the convolution of three tensors
(F βα )(F
ρ
β )(F
σ
ρ ) = −( g00EiEi +BiBi )
×
∣∣∣∣∣∣∣∣
0 E1 E2 E3
−g00E1 0 g22B3 −g33B2
−g00E2 −g11B3 0 g33B1
−g00E3 g11B2 −g22B1 0
∣∣∣∣∣∣∣∣
+(BiEi)
∣∣∣∣∣∣∣∣
0 g11B1 g22B2 g33B3
−g00B1 0 g22g00E3 −g33g00E2
−g00B2 −g11g00E3 0 g33g00E1
−g00B3 g11g00E2 −g22g00E1 0
∣∣∣∣∣∣∣∣
. (13.23)
Using (??), we compute the convolution of two tensors in two pairs of indices
1
2
(F βα F
α
β ) = −( g00EiEi +BiBi ) ≡ I(x) . (13.24)
Let us specify the dual electromagnetic tensor
(F×)αβ =
1
2
ǫαβρσ(x)Fρσ , ǫ
0123(x) = ǫ(x), ǫαβρσ(x) = ǫ[αβρσ](x) , (13.25)
where
ǫ(x) =
1√− det g =
1√−g00g11g22g33 =
√
−g00g11g22g33 . (13.26)
Further, we find explicit expressions for the components of the dual tensor:
(F×)01 = ǫ0123(x)F23 = ǫ(x)F23 = ǫ(x)B1 , (F
×) 10 = g00ǫ(x)B1 = −
√−g g11B1 ,
(F×) 01 = −g11ǫ(x)B1 = +
√−g g00B1 , (F×)02 = ǫ0231(x)F31 = ǫ(x)F31 = ǫ(x)B2 ,
(F×) 20 = g00ǫ(x)B2 = −
√−g g22B2 , (F×) 02 = −g22ǫ(x)B2 = +
√−g g00B2 ,
(F×)03 = ǫ0312(x)F12 = ǫ(x)F12 = ǫ(x)B3 , (F
×) 30 = g00ǫ(x)B3 = −
√−g g33B3 ,
(F×) 03 = −g33ǫ(x)B3 = +
√−g g00B3 , (F×)23 = ǫ2301(x)F01 = ǫ(x)F01 = ǫ(x)E1 ,
(F×) 32 = g22ǫ(x)E1 = −
√−g g00g33E1 , (F×) 23 = −g33ǫ(x)E1 = +
√−g g00g22E1 ,
(F×)31 = ǫ3102(x)F02 = ǫ(x)F02 = ǫ(x)E2 , (F
×) 13 = g33ǫ(x)E2 = −
√−g g00g11E2 ,
(F×) 31 = −g11ǫ(x)E2 = +
√−g g00g33E2 , (F×)12 = ǫ1203(x)F03 = ǫ(x)F03 = ǫ(x)E3 ,
(F×) 21 = g11ǫ(x)E3 = −
√−g g00g22E3 , (F×) 12 = −g22ǫ(x)E3 = +
√−g g00g11E3 .
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So we obtain
1
4
(F×βα )(F
α
β ) =
1
4
Sp

 −
√−g
∣∣∣∣∣∣∣∣
0 g11B1 g22B2 g33B3
−g00B1 0 g00g22E3 −g00g33E2
−g00B2 −g00g11E3 0 g00g33E1
−g00B3 g00g11E2 −g00g22E1 0
∣∣∣∣∣∣∣∣
×
∣∣∣∣∣∣∣∣
0 E1 E2 E3
−g00E1 0 g22B3 −g33B2
−g00E2 −g11B3 0 g33B1
−g00E3 g11B2 −g22B1 0
∣∣∣∣∣∣∣∣

 ;
let us consider expressions for diagonal elements of this product:
(00) =
√−g g00g11g22g33(EiBi) = − 1√−g (EiBi) ,
(11) = − 1√−g (EiBi) , (22) = −
1√−g (EiBi) , (33) = −
1√−g (EiBi) .
Thus we arrive at the relationship
1
4
(F×βα )(F
ρ
β ) = −
1√−g (EiBi) ≡ J(x) . (13.27)
Turning now to (13.23) we derive the following expansion for the convolution of three tensors
F βα F
ρ
β F
σ
ρ = I(x) F
σ
α + J(x) F
× σ
α ; (13.28)
where the notation I(x), J(x) for the two invariants of the electromagnetic field is used. An impor-
tant point should be stressed. The representation (13.28), due to the tensor nature of the relation,
is valid in all (including non-orthogonal) coordinate systems of space–time.
With the help of (13.28) we easily find the explicit form of the convolution of the four tensors
(F βα F
χ
β F
σ
χ )(F
ρ
σ ) = I(x) F
σ
α F
ρ
σ − J(x)
1√−g (EiBi)δ
ρ
α = I(x) F
σ
α F
ρ
σ + J
2(x) δ ρα . (13.29)
At the same time, the relation (13.29) defines the minimal polynomial of the matrix (F βα ).
The inverse of Λ ασ = µδ
α
σ + λF
α
σ tensor (Λ
−1) βα should be constructed in the form
(Λ−1) βα = λ1 δ
β
α + λ2 F
β
α + λ3 F
ρ
α F
β
ρ + λ4 F
ρ
α F
σ
ρ F
β
σ . (13.30)
From the identity
Λ ασ (Λ
−1) βα = {µδ αδ + λF ασ }{λ1δ βα + λ2F βα + λ3F ρα F βρ + λ4F ρα F χρ F βχ }
= µλ1δ
β
σ + µλ2F
β
σ + µλ3F
ρ
σ F
β
ρ + µλ4F
ρ
σ F
χ
ρ F
β
χ
+λλ1 F
β
σ + λλ2 F
α
σ F
β
α + λλ3 F
α
σ F
ρ
α F
β
ρ + λλ4 F
α
σ F
ρ
α F
χ
ρ F
β
χ = δ
β
σ . (13.31)
it follows the linear non-homogeneous system of equations for parameters λ1, λ2, λ3, λ4:
µλ1 + λλ4J
2x = 1 , λλ1 + µλ2 = 0 , λλ2 + µλ3 + λλ4 I(x) = 0 , λλ3 + µλ4 = 0 ; (13.32)
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it solution is
λ1 =
µ(µ2 − λ2I)
µ2(µ2 − λ2I)− λ4J2 , λ2 =
−λ(µ2 − λ2I)
µ2(µ2 − λ2I)− λ4J2 ,
λ3 =
µλ2
µ2(µ2 − λ2I)− λ4J2 , λ4 = −
λ3
µ2(µ2 − λ2I)− λ4J2 . (13.33)
Thus, we arrive at the following explicit representation of the inverse tensor:
(Λ−1) βα =
1
µ2 (µ2 − λ2I)− λ4J2
×
{
µ ( µ2 − λ2I ) δ βα − λ (µ2 − λ2I) F βα + µλ2 F σα F βσ − λ3 F σα F δσ F βδ
}
. (13.34)
Using (13.28), F σα F
δ
σ F
β
δ = I F
β
α + J F
× β
α , we find a more simple representation
(Λ−1) βα =
1
µ2(µ2 − λ2I)− λ4J2
{
µ ( µ2 − λ2I ) δ βα − λµ2 F βα + µλ2 F σα F βσ − λ3 J(x) F×βα
}
.
(13.35)
These results will be significantly simplified in the case of a purely magnetic or purely electric
field.
Magnetic field:
(Λ−1) βα =
1
µ2(µ2 − λ2I)
{
µ ( µ2 − λ2I ) δ βα − λµ2 F βα + µλ2 F σα F βσ
}
,
I(x) = −(BiBi ) , J(x) = 0 , (F βα ) =
∣∣∣∣∣∣∣∣
0 0 0 0
0 0 g22B3 −g33B2
0 −g11B3 0 g33B1
0 g11B2 −g22B1 0
∣∣∣∣∣∣∣∣
,
(F σα )(F
β
σ ) =
∣∣∣∣∣∣∣∣
0 0 0 0
0 −B2B2 −B3B3 B1B2 B1B3
0 B1B
2 −B1B1 −B3B3 B2B3
0 B1B
3 B2B
3 −B1B1 −B2B2
∣∣∣∣∣∣∣∣
. (13.36)
Electric field:
(Λ−1) βα =
1
µ2(µ2 − λ2I)
{
µ ( µ2 − λ2I) δ βα − λµ2 F βα + µλ2 F σα F βσ
}
,
I = −( g00EiEi) , J = 0 , (F βα ) =
∣∣∣∣∣∣∣∣
0 E1 E2 E3
−g00E1 0 0 0
−g00E2 0 0 0
−g00E3 0 0 0
∣∣∣∣∣∣∣∣
,
(F σα )(F
β
σ ) = g
00
∣∣∣∣∣∣∣∣
−EiEi 0 0 0
0 −E1E1 −E1E2 −E1E3
0 −E1E2 −E2E2 −E2E3
0 −E1E3 −E2E3 −E3E3−
∣∣∣∣∣∣∣∣
. (13.37)
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Now we can construct in explicit form the generalized scalar equation, the tensor notation.
Substituting the above tensor (Λ−1) βα into the equation (13.4) for a scalar function we obtain{ µ
detΛ
(
µ ( µ2 − λ2I ) δ βα − λµ2 F βα + µλ2 F σα F βσ − λ3 J F×βα
)
DαDβ+ (13.38)
+
[
i~µ∂α
1
det Λ
(
µ ( µ2 − λ2I ) δ βα − λµ2 F βα + µλ2 F σα F βσ − λ3 J F×βα
)]
Dβ − µ2
}
Φ = 0 .
In the case of constant and uniform fields (in Cartesian coordinates of the flat space), eq. (13.38)
becomes much more simple:{
µ
[
µ ( µ2 − λ2I ) δ βα − λµ2 F βα + µλ2 F σα F βσ − λ3 J F×βα
]
DαDβ − µ2 det Λ
}
Φ = 0 . (13.39)
The generalization of (13.38) to the case of space-time models with the Riemannian geometry
is achieved by a formal change of ordinary derivatives by covariant derivatives: ∂α −→ ∇α , Dα =
i~∇α − ecAα , as a result we have
µ
[
µ ( µ2 − λ2I ) δ βα − λµ2 F βα + µλ2 F σα F βσ − λ3 J F×βα
]
DαDβΦ
+i~µ detΛ
[
∇α
(
µ ( µ2 − λ2I
det Λ
) gαβ − λµ
2
det Λ
Fαβ
− λ
3 J
detΛ
F×αβ +
µλ2
det Λ
gρσF
αρF σβ
)]
DβΦ− µ2 detΛ Φ = 0 . (13.40)
Let us specify the separate terms under the symbol of the covariant derivative in[
∇α
(
µ ( µ2 − λ2I
detΛ
) gαβ − λµ
2
detΛ
Fαβ − λ
3 J
det Λ
F×αβ +
µλ2
det Λ
gρσF
αρF σβ
)]
DβΦ .
The first term is reduced to the ordinary derivative of a scalar. The second and third terms
are the 4-divergences of the antisymmetric tensor, and the fourth term is a 4-divergence of the
symmetric tensor; they are calculated using known formulas
∇α(Aαβ) = ( 1√−g∂α
√−gAαβ) , ∇α(Sαβ) = (
1√−g∂α
√−gSαβ)−
1
2
(∂βgρσ)S
ρσ . (13.41)
Now, let us derive non-relativistic wave equation for Cox’s particle, stating with
K αρ
(
i ∇α − e
c~
Aα
)
Φ =
Mc
~
Φρ ,
(
i ∇α − e
c~
Aα
)
Φα =
Mc
~
Φ . (13.42)
The equations (13.42) can be rewritten in a form more convenient for practical calculations:
K αρ (i ∂α −
e
c~
Aα)Φ =
Mc
~
Φρ , (
i√−g
∂
∂xα
√−g − e
c~
Aα) g
αβΦβ =
Mc
~
Φ . (13.43)
Considering the space-time models with the metric dS2 = c2dt2 + gkl(x) dx
kdxl, in (13.43) let
us perform the splitting (3 +1)
K 00 (i ∂0 −
e
c~
A0) Φ +K
k
0 (i ∂k −
e
c~
Ak) Φ =
Mc
~
Φ0 ,
K 0j (i ∂0 −
e
c~
A0) Φ +K
k
j (i ∂k −
e
c~
Ak) Φ =
Mc
~
Φj ,
(
i√−g
∂
∂x0
√−g − e
c~
A0) Φ0 + (
i√−g
∂
∂xk
√−g − e
c~
Ak) g
klΦl =
Mc
~
Φ . (13.44)
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Next, separate the rest energy by the substitutions
Φ =⇒ exp (−iMc
2t
~
)Φ , Φ0 =⇒ exp (−iMc
2t
~
)Φ0 , Φl =⇒ exp (−iMc
2t
~
)Φl .
As a result, from of (13.44) we get
K 00 (i~ ∂t +Mc
2 − eA0) Φ +K k0 (ic~ ∂k − eAk) Φ =Mc2 Φ0 , (13.45)
K 0j (i~ ∂t +Mc
2 − eA0) Φ +K kj (ic~ ∂k − eAk) Φ =Mc2 Φj , (13.46)(
i~∂t +Mc
2 +
i~√−g
∂
√−g
∂t
− e A0
)
Φ0 +
(
ic~√−g
∂
∂xk
√−g − e Ak
)
gkjΦj =Mc
2Φ . (13.47)
Using (13.46), now exclude the vector (non-dynamic) variable Φj :
K 00 (i~ ∂t +Mc
2 − eA0) Φ +K k0 (ic~ ∂k − eAk) Φ =Mc2 Φ0 , (13.48)(
i~∂t +Mc
2 +
i~√−g
∂
√−g
∂t
− e A0
)
Φ0 +
(
ic~√−g
∂
∂xk
√−g − e Ak
)
× g
kj
mc2
[
K 0j (i~ ∂t +Mc
2 − eA0) +K lj (ic~ ∂l − eAl)
]
Φ =Mc2Φ . (13.49)
With notation
i~ ∂t − eA0 = Dt , ic~ ∂k − eAk = cDk , ic~√−g
∂
∂xk
√−g − e Ak = c
◦
Dk , (13.50)
equations (13.48), (13.49) can be written as follows
K 00 (Dt +Mc
2) Φ +K k0 cDk Φ =Mc
2Φ0 ,(
Dt +Mc
2 +
i~√−g
∂
√−g
∂t
)
Φ0+
◦
Dk
gkj
M
(
1
c
K 0j (Dt +Mc
2) +K lj Dl
)
Φ =Mc2Φ . (13.51)
Following the method described in [3], we introduce the small component ϕ and the big component
Ψ: Φ = (Ψ + ϕ)/2, Φ0 = (Ψ− ϕ)/2. Substituting these relations in (13.51):
K 00 Dt
Ψ+ ϕ
2
+ (K 00 − 1 + 1)Mc2
Ψ+ ϕ
2
+K k0 cDk
Ψ+ ϕ
2
=Mc2
Ψ− ϕ
2
,
(
Dt +Mc
2 +
i~√−g
∂
√−g
∂t
)
Ψ− ϕ
2
+
◦
Dk
gkj
M
(
1
c
K 0j (Dt +Mc
2) +K lj Dl
)
Ψ+ ϕ
2
=Mc2
Ψ+ ϕ
2
.
From whence, neglecting the small component ϕ in comparison with the big Ψ, we obtain(
Dt + (K
0
0 − 1)(Dt +Mc2) +K k0 cDk
) Ψ
2
= −Mc2 ϕ , (13.52)(
Dt +
i~√−g
∂
√−g
∂t
)
Ψ
2
+
◦
Dk
gkj
M
(
1
c
K 0j (Dt +Mc
2) +K lj Dl
)
Ψ
2
=Mc2ϕ . (13.53)
We assume that the energy of nonrelativistic particles are much smaller than the rest energy,
that is, we apply the approximation (Dt+Mc
2) ≈Mc2. As a result, the first and second equations
are simplified (
Dt + (K
0
0 − 1)Mc2 +K k0 cDk
) Ψ
2
= −Mc2 ϕ , (13.54)(
Dt +
i~√−g
∂
√−g
∂t
)
Ψ
2
+
◦
Dk
gkj
M
(
McK 0j +K
l
j Dl
) Ψ
2
=Mc2ϕ . (13.55)
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With the help of (13.54), one can eliminate the small component ϕ from the equation (13.55), so
we get
(Dt +
i~√−g
∂
∂t
√−g) Ψ
2
+
◦
Dk
gkj
M
(
McK 0j +K
k
j Dk
) Ψ
2
= −
(
Dt + (K
0
0 − 1)Mc2 +K k0 cDk
) Ψ
2
,
or(
Dt +
i~
2
√−g
∂
√−g
∂t
+
1
2
[(K 00 − 1)Mc2 +K k0 cDk]
)
Ψ =
◦
Dk
(−gkj)
2M
[
K lj Dl +McK
0
j
]
Ψ . (13.56)
With the substitution Ψ =⇒ (−g)−1/4 Ψ, equation (13.56) reads simpler
Dt Ψ =
1
2M
◦
Dk (−gkj)
(
K lj Dl +McK
0
j
)
Ψ− 1
2
(
(K 00 − 1)Mc2 +K j0 cDj
)
Ψ . (13.57)
This is the nonrelativistic Schro¨dinger equation for the Cox’s particle.
Let us specify the case of the presence of only magnetic field, then the Schro¨dinger equation
(13.57) becomes much simpler
Dt Ψ =
1
2M
◦
Dk (−gkj)K lj Dl Ψ . (13.58)
Let us detail the operator K lj Dl:
K l1 Dl = K
1
1 D1 +K
2
1 D2 +K
3
1 D3 =
1
µ2 + λ2BiBi
[ µ2D1 + µλ(B2D
3 −B3D2) + λ2B1 (BiDi) ] ,
K l2 Dl = K
1
2 D1 +K
2
2 D2 +K
3
2 D3 =
1
µ2 + λ2BiBi
[ µ2D2 + µλ(B3D
1 −B1D3) + λ2B2 ( ~B ~D) ] ,
K l3 Dl = K
1
3 D1 +K
2
3 D2 +K
3
3 D3 =
1
µ2 + λ2BiBi
[ µ2D3 + µλ(B1D
2 −B2D1) + λ2B3 (BiDi) ] .
Thus, we have (we use the notation Γ = λ/µ)
∗
D1= K
l
1 Dl =
1
1 + Γ2BiBi
[
D1 + Γ(B2D
3 −B3D2) + Γ2B1 (BiDi)
]
,
∗
D2= K
l
2 Dl =
1
1 + Γ2BiBi
[
D2 + Γ(B3D
1 −B1D3) + Γ2B2 ( ~B ~D)
]
,
∗
D3= K
l
3 Dl =
1
1 + Γ2BiBi
[
D3 + Γ(B1D
2 −B2D1) + Γ2B3 (BiDi)
]
. (13.59)
Therefore, the equation (13.58) can be written in a compact form as follows
Dt Ψ = − 1
2M
◦
Dk g
kj(x)
∗
Dj Ψ . (13.60)
In the case of the Cartesian coordinates of the flat space, metric tensor is trivial, and the
equation is simplified
Dt Ψ =
1
2M
~D
(
~D − Γ ~B × ~D + Γ2 ~B( ~B ~D)
1 + Γ2 ~B 2
)
Ψ . (13.61)
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If the magnetic field in the flat space is uniform, equation (13.61) can be simplified yet more
Dt Ψ =
1
2M
1
1 + Γ2 ~B 2
(
~D2 − Γ ~D( ~B × ~D) + Γ2 ( ~B ~D)2
)
Ψ . (13.62)
Due to the identity ~D( ~B × ~D) = +ie~c ~B 2 , the equation (13.62) can be represented as follows:
Dt Ψ =
1
2M
1
1 + Γ2 ~B 2
(
~D2 − ie~
c
Γ ~B 2 + Γ2 ( ~B ~D)2
)
Ψ . (13.63)
Note that the presence of the term i(e~/c)Γ ~B 2 means that the parameter Γ must be purely
imaginary. The explicit form of (13.63) also implies that there is a steady shift of all levels on the
value determined by the amplitude of the magnetic field and the parameter iΓ.
Now consider the case of a uniform electric field.The operator K lj Dl + µK
0
j is
K l1 Dl + µK
0
1 =
1
1 + Γ2EiEi
[
D1 + Γ
2(EiE
i)D1 + Γ
2E1(E
iDi) + µΓE1)
]
,
K l2 Dl + µK
0
2 =
1
1 + Γ2EiEi
[
D2 + Γ
2(EiE
i)D2 + Γ
2E2(E
iDi) + µΓE2)
]
,
K l3 Dl + µK
0
3 =
1
1 + Γ2EiEi
[
D3 + Γ
2(EiE
i)D3 + Γ
2E3(E
iDi) + µΓE3)
]
,
thus
(K lj Dl + µK
0
j ) =
1
1 + Γ2EiEi
[
Dj + Γ
2(EiE
i)Dj + Γ
2Ej(E
iDi) + µΓEj
]
. (13.64)
So we have the representation
(K 00 − 1)Mc2 +K j0 cDj = −c
Γ2EiE
iµ+ ΓEjDj
1 + Γ2EiEi
. (13.65)
Thus, we get(
Dt − c Γ
2EiE
iµ+ ΓEjDj
2(1 + Γ2EiEi)
)
Ψ =
1
2M
◦
Dk (−gkj)
[
Dj +
Γ2Ej(E
iDi) + µΓEj
1 + Γ2EiEi
]
Ψ ; (13.66)
this is the Schro¨dinger equation for a Cox’s particle in the electric field.
No we examine the initial complete Cox’s system of equations [1] which includes symmetric and
antisymmetric tensors:
λ1D
βΦβ − µΦ = 0, λ∗1DβΦ+ λ2DαΦ[αβ] − λ3DαΦ(αβ) − µΦβ = 0,
λ∗2(DαΦβ −DβΦα)− µΦ[αβ] = 0, λ∗3(DαΦβ +DβΦα −
1
2
gαβD
ρΦρ)− µΦ(αβ) = 0, (13.67)
where the auxiliary numerical parameters λ1, λ2, λ3 subject to the additional constraints
λ2λ
∗
2 − λ3λ∗3 = 0 , λ1λ∗1 −
3
2
λ3λ
∗
3 = 1 ; (13.68)
symbolDα denotes the derivative, which takes into account the presence of external electromagnetic
and gravitational fields
Dα = i~∇α − e
c
Aα , µ =Mc .
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With the help of the third and the fourth equations in (13.67), let us exclude tensor components
µ−1 (λ∗2(DαΦβ −DβΦα)) = Φ[αβ],
µ−1λ∗3(DαΦβ +DβΦα −
1
2
gαβD
ρΦρ) = Φ(αβ), (13.69)
in the two other:
λ1D
βΦβ − µΦ = 0 , (13.70)
λ∗1DβΦ+ λ2D
αµ−1 [λ∗2(DαΦβ −DβΦα)]
−λ3Dαµ−1λ∗3(DαΦβ +DβΦα −
1
2
gαβD
ρΦρ)− µΦβ = 0 . (13.71)
Eq. (13.71) can be presented as
λ∗1DβΦ− µ−1(λ2λ∗2 + λ3λ∗3) DαDβΦα +
1
2
µ−1λ3λ
∗
3 DβD
ρΦρ − µΦβ = 0 . (13.72)
In view of (13.68), one can apply identity
(λ2λ
∗
2 + λ3λ
∗
3) = 2λ3λ
∗
3 ;
hence
λ∗1DβΦ− µ−12λ3λ∗3 DαDβΦα +
1
2
µ−1λ3λ
∗
3 DβDαΦ
α − µΦβ = 0 . (13.73)
We use the identity
DαDβΦ
α = DβDαΦ
α + (DαDβ −DβDα)Φα = DβDαΦα + ~2
(
−i e
~c
Fαβ −Rαβ
)
Φaα,
(13.74)
equation (13.73) can be converted to the following one
λ∗1DβΦ+ µ
−12λ3λ
∗
3 ~
2
(
i
e
c
Fαβ +Rαβ
)
Φα − 3
2
µ−1λ3λ
∗
3 Dβ(DαΦ
α)− µΦβ = 0 . (13.75)
Taking into account the equation (13.70)
DαΦ
α =
µ
λ1
Φ ,
one produces
λ1λ
∗
1DβΦ+ µ
−12λ3λ
∗
3 ~
2
(
i
e
~c
Fαβ +Rαβ
)
λ1Φ
α − 3
2
λ3λ
∗
3 DβΦ− µλ1Φβ = 0 . (13.76)
With the use of the second condition in (13.68)
λ1λ
∗
1 −
3
2
λ3λ
∗
3 = 1
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on simplifies eq. (13.76) to the form
DβΦ+ µ
−12λ3λ
∗
3 ~
2
(
i
e
~c
Fαβ +Rαβ
)
λ1Φ
α − µλ1Φβ = 0 . (13.77)
One should remember on additional equation (13.70)
λ1D
βΦβ − µΦ = 0 . (13.78)
The parameter λ1 can be included in the designation of vector components λ1Φβ −→ Φβ ; so
we arrive at the extended Proca equations
DβΦβ − µΦ = 0 , DβΦ− µΦβ − i ~
2
Mc
(2λ3λ
∗
3)
( e
~c
Fβα + iRβα
)
Φα = 0 . (13.79)
These equations should be compared with Proca-like system used above
DβΦβ − µΦ = 0 , DβΦ− µΦβ − λFβαΦα = 0 ; (13.80)
they correlate if (note that λ is an imaginary number)
λ =
~
2
Mc
e
~c
(2iλ3λ
∗
3) . (13.81)
Obviously, the system (13.79) is more general than (13.80), it takes into account non-minimal
interaction of the Cox’s scalar particle with external geometric background through the Ricci tensor.
Equations (13.79) can be rewritten as
DβΦβ − µΦ = 0 , DβΦ− λ
(
Fβα + i
~c
e
Rβα
)
Φα − µΦβ = 0 . (13.82)
In the absence of the electromagnetic field, equations (13.82) are simplified (parameter iλ is a
real-valued)
DβΦβ = µΦ , DβΦ =
(
iλ
~c
e
Rβα(x) + µ gβα(x)
)
Φα . (13.83)
This is purely geometric modification of the theory of a scalar particle in the Cox’s approach.
Finally, let us find the tensor (Λ−1) βα when the Ricci tensor is taken into account. To this end,
we write equation (13.83) in the form (λ∗ = −λ; temporarily the coefficient ~ce will be a part of
designation of the Ricci tensor)
DβΦβ = µΦ , [µδ
β
α + λ(F
β
α + iR
β
α )]Φβ = DαΦ . (13.84)
With the use of the notation
Λ βα = µδ
β
α + λ(F
β
α + iR
β
α ) (13.85)
equation (13.84) can be written as:
Φρ = (Λ
−1) αρ DαΦ , D
ρΦρ = µΦ . (13.86)
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From this it follows a generalized scalar equation[
Dρ(Λ−1) αρ (x)Dα − µ
]
Φ(x) = 0 . (13.87)
Since the characteristic equation for the matrix F βα + iR
β
α = G
β
α :
G4 = g0 + g1G+ g2G
2 + g3G
3 (13.88)
allows us to express the fourth power of the matrix G through I,G,G2, G3, we can look for the
inverse matrix in the form
(Λ−1) αρ = λ0 + λ1G+ λ2G
2 + λ3G
3 . (13.89)
From the equation ΛΛ−1 = I if follows
I = (µ+ λG)(λ0 + λ1G+ λ2G
2 + λ3G
3)
= µλ0 + µλ1G+ µλ2G
2 + µλ3G
3
+λλ0G+ λλ1G
2 + λλ2G
3
+λλ3(g0 + g1G+ g2G
2 + g3G
3) ;
so we obtain the linear system
I : µλ0 + λλ3g0 = 1 ,
G : µλ1 + λλ0 + λλ3g1 = 0 ,
G2 : µλ2 + λλ1 + λλ3g2 = 0 ,
G3 : µλ3 + λλ2 + λλ3g3 = 0 . (13.90)
We write the system in the matrix form

µ 0 0 λg0
λ µ 0 λg1
0 λ µ λg2
0 0 λ µ+ λg3


∣∣∣∣∣∣∣∣
λ0
λ1
λ2
λ3
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
1
0
0
0
∣∣∣∣∣∣∣∣
. (13.91)
Its solution is
λ0 =
−(µ3 + µ2λg3 − µλ2g2 + λ3g1)
−µ4 − µ3λg3 + µ2λ2g2 − µλ3g1 + λ4g0 ,
λ1 =
−(−µ2λ− µλ2g3 + λ3g2)
−µ4 − µ3λg3 + µ2λ2g2 − µλ3g1 + λ4g0 ,
λ2 =
−(µλ2 + λ3g3)
−µ4 − µ3λg3 + µ2λ2g2 − µλ3g1 + λ4g0 ,
λ3 =
λ3
−µ4 − µ3λg3 + µ2λ2g2 − µλ3g1 + λ4g0 .
We introduce new notation
g0 = p4, g1 = p3, g2 = p2, g3 = p1 ,
G4 = p1G
3 + p2G
2 + p3G+ p4 , (13.92)
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then
λ0 =
µ3 + µ2λp1 − µλ2p2 + λ3p3
µ4 + µ3λp1 − µ2λ2p2 + µλ3p3 − λ4p4 ,
λ1 =
−µ2λ− µ, λ2p1 + λ3p2
µ4 + µ3λp1 − µ2λ2p2 + µλ3p3 − λ4p4 ,
λ2 =
µλ2 + λ3p1
µ4 + µ3λp1 − µ2λ2p2 + µλ3p3 − λ4p4 ,
λ3 =
−λ3
µ4 + µ3λp1 − µ2λ2p2 + µλ3p3 − λ4p4 ;
(13.93)
recall that
(Λ−1) αρ = λ0 + λ1G+ λ2G
2 + λ3G
3 .
Degrees of the matrix G we can associate the following invariants (see Chap. IV in [9]):
Sp(G) = g1 + g2 + g3 + g4 = s1 , s1 = G
α
α (x) ,
Sp(G2) = g21 + g
2
2 + g
2
3 + g
2
4 = s2 , s2 = G
ρ
α (x)G
α
ρ (x) ,
Sp(G3) = g31 + g
3
2 + g
3
3 + g
3
4 = s3 , s3 = G
ρ
α (x)G
σ
ρ (x)G
α
σ (x) ,
Sp(G4) = g41 + g
4
2 + g
4
3 + g
4
4 = s4 , s4 = G
ρ
α (x)G
δ
ρ (x)G
σ
δ (x)G
α
σ (x); (13.94)
from these place the quantities g1, ..., g4 stand for four eigenvalues of the matrix G.
Invariants si and pi obey the Newton recurrence formulas [9]:
p1 = s1 = Sp(G) , p2 =
1
2
(s2 − p1s1) = 1
2
[
Sp(G2)− p1Sp(G)
]
,
p3 =
1
3
(s3 − p1s2 − p2s1) = 1
3
[
Sp(G3)− p1Sp(G2)− p2Sp(G)
]
,
p4 =
1
4
(s4 − p1s3 − p2s2 − p3s1) = 1
4
[Sp(G4)− p1Sp(G3)− p2Sp(G2)− p3Sp(G)].
From this it follow the following representations for the invariants pi:
p1 = Sp(G) , p2 =
1
2
Sp(G2)− 1
2
Sp2(G) ,
p3 =
1
3
[
Sp(G3)− Sp(G)Sp(G2)− 1
2
(
Sp(G2)− Sp2(G)) Sp(G)]
=
1
3
Sp(G3)− 1
2
Sp(G2)Sp(G) +
1
6
Sp3(G) ,
p4 =
1
4
[
Sp(G4)− Sp(G)Sp(G3)− 1
2
Sp2(G2) +
1
2
Sp2(G)Sp(G2)
−1
3
Sp(G3)Sp(G) +
1
2
Sp(G2)Sp2(G)− 1
6
Sp3(G)Sp(G)
]
;
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finally for p4 we find the expression
p4 =
1
4
[
Sp(G4)− 4
3
Sp(G)Sp(G3)− 1
2
Sp2(G2) + Sp2(G)Sp(G2)− 1
6
Sp4(G)
]
.
In the case when the matrix G is antisymmetric, we have the equality
G˜ = −G, p1 = SpG = 0,
G˜3 = −G3, Sp(G3) = 0 ,
p1 = 0, p2 =
1
2
Sp(G2),
p3 = 0, p4 =
1
4
Sp(G4) +
1
8
Sp2(G2) . (13.95)
and the characteristic equation (9.7) takes the form
G4 − p2G2 − p4 = 0 , (13.96)
this case is realized in the construction of the characteristic polynomial for the electromagnetic
tensor. In this case, the relations (13.93) become more simple
λ0 =
µ3 − µλ2 p2
µ4 − µ2 λ2 p2 − λ4 p4 ,
λ1 =
−µ2 λ+ λ3 p2
µ4 − µ2 λ2 p2 − λ4 p4 ,
λ2 =
µλ2
µ4 − µ2 λ2 p2 − λ4 p4 ,
λ3 =
−λ3
µ4 − µ2 λ2 p2 − λ4 p4 . (13.97)
For additional verification we consider the simple case in absence of electromagnetic tensor when
additionally the space-time is described by the Ricci tensor of the following simple form (elementary
examples are the de Sitter spaces)
Gαβ =
R
4
gαβ, G
β
α =
R
4
δ βα ,
SpG = R, Sp(G2) =
1
4
R2,
Sp(G3) =
1
42
R3, Sp(G4) =
1
43
R4, (13.98)
that is
p1 = R , p2 =
1
2
1
4
R2 − 1
2
R2 = −3
8
R2 ,
p3 =
1
3
1
16
R3 − 1
2
1
4
R2R+
1
6
R3 =
1
16
R3 ,
p4 =
1
4
[
1
16 · 4R
4 − 4
3
R
1
16
R3 − 1
2
1
16
R4 +R2
1
4
R2 − 1
6
R4
]
= − 1
44
R4 . (13.99)
34
Expressions for pi correspond to the following characteristic equation
G = (G βα ), (G−
R
4
)4 = 0 . (13.100)
Note that in the case of the presence of a geometric background
DβΦ− λ
(
Fβα + i
~c
e
R
4
gβα
)
Φα − µΦβ = 0 ,
DβΦβ − µΦ = 0 ; (13.101)
and in the absence of an external electromagnetic field, the system of equations (13.101) looks as
follows
DβΦβ =McΦ , DβΦ =
(
Mc+ iλ
~c
e
R
4
)
Φβ . (13.102)
In particular, in the case of the de Sitter spaces (R(x) = R) is equivalent to an effective additive
(with a plus or minus) to the mass of the particle
DβΦβ =McΦ , DβΦ =
(
Mc+ iλ
~c
e
R
4
)
Φβ ; (13.103)
14 Conclusion
Relativistic theory of the Cox’s scalar not point-like particle with intrinsic structure is developed
on the background of arbitrary curved space-time. It is shown that in the most general form, the
extended Proca-like tensor first order system of equations contains non minimal interaction terms
through electromagnetic tensor Fαβ and Ricci tensor Rαβ.
In relativistic Cox’s theory, the limiting procedure to non-relativistic approximation is per-
formed in a special class of curved space-time models. This theory is specified in simple geometri-
cal backgrounds: Euclid’s, Lobachevsky’s, and Riemann’s. Wave equation for the Cox’s particle is
solved exactly in presence of external uniform magnetic and electric fields in the case of Minkowski
space. Non-trivial additional structure of the particle modifies the frequency of a quantum os-
cillator arising effectively in presence if external magnetic field. Extension of these problems to
the case of the hyperbolic Lobachevsky space is examined. In presence of the magnetic field, the
quantum problem in radial variable has been solved exactly; the quantum motion in z-direction is
described by 1-dimensional Schro¨dinger-like equation in an effective potential which turns out to
be too difficult for analytical treatment. In the presence of electric field, the situation is similar.
The same analysis has been performed for spherical Riemann space model.
General conclusion can be done: the effects of large scale structure of the Universe depends
greatly on the form of basic equations for elementary particle, any modifications of them lead to
new physical phenomena due to non-Euclidean geometry background.
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