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I. INTRODUCTION
T HE unprecedented adoption of smart mobile devices has dramatically contributed to the era of "Big Data." According to the recent study, as the year of 2014, the mobile ends produce an incredibly 10.7 ExaBytes (10.7 * 10 18 ) of mobile data. Furthermore, the size of the data is still under an annual growth with 40 percent [1] . It is believed and expected that such a huge volume of data will accelerate the remodeling of all crucial components in wireless networks. On one critical aspect, while mobile devices are already well-designed and capable for generating and processing relatively big data, the underlying data The authors are with the Department of Computer Science, Georgia State University, Atlanta, GA 30302, USA (e-mail: xzheng7@student. gsu.edu; zcai@gsu.edu).
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transmission strategy is still not thoroughly considered to carry big data. In this work, we will consider this issue and design a framework to handle real-time big data in wireless networks. Nowadays, big data systems have become both complicated and integrated [2] . As the purposes of these systems keep enriching, some of them start to request a realtime interaction with the users instead of simple data exchange and computation [3] . This is considered as a natural extension in the velocity domain of big data. Remarkable applications include online video streaming [4] , augmented reality [5] , smart cities [6] , etc. As a consequence, handling real-time big data becomes a novel challenge for big data systems. Besides the typical timely assignment and completion of tasks in a data center, the collection and delivery of tasks via wireless networks are also time-sensitive. Furthermore, these real-time applications also request a tighter interaction with the end users [7] , which is quite different from classical data-centric applications. Therefore, one must design a fine-grained mechanism for resource allocation during data transmission. When turning to wireless networks, it refers to a scheme regarding the set of data delivered to some users in every time period. Such a design is even more critical considering the full usage of the limited bandwidth in wireless networks by these applications.
We take online video delivery as a case study in this article, which dominates more than half of the current mobile data traffic [8] . The video data also follows the 3 V principles of big data. Volume: in most cases, a majority part of wireless bandwidth is fully occupied by this type of data. Variety: due to the existence of variable bitrate techniques (VBR) and adaptive bitrate techniques (ABR), the traffic load of each video varies over time. Velocity: video requests should be responded timely, thus, video data should be delivered in a real-time manner. More specifically, within online video streaming systems, videos are stored in the data center and delivered to end users upon requests. Each video should reach the users in a short time and are usually played in a batched manner. In every few seconds, a media player checks the buffer to extract video data for the next interval. A frozen image, also known as rebuffering, occurs when the media player finds that the corresponding data have not been received yet. Users expect their videos to be played smoothly. They are likely to exit the playback after several occurrences of frozen images [9] , resulting in poor user experience. Furthermore, current videos are usually encoded through the VBR [10] , then the incurred traffic could be fluctuant and different for different playback intervals. The two types of features also apply to online radio, online games, continuous tasks in Internet of things [11] , etc. As a result, besides the endeavor to broaden bandwidth, like the design of 5G networks [12] , a thorough study on the delivery of real-time big data could also help with handling big data in wireless networks.
Unfortunately, the delivery of real-time big data has not been well studied, although many schemes are designed to handle general data transmission in wireless environment. Most existing works are designed to either maximize the total throughput [13] or ensure various quality of service or quality of experience (QoE) requirements [14] - [16] . However, they are still not taking both features mentioned in previous paragraph into consideration, which makes them less effective for big data delivery.
To mitigate this gap, we propose a novel framework for the delivery of real-time big data in wireless networks. Specifically, we use video delivery as our study case in this paper. On the one hand, it is a primary type of data transmission in current wireless networks. On the other hand, the study can easily be extended to real-time data transmission for other applications since they share common features. Our framework for video delivery considers the following two issues.
1) Serving more users: When the bandwidth is fully occupied, can we serve more users with an acceptable number of rebufferings? 2) Maintaining the rebufferings: For the assigned users, with the fluctuation of traffic load in each interval, how to control and balance the occurrence of rebufferings? Generally, the novel mechanism for video delivery consists of two parts: request assignment and bandwidth allocation. The first component determines the assignment of newly coming requests based on the expected numbers of rebufferings for existing requests, while the second component utilizes the VBR technique to balance the numbers of rebufferings among these requests. The optimization goal is to serve a maximum number of requests under tolerable occurrence of rebufferings. We demonstrate that the design of an optimal scheduling policy is NP-complete, and propose a mechanism to obtain an approximate solution. To the best of our knowledge, this is the first work to design a scheduling policy that shares bandwidth among videos with the comprehensive consideration on both VBR and rebuffering expectation. Our main contributions are summarized as follows.
1) We propose a novel network model of packet delivery for online video streaming, which considers rebuffering expectation, fluctuation on the number of packets in each batch, and multiple accessible access points (APs for short) for a new request. Notice that our framework works for both the APs and the base stations. For simplicity, we use "access point" in the remaining parts. 2) We design a novel scheduling policy that can assign new requests to some APs and manage the underlying packet transmissions. It can devise a fine-grained scheme on the allocation of network resource among different requests. 3) We perform a thorough theoretical analysis on the performance of our policy. 4) The simulation results show that our scheduling policy has a good performance on both rebuffering control and the total number of served requests.
The rest of the paper is organized as follows. Section II reviews the related works. Section III introduces the detailed network model. Section IV formulates the problem and proposes the approximate scheduling policy together with theoretical analysis on its performance. Section V discusses the applicability of the proposed scheduling policy. Section VI presents the simulation results. We conclude the paper in Section VII.
II. RELATED WORKS
The handling of real-time big data is considered in several works. For example, Basanta-Val et al. [17] extended the Apache Storm to support the delivery of streams. The work proposed a novel prediction model to improve the service among streams. Other big data techniques like map-reduce are also extended to fit for the real-time big data [18] , [19] . However, these works mainly focus on data processing in clusters or processors, which can hardly be used for the data collection and delivery outside a data center, especially for the big data in wireless networks. Big data collection is also essential for large scale wireless sensor networks [20] or Internet of things. Their main strategy is to collect the critical [21] or kernel [22] part of the sensory data while discarding the others. Therefore, these solutions can not fit the considered scenarios since all data are requested to be transmitted in this work.
Some works study the application-level scheduling problem in wireless networks. Wu et al. [23] proposed a scheme that schedules tasks on a large time scale. It periodically selects tasks with better channel condition and longer waiting time. It lacked the detailed design for small time scale, which is a core problem in video streaming. Hou et al. [15] used a modified earliest deadline first (EDF) policy to deliver video stream. It allocates the bandwidth to each user according to their average traffic size. It is inapplicable for the applications with fluctuation on its real-time traffic, which exists in videos with the VBR techniques. Zheng et al. [16] proposed a scheduling policy considering fluctuation. However, it did not consider the rebuffering expectation. In their network model, a video is assumed to be dropped once rebuffered. Shi et al. implemented a framework [9] to collect information from a network and use delay to decrease the peak traffic in small time scale. Their work has the similar idea with ours, i.e., using delay to ease time slots with high load. However, their work is not designed to maintain rebuffering and cannot maximize the number of served video requests.
Admission control for video streaming has also been investigated in [24] . They were designed to make a tradeoff among the number of supported users, average transmission rate per user, and rate stability. The results can be utilized for different scenarios or optimal objects, but do not apply to our problem. The packet delivering problem in this paper considers both supporting more users and a detailed scheme for transmission in small time scale.
The bitrate adaption is another body of work in video delivering [4] . Many video websites provide videos encoded in multiple bitrates. Then numerous adaptive bit rate selection algorithms were designed to balance high bitrate and smooth playback of 
videos. They mainly determine the bit rate according to the estimation on bandwidth [4] , remaining packets in buffer [10] , or a combination of them [25] . These works reduce rebuffering by converting among different bitrates, while our problem focuses on videos with a single bitrate.
Finally, some works investigate and model QoE of video streaming [7] . They validated multiple metrics including join time, buffering ratio, average bitrate, underlying coding techniques [26] , etc. Based on their experiments and analysis, the ratio of rebuffering and average bitrate are the essential criteria for the engagement. They also provide a corresponding model to predicate QoE, which takes the two criteria into consideration. However, these works do not provide fine-grained solutions for how to control rebufferings.
III. BACKGROUND: NETWORK MODEL

A. APs and Video Playback
There are M APs {A 1 , A 2 , . . . , A M } deployed in a target area with identical capability and coverage area. The area is partitioned into N subregions, each of which is within the transmission range of different sets of APs. We denote these subregions as {l 1 , l 2 , . . . , l N } ( Fig. 1 is an instance with three APs and five subregions). The service provider will assign each mobile end user to one access point according to the user's traffic pattern, location, and the capability of nearby APs. Due to interference, each AP can send packets to only one end user at a time, and an end user can only receive packets from one single AP. Also owing to the transitional region phenomenon, many network links are unreliable [27] . Therefore, it is more realistic to assign a certain probability p 0 for a successful transmission, i.e., in each time slot, a packet can be successfully transmitted with probability p 0 . In this paper, all packets have the same size. Actually, our framework works for UMTS, LTE, and WiFi networks, where the resource (e.g., time slots) can be scheduled for each user.
A video plays in a batched manner. Each playback interval contains t 0 slots. The actual length of an interval is usually several seconds. There are multiple candidates on the definitions of bandwidth according to the underlying communication techniques. For simplicity, in this paper, the bandwidth is accordingly represented by the number of time slots in an interval. A larger t 0 refers to a bigger bandwidth. The unit arriving rates of new video requests per slot are identical in the whole area. It follows a Bernoulli distribution of P (λ = 1) = λ u , and
Then the expectation of arriving rate λ 0 for the whole area per interval is
The set of candidate videos are V = {v 1 , where r max , r min is the maximum and minimum average bitrate among all videos. The chance of a video to appear in a new request follows probability h(v i ), i = 1, 2, . . . , k, and
Note that this probability can be inferred from historical data by a service provider. The function h(·) is also denoted as the request distribution on all videos.
During playback, the media player periodically extracts packets from the buffer at the start of every interval. For instance, the media player plays the video for 4 s and then gets the corresponding packets from the buffer to support the playback in the next 4 s. A video can stay in smooth playback if the media player always gets the set of packets containing the frames of the next batch. We define the numbers of packets in each batch of video v i as {b i1 , b i2 , . . . , b iT i }. The number of packets in each batch may vary due to the VBR technique. Meanwhile, we have
where i = 1, 2, . . . , k, j = 1, 2, . . . , T i , and α is a small constant. The image will be frozen when the media player checks the buffer and a proportion of packets for the next interval has not arrived yet. In this case, the media player will pause the video for an interval and then try to recover at the start of the next interval. We call this a rebuffering on the video. A user will not drop the video with a small number of rebufferings. The tolerance factor of the user is , which means a user will quit the video v i when the number of rebuffering is more than · T i . To derive the actual size of is beyond the scope of this work, and we only assume the existence of such a factor. Finally, we simply set the preloading time as two intervals to focus on the scheduling problem.
B. Other Assumptions
In this work, a scheduling policy consists of two parts. First,during each interval, it determines whether to assign a new arrival request to an AP or drop it. Second, at the beginning of each interval, it determines the set of requests and their corresponding sets of packets to transmit in the current interval for every AP. These packets will be stored in each user's buffer and 
Indicator for ith globally arriving request assigned to j th AP checked at the beginning of the next interval. The total number of selected packets does not exceed the bandwidth.
We have some other parameters as follows. q j i is the jth video request that is assigned to AP A j . rb j i (t) is the number of rebufferings for the ith video request of A j in the tth interval. n j i refers to the ID of the video in the request. p ij is a indicator for the assignment, where p ij = 1 means the ith globally arriving request is assigned to the jth AP. p ij is simply used to formulate our problem in section IV.
Finally, the performance of a scheduling policy is defined as follows.
Definition 1: With arriving rate λ 0 , the efficiency ratio of a scheduling policy Λ is
where s[t] is the maximum number of video requests that can be successfully played by the end of the tth interval under some scheduling policies, and s Λ [t] refers to the total number of requests served by Λ. Here, successful playback means the number of rebufferings of a video does not exceed the threshold. We also say the request or video is served in this case. The goal of our work is to design a scheduling policy that guarantees a good efficiency ratio under any arriving rate.
In this paper, something happens with high probability (w.h.p.) means that it happens with a probability close to 1. We summary the symbols in Table I .
IV. SOLUTION: PROBLEM FORMULATION AND APPROXIMATION ALGORITHM
A. Problem Formulation
In order to maximize the number of served requests, the scheduling policy should consider two parts. First, a set of video requests can be potentially served even if their total bitrate is larger than the bandwidth. This is due to the expectation and tolerance on rebuffering. The scheduling policy can potentially rebuffer some videos in each interval to decrease the overloaded traffic. Second, the scheduling policy should carefully organize the set of packets to deliver in each interval. Otherwise, some requests will get rebuffered frequently and be dropped shortly.
Then the scheduling policy needs to determine whether to assign or drop a newly arrived request and assign the set of requests to transmit during each interval. The goal of the policy is to maximize the total number of served requests during a long time period. Assume there are totally K requests arrives during a long period, we can formulate the problem as follows:
Ar i and De i refer to the arrival and leaving interval for request i, n i is the index of the video in request i, and G j i (t) is the number of packets delivered from request i on AP A j during the tth interval. Constraint (3) means each request is assigned to at most one AP. Constraint (4) means the stay of each video is no more than 1 + of its original intervals. Constraint (5) bounds the number of rebuffering for each assigned video below rebuffering expectation. Constraint (6) ensures the total number of packets in each interval will not exceed the bandwidth of every AP. The bandwidth refers to the number of available slots in each interval, which is t 0 .
The system has no accurate knowledge on the new arriving requests in real world. Actually, the design of an optimal solution is NP-complete even with the knowledge of arriving time of all requests when the arriving rate is large. Next, we want to demonstrate that our problem can be reduced from the 0-1 integer knapsack problem. Consider the scenario where the new requests only appear in the region covered by a single AP. Assume there are sufficient requests and assigning them all is infeasible. We consider the case where the tolerance factor is 0, that is, users cannot bear any rebuffering. Considering that in an arbitrary interval, the system tries to assign new video requests to an AP. Each assigned request refers to a set of packets to be delivered in the interval, and the total number of delivered packets is constrained below the bandwidth. Then each instance in the 0-1 integer knapsack problem refers to an instance in our problem, which demonstrate that the 0-1 integer knapsack problem is a subproblem of ours, and our problem is NP-complete.
B. Design of Approximation Algorithms
As we know, the knapsack problem can always lead to some bad result for any online approximation algorithm. In this part, we propose a scheduling policy that can achieve a good performance w.h.p. We first introduce the detailed design of the policy. It has two independent components, new request assignment and bandwidth allocation. We further analyze the computation complexity of the scheduling policy. In the performance analysis part, we prove the existence of an upper bound and a lower bound on the total number of the served requests with a fixed request arriving rate. The efficiency ratio can be directly derived from them.
1) Balanced One-Step Rebuffering Scheduling Policy:
In this part, we introduce our approximation algorithm, the Balanced One-Step Rebuffering scheduling policy (BOSR for short). It has two components: new request assignment phase and bandwidth allocation phase. The first phase will be executed when new requests arrive. Bandwidth allocation happens at the beginning of each interval.
The object of the new request assignment phase is to choose a proper set of requests for each AP, so as to maintain and balance the loads among all APs. Both rebuffering expectation and unreliable links should be taken into account. The first factor allows a radical estimation on load, while the second one requires a conservative judgement. As a result, BOSR estimates the modified bitrate r i of each video as follows.
The new bitrate looses the original one by (1 + ) to capture the benefit of rebuffering. It also provides a rational compensation for unreliable links, which is the expected number of retransmissions
. It is worth mentioning that such a compensation has a theoretical guarantee on transmission when it is increased by a constant time, although BOSR will not focus on this part.
To maintain work load, BOSR no longer assigns a new request to some APs when their total modified bitrate exceeds the bandwidth. Meanwhile, the new request will be assigned to the AP with the largest remaining bandwidth, when it is within the subregion l i covered by multiple APs with sufficient bandwidth. This mechanism balances the loads among all APs. The difference can be approximately bounded by the maximum bitrate r max .
Another object is to serve more requests with limited bandwidth. As the average arriving rate and the appearance probability of each video are already known, we can estimate the composition of arriving video requests. Then BOSR can serve those videos with relatively low bandwidth consumption, yet to maximize the utilization of a network.
Let
where θ ≥ 1 and X 0 = min{X 0 , k}, and λ 0 p 0 N refers to the expected number of packets transmitted per slot.
BOSR only assigns the videos that rank before v X 0 in V . This principle considers both bandwidth consumption per interval and long-term performance. The reason to select θ will be discussed after we prove Lemma 3. It actually refers to an upper bound on the maximum number of served requests when θ = 1.
BOSR runs the bandwidth allocation phase on every AP at the beginning of each interval. It determines the set of videos and their corresponding numbers of packets to transmit in the current interval. These packets will potentially support the playback for the next or more subsequent intervals. Thus, BOSR allocates bandwidth to videos whose packets for the next batch have not been delivered yet first. This mechanism is designed to preferentially avoid the rebuffering in the next interval. The remaining bandwidth will be iteratively allocated to the video with the minimum number of packets in its subsequent batch.
However, the total number of the undelivered packets in the next batches of videos may exceed the bandwidth, since the actual number of the packets in each batch fluctuates around the average bitrate. To this point, BOSR will first rebuffer the videos whose occurrence of rebufferings has not approached to the tolerance ratio, i.e., it will not rebuffer the videos with only one rebuffering to be dropped when possible. This scenario will happen when all the remaining videos have only one allowable rebuffering and the bandwidth is still insufficient. Otherwise, BOSR always rebuffer the video with the maximum number of packets in the next batch until the bandwidth is sufficient for the remaining videos. All the rebuffered videos keep waiting in the current interval. We call it one-step policy since it ignores the size of traffic in the following intervals.
The media player can extract packets from the buffer at the beginning of each interval, and a rebuffering occurs when the packets for the current interval are not ready yet. The player will try to recover the playback at the next interval. Users will drop the video when the total number of rebufferings exceeds the threshold.
The time complexity of new request assignment is O(λ 0 · M ), since BOSR will potentially assign each new request to one of the M APs. The time complexity of bandwidth allocation is O((
The bandwidth allocation will scan all videos and select one to transmit in the current interval. The total number of requests is less than
. This procedure will take . A set of requests cannot be served simultaneously when the total resource requirement is larger than t 0 · T . We adopt this idea to derive an upper bound on the number of served requests. It is trivial to show that choosing videos with a small number of packets will save network resource in a long term. Then an optimal strategy is to fill up each AP with videos with fewer packets when there are sufficient requests. The following lemma shows the upper bound.
Lemma 1: The maximum number of served requests for an AP is less than
Proof: The details of the proof can be find in our technical report [28] . Now we analyze the performance of our scheduling policy. We first show that our bandwidth allocation can achieve the same performance as the optimal solution while ensuring an upper bound on the number of rebufferings. Then we present the theoretical result on the performance of BOSR.
We first introduce some concepts. In interval T , the summation load of an AP, denoted by B i (T ), is the total number of packets to support the playback of all requests in the next interval. i is omitted in the following analysis. Similarly, B(T + 1) is the number of packets to support playback for the next two intervals, and B(T + 2) for the next three intervals, etc. The total number of packets exceeds the available resource when B(T + h) > (h + 1) · p 0 t 0 for some h. Then some requests have to be rebuffered, and nB(T + h) become the number of packets to support the remaining requests. The packets of rebuffered requests have been moved to the subsequent summation load.
Furthermore, assume request q j i is rebuffered in interval T . Then B(T ) decreases by g j i , where g j i (T ) is the number of packets to support the playback of q ij (T ) in the T + 1th interval. Accordingly, B(T + 1) will also decreases by g j i (T + 1), etc. The object of bandwidth allocation is to use the minimum number of rebufferings to make B(T + h) ≤ (h + 1) · p 0 t 0 for all h's while no request exceeds the threshold on rebuffering.
The next lemma gives the maximum number of rebufferings in BOSR to get the same decreases on all B(T + h)s with the optimal solution.
Lemma 2: For a set of requests that can be served, BOSR can use no more than α · r m a x r m in
(17)→ (18):
since they have the same total traffic load and the first X videos have a larger average load than the first X videos in the candidate set.
V. DISCUSSION: IMPACT OF CHANNEL CONDITION AND ADAPTIVE BITRATE
The main purpose of BOSR is to demonstrate the rebuffering expectation can bring chance for serving more users, and carefully handling VBR technique can avoid some unnecessary rebufferings. Meanwhile, BOSR can also be extended to more complicated scenarios.
The channel condition is usually heterogeneous from user to user, and also different between multiple accessible APs and a single user. In this case, BOSR can assign an new request according to both the long-term channel condition of the user and the remaining bandwidth on accessible APs. One possible solution is to set a threshold on the channel condition, and run BOSR on all the qualified APs. BOSR can replace the channel condition p 0 with the long-term condition in new request assignment phase, and the instant condition in bandwidth allocation phase. To achieve a best performance in this setting is also NP-complete since our problem is an instance of it, not to say that accurate estimation of the channel condition is itself complicated.
BOSR is mainly inspired by the VBR technique, which takes advantages of the inherent features inside the video frames. However, our method could also collaborate with the ABR techniques. They work as complementation for each other. ABR technique provides a high-level selection on the video sharpness, while our work provides a detailed mechanism to guarantee smooth playback on the selected quality. Furthermore, the idea of flexible allocation of resource in our work could also mitigate some unnecessary concessions on the selection of bitrate. For instance, end users with temporarily low channel condition or low buffers, which would originally be altered to a lower bitrate, could possibly receive more bandwidth and stay in current bitrate when some other ends have a lower packet size than their average bitrate. The detailed design of this mechanism is under consideration and will be our future work.
VI. EVALUATION
A. Simulation Settings
We evaluate the performance of our method in a network with three APs arranged in line, and they partition the area into five subregions. Each subregion has a different set of reachable APs.
New video requests arrive randomly and independently in the area. Requests uniformly and independently select one video from the candidate video set. The set contains 100 videos, with average bit rate ranging from 235 kb/s to 5 Mb/s. The fluctuation on the number of the packets is roughly bounded by a factor of 2. The playback time of these videos ranges from 40 to 1000 s. In our simulations, the bandwidth of each AP is 72 Mb/s. Due to unreliable links, we set a random noise each time an AP transmits to a mobile end user, and the packets can be successfully delivered to a user with probability 0.8. The tolerance factor is = 0.1, and the arriving rate varies in each experiment. We run the system for multiple times, and 4.0 * 10 4 s for each time. The length of an interval is 2 s.
As far as we know, there are mainly three categories of scheduling policies: maximizing throughput, EDF, and first come first serve (FCFS). In our evaluation, the throughput is always maximized since we set an identical channel condition for all users and always make full use of the bandwidth when possible. The EDF method is well-accepted in scheduling packets with delay constraint. We compare the performance of our method with the weighted earliest deadline first (WEDF) scheduling policy [15] . WEDF is the most recent EDF-based method in scheduling such kind of traffic. It utilizes the EDF method, and each video will get the proportion of transmission time according to its average bitrate. We also consider the FCFS mechanism. It always assigns the new requests until the summation bitrate of these videos exceeds the bandwidth. In summary, we evaluate the performance of BOSR, BOSR/WEDF, FCFS/BOSR, 1/2-BOSR/WEDF. 1) BOSR is our scheduling policy. The bandwidth will be over-filled by 1 + of times during the request assignment phase. 2) BOSR/WEDF utilizes BOSR during the request assignment phase and WEDF during the bandwidth allocation phase. The bandwidth is just fully charged. 3) FCFS/BOSR utilizes FCFS during the request assignment phase and BOSR during the bandwidth allocation phase. The bandwidth is just fully charged. 4) 1/2-BOSR/WEDF is the same as BOSR/WEDF while it only charges half of the bandwidth during the request assignment phase to absorb the fluctuation on packet size in each playback interval.
B. Basic Performance
We study the performance of BOSR on the aspects of total number of served requests, service ratio, and failed requests. The arriving rate changes from 0.05 to 5 in each experiment. Fig. 2 shows the total number of served requests with various arriving rates. BOSR can serve most requests among all the methods. It is averagely twice more than the 1/2-BOSR/WEDF method in heavy traffic loads. In BOSR, the bandwidth is allocated to each request according to the packets, while WEDF is based on the average bitrate of the video. Furthermore, WEDF has no forwardly control on rebuffering. This leads to more rebufferings when the bandwidth is fully charged. We also find that FCFS/BOSR serves fewer requests when the traffic load is high. The reason is that FCFS assigns some videos with high bandwidth consumption while the system can in fact retain them for more videos with light traffic. It will not degrade network utilization since there are sufficient requests. Fig. 3 shows the service ratio of BOSR. The service ratio is the number of served requests divided by the number of assigned requests. As we see, BOSR, FCFS/BOSR, and 1/2-BOSR/WEDF all present a relatively good performance, but the insights behind them are different. For BOSR and FCFS/BOSR, the system makes the bandwidth of an AP fully charged, and maintain the rebuffering during scheduling. For 1/2-BOSR/WEDF, the bandwidth is only half charged, so the system can allocate more bandwidth to every request. This ensures smooth playback of a video even the temporal batch size is larger than the bitrate. According to Fig. 3 , the service ratio of WEDF is low when an AP is filled up, even though the system only assigns the videos with light traffic. 4 shows the investigation on the number of failed requests. A failed request means it has been assigned to some AP exceeding the rebuffering threshold. A failed request is even worse than dropping a request at the beginning. It brings bad experience to users. As we see, BOSR has slightly more failed requests. It allows the total bandwidth consumption to be (1 + ) of the original bandwidth, which requires an optimal rebuffering mechanism. BOSR only has an approximate solution, so it cannot serve all the requests. However, we can reduce the failed requests by reducing the assigned requests, as shown by FCFS/BOSR. FCFS/BOSR bounds the total bandwidth consumption to be the original one. They can bring fewer failed requests than 1/2-BOSR/WEDF.
C. Performance on Different Traffic Loads
Due to the high overhead in designing an optimal rebuffering solution, to set the upper bound as 1 + times of the total bandwidth in new request assignment will lead to more failures. In this part, we investigate the performance on different choice of upper bound on the maximum accessible video ID. This part also refers to the implication of parameter θ in (8) . The global arriving rate is 2.5. X is the largest index of a request to be assigned by BOSR. It indicates the upper bound of the total bandwidth in assignment. In our network setting, X = 75 refers to 1 + . As we can see from Fig. 5 , the best performance of BOSR appears when X = 73. The number of served requests decreases as X keeps increasing, since some failed requests still get scheduled before they quit. It will consume the resource for the remaining requests.
Finally, we study the performance of BOSR in light traffic load. In this scenario, all the requests can be served by both BOSR and BOSR/WEDF. We investigate the total number of rebufferings and the maximum number of rebufferings for a single video. As we see in Figs. 6 and 7, the total number of rebufferings in BOSR/WEDF is always larger than BOSR. The reason is that BOSR can adjust to the fluctuation of batch size. There will be no rebuffering since the load is almost below the bandwidth all the time in light traffic. BOSR avoids the influence of VBR when the total bandwidth is sufficient for all the requests. Meanwhile, WEDF allocates the bandwidth according to the average bitrate, which is unadaptive to packet variation even if the bandwidth is larger than total packets.
VII. CONCLUSION
The novel features in the real-time large traffic brings new opportunities for the design of delivery scheme. The server can take advantage of both features to serve more users, as well as maintain acceptable experience for them. In this paper, we take the video delivery as an instance, and propose a new scheduling policy BOSR. BOSR assigns a proper number of requests to each AP, and allocates bandwidth to these requests in a relatively small time scale. Our scheduling policy can handle the peak traffic caused by the VBR technique, and serve more requests without dropping the current ones. The simulation results reveal that BOSR has a good performance on both serving more videos and reducing the rebufferings.
