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Abstract
Vehicles are contributing to global and local environmental problems as a result of
fossil fuels. A majority of the combustion engine population is driven by fossil fuels
and electrified vehicles are also to a large extent dependent on electricity produc-
tion from fossil fuels. Emission legislation and standardized test methods have lead
the development of technology for the automotive industry. Increased efficiency,
improved combustion control and aftertreatment systems have created cleaner and
more fuel efficient drivetrains. Authorities and publications have highlighted an in-
creased gap between in-use and certified vehicle consumption and emissions because
of the test-cycles current design. In order to address these differences authorities
have conducted changes within the test methods from 2017 and forward and a new
test-cycle WLTP is introduced including real-driving-emission test procedures. De-
creasing the gap of real driving emissions and consumption can also be improved
outside the legislative test-cycles using forward looking sensors, map data and sta-
tistical models.
The work considers controlling the drivetrain actuators more efficiently in a vehicle
with predictive information. For this, dynamic programming is used to optimize
engine speed trajectories during depletion mode for a series hybrid drivetrain. The
result shows that choice of state and control signals has a direct impact on the engine
speed trajectory and thereby the fuel consumption. Up to 21 % lower fuel consump-
tion could be achieved for a series hybrid drivetrain compared to a rule based engine
speed demand controller (along the best efficiency line) for the drivecycle analyzed.
For a parallel hybrid drivetrain a DP method was compared to a heuristic strategy
in order to determine the optimal discharge rate of the battery. In the simulation
study done the DP method provided the best fuel consumption results. During eval-
uation of the physical tests the pre-optimized DP parameter set performed worse
than the heuristic strategy. In the rig tests a fuel consumption reduction of 8 % was
measured with the heuristic method, compared to a non predictive controller strat-
egy. The DP algorithm provided 4 % reduction of fuel compared to a non predictive
controller.
The work has also considered different modeling methods of a high voltage battery
from recorded fleet data. One individual vehicle recorded battery pack current and
voltage for one year. The recorded data was used to identify battery parameters for
electric equivalent circuits. The measured current was used to calculate a reference
voltage from the circuit equivalent parameters that was compared to the measured
voltage. The best result was obtained for a single RC circuit model which obtained
the highest average goodness of fit in voltage for the entire training data set.
Keywords: Drivetrain Optimization, Fuel Consumption, Hybrid, Dynamic Program-
ming, DP, MPC, ITS
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1
Introduction
Society is highly dependent on transportation. Economic growth, population growth,
higher throughput requirements, globalization and global economies are all factors
contributing to transport needs for humans and goods. From 2011 to 2015 the Eu-
ropean passenger car fleet grew by 4.5 % from 241 to 252 million vehicles [3]. The
passenger car density increases in Europe, from 383 cars per 1000 inhabitants 2011
to 406 cars 2015. The highest motorization rate per 1000 inhabitants in the world
can be found in US with 821 vehicles per 1000 inhabitants [3]. The largest increase
of passenger cars can be seen in developing countries and China recent years. A
decline of passenger vehicles can be seen in US from 2005 to 2015. A large share
of the sold vehicles are still driven with fossil fuels [3], [1], [24], [2]. The outlook
for electrified vehicle share will be affected by fleet CO2 requirements in EU. From
2021 the vehicle fleet average for all new cars sold is set to 95 g CO2/km measured
according to the new test method WLTC [23]. In order to meet these targets, the
automotive industry is introducing technologies such as mild hybrids (48 V) sys-
tems and fully electrified drivetrains or plugin hybrids. One scenario predicts an
increase from a 3 % share of fully electrified drivetrains in 2021 to 54 % in 2040 [14].
Other outlooks are more conservative, predicting that full hybrids and electrified
vehicles will only account for a 20 % share 2040 [25]. However, the transition will
be determined by political decisions, the ability to transform into a clean electricity
production, battery technology development and infrastructure investments.
1.1 Air Quality and Greenhouse gases
The industrialization and global wealth is built on fossil fuel dependence. From
early industrialization until now the world energy demand have to a large extent been
supplied by fossil fuels. According to the world bank, 81 % of the energy need during
2015 was fossil fuel based. Of all the energy produced, 27 % is used by the transport
sector. The energy used by the transport sector is either combusted in spark-ignited
combustion engines or combusted as jet fuels in gas turbine engines. The combustion
process provides work but also produces negative effects such as emissions and CO2
(Carbon-Dioxide). This makes the transportation sector a significant contributor
to anthropogenic CO2 and pollutants such as CO (Carbon Monoxide), HC/THC
(Hydro Carbons / Total Hydo-Carbons), particulate number, particulate matter
(PM 2.5, PM 10) and NOx (Nitrogen Oxides) as a result of the combustion processes.
Greenhouse gases and pollutants are contributing to global warming, environmental
problems and negative health effects. Smog and high concentrations of NOx are
1
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also causing local environmental problems in cities. Examples are: Paris, London,
Shanghai, Stockholm and Oslo. The EU Air Quality directive allows exceeding 50
µg/m3 NO2 35 days per year. During 2016 in Stuttgart one measurement station
reached 87 µg/m3 NO2 in annual mean which is far above the European allowed
limit. Measurements in Stockholm during 2011 exceeded a threshold of 60 µg/m3
NO2 during 32 days. From 1990 until 2011 the share of diesel vehicles have increased
in EU15 + EFTA countries, from 13.8 % 1990 to 55.7 % 2011 and then again
declining from 2011 and forward [24], [1] . Even though an increased share of diesel
propelled vehicles have occured, emission levels for NOx have slightly decreased from
> 40µg/m3 yearly average in Stockholm down to 10 µg/m3 [53]. Overall emissions
are also declining. From year 2000 until 2015 the road transport has decreased NOx
with 50 % [22]. Overall a decline in measured city pollution from light duty vehicles
can be seen, air quality targets are still highly above the allowed threshold levels
for several cities in Europe. Electrification for Hybrids, Plugin Hybrids and Electric
cars are contributing to a reduction of local environmental problems and even global
CO2 emissions. A problem with electrified vehicles is still that fossil fuels are to
a large extent used for electricity production worldwide. Countries like France,
Norway and Sweden have clean electricity, therefore the environmental benefit is
higher compared to countries like Poland, Germany and USA. A recent empirical
study of electrified vehicles show that PHEV vehicles experience a high utility factor
depending on it’s electric range. A PHEV with 60 km range utilizes the same
annual mileage as an electric vehicle [42]. Considering the benefits from electrified
drivetrains, regenerative braking and fossil fuel dependence in the energy sector, the
PHEV vehicle with moderate electric range will remain an important technology
in the transition to increased transport efficiency and reduced CO2 emissions. The
research will cover optimizing conventional drivetrains, PHEV and PEV drivetrains.
1.2 Legislation and Test Cycles
In the automotive industry, legislation and homologation is used to improve and cre-
ate common high standards related to safety, quality, environment such as recycle-
ability and in use emissions. Legislation is used as control means for the technology
development. In order to compare and regulate fuel consumption and emissions,
standardized test cycles are used throughout the world. These are different de-
pendending on market. In US the SFTP(Supplemental Federal Test Procedure) is
used containing the standardized FTP (Federal Test Procedure) cycle followed up
by two additional tests SC06 and SC03. In EU traditionally NEDC (New European
Drive-Cycle, UNECE-R101) has been used until Euro 6 emission levels. NEDC has
an average speed of 33 km/h and a maximum acceleration of 1.2 m/s2. As emis-
sions and fuel consumption requirements have been hardened towards OEM:s an
increase in differences between homologation and real driving are highlighted in sev-
eral publications [21] [39]. The first publications carried out in 2011 demonstrated
weaknesses in the existing test method. It was determined that emission limits for
real driving highly exceeded the test cycle values [58]. During these tests it was
found that average NOx emissions between Euro 4 and Euro 5 emission standards
vehicles for real driving remained unchanged for diesel vehicles and that vehicles
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tested in real driving exceeded emission level regulations by a factor 4-7 as an av-
erage. The work has resulted in activities leading to a new certification test cycle
called WLTP, which is more representative to real driving and includes RDE (Real
Driving Emission) in the legislation test procedure. The contribution of this thesis
is to focus on actual recorded driving scenarios where predictive data can be used
to reduce emissions and fuel consumption under real driving conditions.
Table 1.1: Regulated emission levels and standards for gasoline engines
Emission Euro 4 Euro 5 Euro 6
CO [g/km] 1.0 1.0 1.0
THC [g/km] 0.1 0.1 0.1
NMHC [g/km] - 0.068 0.068
NOx [g/km] 0.08 0.06 0.06
PM [g/km] - 0.005 0.005
PN [6 ×1012/km] - - 6 ×1011
1.3 Predictive Information
Predictive information about future driving encorporates different means of informa-
tion that contains a description of the horizon in front of the vehicle. This includes
sensor information, traffic light information, future vehicle speed states, driver clas-
sifiers and static information in maps or other statistical data. Information about
the road and future ahead enables one to perform optimization of the drivetrain.
The potential of using map data was already highlighted in papers [47], [54] for
reducing fuel consumption by controlling vehicle speed more efficiently. Intelligent
Transport Systems (ITS) became a popular expression in the early 2000:s for means
of predictive information and smart infrastructure systems related to traffic light in-
formation and vehicles communicating with infrastructure. Predictive information
today consists of different means. A map database contains road link information
related to geometrical attributes such as curve radius, road slope, altitude informa-
tion and road sign speed. Another source of information is radar and lidar (Light
Detection and Ranging), which can be used to predict the future velocity for a
short distance in front of the vehicle. A more recent area is statistical models which
provide predictive information based on the usage of statistical models.
1.3.1 Map Data
Map data is an important source in terms of representing geometrical attributes
along the vehicle’s most probable future path. ADAS (Advanced Driver Assistance
System) was mentioned already in [15], but the first applications using map infor-
mation was published a few years later [50]. The focus has until now been to utilize
map information to improve safety of the vehicles. Today the map data is useful
for cruise controllers where curve speed radius is used to limit lateral acceleration
at turning with deceleration before the curve [31], [44]. The cruise control together
with altitude data can also control vehicle speed towards improved comfort. Later
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publications have focused on publishing methods using techniques from [47] together
with map data in order to improve real driving emissions and real fuel consumption
[29], [37]. This can be achieved by controlling drivetrain actuators and speed of
the vehicle by using map data as an input. Many methods practiced can provide
fuel consumption benefits but varies depending on robustness towards disturbance
factors [5], [7]. Inaccurate map-data and ill-positioned slopes is one common distur-
bance factor.
1.3.2 Sensor Measurements
Traditionally cruise controllers worked without sensor information other than the
measured vehicle speed, controlling the propulsive torque to meet a set speed. Func-
tions like adaptive cruise control uses radar and lidar to measure distance and refer-
ence speed to objects and adapt the following car speed to the target vehicle speed.
An example can be seen in Figure 1.1 below.
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Figure 1.1: A trailing vehicle with distance measurements to a followed vehicle
with predicted speed trajectory
Together with other external information an optimal speed trajectory could be cal-
culated [31], [45]. That is: calculating the optimum gap within the safety margins
to the following vehicle in order to select the best gears and optimize operating
point of the combustion engine. A study of both braking and acceleration responses
with following vehicles have been done which highlighted the influence of reference
tracking ability when system response is derated at for instance shifting sequences
[4]. Merging maneuvers have been studied separately where a optimum merge can
be found for trucks given a certain distance which reduces energy consumption [33].
The other problem as shown in Figure 1.1 is to compute the best transitions to
a lower vehicle speed including different possible decisions such as engine off, idle
coast (in neutral gear) or for a vehicle with regeneration possibilities to perform re-
generative braking for passenger cars. The vehicle speed trajectory appear different
if the control objective allows idle control or engine off transitions or if the vehicle
is propelled with an electrical motor or a combustion engine.
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1.3.3 Data Driven Statistical Models
Route historical data can be stored for individual vehicles and be used for data
models in the vehicle. This can incorporate statistical traffic models of traffic flows at
different times or energy related data to the vehicle’s energy consumption throughout
the driving. Studies have been carried out analyzing speed prediction modeling to
the road segments using a DPGMM (Dirichlet Process Gaussian Mixture Model).
Given a certain road segment and time window it is assumed that the measured
velocities and other parametric measures (energy consumption) follow a mixture
distribution depending on various components. Affecting components are weather
conditions, road conditions, driver behavior or vehicle specific conditions.
Figure 1.2: Distribution of vehicle speed collected for several vehicles at a given
road segment. Shown is the vehicle speed bins on x-axis and number of observations
on y-axis
A typical speed distribution of a road segment can be seen in Figure 1.2 divided
into a 30 minute time interval. The data is collected from road segments in Gothen-
burg from three individual test vehicles. Statistical models can also be used to
predict energy consumption or speed on road segments, several mentioned in [13],
[8]. Implemented functions so far in the automotive industry have usually been of-
fline classification of driver behaviour. Thereafter rule based criteria based on the
sampled observations of driver type are adjusting the shift points after the driver
type [59].
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1.4 Objectives
The thesis is based on the objective that predictive information can be used to
improve drivetrain efficiency and emissions for SI operated drivetrains and hybrid
drivetrains or increasing electric range for electrified vehicles. The work applies es-
tablished optimization methods to problems in an automotive context. The results
are evaluated for the methods by simple simulation models, full vehicle simulation
models and real tests on physical objects in test rigs. Several problems arise when
the methods are applied in a physical object, one is the map data and information
containing future path description which is approximated and may include errors or
disturbances. Another is the driver intention, which is not always known. There-
fore, uncertainties in the prediction needs to be taken into consideration when the
methods are applied.
6
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Modeling and Methods
The following chapter starts with briefly describing the longitudinal motion of the
vehicle with resistance forces. Thereafter a description of each component of the
drivetrain is described: Combustion engine with the different aspects considered in
a SI engine, high voltage battery and transmission. Finally a description of the
control and optimization methods follows.
2.1 Drivetrain Modeling
The vehicle longitudinal motion is divided into two separate components. The re-
sistive force containing slope, acceleration, rolling resistance and aerodynamic drag
resistance. The propelling forces consists of inertia with dynamics and combustion
engine or electrical machine. We denote vehicle acceleration as v˙. The vehicle rolling
resistance force Fr is a function of f0 [-] and f1 [ 1m/s ]. The vehicle drag resistance
force is a function of f2 [ 1(m/s)2 ].
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Figure 2.1: Longitudinal vehicle model: Fr denotes the resistance forces caused
by air and drag, Falt is the force related to the slope and mass, θ is the slope
The simplified road load resistance force model along the longitudinal axis x is
governed by
∑
Fx =
−Tw
rw
−mv˙ + f0 + f1v cos θ + f2v2 +mg sin θ (2.1)
The wheel torque is denoted by Tw which is the shaft torque on front and rear shaft
transferred to the road, wheel radius is denoted rw. It contains the vehicular motion
equation, rolling resistance force, aerodynamic drag force and gravity force.
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The simplified road load force model along the longitudinal axis x is governed by
Equation 2.1. The wheel torque contains inertia of the drivetrain and the propelling
motor where the losses of the transmission is subtracted. The relationship between
the wheel torque and the propulsion source can be seen in Figure 2.2. Here we
assume that the drive-shafts have infinite stiffness and that torque transfer over the
tire to the road is ideal with zero slip, meaning that tire losses are included in the
rolling resistance coefficient f1 and independent on torque transferred.
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Figure 2.2: Representing torque distribution from torque source to the wheels
including the mechanical system. Wheel radius is denoted with rw.
Consider again Figure 2.2. We denote the gear ratio as i and the inertia J . When the
wheel slip is zero we can consider the wheel torque Tw to be equivalent to Equation
2.2. We write the torque transfer to the wheels as a function of the mechanical
system and the propelling forces according to:
Tw = Tcei+ Jceω˙wi2 + Jwω˙w (2.2)
The rotational speed on the shaft ωw is proportional to the vehicle speed in Equation
2.1 when the slip is small or close to zero we have: v = ωwrw and therefore v˙ = ω˙wrw.
Tce above can denote both electrical machine torque and combustion engine braking
torque.
2.1.1 Gearbox and Converter
The torque balance between the propulsion source Tce and Tw is described in 2.2.
The gearbox considered is a planetary gearbox with converter. Important compo-
nents in the converter consists of an impeller, turbine and a lock-up clutch. When
the engine is running at idle speed and the vehicle is stationary, engine speed is
synchronized with impeller and the turbine is stalled. The parallel hybrid studied
contains combustion engine and an electrical machine in front where the electric
machine is mounted on the crankshaft. We define two different modes for the au-
tomatic gearbox: Lock-up with synchronized speed and engine speed slip over the
torque converter (torque conversion). During the lock-up mode the engine speed is
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fixed towards the input shaft speed thus torque transfer is described by:
Tw =
{
(Tce + Tem)i+ (Jce + Jem)ω˙wi2
}
ηgb + Jwω˙w (2.3)
The efficiency of the gearbox is significantly dependent on the gearbox temperature
due to differences in oil viscosity and friction, but also tolerances within the gearbox
that are affected by increased temperature. The gearbox efficiency, ηgb is a function
of the gear ratio, input shaft torque and rotational speed of the output shaft. During
the torque conversion state the power capacity of the engine is used to convert
to a higher torque. Speed ratio is the difference between the engine speed and
the output shaft speed that is used to describe the torque ratio (torque increase
possible) between the crankshaft and input shaft. We denote the torque ratio γr.
The transferred wheel torque is then described as:
Tw = γr(
ωwi
ωce
)
{
(Tce + Tem)i+ (Jce + Jem)ω˙cei2
}
ηgb + Jwω˙w (2.4)
The torque ratio γr is dependent on torque direction. During positive torque transf-
fer from the engine the impeller drives the oil pressure and rotates the turbine. At
engine braking this negative torque transfer, the turbine in the converter drives the
impeller. The most significant factor affecting the torque ratio is the speed ratio
between the impeller and turbine.
2.1.2 Combustion Engine Modeling
(1)
(5)
(2)
(3)
(4)
(6)
(9)
(7)
(8)
Figure 2.3: Schematic overview of the engine and it’s components. Components
shown are 1) MAF (mass air flow sensor), 2) Combustion chamber, 3) Spark system
and fuel Injector, 4) EGR (exhaust gas re-circulation valve), 5) Turbo, compressor
and wastegate, 6) Intercooler, 7) Throttle 8) Oxygen sensor and 9) Exhaust after
treatment system.
The combustion engine is a highly non-linear system containing physical processes
that requires high computational effort to model, such as air flow and air response,
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fuel and air vapor mixture, vaporization, flame propagation and reaction kinetics. A
schematic overview of the gasoline engine system can be seen in Figure 2.3 . Engine
response and air kinetics is highly dependent on compressed air from the turbo.
The air input mass flow is measured with the mass air flow meter. Fuel spray
is injected in the combustion chamber and ignited with the spark system (if not
stratified charge compression ignition is used). Oxygen concentration is measured
after the combustion through an oxygen sensor and emissions are further reduced
in the aftertreatment system, which is a three-way catalyst.
The four stroke cycle is visualized in Figure 2.4, illustrating the pump work for a
combustion engine. Measurements are carried out at lean λ = 1.45 compared to
stoichiometric λ = 1.00.
Figure 2.4: P-V diagram of the engine measured at lean and stoichiometric con-
ditions. Measurements are done on a similar engine used in this work from [20].
The ideal otto cycle can be described with the following steps:
1 - 2: Isentropic compression
2 - 3: Constant volume heat addition
3 - 4: Isentropic expansion
4 - 1: Constant volume heat rejection
Pump losses in the four-stroke otto cycle are spanned by: 5, 6, 7, 1. In Figure 2.4
it can be seen that the pump losses for lean combustion are smaller than the losses
for stoichiometric combustion.
2.1.2.1 Fuel Consumption
An approximation of the engine fuel consumption can be taken from steady state
operating point measurements in a BSFC (Brake Specific Fuel Consumption) map.
In Figure 2.5 a BSFC map is shown and we notice that the best efficiency is obtained
at 2500 rpm and 180 Nm.
10
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Figure 2.5: Normalized BSFC map to determine fuel consumption cost and max-
imum engine torque. The best efficiency is obtained at the contour with value 1,
which accounts for the highest efficiency.
There exists several challenges with a BSFC modelling approach. The mapping
is carried out at maximum brake torque which simplified is the maximum spark
advance with knock constraints and problems may arise when using BSFC as cost
estimation in transient drivecycles. During transient driving or shifting gears, devi-
ation from maximum spark advance is necessary in order to to maintain drivability
[18], [34], [32]. Other modeling errors from BSFC consumption models are errors
propagating from engine power changes. At fast transients: usually aggressive throt-
tle opening is applied not only affecting deviations in spark advance strategy but
also intake and exhaust cam phasing. In order to compensate for the steady state
deviations in fuel consumption modeling different transient compensation factors
can be added [34], [32], [18].
2.1.2.2 Emissions
Emission formation occurs during different operating modes in the engine. Static
mapped emissions are typically due to several effects mentioned in [28]. Unburned
fuel-air mixture causes HC after the combustion process, either wall film or residuals
from partial burning or complete misfire. This can also occur in transients when
air to fuel ratio, EGR and spark timing control causes combustion instability. CO
emissions are mainly controlled by air to fuel ratio. A SI engine is normally operated
in stoichiometric conditions. At stoichiometric conditions the Air-fuel ratio is 14.7:1,
which describes air mass compared to fuel quantity mass. During stoichiometric
conditions λ = 1.00 , the engine out CO emissions drops to low values and catalyst
aftertreatment system have high conversion efficiency. We define λ as
λ = A/F(A/F )stoich
(2.5)
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Lean combustion for SI petrol engines have several positive effects such as reduced
pump work and higher combustion efficiency [20]. However lean combustion also
introduces a higher rate of NOx formation and a three way catalyst is not able to
reduce NOx due to excess air in the catalyst [43], [20]. Therefore emission models and
catalyst states (such as oxygen storage) levels will be important in the combustion
engine control in the nearby future.
2.1.2.3 Spark Advance
For a SI engine, the timing of a spark event is known as spark advance. The spark
advance is used to obtain highest efficiency during the combustion. An optimized
ignition results in the Maximum Brake Torque (MBT) from the engine [48]. Ignition
can be retarded instantaneously by spark advance controllers. One example is knock
feedback control to retard ignition. Knock is an effect caused by high temperatures
inside the cylinder, hardware design, cylinder pressure and other aspects. The fuel-
air mix is pre-ignited close to hot surfaces and high pressures. This phenomena
causes high peak pressure inside the cylinder which causes undesirable wear of com-
ponents and increased NOx, emissions [35], [40]. It is a phenomena challenging in
downsized engines with increased compression ratio and EGR which imposes a risk
of knock at high load conditions.
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Figure 2.6: Representing maximum brake torque for a SI engine and advanced
spark angle.
Spark advance is calibrated such that the engine achieves it’s maximum thermal
efficiency that avoids knock and combustion instability. Thermal efficiency is defined
as the indicated work on piston at one cycle compared to the injected fuel energy.
The work performed is simply defined asWi =
∫
pdV where p is the cylinder pressure
and dV is the differential of cylinder volume. The combustion phase (crank angle
after TDC of 50 % burned) is affected by spark advance. Knock probability, knock
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intensity mean and variance increases with advancing CA50 [51] . When increasing
λ to lean combustion the combustion process will become slower, slower heat release
process which affects the knock density.
2.1.2.4 Air Dynamics
Air dynamics summarizes the air flow to the cylinders which is affected by the
throttle pressure drop, boost pressure and engine volumetric efficiency. Air dynamics
is highly affecting the engine response and is one of the significant limitations for
engine torque capability. The mass flow into the cylinder m˙ac is given by the ideal
gas law, PV = nRT where P is the pressure, V is the gas volume, n is the gas
amount in moles, R and T are the ideal gas constant and absolute gas temperature
respectively. We introduce a pressure drop coefficient depending on the throttle
angle and pressure ηvol and consider the engine displacement volume and engine
speed. The mass air flow determined from the ideal gas law can then be written as
m˙ac = ηvol(ne, pim, ...)
VdnCEpim
nrRTim
(2.6)
and
ηvol = c0 + c1
√
pim + c2
√
nCE
is the approximated volumetric efficiency. Vd is the displacement volume, Tim is the
intake manifold temperature and pim is the intake manifold pressure. Number of
revolutions per cycle is denoted nr. Clearly the torque delivered by the engine is
strictly depending on the engine speed and intake manifold pressure.
2.1.3 Battery Modeling
Electrified propulsion powertrains have voltage levels varying from 12 V and up-
wards. Typically higher power outputs requires higher voltage levels in order to
reduce electrical losses. Toyota Prius have a nominal voltage of 202.6 V. The bat-
teries covered in the thesis considers voltage levels above 300 V. Common methods to
describe battery characteristics are to use standardized discharge tests to determine
battery parameters [17], [56], [12]. The single resistive circuit model lacks accu-
racy in modeling DC voltage transients [6]. Figure 2.7 shows an resistive capacitive
equivalent circuit of a battery. Batteries can also be described with electrochemical
models [57] .
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Figure 2.7: Representing a RC circuit equivalent battery model.
A battery voltage model including an RC circuit is illustrated in Figure 2.7. The
voltage Uy can be described as:
Uy = U0 −R1I1 − U2 (2.7)
where U2 is representing the voltage drop over the capacitance. The state equation
is written as [
U˙2
Uy
]
=
[ −1
R2C2−1
]
U2 +
[
0
1
]
U0 +
[ 1
C2−R1
]
I1 (2.8)
The resistances are dependent on state of charge and temperature. Open circuit
voltage U0 is mainly depending on state of charge. In general battery losses increase
with decreasing state of charge and decreasing temperature. We denote the nominal
charge in the cell as Qnom which is the charge capacity at 100 % SOC. In general
state of charge is expressed as
˙SOC = −I1
Qnom
(2.9)
Pb is the delivered battery power or the resulting DC equivalent charging power.
Usually Uy and I1 are measured quantities in the vehicle from where state of charge
level is estimated. Simplified battery losses can be determined by Ploss ≈ I21R1 or
estimated by parameter estimation from Ploss = (U0−Uy)I1 where U0 is an estimated
parameter and Uy and I1 measured.
2.2 Optimization Methods
The optimal control problem we aim to solve is to find the sequence of controls that
minimizes the fuel mass used at a given route or part of a route. We consider a
route with a time 0 ≤ t ≤ tf . For a conventional drivetrain this can be summarized
as minimizing the cost function
J =
∫ tf
0
m˙f (Tce(t), ω(t))dt (2.10)
14
2. Modeling and Methods
where Tce [Nm] and ωce(t) [rad/s] is the torque and speed of the combustion engine.
m˙f is the instantaneous fuel consumption. Depending on the drivetrain context this
can be done by selecting a set of control sequences u(t) for instance gears and electric
motor torque such that the states x(t) e.g. battery charge level, engine speed and
vehicle speed remains within the constrained limits.
2.2.1 Model Predictive Control
Model Predictive Control (MPC) is a method used to optimize a cost for a dynamical
system with a given horizon. The benefit of MPC is that it is capable of handling
constraints. In general a model is used to predict the future output and optimize the
control signal with an objective to minimize a cost. The problems that are studied
for optimizing efficiency and emissions for drivetrains are typically finite horizon of
N steps due to the unpredictable circumstances. Optimizing the usage of energy
resources to a final destination can also be considered as a finite horizon problem
over a longer distance. We consider the discrete time non-linear system defined in
2.1 as xt+1 = f(x(t), u(t)) where x ∈ Rn is the state vector and u ∈ Rm is the control
input. In the above formulation we consider the vehicle speed as the state x and
control signal u is the power applied to the wheels. We denote the position in the
drivecycle as
∫ tf
t0 x(t)dt. The engine BSFC map can be approximated as a quadratic
cost. The general MPC quadratic cost formulation can be written as
J(x0, U0) = x′NPxN +
N−1∑
k=0
x′kQxk + u′kRuk (2.11)
where P , Q and R are matrices used for the cost function to preserve final state,
reference tracking and control signal cost, referring to power needed to move the
vehicle. The solution can be obtained using dynamic programming as described
below or a quadratic program solver.
2.2.2 ECMS
Analytical solutions can be used for solving optimization problems, a method used
is Equivalent Consumption Minimization Strategy (ECMS). ECMS can be stated as
following: For each time 0 ≤ t ≤ tf an equivalence factor or co-state λk, k = 1, 2, ...n
is used to balance cost between a cost function dependent on different means [58],
[49], [41]. Such a problem is to provide an optimal torque split balance between
electric motor torque and combustion engine torque. Another example considered
is to balance vehicle speed towards travelling time [46]. We define the generic cost
formulation as
J(t) =
∫ tf
0
g(x(t), u(t)) + λ(t)f(x(t), u(t))dt (2.12)
where g(x(t), u(t)) is the cost function and f(x(t), u(t)) is the state equation. Con-
sider the cost to be the fuel mass m˙f and the system state x(t) as SOC. Then the
control signals u(t) are the engine torque and battery current. We assume that the
transfer function is known from engine torque to battery current and that we study
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a series hybrid from Paper III. From Equation (2.9) it is given that change in SOC
is depending on current from the battery. Only studying the aspect of the co-state
from the Hamiltonian, it is clear that λ˙ can be derived as
λ˙ = −λ 100
Qnom
dI1
dU0
dU0
dSOC (2.13)
where Qnom is the nominal charge capacity of the battery pack. Important property
of the co-state is: If dU0dSOC ≈ 0 then the co-state remains constant. This is applicable
if changes in SOC are small. It is known that the current is directly depending
on the state of charge level, since decreasing open circuit voltage at lower state of
charge demands higher current output and thus also more rapid SOC degradation.
ECMS will be further studied in future work for torque split applications where
battery SOC can be considered constant.
2.2.3 Dynamic Programming
Dynamic programming (DP) is an approximate recursive approach which uses the
principle of optimality, [9], [11]. The principle of optimality holds: An optimal path
or policy has the property that independent of initial states and control decisions,
the remaining control decisions must constitute an optimal policy with regard to the
states resulting from the first control decisions [10]. In order for the optimal path
to hold, it requires that the states are not depending on its previous states (Markov
property). We define the the problem with decision points or segments k ∈ K, a
set of states x ∈ X and control signals u ∈ U . The general discrete time optimal
control problem can be formulated as
J∗ = min
uk
{N−1∑
k=1
g(uk, xk)
}
(2.14)
s.t
xk+1 = f(uk, xk)
xk ∈ Xk, uk ∈ Uk
where Xk and Uk are the sets of feasible states and inputs respectively. We denote
the cost function g(uk, xk). The problem in Equation 2.14 is numerically solved
using DP [16], discretizing the state space into a finite set. The solution provided is a
approximated solution to the problem in Equation 2.14. The finite set contains states
inside and outside the desirable state set to allow cost interpolation close to the edge
state for the case implicit dynamic programming described below. Figure 2.8 shows
a graph representation of the state and control propagation. Since Markov property
holds, the network can be calculated both forward from x0 to xN or backward from
xN to x0.
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Figure 2.8: Graph representation of the DP problem. The control uk ∈ U are the
feasible controls that lead to Xk+1.
In the case where explicit dynamic programming can be applied, the need for in-
cluding states outside the desirable state set is not needed. Efficient and common
algorithms like Dijkstra [19] works for shortest path problems with a positive defined
cost and can be used for combustion engine and gear optimization. For hybrid and
electric vehicles that may benefit from downhill driving and braking introduce a
negative cost since energy be produced, therefore Dijkstra is not suitable for solving
such problems. We divide the DP problem into two different unique cases for how
states and control signals have been used in the thesis. Method 1 is used together
with the existing vehicle software and is running with a recommended set point for
a high level controller. The actuator demand is delegated to a local controller which
provides the coordination between the high level controller and the local controller.
Method 2 is used directly with a model of the state transition and determines the
control signal explicitly.
2.2.3.1 Method 1: Implicit DP
Method 1 describes the special case with discretized control signals in fixed segments
simulated in continuous time. Here, each discretized segment contains a time subset
for which each simulation is performed. The state output however cannot explic-
itly be determined since the model contain hidden states in an existing controller
structure external dependencies from the vehicle software. Therefore, applying in-
terpolation for the state and cost output is necessary. The general implicit DP
formulation can be stated as
J∗ = min
uk
{N−1∑
k=1
∫ tk+1
tk
g(uk, x(t))dt
}
(2.15)
s.t
x˙(t) = f(uk, x(t)), tk ≤ t < tk+1
x(t) ∈ Xk, uk ∈ Uk
17
2. Modeling and Methods
One important property is that the control signal uk remains constant during tk ≤
t < tk+1. Initialization of states are carried out such that x(tk) = xk for forward
propagation.
2.2.3.2 Method 2: Explicit DP
In Method 2 the control signal is given from from the state transitions and the system
dynamics. If u is a set of discretized feasible control inputs ∈ U‖, a state transition is
called feasible if there exist one control input uk such that xk → xk+1. One example
is the input torque provided by Equation 2.1 and feasibility with Equation 2.2. The
general explicit DP problem can be defined as
J∗ = min
uk
{N−1∑
k=1
g(uk, ωk)
}
(2.16)
s.t
xk+1 = f(xk, uk)
xk ∈ Xk, uk ∈ Uk
where the states xk are discrete and the control signals are uk ∈ U‖ are continuous
in the interval umin ≤ uk ≤ umax. Any state transition leading to a control policy
outside the interval of u is considered as an unfeasible state transition.
18
3
Test Setup
This chapter summarizes the test and evaluation methods used within the scope
of the thesis. Evaluation has been carried using computer models and rig tests at
Chalmers University of Technology and Emission test lab at Volvo Car Corporation.
3.1 Dynamometer Tests
The rig test equipment contains four chassis dynamometers simulating road load for
the test cycles according to 2.1. The driver controller is included in the rig system
and is modeled as a PI speed controller with vehicle speed look-ahead, close to target
speed a reduced gain ensures stability at constant speed. Figure 5.1 shows a vehicle
installed in the test rig used for the testing conducted.
Figure 3.1: Test object installed in the test rig. Dynamometers attached to the
wheels front and rear
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3.1.1 Fuel Consumption Measurements
Fuel consumption is measured and calculated with two different methods. First
method uses an injector flow estimation model based on the fuel pressure (high
pressure side) sensor. The fuel flow is then calculated in the engine ECU from the
pressure and injector duty cycle. Method 2 uses an external fuel mass flow meter
connected to the feed to the high pressure fuel pump (by-passing the vehicle fuel
tank). The flow measurement device is not related to the vehicle control system.
The external fuel-flow measurement is sampled with a frequency of 20 Hz. The
device measures fuel flow during stationary conditions and transients according to
ISO-16183 [30].
,W;ϭͿ
;ϮͿ
;ϯͿ
;ϰͿ
h
;ϱͿ
Figure 3.2: Schematic overview of sensors and measurements in the test-rig. The
components are: (1) injectors, (2) high pressure fuel sensor, (3) high pressure fuel
pump, (4) low pressure sensor and (5) external fuel flow measurement
A comparison of method 1 where the fuel flow is calculated by the engine ECU and
method 2 (ISO-16183) can be seen in Figure 3.3. A comparison is carried out in a
drivecycle with stationary and transient conditions under a 48 second interval. The
fuel mass flow for the two methods is integrated over time and the comparison is
done for the accumulated value for the entire drivecycle. The overall fuel mass peak
norm-difference between the methods is measured to be less than 0.4 % for all 21
test series conducted and average error 0.1 %.
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Figure 3.3: Comparison between fuel consumption measurement methods for one
drive-cycle. X-axis represents each test in randomized order and absolute difference
in estimated fuel mass on the Y-axis.
20
3. Test Setup
3.2 Emission Measurements
Emissions are measured with a FTIR (Fourier-transform infrared spectroscopy) mea-
surement system [26], [52]. A emissions sample is measured with a beam of infrared
light is passed through. The energy absorbed at each wavelength is used to create
an absorbance spectrum for the sample whereas a result of fraction or concentration
is obtained. In order to calculate mass equivalent emissions per kilometer. First
exhaust mass flow can be measured with an exhaust flow meter (EFM). Exhaust
flow can also be estimated by the injected fuel mass which is known (with an av-
erage error of 0.1 % as seen in Figure 3.3) and measured inlet air. The air flow is
measured with an mass air flow (MAF) sensor and pressure drop over the throttle is
measured with an intake pressure sensor. Together with the intake pressure intake
temperature measurements, the air mass can be calculated with Equation (2.6) at
each sampled instance. The exhaust mass flow is then determined according to:
mexh = (mMAF +mfuel) (3.1)
3.3 Full Vehicle Simulation
A full vehicle model where drivetrain, auxiliary components, wheels and chassis are
modeled is used for the optimization. The tool used is based on Matlab Simulink
and is called VSIM (Volvo Car Simulation Toolbox) and contains a full drivetrain
model of the vehicle. The dynamics covering rotational inertia and friction losses
are modeled in plant models solved using an ordinary ODE45 solver. An overview
of the simulation setup can be seen in Figure 3.4.
s^/DWůĂŶƚs^/DŽŶƚƌŽůůĞƌ
KƉƚŝŵŝǌĂƚŝŽŶ
DŽĚƵůĞ
ŽŶƚƌŽůůĞƌ
KƉƚŝŵŝǌĂƚŝŽŶDŽĚƵůĞ
ŽƐƚdŽ'Ž
^ƚĂƚĞ^ƚŽƌĂŐĞ
'ƌŝĚ^ŝǌŝŶŐ
DŝŶ^ĞĂƌĐŚ
ŽŶƚƌŽůĨƌŽŵ
K
^ŝŵƵůĂƚŝŽŶŶǀŝƌŽŶŵĞŶƚ
ŽŶƚƌŽůdĂƌŐĞƚƐ
/ŶŝƚŝĂů^ƚĂƚĞƐ
dŝŵĞ
^ƚĂƚĞƐ
ŽƐƚ
ŵĂǆͬŵŝŶ
ŝƐĐƌĞƚĞ
ŽŶƚŝŶƵŽƵƐ
ŝƐĐƌĞƚŝǌĞĚ^ĞŐŵĞŶƚƐͬ
ZĞĐĞĞĞĚŝŶŐ,ŽƌŝǌŽŶ
Figure 3.4: Representing the simulation setup environment and optimization en-
vironment
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The VSIM controller model is scheduled in discrete time similar as the vehicle ECU.
The control signals are engine state (on/off), torque to each actuator or gear deci-
sion depending on requested wheel torque and vehicle speed. The applied signals
are constant for each segment or pre-calculated cost factors using ECMS. The op-
timization module divides the drivecycle and state-space into small segments and
a state grid. The model is then modeled in continuous time. Dividing drive-cycle
between the discrete segments is carried out by the optimization module and the
initial states are given by the state grid. Cost and states are calculated from the
continuous time simulation model and interpolated to fit the state grid. The plant
provides an internal feedback loop of the states during the simulations to the conven-
tional rule based controller and look-ahead controller. A switching module provides
the coordination between the conventional rule based controller and the look-ahead
controller (max/min) in Figure 3.4, such that feasibility and operationable limits
are always fulfilled.
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Results
This chapter summarizes the main results obtained within the scope of the research.
Published papers are summarized in Section 4.1. The work began in conducting
simulation studies that was compared to rig-tests. It was soon discovered that
engine start occurrences in the rig tests differed from the simulation model. The
reason was found to be differences in voltage drop during transients for the high
voltage battery. The voltage drop in the rig tests was higher than in the simulation
model. This had a direct impact on the engine start occurrences for the rig tests
for which occurred at different times in the drivecycle compared to the simulation
model. A method to sample battery data from CAN measurements in the vehicle
(Controller Area Network) and parameterize a battery model structure oﬄine was
developed in Paper I. Different model complexity structures was evaluated towards
battery output voltage accuracy.
The work continued in Paper II evaluating fuel consumption for different high level
engine state controllers during a route comparing optimization and modeling ap-
proaches. The rate of discharging the battery was optimized to minimize fuel con-
sumption. Optimization strategies was calculated oﬄine in simulation models with
findings from Paper I. The oﬄine calculated parameters were integrated to the ve-
hicle ECU and tested for a realistic drivecycle with different drivers for a parallel
hybrid drivetrain.
Paper III is a continuation of Paper II that includes more aspects of discharge rates
and investigates how the engine operating points and speed dynamics are affected by
SOC over a drivecycle applied for a series hybrid. The most significant difference
from Paper II is that when the engine is running, shift points are not statically
defined and decided. Instead any operating point and speed is possible for the
combustion engine. This not only includes more states and control decisions, but
also takes more time to solve. The number of states and control decision variables
were compared for the engine at the same time the optimal discharge rate was found.
4.1 Published Papers
Paper I
Three different battery models with different model complexity have been evaluated.
Current and voltage is collected during real driving in a plugin hybrid and tested to
fit measured voltage towards a modeled voltage output. The battery is modeled as
equivalent linear electric circuits. A resistive circuit is compared to a RC circuit and
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a dual RC circuit. The test data used for battery parameter classification is recorded
mainly at very low C-rates and at state of charge levels close to charge sustain level
(25 %). The temperature of the cells in the training data varied from 5 degrees C to
23 degrees C. It was found during the study that the modeling complexity affected
the result for voltage goodness of fit. The single resistance battery model could
not represent voltage dynamics during current step changes. The best result was
obtained by using a resistance in series with a resistance and capacitance (RC). The
average goodness of fit for the R circuit of 70 %. Best result towards the training
data was obtained by the single RC circuit model with an average of 97 % goodness
of fit. The dual RC circuit model did not represent a normally distributed fit towards
the training data. The reason for the less accurate model fit for dual RC circuit was
not a part of the Paper, however a probable reason is that longer discharge pulses
were not present in the training data sampled from the real driving that is available
in the standardized HPPC test-cycle.
Paper II
The Paper compares different control methods to discharge a high voltage battery
in a parallel plugin hybrid electric vehicle. The control methods are compared to a
conventional depletion-sustain strategy without any look-ahead information. First
a DP method is used to determine a lookup table of driver demanded power re-
quests for which engine start occurs. The power request map is a grid in distance
and SOC. This is compared to a look-ahead heuristic strategy that estimates each
segment energy usage based on a road load model and vehicle model. Thereafter
the algorithms portions the electric drive into low average power segments. In the
DP algorithm the state feedback was SOC at a given distance in the cycle with a
pre-calculated lookup-table for engine start power request. In the heuristic method:
the SOC trajectory was obtained from the sorting algorithm and the engine on re-
quested power was handled by a conventional SOC P-controller. The results from
the simulations provided best fuel efficiency result for the DP method compared to
the heuristic strategy and rule based strategy. Rig tests later performed showed
differences compared to simulation. Measured fuel consumption reduction and ro-
bustness towards driver variance was significantly better for the heuristic strategy.
The DP method had larger variance in the fuel consumption between each test and
driver but showed overall improvements compared to the rule based strategy without
look-ahead information.
Paper III
Three different optimization methods are compared for a series plugin hybrid electric
vehicle, all of them utilizing look-ahead information. The different methods are
varied with different operating modes. The first method assumes that running the
engine in one operating point (the highest system efficiency) is always the optimum.
Thus the optimization consists of finding the segments in the drivecycle for where
the engine should provide electrical power. Method 2 can control the charging
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power freely within one segment and speed is controlled efficiently to the optimum
operating line with a rule based speed controller. Method 3 does not limit the engine
towards the optimum efficiency line when requesting a new engine power request,
instead running at other speeds outside the optimum efficiency line or optimum
system efficiency point. The control signals are the engine torque and generator
power. Method 3 is more computationally intensive than Method 1 and Method 2.
In order to reduce the computational effort for all methods a reachability analysis
was carried out, simulating the model forward and backwards in time with controller
input set to maximum or minimum setpoint levels. For the 2-state DP algorithm
this reduced from 11.4 million iterations to 33573 iterations. The simulation result
showed that lowest fuel consumption was obtained by Method 3 (2-dimensional).
The load following method was less fuel efficient than the constant load approach.
Battery cycling was shown to be best for the load following approach but the overall
RMS current was lower for load and speed varying method. The most interesting
finding was that due to engine dynamics, it is not always beneficial to run the engine
at the best efficiency point.
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Future Work
The work until now has consisted of high level control of energy distribution under
a drivecycle. Near term studies will focus more on short horizon decisions. That is:
how vehicle speed, torque split and gears can be controlled more efficiently together.
Moreover it will be tested how infrastructure can be used to improve emission and
light-off for catalysts.
5.1 Optimal speed and gear selection with look-
ahead information
The problem of controlling gear and speed has been carried out since 1977 [47].
Methods have since then been developed to solve the problem with different gears
or gear ratios for combustion engines [54], [55], [38] and optimum vehicle speed for
electrified drivetrains [36]. Tests performed on trucks [27] have shown a significant
fuel saving potential. The problem is illustrated in Figure 5.1 where a vehicle is
travelling over a hill and incorporates minimizing fuel consumption by controlling
gears and torques such that the vehicle speed remains within operational limits when
look-ahead information is known.
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Figure 5.1: Vehicle optimum speed driving up and down a hill
As highlighted in [7] there are still factors that are preventing a real world imple-
mentation for more energy efficient control of vehicles. First: Many methods are
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too computationally intensive for a vehicle ECU or unable to provide good results
with map data differences to real world or other disturbances related to vehicle,
driver, weather and traffic. We have seen that a power based dynamic programming
method was sensitive to disturbances in Paper II. Little research has been focusing
on illustrating how sensitive different methods are regarding the previous mentioned
aspects. In the future work real world implementations will be tested in a vehicle
using ideas from [27] and develop this further to take engine response into consid-
eration and combine the knowledge and opportunity to involve electric drivetrain
components [36]. Simulations will be done to study the optimal solution and rig
tests will be carried out to measure the influence of disturbance factors.
5.2 Predictive traffic light information influence
on catalyst performance in real driving
Connected infrastructure provides new possibilities regarding optimal speed control
for self driving cars, green light optimal speed is one application that uses traffic
light information to adapt the speed and traffic flow of all the vehicles to avoid
standstill and maximize throughput in an intersection, typically self-driving cars or
vehicles driving in ACC mode. An investigation will be carried out how catalyst
performance is affected during takeoff if engine start can be triggered by a traffic
light instead of driver triggered engine start. An investigation of engine response,
emissions and driver behavior will be conducted of a selected group of users where
this function is tested with and without traffic light information during start events
at crossroads. The assessment will be carried out in real traffic and reaction times,
initial accelerator-pedal position, emission performance, robustness and latencies
will be measured.
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