We have discovered that application of the method of variation of parameters to the KustaanheimoStiefel (K-S) regularization drastically reduces the orbital integration errors of the perturbed two-body problem for arbitrary types of perturbations. This is because not only the errors of position, whose linear growth was determined previously (Paper I), but those of the physical time grow only linearly with respect to the Ðctitious time even if using traditional integrators such as the Runge-Kutta, extrapolation, or Adams methods. Further, we introduce the concept of a time element in the framework of StiefelÏs approach and develop a complete set of K-S elements for the Ðrst time, which leads to a smaller error in the physical time than those of Stiefel and Stiefel & Scheifele. Numerical experiments show no signiÐcant increase in the CPU time due to the introduction of variation of parameters in practical problems.
INTRODUCTION
Recently, we found that the Kustaanheimo-Stiefel (K-S) regularization (see Stiefel & Scheifele 1971 for a comprehensive review) reduces the error accumulation of orbital integrations signiÐcantly (Arakida & Fukushima 2000 , hereafter Paper I). The K-S regularization is e †ective since it reduces the integration error not only in the case of frequent close approaches but also in the case of circular or nearly circular orbits. This is because its positional error grows in proportion to the independent variable, the Ðcti-tious time s. This feature is independent of the perturbation type, the integrator adopted, and the nominal eccentricity. Also, the K-S regularization stabilizes the symmetric multistep method for special second-order ordinary di †erential equations (ODEs) (Quinlan & Tremaine 1990 ) and avoids its step size resonance/instability observed in perturbed two-body problems (Quinlan 1999 ; Fukushima 1999) .
Unfortunately, the K-S regularization by itself has a limit. Paper I revealed that the error growth of the physical time, which must be integrated in the K-S approach, is proportional to s if we adopt a time-symmetric method1 for integrating the harmonic oscillator portion of the K-S regularized equation of motion, while the error grows in proportion to s2 if this part is computed using traditional integrators. Unfortunately, the time-symmetric formulae are not all-purpose ; the leapfrog method and the symmetric multistep method for special second-order ODEs cannot deal with perturbations involving the velocity v. The zerogrowth symmetric multistep method for general Ðrst-order ODEs often faces numerical instabilities (Paper I).
In order to Ðnd a scheme applicable to general perturbation types and in order to reduce the accumulation of integration errors in the physical time t, we considered ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ 1 Examples of such integrators are the leapfrog method, the symmetric multistep method for special second-order ordinary ODEs (Lambert & Watson 1976 ; Quinlan & Tremaine 1990) , and the zero-growth symmetric multistep method for general Ðrst-order ODEs (Evans & Tremaine 1999) . application of the method of variation of parameters to the K-S regularization. The orbital elements under the K-S regularization were Ðrst introduced by Stiefel (Stiefel et al. 1967 ) and were subsequently modiÐed by Stiefel & Scheifele (1971) . StiefelÏs K-S elements are not complete, in the sense that the element of physical time is not given. Thus, we introduce a time element which corresponds to the time t 0 , of pericenter passage in terms of the classical Kepler elements, and obtain a third set of K-S elements. As shown below, numerical experiments prove that the introduction of any of these sets suppresses the error growth in the physical time and therefore achieves smaller positional errors than obtained by use of the K-S regularization only.
NUMERICAL EXPERIMENTS
We compared the error growth of four formulations, based on (1) the K-S variables, (2) StiefelÏs variables (Stiefel et al. 1967) , (3) the variables of Stiefel & Scheifele (1971) , and (4) the complete set of elements that we developed (see the Appendix for details).
As a test problem, we adopted the same threedimensional restricted three-body problem as was used in Paper I. For the numerical integrator, we employed the eighth-order Adams-Bashforth method (predictor formula), where the starting values were determined by using the extrapolation method (see Hairer, & Wanner 1987 NÔrsett, and Appendix B of Paper I for details on the integration method). The results obtained did not change when the integrator was replaced by other traditional ones, such as the Runge-KuttaÈtype integrators or the extrapolation method. The integration errors were evaluated by comparison of two runs of numerical integrations with di †erent step sizes, corresponding to 110 and 220 steps per period, respectively (see Appendix C of Paper I). Figure 1 shows the positional error growth with respect to the Ðctitious time s. In the case of the Stiefel-Scheifele formulation, we converted its independent variable E to s by the relation
In all the cases, the positional s \ 1 2 E/u. error grows only linearly. Figure 2 shows the error growth FIG. 1.ÈGrowth of numerical integration errors in position as a function of Ðctitious time, s. The adopted integrator was the eighth-order Adams-Bashforth method, and the test was the circular restricted threebody problem. The compared formulations are (1) the original K-S regularization ("" KS ÏÏ), (2) StiefelÏs variables (Stiefel et al. 1967) , (3) the variables of Stiefel & Scheifele (1971) , and (4) the complete set of K-S elements derived here ("" New ÏÏ). The di †erence between the second and the last is hardly visible.
in the physical time t. In the case of the original K-S variables, the error is proportional to s2, as was explained in Appendix A of Paper I. Otherwise, the error grows linearly. Note that the error constant, the coefficient of the linear term in the observed error, becomes the smallest when the new set of elements is used.
Let us examine the reasons. Figure 3 illustrates the integration error in the various coefficients that appear in StiefelÏs approach and ours : remains almost constant. This is *C 1 similar to the situation for the Jacobi constant, for which the error is almost constant in StiefelÏs approach and ours (see Fig. 5 below) . The error in another linear-term coefficient, is also oscillatory and remains almost constant *C 4 , in the long run.
is also oscillatory, but its amplitude *C 5 increases as a mixed secular term. Since the integral of a mixed secular term is the sum of another mixed secular term and a periodic term, we conclude that the magnitude of the error in the physical time propagates in proportion to s. Figure 4 is the same as Figure 3 , but plotted are the errors of the coefficients in the case of Stiefel & Scheifele (1971) , equations (59) and (61) :2 
The errors and are proportional to s, while *D 1 *D 2 *D 3 has the same behavior as Note that the error in *C 5 . *D 4 shows the e †ect of rounding o †, since it grows in proportion to
In any event, the error in the physical time also
Js.
grows linearly with respect to s. Figure 5 illustrates the error growth of the Jacobi constant, which is a conserved quantity in the restricted circular three-body problem. In the case of the K-S and StiefelScheifele formulations, the error grows linearly. In the case of StiefelÏs and our scheme, the error remains almost constant. Over longer periods, however, the e †ect of accumulation of round-o † errors appears.
CONCLUSION
We have found that it is e †ective to apply the method of variation of parameters to the K-S regularization. The reasons are that (1) not only the positional error, but also the error in the physical time, grows linearly with respect to the Ðctitious time s, and (2) this property is independent of the integration method. The latter means that we can use a very fast integrator, such as the eighth-order or higher Adams-Bashforth methods. Also, we developed a time element for the K-S variables in the framework of Stiefel (Stiefel et al. 1967) and conÐrmed that use of the resulting FIG. 6 .ÈRatios of CPU time for one-step numerical integration between the formulation using the original K-S variables and the three applications of the method of variation of parameters.
complete set of K-S elements works better. In particular, it is superior to the existing two schemes in the error of the physical time. This success might give the impression that it would also be possible to introduce a time element in the framework of Stiefel & Scheifele (1971) . However, we found that this does not work well ; a quadratic error appears in the integration of the physical time.
As the most practical concern in using the element formulations, we compared the increase in CPU time due to their introduction. Figure 6 illustrates the CPU time ratios of each formulation with respect to that of the original K-S variables. As can clearly be seen, the increase in CPU time is very small, 2% at most. This is because the additional operations required by the element formulations mainly consist of the evaluation of trigonometric functions such as sin u 0 s, which reduces to simple arithmetic by using the addition theorems. In Paper I, we showed that the increase in CPU time caused by introducing the K-S regularization itself becomes negligible for practical problems. Combing these two factors, we reach the conclusion that there is no signiÐ-cant di †erence in CPU time among the unregularized, the K-S regularized, and the K-S element formulations.
In conclusion, the method of variation of parameters works well in two respects, the smaller error growth and the greater applicability. This approach will be especially useful for dealing with the long-term study of the motion of asteroids, comets, and natural and artiÐcial satellites, and highly accurate orbit prediction for spacecraft.
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APPENDIX COMPLETE SET OF ELEMENTS BASED ON STIEFELÏS APPROACH
Let us introduce a time element into the framework of Stiefel (Stiefel et al. 1967 ). Stiefel rewrote the equation of motion for the K-S variables as
where
Here u is the K-S space variable, LT is the transpose of the K-S matrix, f @ is the three-dimensional perturbing acceleration, h K is the Kepler energy, and is a constant representing the initial value of the angular velocity of the associated u 0 4 (h K,0 /2)1@2 harmonic oscillator. The variable is replaced by W , which relates to the work done by the perturbation. Next he h K introduced the new variables a and b, deÐned as
In other words, these are the coefficients of the solution u in terms of trigonometric functions. From these relations, the exact solution for the physical time t in the unperturbed case is expressed as
here is an integration constant. Based on this form, we name a "" time element ÏÏ in the perturbed case. Namely, it is deÐned t 0 t 0 as
Then the equation of motion of the resulting new set of elements is written as
The set (a, b, W, is a complete set of elements since all of the s-derivatives vanish in the unperturbed case. t 0 )
