Abstract
Introduction
Field-programmable gate arrays are ideal for adaptive systems, since they are reconfigurable and can be programmed to implement any digital logic. Applications of such FPGA-based adaptive systems include face image recognition [22] , on-line failure recovery [49] , and analysis of firefly synchronisation [62] .
The main drawback of FPGAs is that they are less efficient than application-specific integrated circuits (ASICs) due to the added circuitry needed to make them reconfigurable.
In a recent study [29] , FPGAs are estimated to be 3-4 times slower, 5-35 times larger, and 7-14 times less energy efficient than ASICs depending on the application and the flexibility of the FPGA.
Traditionally, FPGA research focused on reducing the speed and area overhead [9] . In recent years, however, much of the focus has shifted to improving the energy efficiency. This shift is due to process scaling and increased demand for low-power applications. Although process scaling reduces the energy needed to perform a given computation (since wires and transistors are smaller), it increases power dissipation per unit area and therefore the overall power for a given die size [24] . At the same time, demand for low-power applications is increasing due to the proliferation of hand-held devices and increasing energy costs. For hand-held and other battery operated devices, reducing power increases battery life. For non-mobile devices, reducing power consumption lowers operating, packaging, and cooling system costs.
There are many ways to make FPGAs more energy efficient. The various techniques can be divided into five categories: process, circuit, architecture, system, and computer-aided design (CAD). Process techniques refer to the use of new low-power process technologies offered by the semiconductor manufacturers. Circuit techniques refer to the transistor-level implementation of the logic and routing resources.
Architecture techniques refer to functionality of the logic, I/O, and memory resources and the connectivity between these resources. System techniques refer to high-level low-power techniques such as dynamic voltage control, turning resources off when they are not being used, and run-time reconfiguration. Finally, CAD refers to enhancements made to the mapping tools which are used to configure the FPGA. This paper is organized as follows. Section 2 describes the basic structure of an FPGA and summarizes the sources of power dissipation. Section 3 and Section 4 cover respectively system-level design techniques and devicelevel design techniques, both of which target mainly current commercial devices. Section 5 describes circuit-level and architecture-level design techniques for experimental devices. Section 6 and Section 7 present recent research respectively on power modeling and on low-power computer-aided design (CAD). Finally, Section 8 summarizes the paper and proposes future work.
FPGA Architecture and Power Dissipation
This section reviews the basic structure of an FPGA, focusing on what makes FPGAs power-hungry. FPGAs are made up of a large number of configurable logic blocks, which implement the logic part of digital circuits, and a configurable routing fabric, which implements the connections between the logic blocks. Modern FPGAs also have embedded fixed logic components, such as memories and arithmetic logic units. These embedded components are typically aligned with the logic tiles, and are often arranged in rows or columns. Figure 1 provides an abstract view of an FPGA with programmable logic and embedded fixed-function components.
FPGAs dissipate more static power than ASICs for a number of reasons. FPGAs use a large amount configuration memory to control every programmable routing switch and logic function in the FPGA. Each configuration bit dissipates static power. Another reason is that the programmable logic blocks are implemented using lookup-tables, which have significantly more transistors than the corresponding logic gates in an ASIC. Similarly, FPGA routing resources use significantly more transistors than in ASICs because of the large number of multiplexers needed to make the routing flexible.
FPGAs also dissipate more dynamic power than ASICs. In both an ASIC and FPGA, connections between gates are associated with some amount of parasitic capacitance due to the metal wire used to implement the connection as well as the driver and driven transistors. However, as described above, a connection in an FPGA also contains a large number of programmable switches. These switches significantly increase the parasitic capacitance on the wire segments and charging and discharging this parasitic capacitance consumes dynamic power. Figure 2 shows a breakdown of core power consumption in a commercial 90-nm FPGA [61] . The figure shows that the routing resources dissipate the greatest amount of power, followed by logic and clock network resources. This study also reports that dynamic power accounts for 62% of the total power, while static power accounts for 38%. There is also recent work which considers FPGAs with embedded memories; such memories are found to account for 14% of core dynamic power [56] .
Low-Power System-Level Design
This section describes various low-power design techniques that have been applied to current FPGA technology by application developers. We classify these techniques into three categories: basic techniques, techniques involving run-time reconfigurability, and techniques for soft processors. First, we provide five examples of basic techniques introduced below.
(a) It is usually preferable to use coarse-grained embedded blocks rather than the fine-grained configurable logic blocks in an FPGA, since the former are more powerefficient than the latter for the same function [29] . However one needs to ensure that in doing so, power consumption for routing would not increase significantly.
(b) Pipelining is a simple and effective way of reducing glitching, and hence minimising power consumption. It is found that, at a given clock speed, pipelining can reduce the amount of energy per operation by between 40% and 90% for applications such as integer multiplication, CORDIC, triple DES, and FIR filters [65] .
(c) Word-length optimisation can be applied to obtain the best trade-off in speed, area, power consumption, flexibility, and accuracy. One approach is to study the sensitivity of outputs in a design to small errors due to rounding or truncation of internal variables for fixed-point hardware implementation. Improvements in power consumption of up to 98% (mean 87%) have been achieved for adaptive filters and polynomial evaluations [17] .
(d) Clock gating can be used to reduce dynamic power consumption by disabling the clock for the inactive regions to prevent signal transitions. It can be combined with word-length optimisation (see (c) above) so that the circuitry in an operator is gated when not in use [47] .
(e) Dynamic voltage scaling can be used to adapt the supply voltage to the FPGA as the temperature changes, to minimise power consumption. It has been shown that power reduction between 4% and 54% can be achieved for various arithmetic circuits [16] .
Second, we provide two examples of low-power techniques involving run-time reconfigurability; the use of such reconfigurability has already been reported [49] [62]. (a) Word-length optimisation can be combined with runtime reconfiguration so that the smallest design is adopted at a given time, as long as the energy reduction in execution is greater than the energy overhead for reconfiguration [48] .
(b) Run-time reconfiguration can be applied to change a design in order to adapt to run-time conditions. For instance when a communication channel becomes more noisy, a more powerful but less energy efficient turbo coder can be used to maintain a fixed bit error rate, and vice versa [40] . Such run-time adaptation can further benefit from devices that support partial reconfiguration [46] .
Third, we provide two examples of low-power techniques for FPGA-based soft processors; the use of such processors in adaptive systems has been reported [58] .
(a) Based on an iterative improvement method, instruction set extensions to the MicroBlaze soft processor have been proposed [10] . Up to 40% reduction in energy and 12% reduction in peak power have been reported.
(b) Combined application of power-aware scheduling and instruction recoding techniques can be used to optimise a soft processor at multiple levels of abstraction. Dynamic power reduction of up to 74% has been obtained [18] .
Device-Level Design: Commercial Devices
The latest FPGA devices from vendors such as Altera and Xilinx incorporate various low-power device-level technologies. This section reviews some of these technologies.
At the device level, Altera and Xilinx both utilize triple gate oxide technology, which provides a choice of three different gate thicknesses, to trade-off between performance and static power [3] [67] . In earlier technologies, only two thicknesses were available. Transistors with thicker oxide were used for the large, higher voltage tolerant transistors in the I/O blocks and the thinner ones were used everywhere else. The new medium thickness oxide transistors provide slightly less performance than thin oxide transistors, but leak significantly less. In the latest FPGAs, these are used in the configuration memory and the switches that are controlled by this memory. Since the configuration memory remains static during the operation of the device, the oxide thickness does not affect the performance of the corresponding switches. To reduce dynamic power, FPGA vendors use a low-k dielectric between metal layers, which reduces the parasitic capacitance. This, in addition to smaller device geometries, reduces the average node capacitance and, correspondingly, dynamic power. Dynamic power of the core of the FPGAs can be reduced further by lowering the supply voltage because dynamic power has a quadratic relationship (CV 2 f ) with the supply voltage. Xilinx reduces the core supply voltage from 1.2V (in Virtex 4 FPGAs) to 1.0V (in Virtex 5 FPGAs), which cuts core power significantly. Similarly, the core supply voltage of Altera Stratix III FPGAs can be selected (by the user) to be either 1.1V, for high performance, or 0.9V, for lower power consumption. Altera and Xilinx have also made a number of architecture-level changes to their latest devices to reduce static and dynamic power. Both vendors have recently increased the size of the LUTs (lookup tables) within the logic blocks [2] [67] . By increasing the size of the basic logic elements, from 4-input LUTs to 6 and 7-input LUTs, both static and dynamic power are reduced since more logic is implemented within each LUT and less routing is needed between the LUTs. This reduces power since LUTs are implemented using smaller transistors (compared to transistors in the routing resources), which leak less and dissipate less dynamic power. Both vendors have also modified their routing architectures to increase the number of neighbouring logic blocks that can be reached in only one or two hops (each routing segment used counts as one hop). Using more 1-hop routes reduces the average capacitance of the routes, which improves both power and performance. Other architecture-level features that reduce overall power are the embedded memories, adders, and multipliers. Although each of these functions can be implemented using the programmable logic fabric, its implementation as a fixed-function embedded block is more power-efficient since circuitry to make it flexible is not needed, and it can be turned off when not used.
Finally, a number of low-power techniques have also been incorporated into the commercial FPGA CAD tools. Detailed power models have been integrated within the Altera Quartus II [2] and Xilinx ISE CAD tools [66] . Both vendors provide a spreadsheet utility to make early power predictions before the design is complete and a detailed power model that can be used when the design is complete. Early power estimates are based on estimated resource usage, I/O types, clock requirements, clock frequencies, and environmental conditions.
The detailed power models provide estimates after the application has been placed, routed, and simulated. The estimations from the detailed power models are more accurate than those from the early power models, since detailed capacitance, leakage, and switching activity information is known for each node in the application circuit. In the case where simulation results are not available, only basic probability-based (vectorless) activity estimation is available and the accuracy of the power estimates is significantly reduced. This is especially true for sequential circuits. Power-aware CAD techniques have also been incorporated into the commercial CAD flows.
In Quartus II, power is minimized during technology mapping, placement, and routing by minimizing the capacitance of high-activity signals using techniques similar to those described in the previous section. Power is also minimized by optimizing the mapping to the embedded memories, as described in [56] , and, similarly, by optimizing the mapping to the embedded DSP blocks. In ISE, power is minimized during placement and routing by minimizing the capacitance of high-activity signals. Dynamic power dissipation is further minimized by strategically setting the configuration bits within partially used (some inputs are not used) LUTs to minimize switching activity. Both CAD tools also ensure that all unused logic blocks, embedded blocks, routing resources, and clock network resources are turned off to save power.
Combining the above techniques, Altera reports that Stratix III FPGAs are over 50% more power efficient than Stratix II FPGAs [2] . Similarly, Xilinx reports that Virtex-5 FPGAs consume over 35% less dynamic power than Virtex-4 FPGAs, with even greater savings when embedded components are used [67] . Xilinx 
Circuit-and Architecture-Level Design
The architecture and the circuit-level implementation of the FPGA is key in reducing power, since it directly affects the efficiency of mapping applications to FPGA resources, and the amount of circuitry to implement these resources.
A number of studies have investigated low-power FPGA architecture design. Energy-efficient FPGA routing architectures and low-swing signalling techniques to reduce power are described in [21] [43] . In [55] , a new FPGA routing architecture that utilizes a mixture of hardwired and traditional programmable switches is proposed, which reduces static and dynamic power by reducing the number of configurable routing elements. In [7] , a novel FPGA routing switch with high-speed, low-power, or sleep modes is presented. The switch reduces dynamic power for non timing critical logic and standby power for logic when it is not being used. In [41] , power-gating is applied to the switches in the routing resources to reduce static power; duplicate routing resources, that use either high or low Vdd, are used to reduce dynamic power. In [30] , energy-efficient modules for embedded components in FPGAs are introduced to reduce power by optimizing the number of connections between the module and the routing resources, and by using reduced supply voltage circuit techniques. In [27] , several power reduction techniques, such as register file elimination and efficient instruction fetch, are proposed for a coarse-grain reconfigurable cell-based architecture; up to 3.6 times lower energy than an ARM7 device, and up to 6 times lower energy than a C55X DSP, is reported.
Although significant improvements have already been made, many opportunities to further reduce power in FPGAs remain. The rest of this section describes two recent improvements: minimization of FPGA glitch power, and efficient FPGA clock network design.
The first improvement concerns FPGA glitch reduction. Glitching occurs when values at the inputs of a LUT toggle at different times due to uneven propagation delays of those signals. If the arrival times are far enough apart, spurious transitions can be produced at the LUT output, as shown in Figure 3(a) . A recent study suggests that glitching accounts for 31% of dynamic power dissipation in FPGAs [33] . The study proposes a method for minimizing glitching which involves adding configurable delay elements to the inputs to each logic element in the FPGA (Figure 4 ). After place and route, detailed timing information is used to configure these delay elements so as to align the arrival times at the inputs of each logic element. This eliminates glitches as long as the arrival times can be aligned closely enough, as shown in Figure 3 The amount of glitching that can be eliminated depends on several factors. Specifically, the resolution, maximum delay, location, and amount of the programmable delay elements all have an affect on glitch elimination and overhead. It was found that, on average, the proposed technique eliminates 87% of the glitching, which reduces overall FPGA power by 17%, while the added circuitry increases the overall FPGA area by 6% and critical-path delay by less than 1%.
A 17% reduction in power is significant. Moreover, the method can be applied to all commercial FPGAs, and requires only minor changes to the CAD flow or the rest of the architecture. The gains are roughly independent of those that can be obtained using process enhancement techniques. However, there may be some overlap in these gains with those that can be obtained using a power-aware CAD flow, since by reducing the activity of high-activity signals, there may be less "low-hanging fruit" available for the power-aware CAD flow.
The second recent improvement concerns low-power clock network design. New FPGAs are sophisticated enough to implement large system-level applications. These applications often have many clock domains. As an example, consider a communications application connected to several I/O ports. Each port might have its own clock, meaning the circuitry connected to each port must be controlled by a separate clock. FPGA vendors support such applications through the use of programmable clock networks that are flexible enough to support a wide range of applications, yet have low skew.
These clock networks have a significant impact on power since they connect to each flip-flop on the FPGA and toggle every clock cycle. In [61] , the clock network in a current FPGA is shown to account for 19% of dynamic power ( Figure 2 ). Moreover, depending on how flexible it is, the clock network can impose constraints that affect how applications can be placed within the FPGA. As an example, current FPGAs are divided into regions which can support a limited number of different clock domains. For applications with many clock domains, these constraints could force domains to be placed farther apart than they would otherwise be if the clock network is more flexible.
Recent work [34] [35] examines the trade-off between the flexibility of FPGA clock networks and overall power consumption. This research has three parts. First, a parameterized framework for describing a wide range of FPGA clock networks. Second, a comparison of clockaware placement techniques to determine their effectiveness: since clock networks impose hard constraints on the placement of logic blocks within the FPGA, a good clock-aware placement algorithm must obey these constraints and also optimize for speed, routability, and power consumption. Several techniques for combining these objectives are evaluated, in terms of their ability to find a placement that is fast, energy efficient, and legal. Third, experiments to determine what makes an efficient FPGA clock network. It is found that FPGA clock networks with more flexibility near the sources (pads or internal sources) and less flexibility near the sinks (flip-flops) are more efficient in terms of overall power consumption. Also dividing FPGA into clock regions that can be driven by global or local clock sources significantly reduces the area and power dissipation of the clock network.
Both the parameterized clock network framework and the clock-aware placement techniques have been incorporated into the popular VPR CAD tool [9] and is publicly available. The significance of this work is thus two-fold: (1) techniques that help FPGA vendors to provide more efficient clock networks, and (2) a new approach for architectural exploration that helps to guide future researchers.
FPGA Power Modelling
Accurate power modelling is important in low-power FPGA design for a number of reasons. First, application designers need detailed power estimates to ensure their application meets various power budgets. Second, poweraware FPGA CAD tools require detailed power estimates in order to minimize power. Third, FPGA designers who development new FPGA architectures and CAD tools need power estimates to evaluate new low-power techniques.
A number of FPGA power models have recently been presented in the literature. In [50] , a detailed power model that estimates static and dynamic power of the logic, routing, and clock network for a range of FPGAs with different architecture parameters is described. For static power, the model uses a first-order analytical technique which calculates leakage based on transistor size and various technology-specific parameters.
For dynamic power, the model uses transistor-level capacitance information from the VPR place and route tool [9] and switching activity information obtained using vectorless activity estimation techniques. In [36] , a similar FPGA power model estimates static and dynamic FPGA power by calculating the power for each clock cycle using simulated switching activity information, instead of vectorless techniques. This power model has been enhanced to support FPGAs with a programmable supply voltage [37] and programmable threshold voltages [38] . In [13] [25] [52] , high-level FPGA power models that use macro-models to estimate power are described. These models characterize the power consumption of various FPGA components, such as adders, multipliers, and programmable logic, for lowpower high-level synthesis or design space exploration.
One of the main challenges in power modelling is activity estimation, which involves determining how often each node in the FPGA toggles. This activity information is needed in order to calculate how much dynamic power an application dissipates when it operates. Estimating activities is challenging because there are large a number of nodes within each circuit and complex interactions between the nodes which are difficult to model.
One approach is vectorless activity estimation which involves estimating the switching activity of each node based on the switching activities of the inputs and the logic function of that node. The advantage of vectorless activity estimation is that it is typically fast and does not require input vectors. The disadvantage is that it is less accurate than simulation because it typically does not consider the complex interactions between nodes.
Vectorless techniques that model these complex interactions have been proposed [44] [45] [52] [59] [60] . In general, however, there is trade-off between speed and accuracy. Some vectorless techniques are even slower than brute force simulation. A recent study [32] compares some vectorless techniques to determine which are fast enough to be used in FPGA CAD flow. Specifically, the aim of the study is to identify the most accurate techniques that do not noticeably slow down the FPGA design flow. These techniques and two novel techniques are then integrated into a new publicly available activity estimation tool called ACE-2.0.
Low-Power FPGA CAD
FPGA CAD tools, which map an application to the FPGA programmable fabric, can also have a significant impact on power consumption. This mapping generally occurs in five stages: high-level synthesis, technology mapping, clustering, placement, and routing. Each stage can be optimized to improve the final implementation. Power-aware high-level synthesis algorithms for FPGAs are presented in [12] [15] . In [12] , power is reduced by minimizing the total power of the operations and the size of the multiplexers that connect them. The algorithm described in [15] targets FPGAs with programmable power supplies and minimizes power by assigning low-Vdd to as many operations as possible given resource and timing constraints. Low-power technology mapping algorithms are presented in [5] [64] . In general, these algorithms minimize power by absorbing as many high-activity nodes as possible when the gates are packed into LUTs and/or by minimizing node-duplication, which tends to increase the amount of interconnect between the LUTs.
Low-power clustering techniques have been described in [11] [23] [31] [54] . These algorithms minimize power by absorbing as many small (low fan-out) and highactivity nets as possible when the LUTs are packed into clusters (logic blocks). Absorbing small nets tends to reduce number of inter-cluster nets (which dissipate the most power) and absorbing high-activity nets further reduces power. Low-power place and route techniques were presented in [28] [31] [53] [57], which minimize power by reducing the distance between logic blocks connected by high-activity wires (during placement) and by routing highactivity wires as directly as possible (during routing). In [8] , leakage power is minimized by choosing low-leakage LUT configurations.
Finally, in [56] , power-aware algorithms for mapping logical memories to the physical FPGA embedded memories were described. The algorithms minimize dynamic power consumed by embedded memories by evaluating a range of possible mappings and selecting the most power-efficient choice.
Conclusions and Future Work
Significant improvements have been made to improve power and energy efficiency of FPGAs. This paper describes many of these improvements, which range from low-level process and circuit design techniques through to high-level CAD techniques. While further improvements will likely be made at all levels, there seems to be significant potential for power savings at the system level.
At the system level, power reduction can be obtained by optimizing management and scheduling of system resources. As an example, programmable logic devices (PLD) such as FPGAs can be used to reduce power dissipation in mobile applications by effective exploitation of "deep-sleep" mode in mobile processors. When the processor is not needed, a programmable logic device can be used to monitor external resources, such as battery gauges, sensors, and interrupts, and determine when the host processor (or other devices) should be brought out of deep-sleep mode. Although the host processor itself can be used to monitor the external resources, it could be 10-100 times less efficient since it uses more power (when it is not in deep-sleep) when compared to a small system monitor implemented in a PLD [4] . As another example, FPGAs can be used as coprocessors to perform compute intensive tasks more efficiently than in software. Because it is flexible, the hardware implementation of the coprocessor can be optimized for the given task and even for specific input parameters such as media format.
Research targeting these system-level power tradeoffs is required. In the previous example, there is a trade-off between the power savings that can be achieved by not using the host processor and the cost of initializing the PLD and the processor when tasks are passed from one to the other. Several factors can affect the power savings, including the scheduling of tasks to maximize the duration that the processor can sleep and minimizing the cost of configuring the programmable logic device. Moreover, as programmable logic devices become more sophisticated, many of these system-level issues can be effectively addressed by FPGA technology. FPGAs with embedded processors and soft-processors are already available [19] . This introduces similar system-level tradeoffs and the potential for significant power savings.
Research targeting low-power system-level benchmarks is also required. To our knowledge, current academic benchmarks do not support this type of research. Specifically, benchmarks are needed that perform complicated tasks and provide realistic input stimuli reflecting how the applications are used. These should include description of when and how often different computations are required, as well as realistic input data that must be processed by the application. Benchmarks involving adaptive systems are of particular interest, since it appears promising to study how functional adaptation can be extended to cover power and energy reduction.
