Introduction
Germline copy-number variation (CNV) has, since its discovery on a large scale a decade ago, been of enormous interest in medical genetics and has been extensively studied across a number of phenotypes. [1] [2] [3] [4] [5] [6] [7] [8] Although there remain challenges to generating high-confidence CNV data sets, there has been significant progress in the development of detection algorithms and validation methods. [9] [10] [11] [12] [13] [14] [15] [16] [17] However, the direct effect of copy-number variability on genotype dosage has received far less attention. For example, the hemizygous genotype left behind in the wake of a deletion and the multiplicative genotype in a region of segmental duplication both vary with respect to a structural dimension representing genotype categories that do not fit neatly into homozygous or heterozygous designations. This observation has important implications for the impact of genotypic complexity (i.e., layering of SNP variation within copy-number-variable [CNV] and copy-number-stable [CNS] regions) on genome annotation and on disease gene mapping. [18] [19] [20] Here we offer methods, provide real-world results, and assess the functional impact of including the structural architecture of genotype across different modes of analysis (i.e., GWAS, rare variant, variance components) and phenotypes, challenging the long-held convention that genotype essentially exists in only three states. We investigated the structural dimension of SNP effects on (1) GWAS methods, (2) interpretation of rare LOF variants, (3) characterization of genomic architecture, and (4) implications for mapping loci involved in complex disease ( Figure 1 ). First, we sought to test the hypothesis that by integrating both the number of alleles (derivative of CNV) and the allelic content in a single test we would more precisely delimit genotype, thereby increasing power to identify significant associations and recover additional heritability. We apply our approach, termed copy-number-indexed GWAS (cni-GWAS), in a proof-of-principle experiment, to the detection of expression quantitative trait loci (eQTLs) but note that our approach applies, without loss of generality, to other traits. Our approach differs from previously described methods 19 in that it utilizes post-QC CNV data generated from any CNV caller and subject to the desired quality-control stringency, allowing for the use of a vetted CNV data set. This important distinction allows the analyst (1) to reliably detect CNVs using multiple SNPs simultaneously with multiple algorithms, reflecting the current state-of-the-art methods for CNV detection, (2) to determine the level of QC stringency required for the CNV data, and (3) to mine massive amounts of publically available CNV and genotyping results that have already been generated. For these reasons, we believe this approach is preferable to attempting to determine dosage on a SNP-by-SNP basis. Our use of eQTL detection as a test case also permits us to explore the broad relevance of these ''unmasked'' association signals to complex human disease traits. It has been previously established that trait-associated SNPs discovered by GWASs 21 are enriched for eQTLs 22-25 identified in LCLs. Using the results from the NHGRI GWAS catalog 21 as well as all results from the seven disease association studies conducted by the Wellcome Trust Case Control Consortium, 26 we tested several additional hypotheses relating to the enrichment and biological relevance of eQTLs derived from cni-GWAS compared to eQTLs derived from traditional GWASs. Second, in order to assess the extent of genomic complexity on rare variants from exome sequencing, we investigated the structural architecture of the genome in regions harboring putatively deleterious loss-of-function (LOF) variants (Figure 1) . We determined the proportion of LOF variants that fall within CNS versus CNV regions of the genome in exomes from healthy controls, 27 as well as transmitted and de novo LOF variants drawn from recent studies of autism exomes. [28] [29] [30] [31] We then investigated differences in the functional characteristics of LOF variants in CNV and CNS regions to gain insight into the relevance of the structural dimension on the phenotypic consequences of rare coding variation. With cni-GWAS and the LOF analysis, we demonstrate the impact of the structural dimension of genotype on rare variants and variants tested individually in a GWAS framework. However, it has become clear that many complex traits are highly polygenic, so we provide a third and final line of evidence for the global and pan-phenotypic impact of the structural dimension on genotype in a polygenic framework. Here we partition the genome according to known CNV and CNS regions and calculate the heritability of Tourette syndrome (TS [MIM 137580]) and obsessive compulsive disorder (OCD [MIM 164230]) captured by each partition using a mixed linear model. We assessed the significance of the partitioned heritability to determine whether CNV or CNS regions of the genome appeared to concentrate heritability.
Material and Methods

Unmasking Novel Regulatory Variation by Modeling the Structural Dimension of SNPs
cni-GWAS Analysis
Using the combined HapMap genotype data, we ascertained SNPs located within the boundaries of a set of CNV regions that had been previously identified in the same samples. 32 This resulted in a total of 17,565 SNP variants in 1,397 CNV regions. We developed cni-GWAS, which assumes an additive linear model that utilizes locus-specific covariate adjustment, with CNV status as a covariate, then tests the SNP genotype against all gene expression phenotypes. This approach effectively integrates both SNP allelic content and copy number dosage in a single model and estimates their joint effects on gene expression. In contrast to the traditional We developed an approach that incorporates structural information to identify regulatory variants hidden from standard GWASs. The central figure displays a cartoon image of two alleles (orange and blue) each associated with a specific level of transcriptional efficiency and each represented with multiple structural variations. The remaining panels of the figure illustrate the focus of analyses presented in the paper including GWAS methods, interpretation of rare LOF variants, characterization of genomic architecture, and implications for mapping loci involved in complex disease.
eQTL mapping approach that assumes diploidy at each candidate eQTL SNP or assumes no SNPs at a CNV locus, we assume that CNVs and SNPs may colocalize (genome-wide). We thus fit the following regression model:
where Y is a gene expression trait, C is the CNV genotype, S is the SNP genotype, b 1 is the CNV genotype effect, b 2 is the SNP genotype effect, Xb is the effect of nongenotype covariates (e.g., age, sex, or principal components), and e is the residual. The residuals e are assumed to be independently and identically (normally) distributed. Note that, in the absence of a CNV, the model reduces to the simple model that tests only for the presence of a SNP effect. Furthermore, in the absence of a SNP at a CNV locus, the model reduces to a regression that tests for the presence of a CNV eQTL effect. 33 Thus, this approach contains the traditional singlevariant approaches as special cases. We note that the model in Equation 1 tests for a nonzero additive SNP effect unmasked by incorporating the CNV effect. To test for ''SNP 3 CNV epistasis'' and for departure from additivity of SNP effect, we subsequently fit the following interaction model for SNP and CNV pairs for which marginal SNP association with gene expression, using Equation 1, was found:
Here b 3 is the SNP 3 CNV epistatic effect. High correlation between SNP and CNV genotypes in the model (Equation 1) may have undesirable consequences. Indeed, such correlation would likely induce a less precise estimate of the SNP effect on gene expression while controlling for CNV status. Furthermore, the redundancy in information provided by SNP genotype and CNV status may produce overfitting in the regression model. However, as the cni-GWAS approach deals with the association of SNPs that lie within regions of CNV, linkage disequilibrium (LD) between the SNP being tested and the CNV being tested is not a significant concern. This is because, in the case of deletions, the remaining allele is on the opposite chromosome as the deleted allele and therefore not in LD with the deletion. In the case of duplications, one allele exists within the duplicated haplotype and is therefore in perfect LD with the CNV, and the model is irreducible. In both cases, the presence of the CNV dictates the allelic dosage (i.e., 0, 1, 2, 3) to be used in the model. Quality Control Both CNV and SNP genotype data used in this study may be considered well-vetted sources of data (for details please see the primary publications Mills et al. 32 and Conrad et al.
34
; all data from human subjects has been published previously with documentation of oversight from institution review boards or similar entities and was conducted in accordance with Declaration of Helsinki). Nevertheless, we were presented with additional opportunity for QC and examined the data to test for genotypic incompatibilities (i.e., heterozygous genotype in regions of unique deletion). No genotypic incompatibilities were detected for the data reported here. Finally, in an effort to measure and control for the possibility of overfitting, we calculated the correlation between the SNP-level p value and the CNV-level p value from the cni-GWAS analysis. Furthermore, we identified SNP-CNV pairs with significant coefficients for both SNP genotype and CNV status as well as those pairs with a significant coefficient for only one. Defining cni-GWAS eQTLs, eSNPs, and eCNVs cis eQTLs are defined as SNPs within 1 Mb of their target genes (FDR < 0.05). 36 Given the number of SNPs present in regions of CNV (17, 565 ) and the number of expressed genes (13,080) tested, we defined a trans eQTL as a SNP associated with a (distal) gene expression trait at p < 2.18 3 10 À10 ( ¼ 0.05 / (17,565 * 13,080)). Throughout our study, we strictly reserve the term ''eQTLs'' to refer to SNPs that are significantly associated with a gene expression trait after multiple testing adjustment (e.g., FDR < 0.05 for cis eQTLs, p < 2.18 3 10 À10 for trans eQTLs). 36 For the purposes of methodological comparison and additional exploratory analyses, we also defined a broader group of SNPs showing moderate association with gene expression (p < 10
À4
), which we refer to as ''eSNPs'' throughout the manuscript. eSNPs have been useful in exploratory functional analyses and enrichment analyses relative to random sets of SNPs in the genome that are matched on genomic features of the eSNPs, enabling genomic discoveries that may be difficult to obtain through single-locus analyses. [37] [38] [39] While the remaining analyses focus on eSNPs, we also summarized the eCNV results under cni-GWAS ( Figure S3 and Table S1 available online). The cni-GWAS-derived p values for the eCNVs shown in Figure S3 were calculated after accounting for the presence of a SNP within the CNV region. This set of results refines previous traditional GWAS analysis identifying CNVs as eQTLs without conditioning on SNP genotype. 33 Comparison of cni-GWAS and Traditional GWAS eQTL Mapping Approaches In order to assess the power of cni-GWAS to detect associations, we examined the distribution of p values yielded by both cni-GWAS and the traditional GWAS approach to eQTL detection. This allows a comparison of the methods for eSNP detection and a test of the sensitivity of our findings using a variety of significance thresholds. Additionally, we compared the list of eQTLs identified through cni-GWAS to that of eQTLs identified through traditional GWASs in order to measure the number of novel discoveries generated by the new method.
To determine whether the improvement in significance under cni-GWAS was driven by spurious small p values stemming from low MAF variants, we examined the relationship between MAF and p value and compared the minor allele frequency distribution of eSNPs from cni-GWAS compared to standard GWAS. Furthermore, we compared the expression mean and variance of the eQTL targets from the two approaches (i.e., cni-GWAS and standard GWAS) to test whether CNV-driven differences in gene expression variance could have contributed to the gain in significance.
We provide summary statistics for the cni-GWAS eQTLs (eSNP and eCNVs), including coefficient of determination (R 2 ), p value, and beta, through the publicly available SCAN database.
23,40
Functional Analysis of cni-GWAS eSNPs via ENCODE We downloaded ChromHMM data, DNaseI hypersensitivity uniform peaks data in the lymphoblastoid cell line GM12878, and transcription factor binding site (TFBS) ChIP-seq data from the UCSC Genome Browser website. 41, 42 Regions identified as enhancers or weak enhancers were classified into a single enhancer annotation.
Using bedtools, we mapped SNPs in CNV regions to genomic features defined by these regulatory annotations from functional and epigenomic data sets, facilitating the annotation of such SNPs with information on (1) chromatin state (enhancers; active, weak, and poised promoters; Polycomb-repressed regions; heterochromatic and repetitive regions); (2) colocalization with open chromatin regions from DNaseI hypersensitivity data; and (3) overlap with TFBS regions. 43 We tested for enrichment of cni-GWAS eSNPs within chromatin state and DNaseI hypersensitivity annotations by first identifying the cni-GWAS eSNPs that map to these regulatory annotations and then, with the frequency in the genome as the expectation, we applied the binomial test to obtain an enrichment p value. We also investigated the effect of the cni-GWAS eSNPs on regulatory motifs. The difference in log-odds (LOD) score between the reference allele and the alternative allele was used as a measure of the differential allelic effect of the eSNP on the TFBS. If an eSNP was annotated with multiple transcription factors, we used the maximum, over all affected motifs, of the LOD scores. Using the Wilcoxon test, we compared the LOD scores at the cni-GWAS eSNPs and the remaining SNPs. Analysis of cni-GWAS eSNPs in NHGRI GWAS Catalog A subset of SNPs reproducibly associated with a broad spectrum of complex traits has been curated in the NHGRI GWAS catalog. 21 From the 3,124 unique trait-associated SNPs (NHGRI Catalog date 03/2013) with association p values less than 10
À8
, we generated an expanded set of SNPs in LD (r 2 R 0.80, n ¼ 28,417) with the trait-associated SNPs and determined the overlap with the set of 17,565 SNPs included in cni-GWAS. We then determined how many of these trait-associated SNPs and their proxies were identified as eSNPs under cni-GWAS. We evaluated the significance of the observed count relative to random sets of SNPs (N ¼ 1,000) matched, using trait-associated SNPs, on minor allele frequency (which determines power to detect an association) and on distance to nearest gene (given that the trait-associated SNPs may be enriched for SNPs near genes). In addition to identifying the eSNPs overlapping or colocalizing with the reported (NHGRI) trait-associated SNPs, we generated a Q-Q plot illustrating the strength of SNP association with gene expression for the NHGRI SNPs and their LD proxies (i.e., the expanded set) in CNV regions under cni-GWAS. We compared this to the Q-Q plot for the remaining set of NHGRI SNPs to test for the existence of differential effect on the transcriptome and to assess to what extent SNPs in CNV regions may contribute to eSNP enrichment (in LCLs) among the trait-associated SNPs. Lastly, we identified both novel eQTLs and eSNPs associated with phenotypic categories among the NHGRI SNPs (i.e., autoimmune disorder-, neuropsychiatric-, cancer-, and metabolic-related traits, etc.).
Analysis of cni-GWAS eSNPs in WTCCC Phenotypes
In order to illustrate the relevance of cni-GWAS results to disease, we examined our cni-GWAS eSNPs (p < 10 The summary results in the second release of the WTCCC data were downloaded with permission. Next, the eSNPs identified with cni-GWAS (p < 10
À4
) were extracted from each set of disease associations and the results of only those disease associations were plotted in a Q-Q plot for each disease. The degree of enrichment is represented by the leftward shift (Appendix A) from the diagonal line (on which there is perfect agreement between observed and expected p values). Three FDR thresholds are represented (FDR < 0.05, FDR < 0.10, and FDR < 0.25) with each disease trait to quantify the enrichment.
Quantifying the Phenotypic Variance Explained by cni-GWAS eSNPs
For each disease phenotype, we evaluated the amount of additional heritability that could be explained by the cni-GWAS eSNPs outside of the human leukocyte antigen (HLA) region. A variancecomponents-based approach (via restricted maximum likelihood) to the estimation of the heritability explained by eSNPs has also been previously described 44 and applied to reveal differences in genetic architecture between related diseases. 39 Here, taking into account LD between SNPs in a locus and assuming multivariate effects or allelic heterogeneity, we use the theory of quadratic forms to estimate the explained variance for an eSNP locus. An unbiased estimate of the variance explained by a locus L consisting of p variant effects can be written in terms of the SNP correlation matrix C, the sample size n, and the p-vector of estimated (marginal) effect sizes b b (such as from readily available GWAS summary statistics):
See Appendix A for details.
Detecting Effects of Rare Coding Variants in CNV and CNS Regions of the Genome
Determining CNV and CNS Regions of the Genome Copy-number-variable regions of the genome were defined according to their presence in the Database of Genomic Variation. 45 This includes all autosomal regions of deletion or duplication between 50 bp and 3 Mb in size detected in healthy controls and reported in at least one of 55 studies of CNVs deposited in the DGV. Variants identified with bacterial artificial chromosome (BAC) array technology were removed, because these variants are known to overestimate CNV size. 46 Additionally, variants spanning a gap in the reference assembly or corresponding to Decipher Genomic Disorders database were also filtered. Variants that overlap at least 70% by length and position reported in the same study were merged. Copy-number-stable regions of the genome were stringently defined as all remaining regions of the genome not otherwise annotated as copy-number variable in the DGV download.
Exonic Loss-of-Function Variants in Variable and Stable Genomic Regions
We used publically available lists of loss-of-function (LOF) variants identified through next-generation sequencing methods in healthy individuals from the 1000 Genomes Project 27 as well as inherited and de novo LOF variants found in case subjects and control subjects from the recently published autism exome analysis. [28] [29] [30] [31] We annotated these variants to indicate their presence in CNV or CNS regions as defined above. Then, using data from the 1000 Genomes Project, we tested the LOF variants in CNV and CNS regions for differential effects on nonsense-mediated decay. Furthermore, we evaluated whether both types of LOF variants (CNV and CNS) are equally likely to affect all known transcripts of the affected gene or to leave some known transcripts of a gene unaffected. For this analysis, we included only those LOF variants that had been confirmed by one of several methods (1KG-P12, ImmunoChip, Omni2.5, Sequenom, or through HapMap), as previously described by MacArthur et al.
Aggregating Distributed SNP Effects across CNV and CNS Regions
Estimating Heritability of CNV and CNS Regions of the Genome We used data from a recently published study of the SNP heritability of TS and OCD, including 617 TS case subjects and 4,116 TS control subjects genotyped on 393,387 SNPs, as well as 1,061 OCD case subjects and 4,236 OCD control subjects genotyped on 373,846 SNPs after extensive quality control. 39 We fit a linear mixed-effects model with two random effects (representing the complementary CNV and CNS regions) and the top 20 principal component covariates as fixed effects:
)
Here, Y is a vector of phenotype values, g CNV and g CNS are random (polygenic) effects corresponding to the CNV and CNS regions with g i~N (0, A i s 2 i ), b is a vector of fixed effects, and e is the residual term. GCTA v.1.2 47 was used to generate two genetic relationship matrix (GRM) files containing IBD relationship calculations for all pair-wise sets of individuals. One GRM, A CNV , utilized all SNPs residing in CNV regions of the genome and the other GRM, A CNS , included all SNPs in CNS regions of the genome. The restricted maximum likelihood (REML) approach was then used to estimate the variance components corresponding to the CNV and CNS regions. A population prevalence conversion (i.e., 0.8% for TS and 2.5% for OCD) transformed the observed heritability to the underlying liability scale.
Assessing the Significance of the CNV-and CNS-Anchored Heritability Estimates
To determine the significance of the heritability estimates for the CNV and CNS regions derived from the mixed-effects model, we performed phenotype permutation analyses, swapping casecontrol labels to generate null data sets (N ¼ 1,000). We preserve the overall LD structure between SNPs (in the CNV and CNS regions, separately) for both the actual and permuted data sets. The proportion of permuted sets for which the estimated heritability matches or exceeds the observed heritability yields an empirical p value for the significance of the heritability estimate. This empirical p value is to be distinguished from the p value derived from the likelihood ratio test statistic (i.e., twice the difference of the log likelihood for the full model and that for the reduced model) in the REML analysis, which, in the case of multiple genetic variance components, has the theoretical distribution of a mixture of 0 and chi-square (with degrees of freedom equal to the number of components evaluated) with probability of 0.5. The significance of the difference between CNV-and CNS-anchored heritability estimates was assessed with a test statistic applied to permuted and actual test data. This test statistic was defined as the difference between the CNV and CNS estimates (divided by the standard error of the difference).
Results
cni-GWAS eSNPs and eCNVs
The cni-GWAS results showed a substantial increase in eSNPs (p < 10 À4 ) when compared to the standard GWAS (Table 1 ) and 106 new eQTLs (i.e., FDR < 0.05 for cis eQTLs, p < 2.18 3 10 À10 for trans eQTLs). The mean gain in significance for SNP/gene associations significant at p < 0.01 was 1.35 orders of magnitude (i.e., mean of -log 10 (P new / P old ) ¼ 1.35) ( Figure 3 ) and 20% of SNP/gene associations increased in significance by nearly two orders of magnitude. A total of 451 SNP/gene associations increased in significance by at least three orders of magnitude (Table 1) . Moreover, we observed a dramatic change in the rank order of the SNPs by association, as opposed to a simple scaling upward of p values, and discovered a total of 418 new eSNPs. Based on the number of variants (17, 565 ) and the number of expressed genes (13,080) tested, we found 73 significant trans eQTL associations (p < 2.18 3 10 À10 ) under cni-GWAS. Of these, 14 (~19%) are novel trans eQTLs identified only under cni-GWAS. The minor allele frequency distributions of the eSNPs identified by the two approaches were similar ( Figure S1 ), showing no excess of low-frequency variants among the cni-GWAS eSNPs relative to the standard eSNPs. An analysis of the SNP-gene association p value distribution in separate MAF bins showed no difference between cni-GWAS and standard GWAS in the low-frequency (R5% and <10%) and mid-frequency (R10% and <20%) range, but revealed a substantial gain in significant associations among the common eSNPs (R20%) for cni-GWAS (Figure 2) . Thus, the substantial increase in eSNPs from cni-GWAS was not due to spurious small p values from low-frequency variants and, given the sample size and the allele frequency of a candidate SNP (both important determinants of power to detect an eQTL), cni-GWAS was more likely to identify an eSNP than standard GWAS among common SNPs.
Due to the high degree of structural and regulatory complexity present in the HLA region, we removed entirely all cis and trans eQTLs associated with the HLA to ensure our genome-wide results were not driven completely by HLA complexity. 48, 49 The HLA region did show a greater-than-average degree of variation and a highly significant improvement in eQTL detection with the cni-GWAS approach, but the results of our global analysis remained robust to the removal of this region of the genome. By symmetry, the method described in Equation 1 identifies CNVs associated with expression in the presence of a colocalizing SNP. We report the distribution of p values from eCNV results of cni-GWAS analysis ( Figure S3 ) and the eCNV cni-GWAS summary statistics (Table S1 ). The results demonstrate robust detection of CNV eQTLs after accounting for the effects of colocalizing SNP variation.
We finally fit a ''SNP 3 CNV epistasis'' model (see Equation 2 in Material and Methods) for the identified eSNPs to test for any departure from SNP additive effect. We found no significant evidence of epistasis after multiple testing adjustment (Bonferroni-adjusted p < 0.05), which implies either no substantial departure from additivity of SNP effect or lack of power to detect such interaction. The most significant p value for the epistatic effect with the eSNPs (N ¼ 4,570) from this analysis was p ¼ 1.5 3 10 À3 .
Functional Analysis of SNPs Located in CNV Regions
We tested for overlap with ENCODE-derived regulatory elements identified in the LCL GM12878, a cell line derived from the HapMap CEU sample used in this paper. The cni-GWAS eSNPs showed highly significant enrich- In addition, we discovered that the reported NHGRI SNPs and their LD proxies showed a significant excess of low p values with gene expression under cni-GWAS. Furthermore, when we excluded the SNPs in CNVs and their LD proxies from the NHGRI catalog, this excess of low p values with gene expression for these trait-associated SNPs was no longer present, suggesting that the observed eSNP enrichment among the trait-associated SNPs was indeed driven by this special class of SNPs (Figure 3 
p Value Distribution of SNPGene Associations by MAF Bins under cni-GWAS and Traditional GWAS
Association Analysis of cni-GWAS-Derived eSNPs with WTCCC Disease Phenotypes
We determined the utility of the identified cni-GWAS eSNPs in disease mapping studies. We extracted, from each WTCCC disease set of GWAS results, the set of eSNPs (gene expression association p < 10 À4 ) identified with cni-GWAS and examined their association with WTCCC phenotypes. We found that by restricting to the cni-GWAS eSNPs, we retained the very most significant associations with phenotype for type 1 diabetes and rheumatoid arthritis, but also identified novel associations with Crohn disease (Bonferroni-corrected p < 0.05 among the tested eSNPs) (Figure 4) . Furthermore, the most significant findings for these autoimmune disorders are highly enriched for eSNPs identified through the cni-GWAS approach (Figure 4) , consistent with the utility of LCLs as a surrogate tissue for these traits. As CNVs are known to be enriched for genes involved in immunity, we considered the possibility that our cni-GWAS-derived eSNPs may be enriched for target genes involved in immunity as well. Taking advantage of this point, we performed joint multi-SNP association analyses of the cni-GWAS eSNPs in T1D, RA, and CD. The eSNPs identified by our model selection approach for each disease are shown in Table S2 , which also shows each SNP's effect size, standard error of the beta, and the p value from the joint multi-SNP analysis. In total, 22, 28, and 33 cni-GWAS eSNPs were included in the T1D, RA, and CD joint eSNP models, respectively. Further details of the joint multi-SNP analyses are presented in Supplemental Data.
We found extensive overlap between T1D and RA for the target genes of the cni-GWAS eSNPs identified by the joint association analysis (Table S2) ; the overlap includes wellknown genes in the HLA region. 50, 51 Indeed, 27 of the 55 (49%) target genes (significantly more than expected by chance, p < 2 3 10 À16 ) of the cni-GWAS eSNPs included in the RA joint eSNP model were also expression targets of the eSNPs included in the T1D joint eSNP model. In contrast, only 3 of the 55 (5%) were shared between RA and CD although this was still greater than expected by chance (p ¼ 1.7 3 10 À4 ). Notably, the substantial level of overlap between T1D and RA held robustly (p < 2 3 10 À16 ) when the two implicated gene targets from the HLA region were excluded. As we noted before, the very most significant associations (meeting genome-wide significance, p < 5 3 10 À8 )
with T1D and RA were also identified as cni-GWAS eSNPs. Therefore, we assessed the variance in liability to disease explained by the cni-GWAS eSNPs, excluding the HLA region, which is already known to explain up to 50% of familial clustering of T1D. 50 We accounted for additional heritability by non-HLA cni-GWAS-identified eSNPs, which explained 2%, 10%, and 1.8% of the variance in disease risk for T1D, RA, and CD, respectively.
Results of Analysis on CNV and CNS Exonic Loss of Function
Our results show that approximately 70% of LOF mutations found in exome studies fall within regions of the genome known to be polymorphic with respect to copynumber variation. These results were consistent across mutation type (i.e., frameshift, nonsense, splice site) and phenotype with the same rates observed in autism case subjects and healthy control subjects, and regardless of de novo status. Using the 1000 Genomes data, we tested for differential effect of LOF variants between CNV and CNS regions. We found suggestive evidence that LOF variants in CNS regions are more likely to trigger nonsense-mediated decay A B Figure 3 . Evaluation of Association Results under cni-GWAS (A) A histogram of the change in significance (in log 10 scale) for the SNPs found to be associated with gene expression at p < 0.01 under cni-GWAS. The mean gain was 1.35, which indicates a gain of at least one order of magnitude. 20% of these SNPgene associations identified by cni-GWAS showed an improvement of nearly two orders of magnitude. The red line indicates no change in significance between cni-GWAS and standard GWAS. All results to the right of the red line represent an increase in significance and results to the left represent a decrease in significance.
(B) SNPs in CNV regions drive eSNP enrichment (in LCLs) among NHGRI trait-associated SNPs and their LD proxies. cni-GWAS eSNPs showed a significant excess of low p values with gene expression under cni-GWAS (red). Furthermore, when we excluded the SNPs in CNVs and their LD proxies from the NHGRI catalog, this excess of low p values with gene expression for these trait-associated SNPs was no longer present (blue), suggesting that the observed eSNP enrichment among the trait-associated SNPs was driven by this special class of SNPs.
(p ¼ 0.07). However, LOF variants in CNV regions are significantly more likely to impact all known transcripts of the affected gene (p ¼ 0.03).
Aggregate SNP Effects in CNV/CNS Regions: Heritability Analyses in TS and OCD We used a linear mixed-effects model with 2 random effects representing the CNV and CNS regions of the genome and used REML to quantify the corresponding variances. The significance of the h 2 in the CNV and CNS regions of the genome was evaluated using a permutation analysis approach (see Material and Methods) that preserves the LD structure of each region. In the analysis of directly genotyped data, CNS variants represented 33% of the total SNPs tested, but accounted for 46% (h 2 ¼ 0.26, SE ¼ 0.06; p < 0.001) of the total TS heritability and 40% (h 2 ¼ 0.15, SE ¼ 0.05, p < 0.001) of the total OCD heritability (Table S3 ).
Discussion
Our findings highlight the improvement in power to detect trait-associated loci with a nuanced mapping approach and show that cni-GWAS has ''unmasked'' additional regulatory variation. The integrative GWAS method termed cni-GWAS shows compelling support for improved eQTL detection in the number of associations and the gain in significance (Table 1 and Figure 3) . Additionally, we see Crohn disease Figure 4 . cni-GWAS eSNPs and Association with Disease Shown here are the Q-Q plots of the distribution of p values for association with disease from each of the seven WTCCC phenotypes for those eSNPs identified by cni-GWAS. Note the enrichment for trait associations with autoimmune disorders. Furthermore, several of the cni-GWAS eSNPs attained FDR < 0.25 with bipolar disorder, in contrast to the full GWAS SNPs. The leftward shifts corresponding to FDR < 0.05, FDR < 0.10, and FDR < 0.25 are shown as red, orange, and yellow lines, respectively (in relation to the diagonal gray line of perfect concordance between observed and expected p value). A horizontal black line representing Bonferroni correction is also shown whenever the eSNPs meet this threshold.
the most substantial gain in significance for eSNPs with a MAF > 20%, indicating that the result is not influenced by spurious association driven by low MAF SNPs (Figure 2) . But is this improvement in power reason enough to adopt a novel approach to GWASs and a structural dimension to genotype? We demonstrate through further analyses of additional phenotypes and genetic architectures that base content and chromosome structure are indivisibly linked and the degree to which we integrate the structural dimension of genotype in genome analysis may well determine how effectively we can bridge the genotype-phenotype divide (Figure 1) . The functional importance of eSNPs with dosage-sensitive effect is provided by their enrichment for regulatory annotations including enhancer elements and DNase hypersensitivity sites. Additionally, this class of eSNPs can be found within transcription factor binding sites with greater-than-expected binding affinity. This finding shows that SNPs within CNVs have dosage-sensitive effects and provides a plausible biology through which these properties manifest in a tissue, highlighting the link between structure and function of a genotype. Given these observations, it will be important to determine whether the structural dimension of eSNPs equally influences expression across tissues, or whether there is any part of eSNP structural architecture that is tissue specific. These results lay the groundwork for the investigation of covariation of CNVs and eQTLs across different tissues such as now being facilitated by the Genotype-Tissue Expression (GTEx) Project. 52 While enrichment for functional elements provides a plausible biological explanation for expression regulation, it does not necessarily provide evidence that accounting for the structural architecture of genotype is relevant to genomics of human disease. In order to address this claim, we should first note that SNPs significantly associated with human traits (e.g., NHGRI GWAS catalog SNPs and their LD proxies) are more likely to be eQTLs than expected from GWASs. 22, 24 Analyses described here refine this initial observation and importantly show that SNPs with dosage-sensitive regulatory effect are (1) driving this enrichment and are (2) more significantly associated with gene expression when tested under the cni-GWAS model ( Figure 3 ). NHGRI GWAS catalog SNPs represent a unique set of SNPs with known phenotypic consequences, which probably do not reflect typical SNPs studied in GWASs. Therefore we also investigated the distribution of cni-GWAS eSNPs among all SNPs tested for association with WTCCC disease phenotypes (Figure 4) . The eSNPs identified through the cni-GWAS method were enriched for significant associations with multiple WTCCC disease phenotypes including type 1 diabetes (T1D), Crohn disease (CD), and rheumatoid arthritis (RA), accounting for additional heritability in each phenotype. Using this set of eSNPs, we were also able to identify shared risk between T1D and RA as nearly half of the disease associated eSNP target genes were shared between these phenotypes (Table  S2 ). The strength of the results are not surprising given the discovery tissue type (LCLs) and the observation that CNVs are also enriched for genes in immune pathways, suggesting that cni-GWAS may be particularly powerful for mapping of autoimmune-related disease genes and variants. 34 However, as our variance components analysis of TS and OCD show, the importance of genomic complexity is not likely to be restricted to autoimmune phenotypes (Table S3) . While these results all highlight the importance of accounting for structure in a polygenic framework, we also note that results from rare variant data may benefit from annotations of known stable and variable regions of the genome. Detecting rare alleles that actually increase susceptibility for common diseases is challenging given the abundance of rare but neutral mutations in the genome, and gene-based tests of rare variants, such as those identified by exome sequencing, are still underpowered. 53, 54 Nevertheless, the observed proportion of LOF variants in CNV regions suggests the value of a structural annotation approach to rare coding variation and is consistent with reduced purifying selection in CNV regions. 55 Moreover, CNS regions harbor a larger proportion of LOF variants that trigger nonsense-mediated decay than CNV regions while LOF variants in CNV regions are more likely to affect all known transcripts of a gene, highlighting the importance of the structural dimension for elucidating the downstream functional consequences of such variants. The methods and results provided here are not without limitation. First, the CNV data were primarily composed of deletion regions, as these were the main focus of the CNV studies on the HapMap/1000 Genomes samples. Duplications were explored in less detail, which may translate into a loss of signal among results presented here. Additionally, complex duplications or deletions within duplications were not considered in this analysis. The results presented here provide rationale for the development of a more nuanced method to efficiently phase CNV and SNP genotype data, which would facilitate a fully integrated approach to analysis of variation in regions of high structural complexity.
In 1966, Dr. John Stewart Bell formally described the problem of hidden variable: ''whether the quantum mechanical states can be regarded as ensembles of states further specified by additional variables such that given values of these variables together with the state vector determine precisely the results of individual measurement.'' 56 Modern genetics has acknowledged that genotypic complexity (e.g., an ensemble of colocalizing genetic variations) is fundamentally a problem of hidden variables, yet there have been surprisingly few attempts to address this problem head-on. We argue that the ubiquity of structural variation raises the fundamental question ''how should we define genotype?'' In this study, we provide proof-of-principle evidence using multiple approaches, data sources, and phenotypes to show that the genotype state at any genomic position should be regarded as an ensemble of states comprised of SNP allelic content and copy-number status. This is not solely an important philosophical point, but also carries with it practical implications for genetic analyses.
the -log 10 ( d FDRðpÞ ) is approximately equal to the difference between log 10 (empirical quantile) and log 10 (p), assuming that c p 0 is close to 1, as would be expected from GWASs. From Equation A1, this assumption actually yields a conservative estimate of FDR. We note that this numerical difference between log 10 (empirical quantile) and log 10 (p) corresponds, in a Q-Q plot, to the leftward shift from the diagonal line of perfect concordance; furthermore, a greater shift corresponds to lower FDR. The eSNPs detected using cni-GWAS that meet FDR < 0.05, FDR < 0.10, and FDR < 0.25 with each disease trait were identified.
Examination of the data from the bipolar disorder GWAS conditioned on cni-GWAS eSNP status showed that four SNPs passed FDR < 0.25 (namely, rs1422969, rs2161430, rs10893666, and rs10893668), in marked contrast to the results conditioned on eSNP status from traditional GWASs (data not shown). Furthermore, these data show that SNPs highly associated with many of the WTCCC phenotypes are also detected as eQTLs in LCLs when conditioned on CNV status, as in the cni-GWAS approach.
Heritability Analysis at an eSNP Locus
For a causal variant g with genotype X, the variance explained is a function of the effect size b (with y ¼ Xb þ ε, where ε~N (0, s 2 )):
Here without loss of generality, we suppose that phenotype and genotype have been normalized, with mean zero and unit variance across the samples. We quantify the explained variance at a locus, using LD information from a reference (population) panel and assuming multivariate effect sizes. The variance r 2 L explained by a given locus L (such as one included in our final joint eSNP model; see Supplemental Data) consisting of p variants can be quantified in terms of the quadratic form:
where C is the SNP correlation matrix (calculated from the genotype n 3 p matrix X as C ¼ X T X=n ) and b is the p-vector of effect sizes. In our GWAS examples, n >> p; the condition n R p is a necessary condition for X T X being invertible (of full rank). We also assume the Gauss-Markov condition on errors being uncorrelated and of equal variance. We denote by b b the p-vector of estimated (marginal) effect sizes from least-squares regression (readily available, for example, as summary statistics from a single-SNP GWAS):
To derive an unbiased estimate b r 2 L for r 2 L , we note, from the theory of quadratic forms, 58 the following expression on the expected value of a quadratic form in b b:
where E() and tr() are the expectation and trace operators, respectively, and S is the covariance matrix of b b. (We note here that the matrix C can be calculated using a reference data set [e.g., HapMap or 1000 Genomes].) Thus, we consider the following estimator of r
Again, from the theory of quadratic forms, the variance of a quadratic form in b b is given by the following:
Simplifying yields an unbiased estimate of r
Using Equation A6, we can estimate the total explained variance for the joint model as the sum over all (disjoint and independent) loci
As a corollary, the use of a smaller subset of (conditionally independent) SNP predictors in the formulation of the joint eSNP model (as described in the Supplemental Data) reduces the noise in the variance explained by the locus ð b r 2 L Þ. Finally, we note that the variance explained by the locus L (estimated using marginal SNP effects in Equation A6) can also be estimated from the joint-SNP model Y ¼ Xa þ ε using the residual sum of squares: Figure S1 . Minor allele frequency distribution of eSNPs. We compared the allele frequency distribution of the cni-GWAS eSNPs and the standard GWAS eSNPs. We observed no excess of low frequency variants among the cni-GWAS eSNPs relative to the standard eSNPs. Table S1 . eCNV summary statistics under cni-GWAS. File Name: JointMultiSNP_SupplementalTable2.xls Table S2 . Joint multi-SNP analysis results. This analysis identified a list of cni-GWAS eSNPs with conditionally independent sources of association with the immunerelated diseases (T1D, RA, and CD). Shown are the beta, the standard error of the beta, and the p-value from the joint eSNP analysis as well as the gene targets of each eSNP. 
