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Abstract
By using generalized Riccati technique, linear positive functional and the weighted averages
technique, some new oscillation criteria for self-adjoint Hamiltonian matrix system
U 0ðxÞ ¼ AðxÞUðxÞ þ BðxÞVðxÞ;
V 0ðxÞ ¼ CðxÞUðxÞ  AnðxÞVðxÞ
(
ðEÞ
are obtained. These results generalize and improve earlier results due to Kumari and
Umamaheswaram [9] for (E), Parhi and Praharaj [12], Etgen and Pawlowski [6] for
ðPðxÞU 0ðxÞÞ0 þ QðxÞUðxÞ ¼ 0 or its special cases, and Coles [3] for the scalar system y00ðxÞ þ
qðxÞyðxÞ ¼ 0:
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1. Introduction
We are here concerned with the oscillatory behavior of solutions to the linear self-
adjoint Hamiltonian matrix system of the form
U 0ðxÞ ¼ AðxÞUðxÞ þ BðxÞVðxÞ;
V 0ðxÞ ¼ CðxÞUðxÞ  AnðxÞVðxÞ;
(
ð1:1Þ
where AðxÞ; BðxÞ ¼ BnðxÞ40 and CðxÞ ¼ CnðxÞ are n  n real continuous matrix
functions on the interval I ¼ ½a;NÞðNoaÞ:
A solution ðUðxÞ; VðxÞÞ of system (1.1) is said to be nontrivial if detUðxÞa0 for
at least one xA½a;NÞ: A nontrivial solution ðUðxÞ; VðxÞÞ of (1.1) is said to be
prepared or self-conjugate if
UnðxÞVðxÞ  VnðxÞUðxÞ ¼ 0; xXa;
where An denotes the transpose of A: System (1.1) is called oscillatory on ½a;NÞ in
case the determinant of one nontrivial prepared solution ðUðxÞ; VðxÞÞ vanishes on
½T ;NÞ for each TXa: Otherwise, it is said to be nonoscillatory.
Note. It follows from [13, Theorem 8.1, p. 303] that if system (1.1) is oscillatory
then every nontrivial prepared solution ð %UðxÞ; %VðxÞÞ of (1.1) has the property that
det %UðxÞ vanishes on ½T ;NÞ for every T4a:
For the matrix system (1.1) and less general systems
ðPðxÞU 0ðxÞÞ0 þ QðxÞUðxÞ ¼ 0; ð1:2Þ
U 00ðxÞ þ QðxÞUðxÞ ¼ 0; ð1:3Þ
oscillation has been the subject of study by several authors for many years as can be
seen in [1–6,9,11–13,15] and other references contained therein. Many of these
known oscillation criteria (for instance [5,6,9,11,12] are, generally speaking, derived
from either the criteria due to Wintner [16] or Kamenev [8] for the scalar equation
ðpðxÞy0ðxÞÞ0 þ qðxÞyðxÞ ¼ 0; ð1:4Þ
which respectively state that (1.4) is oscillatory on the interval ½a;NÞ if
Z N
p1ðtÞ dt ¼N and
Z N
qðtÞ dt ¼N
or that (1.4) with pðxÞ 	 1; i.e.,
y00ðxÞ þ qðxÞyðxÞ ¼ 0 ð1:5Þ
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is oscillatory if for some positive integer m42 and t04a
lim sup
t-N
1
tm1
Z t
t0
ðt  sÞm1qðsÞ ds ¼N:
In 1949, Wintner [16] showed that (1.5) is oscillatory if limt-N GðtÞ ¼N; where
GðtÞ ¼ 1
t
Z t
0
Z s
0
qðuÞ du
 
ds: ð1:6Þ
In 1968, Coles [3] developed the idea of weighted averages of
R x
0 qðsÞ ds in order to
obtain an oscillation criterion for (1.5) which extended a result of Hartman [7].
In 1999, Parhi and Praharaj [12] generalized Coles [3] to the self-adjoint system
(1.2), where P; Q; U are real continuous matrix functions, P; Q are symmetric and P
is positive deﬁnite.
Other oscillation results based on Kamenev-type criterion for (1.1) and less
general system (1.2) can be found in earlier papers of Kumari and Umamaheswaram
[9], Erbe et al. [5], Meng et al. [11], Wang [15] and other references contained therein.
Very extensive literature also exists (See [1,3,5,9,12] and the references therein) for
the oscillation theory of system (1.2), but we have found that these results are not
always comparable to results for (1.1) and the corresponding theory for (1.1) is less
developed. This situation motivated us to study further system (1.1).
In this paper, by using Riccati techniques, linear positive functionals and the
weighted averages techniques, we establish oscillation criteria (Theorems 2.1 and 2.3)
for system (1.1) which include as special cases results of Kumari et al. [9, Theorems
2.1, 2.2] for system (1.1) and Etgen and Pawlowski [6, Theorems 1, 2] for (1.3).
Further in Theorems 3.1–3.4, we generalize a more recent Coles’ oscillation criteria
due to Parhi and Praharaj [12, Theorems 1–3] for system (1.2) to the more general
system (1.1). Finally, several examples that illustrate the importance of our results
are included.
By appropriate choice of the functional g and function v used below, present a
series of explicit oscillation criteria that extend, improve and unify a number of
existing results.
To state some of our theorems we need the deﬁnition of a positive linear
functional on the space of n  n matrices.
Deﬁnition 1.1. Let M be the a linear space of n  n matrices with real entries and let
SCM be the subspace of n  n symmetric matrices. A linear function g on M is said
to be ‘‘positive’’ if gðAÞ40 whenever AAS and A40:
Hereafter, we denote by En the n  n identity matrix and by ð1:1Þ1 system (1.1)
with BðxÞ ¼ En:
The next lemma is a result which specializes to the case of M a more general result
on positive linear functionals stated in [9] and [14].
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Lemma 1.1. Let g be a positive linear functional on M: Then for all A; BAS
½gðAnBÞ
2pgðAnAÞgðBnBÞ:
Lemma 1.2. Let B; RAM; vðxÞAC1ð½a;NÞ; ð0;NÞÞ and g be a positive linear
functional on M: Assume BðxÞ ¼ BnðxÞ40: Then
g
1
v
RnBR
 
ðxÞ
 
XfvðxÞg½B1ðxÞ
g1fg½RðxÞ
g2X0; xA½a;NÞ:
Proof. For this it sufﬁces to show that on ½a;NÞ
vðxÞg½B1ðxÞ
g 1
v
RnBR
 
ðxÞ
 
Xfg½RðxÞ
g2:
This is however true since
vðxÞg½B1ðxÞ
g 1
v
RnBR
 
ðxÞ
 
¼ g½ðB1=2*B1=2ÞðxÞ
g½ðB1=2RÞnðB1=2RÞðxÞ

Xfg½B1=2B1=2RðxÞ
g2 ðby Lemma 1:1Þ
Xfg½RðxÞ
g2 ðfor xA½a;NÞÞ:
Hence the claim is true. &
2. Wintner-type oscillation results
Theorems 2.1 and 2.2 that follow are extensions of Theorem 2.1 of Kumari and
Umamaheswaram [9] for system (1.1) and of Theorem 1 of Etgen and Pawlowski [6]
for system (1.3).
Theorem 2.1. Suppose there exist a function fðxÞAC1ð½a;NÞ; RÞ and positive linear
functional g on M such that
lim
x-N
Z x 1
vðsÞg½B1ðsÞ
 ds ¼N; ð2:1Þ
and
lim
x-N
g½JðxÞ
 ¼N; ð2:2Þ
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where vðxÞ ¼ expf R x 2fðsÞ dsg and the operator J is defined by
JðxÞ ¼ 
Z x
vðsÞfðAnB1A þ CÞ þ fðAnB1 þ B1AÞ þ f2B1gðsÞ ds

Z x
fvðf0  2vf2ÞEngðsÞ ds  fvðB1A þ fB1  fEnÞgðxÞ: ð2:3Þ
Then system (1.1) is oscillatory on ½a;NÞ:
Proof. Suppose that there exist a prepared solution ðUðxÞ; VðxÞÞ of system (1.1)
which is not oscillatory. Without loss of generality, we may assume that det UðxÞa0
for xXb4a: Hence the operator
WðxÞ ¼ vðxÞ½VðxÞU1ðxÞ þ fðxÞEn
 ð2:4Þ
exists on ½b;NÞ:
By differentiating matrix (2.4) and making use of (1.1), we get that for
xA½b;NÞWðxÞ satisﬁes the Riccati equation
W 0ðxÞ ¼ ðv0VU1  vV 0U1 þ vVU1U 0U1  v0fEn  vf0EnÞðxÞ
¼ ð2vfVU1  v½CU  AnV 
U1 þ vVU1½AU þ BV 
U1 þ v½2f2  f0
EnÞðxÞ
¼ ð2vfVU1  vC þ vAnVU1 þ vVU1A þ vVU1BVU1 þ v½2f2  f0
EnÞðxÞ
¼ 1
v
WBW  AnW  WA  2fW
 
ðxÞ þ fðxÞðWB þ BWÞðxÞ
 fv½C þ fðAn þ AÞ  f2B þ f2En
gðxÞ: ð2:5Þ
Deﬁne the operator
RðxÞ ¼ ðW  vB1A  vfB1 þ vfEnÞðxÞ for xXa: ð2:6Þ
We claim
W 0ðxÞ ¼ 1
v
RnBR  v½AnB1A þ C
  vf½AnB1 þ B1A

 
ðxÞ
 fvf2B1 þ vðf0  2f2ÞEnÞgðxÞ: ð2:7Þ
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Note that
ðRnBRÞðxÞ
¼ ½W  vAnB1  vfB1 þ vfEn
B½W  vB1A  vfB1 þ vfEn
ðxÞ
¼ ðWBW  v½WA þ AnW þ 2fW 
 þ vf½WB þ BW 
ÞðxÞ
þ v2ðxÞðAnB1A þ f½AnB1 þ B1A
  f½An þ A
ÞðxÞ
þ fv2f2½B þ B1  2En
gðxÞ:
Consequently,
1
v
RnBR  vðAnB1A þ f½AnB1 þ B1A
  f½An þ A
Þ
 	
ðxÞ
 fvf2½B þ B1  2En
gðxÞ
¼ 1
v
WBW  ½WA þ AnW þ 2fW 
 þ f½WB þ BW 

 
ðxÞ
¼ fW 0 þ v½C þ fðAn þ AÞ  f2B þ f0En
gðxÞ ðby ð2:5ÞÞ:
Hence the claim is true.
Now integrating from b to x on both sides of (2.7) we obtain
WðxÞ ¼WðbÞ þ
Z x
b
1
v
RnBR
 
ðsÞ ds

Z x
b
fvðAnB1A þ CÞ þ vfðAnB1 þ B1AÞgðsÞ ds

Z x
b
fvf2B1 þ vðf0En  2f2EnÞgðsÞ ds:
Then by (2.6) for xXb we have
RðxÞ ¼WðbÞ þ
Z x
b
1
v
RnBR
 
ðsÞ ds

Z x
b
fvðAnB1A þ CÞ þ vfðAnB1 þ B1AÞgðsÞ ds

Z x
b
fvf2B1 þ vðf0En  2f2EnÞgðsÞ ds
 ðvB1A þ vfB1  vfEnÞðxÞ
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and
g½RðxÞ
 ¼ g½WðbÞ
 þ g
Z x
b
1
v
RnBR
 
ðsÞ ds
 
þ g 
Z x
b
fvðAnB1A þ CÞ þ vfðAnB1 þ B1AÞgðsÞ ds
 
þ g 
Z x
b
fvf2B1 þ vðf0En  2f2EnÞgðsÞ ds
 
þ g½ðvB1A þ vfB1  vfEnÞðxÞ
: ð2:8Þ
Now hypotheses (2.2) and (2.3) imply there exists c4b such that
g½WðbÞ
 þ g 
Z x
b
fvðAnB1A þ CÞ þ vfðAnB1 þ B1AÞgðsÞ ds
 
þ g 
Z x
b
fvf2B1 þ vðf0En  2f2EnÞgðsÞ ds
 
þ g½ðvB1A þ vfB1  vfEnÞðxÞ
40; on ½c;NÞ:
Hence by (2.8) on the interval ½c;NÞ
g½RðxÞ
4g
Z x
b
1
v
RnBR
 
ðsÞ ds
 
ð2:9Þ
and
g½RðxÞ
40: ð2:10Þ
Deﬁne an operator ZðxÞ for xXc by
ZðxÞ ¼
Z x
b
1
v
RnBR
 
ðsÞ ds
so that for xXc we have
(i)
g½WðxÞ
4g½ZðxÞ
 ð2:11Þ
(ii)
g½ZðxÞ
 ¼
Z x
b
g
1
vðsÞ R
nðsÞBðsÞRðsÞ
 
ds ðsince g is linearÞ
X
Z x
b
fg½RðsÞ
g2
vðsÞg½B1ðsÞ
 ds40 ðby Lemma 1:2Þ
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and
(iii)
fg½ZðxÞ
g0 ¼ g½Z0ðxÞ
 ¼ g 1
vðxÞ R
nðxÞBðxÞRðxÞ
 
ðsince g is linearÞ
X
fg½RðxÞ
g2
vðxÞg½B1ðxÞ
 ðby Lemma 1:2Þ
4
fg½ZðxÞ
g2
vðxÞg½B1ðxÞ
 ðby ð2:11ÞÞ:
Hence
1
vðxÞg½B1ðxÞ
o
fg½ZðxÞ
g0
fg½ZðxÞ
g2:
Integrating from both sides of the preceding inequality c to x givesZ x
c
1
vðsÞg½B1ðsÞ
 dso
1
g½ZðcÞ
 
1
g½ZðxÞ

o 1
g½ZðcÞ
 ðsince g½ZðxÞ
40 on ½c;NÞÞ;
which is a contradiction to (2.1). Therefore, the system (1.1) is oscillatory.
Theorem 2.2. Assume there exist a positive function vAC1ð½a;NÞ; ð0;NÞÞ and a
positive linear functional g on M such that
lim
x-N
Z x 1
vðsÞg½B1ðsÞ
 ds ¼N; ð2:12Þ
and
lim
x-N
g½JðxÞ
 ¼N; ð2:13Þ
where
JðxÞ ¼
Z x
vðAnB1A þ CÞ þ v
0
2
ðAnB1 þ B1AÞ  v
02
4v
B1
 
ðsÞ ds
 vðxÞB1ðxÞAðxÞ þ v
0ðxÞ
2
B1ðxÞ: ð2:14Þ
Then system (1.1) is oscillatory on ½a;NÞ:
Proof. Suppose that there exist a prepared solution ðUðxÞ; VðxÞÞ of system (1.1)
which is not oscillatory. Without loss of generality, we may assume that det UðxÞa0
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for xXbXa: Deﬁne the operator W on ½b;NÞ by
WðxÞ ¼ vðxÞVðxÞU1ðxÞ: ð2:15Þ
Then WðxÞ satisﬁes the Riccati equation
W 0ðxÞ ¼ v
0
v
W  vC  AnW  WA þ 1
v
WBW
 
ðxÞ on ½b;NÞ: ð2:16Þ
Deﬁne
RðxÞ ¼ W  vB1A þ v
0
2
B1
 
ðxÞ; for xXb: ð2:17Þ
Note that
ðRnBRÞðxÞ ¼ W  vAnB1 þ v
0
2
B1
 
B W  vB1A þ v
0
2
B1
 
ðxÞ
¼ ðWBW  v½WA þ AnW 
 þ v0WÞðxÞ
þ v2AnB1A  vv
0
2
½AnB1 þ B1A
 þ v
02
4
B1
 
ðxÞ:
Consequently,
RnBR  v2AnB1A þ vv
0
2
½AnB1 þ B1A
  v
02
4
B1
 
ðxÞ
¼ ðWBW  v½WA þ AnW 
 þ v0WÞðxÞ
¼ vðxÞ½W þ vC
ðxÞ ðby ð2:16ÞÞ:
Hence, for xXb we have
W 0ðxÞ ¼ 1
v
RnBR  v½AnB1A þ C
 þ v
0
2
½AnB1 þ B1A
  v
02
4v
B1
 
ðxÞ: ð2:18Þ
Now integrating from b to x on both sides of (2.18) gives
WðxÞ ¼WðbÞ þ
Z x
b
1
v
RnBR
 
ðsÞ ds
þ
Z x
b
v½AnB1A þ C
 þ v
0
2
½AnB1 þ B1A
  v
02
4v
B1
 
ðsÞ ds:
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Then by (2.17) for xXb we have
RðxÞ ¼WðbÞ þ
Z x
b
1
v
RnBR
 
ðsÞ ds
þ
Z x
b
v½AnB1A þ C
 þ v
0
2
½AnB1 þ B1A
  v
02
4v
B1
 
ðsÞ ds
 vðxÞB1ðxÞAðxÞ þ v
0ðxÞ
2
B1ðxÞ:
With the same argument as in Theorem 2.1, we conclude that there exist c4b such
that
g½RðxÞ
4g
Z x
b
1
v
RnBR
 
ðsÞ ds
 
and g½RðxÞ
40 on ½c;NÞ:
The remainder of the proof is similar to that of Theorem 2.1, so we omit the details.
The proof is complete. &
The next theorem is the analogue of Kumari and Umamaheswaram’s oscillation
criterion [9, Theorem 2.2] for system (1.1) and is a generalization of Etgen and
Pawlowski’s results [6, Theorem 2] for the special case (1.3).
In the remainder of this section and in Section 3, we let I ¼ ½0;NÞ:
Theorem 2.3. Suppose there exist a function fðxÞAC1ð½0;NÞ; RÞ and a positive linear
functional g on M such that
lim
x-N
Z x
0
1
vðsÞg½B1ðsÞ
 ds ¼N; ð2:19Þ
and
lim
x-N
g½J0ðxÞ
 ¼N; ð2:20Þ
where vðxÞ ¼ expf R x0 2fðsÞ dsg and the operator J0 is defined by
J0ðxÞ ¼ 
Z x
0
vðsÞfðAnB1A þ CÞ þ fðAnB1 þ B1AÞ þ f2B1gðsÞ ds

Z x
0
fvðf0  2vf2ÞEngðsÞ ds  fvðB1A þ fB1  fEnÞgðxÞ: ð2:21Þ
Then system (1.1) is oscillatory on ½0;NÞ:
Proof. Suppose that there exist a prepared solution ðUðxÞ; VðxÞÞ of system (1.1)
which is not oscillatory. Without loss of generality, we may assume that det UðxÞa0
for xXa40: Deﬁne WðxÞ as in (2.4). As in the proof of Theorem 2.1 with the
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operator RðxÞ as in (2.6), we can obtain (2.7). Moreover
RðxÞ ¼WðaÞ þ
Z x
a
1
v
RnBR
 
ðsÞ ds

Z x
a
fvðAnB1A þ CÞ þ vfðAnB1 þ B1AÞgðsÞ ds

Z x
a
fvf2B1 þ vðf0En  2f2EnÞgðsÞ ds
 ðvB1A þ vfB1  vfEnÞðxÞ:
Consequently, by the deﬁnition of J0ðxÞ in (2.21), with
PðaÞ ¼ 
Z a
0
fvðAnB1A þ CÞ þ vfðAnB1 þ B1AÞgðsÞ ds

Z a
0
fvf2B1 þ vðf0En  2f2EnÞgðsÞ ds;
we obtain
RðxÞ ¼ WðaÞ þ
Z x
a
1
v
RnBR
 
ðsÞ ds þ J0ðxÞ  PðaÞ:
Hence
g½RðxÞ
 ¼ g½WðaÞ  PðaÞ
 þ g
Z x
a
1
v
RnBR
 
ðsÞ ds
 
þ g½J0ðxÞ
:
This implies
g½RðxÞ
4g½WðaÞ  PðaÞ
 þ g½J0ðxÞ
 ðsince g is positive on MÞ:
Further, by property (2.20) of g; it follows that there exists bXa such that
g½WðaÞ  PðaÞ
 þ g½J0ðxÞ
40 on ½b;NÞ:
Hence
g½RðxÞ
40 on ½b;NÞ; and g½RðxÞ
4g
Z x
a
1
v
RnBR
 
ðsÞds
 
:
Deﬁne an operator ZðxÞ for xXb by
ZðxÞ ¼
Z x
a
1
v
RnBR
 
ðsÞ ds
as the proof of Theorem 2.1. The remainder of the proof of this theorem is similar to
that of Theorem 2.1, so we omit the details. The proof is complete. &
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3. Oscillation by weighted averages
In this section we use weighted averages and positive linear functionals to establish
oscillation criterion for system (1.1).
The following condition is needed for our results in this section.
ðH0Þ limx-N
R x
0 f ðtÞ½ð
R t
0 f
2ðsÞ dsÞ1ðR t0 f ðsÞ dsÞk
 dt ¼N; where 0pko1 and f is a
nonnegative, locally integrable function on ½0;NÞ such that RN0 f ðsÞ dsc0:
Lemma 3.1 (Parhi and Praharaj [12]). ðIÞ ðH0Þ implies that
RN
0 f ðsÞ ds ¼N;
ðIIÞ ðH0Þ implies
lim
x-N
Z x
x1
f ðtÞ
Z t
x0
f 2ðsÞ ds
 1 Z t
x1
f ðsÞ ds
 k" #
dt ¼N; x14x040:
Theorem 3.1. Let ðH0Þ hold. If there exist a function fðxÞAC1ð½0;NÞ; ð0;NÞÞ and a
positive linear functional g on M such that
vðxÞB1ðxÞpEn ð3:1Þ
and
lim
x-N
g½SxJ0ðxÞ
 ¼N; ð3:2Þ
where vðxÞ ¼ expð2 R x0 fðsÞ dsÞ; J0ðxÞ is defined in (2.21) and Sx : M-M is the
linear operator defined by
SxKðxÞ ¼
Z x
0
f ðsÞ ds
 1Z x
0
f ðsÞKðsÞ ds ¼N: ð3:3Þ
Then system (1.1) is oscillatory on ½0;NÞ:
Proof. Suppose that there exist a prepared solution ðUðxÞ; VðxÞÞ of the system (1.1)
which is a oscillatory. Without loss of generality, we may assume that det UðxÞa0
for xXa40: Deﬁne operator W on ½a;NÞ by
WðxÞ ¼ vðxÞ½VðxÞU1ðxÞ þ fðxÞEn
: ð3:4Þ
Then by differentiating Hermitian matrix (3.4) and making use of (1.1) we obtain the
Riccati equation
W 0ðxÞ ¼  AnW þ WA þ 1
v
WBW
 
ðxÞ þ ðf½WB þ BW  2W 
ÞðxÞ  TðxÞ; ð3:5Þ
where TðxÞ ¼ vðxÞðC þ f½A þ An
  f2B þ f0EnÞðxÞ:
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Deﬁne the operator
RðxÞ ¼ ðW þ vB1A þ vfB1  vfEnÞðxÞ for xXa: ð3:6Þ
As in the proof of Theorem 2.1, we can obtain
W 0ðxÞ þ 1
v
RnBR  v½AnB1A þ C
  vf½AnB1 þ B1A

 
ðxÞ
 fvf2B1 þ vðf0  2f2ÞEnÞgðxÞ ¼ 0: ð3:7Þ
Moreover, integrating both sides of (3.7) from a to x and using (3.6) for xXa gives
RðxÞ þ
Z x
a
1
v
RnBR
 
ðsÞ ds  WðaÞ

Z x
a
fv½AnB1A þ C
 þ vf½AnB1 þ B1A
gðsÞ ds

Z x
a
fvf2B1 þ vðf0En  2f2EnÞgðsÞ ds
 ðvB1A þ vfB1  vfEnÞðxÞ ¼ 0:
Set
PðaÞ ¼ 
Z a
0
fvðAnB1A þ CÞ þ vfðAnB1 þ B1AÞgðsÞ ds

Z a
0
fvf2B1 þ vðf0En  2f2EnÞgðsÞ ds:
The deﬁnition of J0ðxÞ in (2.21) then implies that
RðxÞ þ
Z x
a
1
v
RnBR
 
ðsÞ ds þ J0ðxÞ  PðaÞ  WðaÞ ¼ 0: ð3:8Þ
Next, by applying the operator Sx; we get
SxRðxÞ þ Sx
Z x
a
1
v
RnBR
 
ðsÞ ds þ SxJ0ðxÞ ¼ PðaÞ þ WðaÞ;
and hence
g½SxRðxÞ
 þ g Sx
Z x
a
1
v
RnBR
 
ðsÞ ds
 
þ g½SxJ0ðxÞ
 ¼ g½PðaÞ þ WðaÞ
:
Since g½SxJ0ðxÞ
-N as x-N; it follows that
g½SxRðxÞ
 þ g Sx
Z x
a
1
v
RnBR
 
ðsÞ ds
 
¼ g½PðaÞ þ WðaÞ
  g½SxJ0ðxÞ
o0: ð3:9Þ
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From (3.1) it follows that
ðv1RnBRÞðxÞXðRnRÞðxÞX0;
and hence (3.9) yields
g½SxRðxÞ
o g Sx
Z x
a
1
v
RnBR
 
ðsÞ ds
 
o0; ð3:10Þ
for large x: This implies that
Z x
a
f ðsÞg½RðsÞ
 ds
¼ g
Z x
a
f ðsÞRðsÞ ds
 
o g
Z x
a
f ðsÞ
Z s
a
1
v
RnBR
 
ðuÞ du
 
ds
 
o0: ð3:11Þ
But then from (3.11) we obtain
Z x
a
f ðsÞg
Z s
a
1
v
RnBR
 
ðuÞ du
 
ds
 2
p
Z x
a
f ðsÞg½RðsÞ
 ds
 2
p
Z x
a
f 2ðsÞ ds
  Z x
a
fg½RðsÞ
g2 ds
 
p
Z x
a
f 2ðsÞ ds
  Z x
a
vðsÞg½B1ðsÞ
g 1
v
RnBR
 
ðsÞ
 
ds
 
ðby Lemma 1:2Þ
pg½En

Z x
a
f 2ðsÞ ds
  Z x
a
g
1
v
RnBR
 
ðsÞ
 
ds
 
ðby ð3:1ÞÞ; ð3:12Þ
where the Cauchy–Schwarz inequality is used. Let
rðxÞ ¼
Z x
a
f ðsÞg
Z s
a
1
v
RnBR
 
ðuÞ du
 
ds: ð3:13Þ
Then for xXb4a we have
rðxÞX
Z x
b
f ðsÞg
Z s
a
1
v
RnBR
 
ðuÞ du
 
ds
X
Z x
b
f ðsÞ ds
 
g
Z b
a
1
v
RnBR
 
ðuÞ du
  
:
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By using (3.12), we obtain
Z x
b
f ðsÞ ds
 k
g
Z b
a
1
v
RnBR
 
ðuÞ du
  k
prkðxÞ ¼ rk2ðxÞr2ðxÞ
pg½En
rk2ðxÞ
Z x
a
f 2ðsÞ ds
  Z x
a
g
1
v
RnBR
 
ðsÞ
 
ds
 
:
Thus
f ðxÞ
Z x
b
f ðsÞ ds
 k
g
Z b
a
1
v
RnBR
 
ðsÞ ds
  k
pg½En
rk2ðxÞr0ðxÞ
Z x
a
f 2ðsÞ ds
 
Integrating from b to x; we get
g
Z b
a
1
v
RnBR
 
ðsÞ ds
  kZ x
b
f ðsÞ
Z s
a
f 2ðuÞ du
 1 Z s
b
f ðuÞ du
 k
ds
pg½En

Z x
a
rk2ðsÞr0ðsÞ dspg½En

1 k
1
r1kðbÞoN;
which contradicts ðH0Þ (see Lemma 3.1(II)). The proof is complete. &
Theorem 3.2. Let ðH0Þ hold. Assume also there exist a function fðxÞAC1
ð½0;NÞ; ð0;NÞÞ and a positive linear functional g on M such that (3.1) holds,
lim inf
x-N
g½SxJ0ðxÞ
4N; ð3:14Þ
and
lim sup
x-N
1
x
Z x
0
g½J0ðsÞ
 ds ¼N; ð3:15Þ
where J0ðxÞ is defined in (2.21) and Sx :M-M is the linear operator defined in (3.3).
Then the system (1.1) is oscillatory on ½0;NÞ:
In the proof of this theorem we use the following lemma.
Lemma 3.2 (Parhi and Praharaj [12]). ðIÞ Eq. (3.14) and RN
0
f ðsÞ ds ¼N imply that
lim inf
x-N
g½SxJ0ðxÞ
4N:
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ðIIÞ Eq. (3.15) implies
lim sup
x-N
1
x
Z x
x0
g½J0ðsÞ
 ds ¼N for every x040:
ðIIIÞ wðxÞ is nondecreasing and RN0 f ðsÞ ds ¼N imply that the function
ðR x0 f ðsÞ dsÞ1  ðR x0 f ðsÞwðsÞ dsÞ is nondecreasing.
ðIVÞ Assume wðxÞ is nondecreasing, RN
0
f ðsÞ ds ¼N and the function
ðR x0 f ðsÞ dsÞ1  ðR x0 f ðsÞwðsÞ dsÞ is nondecreasing. Then wðsÞ is bounded.
Proof of Theorem 3.2. Suppose that there exist a prepared solution ðUðxÞ; VðxÞÞ of
system (1.1) which is not oscillatory. Without loss of generality, we may assume that
det UðxÞa0 for xXa40: Deﬁne operator WðxÞ as in (3.4) for ½a;NÞ: Proceeding
as in the proof of Theorem 3.1, we obtain (3.7)–(3.9). It follows by (3.14) and ðH0Þ
that
Z x
a
f ðsÞ ds
 1 Z x
a
f ðsÞg½RðsÞ
 ds þ
Z x
a
f ðsÞg
Z s
a
1
v
RnBR
 
ðuÞ du
 
ds
 
¼ g½PðaÞ þ WðaÞ
 
Z x
a
f ðsÞ ds
 1Z x
a
f ðsÞg½J0ðsÞ
 dsoL ð3:16Þ
for xXbXa; for some constant L:
We now claim that rðxÞðR x
a
f ðsÞ dsÞ1 is bounded, where rðxÞ is given by (3.13).
Suppose it is unbounded. Since g½R s
a
ð1
v
RnBRÞðtÞ dt
 ds is nondecreasing and ðH0Þ
holds, it follows that rðxÞðR x
a
f ðsÞ dsÞ1 is nondecreasing (see Lemmas 3.1(I) and
3.2(III)). Hence
lim
x-N
rðxÞ
Z x
a
f ðsÞ ds
 1
¼N: ð3:17Þ
By (3.16), it follows that for xXbZ x
a
f ðsÞg½RðsÞ
 ds þ rðxÞpL
Z x
a
f ðsÞ ds; ð3:18Þ
that is
Z x
a
f ðsÞg½RðsÞ
 ds þ 1
2
rðxÞp L  1
2
rðxÞ
Z x
a
f ðsÞ ds
 1" #Z x
x0
f ðsÞ ds:
Thus the left-hand side is negative for large x; due to (3.17). Thus, we obtain (3.11).
Proceeding as in the proof of Theorem 3.1, we arrive at a contradiction to ðH0Þ (See
Lemma 3.1(II)). Hence the claim holds.
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According to Lemma 3.2(IV), it now follows that
R x
a
g½ð1
v
RnBRÞðsÞ
 ds is bounded.
Let N be a constant with
g½PðaÞ þ WðaÞ
  g
Z x
a
1
v
RnBR
 
ðsÞ ds
 
pN:
Then from (3.8) we obtain
g½J0ðxÞ
pN  g½RðxÞ
:
Hence
1
x
Z x
a
g½J0ðsÞ
 dspNðx  aÞ
x
 1
x
Z x
a
g½RðsÞ
 ds: ð3:19Þ
By the Cauchy–Schwarz inequality
1
x
Z x
a
g½RðsÞ
 ds
 2
pðx  aÞ 1
x2
Z x
a
g2½RðsÞ
 ds
pðx  aÞ 1
x2
Z x
a
g½B1ðsÞ
vðsÞg 1
v
RB*R
 
ðsÞ
 
ds ðby Lemma 1:2Þ
pg½En
 1 a
x
 1
x
Z x
a
g
1
v
RnBR
 
ðsÞ
 
ds ðby ð3:1ÞÞ:
Thus
lim
x-N
1
x
Z x
a
g½RðsÞ
 ds
 2
¼ 0
since
R x
a
g½ð1
v
RnBRÞðsÞ
 ds is bounded. Hence
lim
x-N
1
x
Z x
a
g½RðsÞ
 ds ¼ 0:
From (3.19) it follows that
lim sup
x-N
1
x
Z x
a
g½J0ðsÞ
 dspN;
a contradiction to (3.15) due to Lemma 3.2(I). Hence the proof of the theorem is
complete. &
In the preceding two theorems a generalized Riccati transformation was used to
obtain new oscillation theorems. Next, we give several new oscillation criteria for
system (1.1) by another generalized Riccati technique.
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Theorem 3.3. Let ðH0Þ hold. If there exist a function vðxÞAC1ð½0;NÞ; ð0;NÞÞ and a
positive linear functional g on M such that (3.1)–(3.3) hold, where
J0ðxÞ ¼
Z x
0
vðAnB1A þ CÞ þ v
0
2
ðAnB1 þ B1AÞ  v
02
4v
B1
 
ðtÞ dt
 vB1ðxÞAðxÞ þ v
0ðxÞ
2
B1ðxÞ; ð3:20Þ
and Sx : M-M is the linear operator defined by (3.3). Then system (1.1) is oscillatory
on ½0;NÞ:
Proof. Suppose that there exist a prepared solution ðUðxÞ; VðxÞÞ of system (1.1)
which is not oscillatory. Without loss of generality, we may assume that det UðxÞa0
for xXa40: Deﬁne operator on ½a;NÞ
WðxÞ ¼ vðxÞVðxÞU1ðxÞ: ð3:21Þ
By differentiating this Hermitian matrix (3.21) and making use of (1.1) gives
W 0ðxÞ ¼ v
0
v
W þ vC  AnW  WA  1
v
WBW
 
ðxÞ on ½a;NÞ: ð3:22Þ
Deﬁne
RðxÞ ¼ W þ vB1A  v
0
2
B1
 
ðxÞ for xXa: ð3:23Þ
Following the procedure of the proof of Theorem 3.1, we can obtain
W 0ðxÞ þ 1
v
RnBR  vAnB1A þ v
0
2
ðAnB1 þ B1AÞ  v
02
4v
B1
 
ðxÞ
 vðxÞCðxÞ ¼ 0: ð3:24Þ
Now integrating from a to x on both sides of (3.24) and using (3.23) for xXa we
have
RðxÞ þ
Z x
a
1
v
RnBR
 
ðtÞ dt  WðaÞ
þ
Z x
a
v½AnB1A þ C
 þ v
0
2
½AnB1 þ B1A
  v
02
4v
B1
 
ðsÞ ds
 vB1ðxÞAðxÞ þ v
0ðxÞ
2
B1ðxÞ ¼ 0:
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Let
PðaÞ ¼
Z a
0
v½AnB1A þ C
 þ v
0
2
½AnB1 þ B1A
  v
02
4v
B1
 
ðsÞ ds:
By the deﬁnition J0ðxÞ from (3.20) we obtain
RðxÞ þ
Z x
a
1
v
RnBR
 
ðsÞ ds þ J0ðxÞ  PðaÞ  WðaÞ ¼ 0 ð3:25Þ
and hence
g½RðxÞ
 þ g
Z x
a
1
v
RnBR
 
ðsÞ ds
 
þ g½J0ðxÞ
 ¼ g½PðaÞ þ WðaÞ
: ð3:26Þ
The remainder of the proof is similar to that of Theorem 3.1, so we omit the details.
This proof is complete. &
Theorem 3.4. Assume ðH0Þ holds. Assume also there exist a function
vðxÞAC1ð½0;NÞ; ð0;NÞÞ and a positive linear functional g on M such that (3.1),
(3.14) and (3.15) hold where J0ðxÞ is defined by (3.20) and Sx :M-M is the linear
operator defined by (3.3). Then system (1.1) is oscillatory on ½0;NÞ:
Proof. Suppose that there exist a prepared solution ðUðxÞ; VðxÞÞ of system (1.1)
which is not oscillatory. Without loss of generality, we may assume that det UðxÞa0
for xXa40: Deﬁne operator WðxÞ as in (3.21) for ½a;NÞ: Proceeding as in the proof
of Theorem 3.3, we obtain (3.22), (3.24) and (3.25). It follow by (3.14) and ðH0Þ that
for xXbXa we have
Z x
a
f ðsÞ ds
 1 Z x
a
f ðsÞg½RðsÞ
 ds þ
Z x
a
f ðsÞg
Z s
a
1
v
RnBR
 
ðuÞ du
 
ds
 
¼ g½PðaÞ þ WðaÞ
 ds 
Z x
a
f ðtÞ dt
 1Z x
a
f ðtÞg½J0ðsÞ
 dsoL;
where L is some constant. Now the same argument as in the proof of Theorem 3.2
can be used to complete the proof of Theorem 3.4. The details are again
omitted. &
Remark 3.1. For any n  n matrix K ; let g½KðsÞ
 ¼ tr KðsÞ; then theorems in Sections
2 and 3, respectively, imply that (1.1) is oscillatory. The results in Section 2 are
generalization of Kumari et al. [9, Theorem 2.1] for system (1.1), Theorem 1 of Etgen
and Pawloski [6] for system (1.3) and Wintner [16] for system (1.4). In Section 3,
Theorems 3.1–3.4 provide generalizations of Parhi and Praharaj’s result [12,
Theorems 1–3] for system (1.2) and of Coles’ result [3, Theorems 1 and 2] for
system (1.5).
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The assumption in Section 3 that v1ðxÞBðxÞ  En is nonnegative deﬁnite means
that (1.1) is majorant of system ð1:1Þ1 (i.e., oscillation of ð1:1Þ1 implies oscillation of
(1.1)) and thus Theorems 3.1–3.4 are actually the oscillation criteria.
Moreover, from Theorems 2.1–2.3 and Theorems 3.1–3.4 we can produce different
explicit sufﬁcient conditions for the oscillation of (1.1) by appropriate choices of the
functional g and the function vðxÞ: For instance, vðxÞ may chosen 1; x; etc.
4. Examples
The following example illustrates Theorem 2.3. It is to see Theorem 2.1 of [9] is not
applicable to the example. Also it is clear that none of the results in [1,2,4–6,11–
13,15] are applicable since AðxÞc0:
Example 4.1. Consider the four-dimensional system (1.1) where
AðxÞ ¼ 0 1
0 0
" #
; BðxÞ ¼ 1ðx þ 1Þ2 E2; CðxÞ ¼
1 0
0 0
" #
; ð4:1Þ
and U ; V are 2 2 matrix functions of x on ½0;NÞ:
Note that any positive linear functional g on the space of 2 2 matrix functions is
of the form g½PðxÞ
 ¼ xn0PðxÞx0 where x0 is an arbitrary but ﬁxed vector in R2: If
aX0; we have
lim
x-N
Z x
a
1
g½B1ðsÞ
 ds ¼ limx-N
1
x21 þ x22
Z x
a
1
ðs þ 1Þ2 ds ¼
1
ðx21 þ x22Þð1þ aÞ
aN:
Hence Theorem 2.1 in [9] is not applicable.
Now let fðxÞ ¼ 1
2ðxþ1Þ: Then vðxÞ ¼ 1xþ1: Deﬁne g½P
 ¼ p11 where P ¼ ðpijÞ so that
g½B1ðxÞ
 ¼ ðx þ 1Þ2 and
lim
x-N
Z x
0
1
vðsÞg½B1ðsÞ
 ds ¼ limx-N lnðx þ 1Þ ¼N:
Further we have
g½J0ðxÞ
 ¼ 
Z x
0
fvðsÞfg½AnB1A þ C
 þ fg½AnB1 þ B1A
 þ f2g½B1g
ðsÞ ds

Z x
0
fvðf0  2vf2Þg½En
gðsÞ ds  fvðg½B1A
 þ fg½B1
  fg½En
ÞgðxÞ
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¼
Z x
0
1
s þ 1
1
4ðs þ 1Þ2
 !
ds þ
Z x
0
1
2ðs þ 1Þ3 þ
1
2ðs þ 1Þ4
 !
ds
 1
2ðx þ 1Þ þ
1
2ðx þ 1Þ2
¼ lnðx þ 1Þ  1
4ðx þ 1Þ þ
1
4ðx þ 1Þ2 
1
6ðx þ 1Þ3 þ
1
6
so that limx-N g½J0ðxÞ
 ¼N:
Thus the hypotheses of Theorem 2.3 are satisﬁed. By Theorem 2.3 the system (4.1)
is oscillatory.
Example 4.2. Consider the four-dimensional system (1.1) where
AðxÞ ¼ 0 0
1 0
" #
; BðxÞ ¼ x þ 2 0
0 2
" #
; CðxÞ ¼ 
1
2
þ cos x 0
0 1
2
 cos x
" #
: ð4:2Þ
Let fðxÞ ¼ 0 and g½P
 ¼ tr P: Then vðxÞ ¼ 1 and
vðxÞB1ðxÞ  E2 ¼
1
xþ2 0
0 1
2
" #
 1 0
0 1
" #
¼ 
xþ1
xþ2 0
0 1
2
" #
o0:
J0ðxÞ ¼ 
Z x
0
vðsÞfðAnB1A þ CÞ þ fðAnB1 þ B1AÞ þ f2B1gðsÞ ds

Z x
0
fvðf0  2vf2ÞEngðsÞ ds  fvðB1A þ fB1  fEnÞgðxÞ
¼ 
Z x
0
fðAnB1A þ CÞgðsÞ ds  ðB1AÞðxÞ
¼ 
Z x
0
cos s 0
0 1
2
 cos s
" #
ds  0 0
1
2
0
" #
¼ sin x 01
2
1
2
x þ sin x
" #
and hence g½J0ðxÞ
 ¼ trðJ0ðxÞÞ ¼ 12x: Taking f ðxÞ ¼ x and k ¼ 2=3 gives
lim
x-N
g½SxJ0ðxÞ
 ¼ lim
x-N
Z x
0
f ðsÞ ds
 1Z x
0
f ðsÞg½J0ðsÞ
 ds ¼ lim
x-N
2
x2
Z x
0
s
1
2
s ds ¼N;
and
lim
x-N
Z x
0
t
Z t
0
s2 ds
 1 Z t
0
s ds
 2=3" #
dt ¼ lim
x-N
Z x
0
3
22=3
t2=3 dt ¼N:
Thus system (4.2) is oscillatory by Theorem 3.1.
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Example 4.3. Let AðxÞ be as in Example 3.2 and consider the four-dimensional
system (1.1) where
BðxÞ ¼ x þ 2 0
0 5
" #
; CðxÞ ¼ qðxÞ þ cos x 
1
5
0
0 qðxÞ  cos x
" #
; ð4:3Þ
where qðxÞ ¼ qnðxÞ; xA½2n; 2n þ 2Þ; nAN0 ¼ f0; 1; 2; 3;??g and
qnðxÞ ¼
0; 2npxp2n þ 1;
2ðx  2n  1Þ; 2n þ 1oxp2n þ 3=2;
2x þ 4ðn þ 1Þ; 2n þ 3=2oxp3n þ 3:
8><
>:
Clearly, qðxÞ is a nonnegative continuous function on ½0;NÞ and hence CðxÞ is a
continuous function on ½0;NÞ:
Let fðxÞ ¼ 0 and g½P
 ¼ tr P Then vðxÞ ¼ 1;
J0ðxÞ ¼ 
Z x
0
fðAnB1A þ CÞgðsÞ ds  ðB1AÞðxÞ
¼ 
Z x
0
qðsÞ þ cos s 0
0 qðsÞ  cos s
" #
ds  0 0
1
5
0
" #
;
and
g½J0ðxÞ
 ¼ tr ðJ0ðxÞÞ ¼ 2
Z x
0
qðsÞ ds:
Since
R 2nþ2
2n qnðsÞ ds ¼ 12 for nAN0; we have, for xAð2n þ 2; 2n þ 4Þ; vðxÞB1ðxÞpE2
and
1
x
Z x
0
g½J0ðsÞ
 ds ¼ 2
x
Z x
0
Z x
0
qðuÞ du
 
ds
¼ 2
x
Xnþ1
i¼1
Z 2i
2ði1Þ
Z s
0
qðuÞ du
 
ds þ
Z x
2nþ2
Z s
0
qðuÞ du
 
ds
" #
X
1
x
Xnþ1
i¼1
Z 2i
2ði1Þ
Z s
0
qðuÞ du
 
ds
X
1
x
Xnþ1
i¼1
Z 2i
2ði1Þ
Z 2
0
q0ðuÞ du þ
Z 4
2
q1ðuÞ du þ?þ
Z 2ði1Þ
2ði2Þ
qi2ðuÞ du
" #
ds
X
2
x
Xnþ1
i¼1
i  1
2
X
1
x
nðn  1Þ
2
X
nðn þ 1Þ
4ðn þ 2Þ:
Q. Yang et al. / J. Differential Equations 190 (2003) 306–329 327
Thus
lim sup
x-N
1
x
Z x
0
g½J0ðsÞ
 ds ¼N:
Choose
f ðxÞ ¼ 1; 2npxp2n þ 1
0; 2n þ 1oxp2n þ 2
(
for nAN0:
Then f ðxÞ is a nonnegative, locally integrable function on ½0;NÞ such thatRN
0 f ðsÞ dsc0 and
g½SxJ0ðxÞ
 ¼
Z x
0
f ðsÞ ds
 1Z x
0
f ðsÞg½J0ðsÞ
 ds
¼
Z x
0
f ðsÞ ds
 1Z x
0
f ðsÞ 2
Z s
0
qðuÞ du
 
ds 	 0
for xA½0;NÞ by the deﬁnitions of f and q: Further, for 0oko1; a40 and
2noxp2n þ 2;
Z x
a
f ðtÞ
Z t
0
f 2ðsÞ ds
 1 Z t
0
f ðsÞ ds
 k" #
dt
¼
Z 1
a
þ
Z 3
2
þ?þ
Z 2n1
2n2
þ
Z x
2n
4
1
k
 ak
 
þ 2
k
k
 1
k
 
þ 3
k
k
 2
k
k
 
þ?þ n
k
k
 ðn  1Þ
k
k
 !
¼ n
k
k
 ak:
Hence
lim
x-N
Z x
a
f ðtÞ
Z t
0
f 2ðsÞ ds
 1 Z t
0
f ðsÞ ds
 k" #
dt ¼N:
As all assumptions of Theorem 3.2 are satisﬁed, the Hamiltonian matrix system
given by (4.3) is oscillatory. However, the oscillation cannot be demonstrated either
by known criteria in [1–16] or other criteria in the literature.
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