Cauchy-Schwarz functions and convex partitions in the ray space of a
  supertropical quadratic form by Izhakian, Zur & Knebusch, Manfred
ar
X
iv
:1
90
9.
13
50
2v
1 
 [m
ath
.R
A]
  3
0 S
ep
 20
19
CAUCHY-SCHWARZ FUNCTIONS AND CONVEX PARTITIONS
IN THE RAY SPACE
OF A SUPERTROPICAL QUADRATIC FORM
ZUR IZHAKIAN AND MANFRED KNEBUSCH
Abstract. Rays are classes of an equivalence relation on a module V over a supertrop-
ical semiring. They provide a version of convex geometry, supported by a “supertropical
trigonometry” and compatible with quasilinearity, in which the CS-ratio takes the role of
the Cauchy-Schwarz inequality. CS-functions which emerge from the CS-ratio are a useful
tool that helps to understand the variety of quasilinear stars in the ray space RaypV q. In
particular, these functions induce a partition of RaypV q into convex sets, and thereby a finer
convex analysis which includes the notions of median, minima, glens, and polars.
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1. Introduction
Quadratic forms on a free supertropical module, and their bilinear companions, were
introduced and classified in [6, 7], and studied further in [4, 8, 9]. These objects establish
a version of tropical trigonometry, where the CS-ratio takes the role of the Cauchy-Schwarz
inequality, which is not always applicable. (“CS” is an acronym of “Cauchy-Schwarz”.)
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With the notion of CS-ratio, the space of equivalence classes of a suitable equivalence relation,
termed rays, provides a framework which carries a type of convex geometry. The study of this
geometry was initiated in [4], focusing on the so called quasilinear stars. The present paper
proceeds to develop this theory, employing mostly special characteristic functions, called CS-
functions, that emerge from the CS-ratio on ray spaces. These CS-functions provide a useful
tool for convex analysis, which is of much help in understanding the variety of quasilinear
stars in the ray space.
Supertropical modules are modules over supertropical semirings, which carry a rich alge-
braic structure [2, 3, 5, 12, 13, 14], and are at the heart of our framework. A supertropical
semiring ([6, Definition 0.3]) is a semiring R with idempotent element e :“ 1 ` 1 (i.e.,
e`e “ e) such that, for all a, b P R, a`b P ta, bu whenever ea ‰ eb and a`b “ ea otherwise.
The ideal eR of R is a bipotent semiring (with unit element e), i.e., a` b is either a or b, for
any a, b P eR. The total ordering
a ď b ô a` b “ b
of eR, together with the ghost map ν : a ÞÑ ea, induces the ν-ordering
a ăν b ô ea ă eb (1.1)
and the ν-equivalence
a –ν b ô ea “ eb (1.2)
on the entire semiring R, which determines the addition of R:
a` b “
$’’&’’%
b if a ăν b,
a if a ąν b,
eb if a –ν b.
Consequently, ea “ 0 ñ a “ 0, and the zero 0 “ e0 is regarded mainly as a ghost. The set
T :“ RzpeRq consists of the tangible elements of R, while the ideal G :“ peRqzt0u contains
the ghost elements. The semiring R itself is said to be tangible, if eT “ G, i.e., R is
generated by T as a semiring. Then, for T ‰ H, R1 :“ T Y eT Y t0u is the largest tangible
sub-semiring of R.
An R-module V over a commutative supertropical semiring R is defined in the familiar
way. A quadratic form on V is a function q : V Ñ R satisfying
qpaxq “ a2qpxq
for any a P R, x P V , for which there exists a symmetric bilinear form b : V ˆV Ñ R, called
a companion of q, such that
qpx` yq “ qpxq ` qpyq ` bpx, yq
for any x, y P V . (q may have several companions.) The pair pq, bq is called a quadratic pair.
It is called balanced, and b is said to be a balanced companion of q, if bpx, xq “ eqpxq
for any x P V .
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In our version of “tropical trigonometry” the familiar formula cospx, yq “ xx,yy
}x} }y}
in euclidian
geometry is replaced by the CS-ratio
CSpx, yq :“
ebpx, yq2
eqpxqqpyq
P eR (1.3)
of anisotropic vectors x, y P V , i.e., qpxq ‰ 0, qpyq ‰ 0. (As for any supertropical semiring
the map λ ÞÑ λ2 is an injective endomorphism, there is no loss of information by squaring
CSpx, yq [6, Proposition 0.5].) The function x ÞÑ CSpx, wq is subadditive for any anisotropic
vector w P V (Theorem 1.1).
In this setting, features of noneuclidian geometry arise, since, not like in euclidian geom-
etry, the CS-ratio CSpx, yq may take values larger than e. These features are closely related
to excessiveness [7, Definition 2.8]. When eR is densely ordered, a pair px, yq is excessive if
CSpx, yq ą e.When eR is discrete, px, yq is excessive if either CSpx, yq ą c0, with c0 the small-
est element of eR larger than e, or CSpx, yq “ c0 and qpxq or qpyq is tangible. A pair px, yq
is exotic quasilinear, if CSpx, yq “ c0 and both qpxq and qpyq are ghost [7, Theorems 2.7
and 2.14].
A pair of vectors px, yq is called ν-excessive (resp. ν-quasilinear), if the pair pex, eyq is
excessive (resp. quasilinear). Since CSpx, yq “ CSpex, eyq, it is often simpler to work with
ν-excessiveness and ν-quasilinearity. To wit, px, yq is ν-quasilinear, if
qpx, yq –ν qpxq ` qpyq,
and is ν-excessive otherwise. When eR is dense, px, yq is ν-quasilinear iff CSpx, yq ď e, while
for eR discrete, ν-quasilinear iff CSpx, yq ď c0; it is exotic quasilinear iff CSpx, yq “ c0.
The CS-ratio obeys important subadditivity rules, involving ν-excessiveness as well as
ν-quasilinearity, which are utilized in this paper.
Theorem 1.1 ([7, Subadditivity Theorem 3.6]). Let x, y, w P V be anisotropic vectors.
a) CSpx` y, wq ď CSpx, wq ` CSpy, wq.
b) If px, yq is ν-excessive and CSpx, wq ` CSpy, wq ‰ 0, then
CSpx` y, wq ă CSpx, wq ` CSpy, wq.
c) If px, yq is ν-quasilinear and either qpxqCSpy, wq “ qpyqCSpx, wq, or CSpx, wq “
CSpy, wq, or qpxq –ν qpyq, then
CSpx` y, wq “ CSpx, wq ` CSpy, wq.
On anR-module V we use the equivalence relation: x „ y iff λx “ µy for some λ, µ P Rzt0u
(where λ, µ need not be invertible as in the usual projective equivalence), whose classes X
are called rays. It delivers a projective version of the theory on V zt0u, cf. [7, §6]. When x
and y are anisotropic, the CS-ratio CSpx, yq depends only on the rays X, Y containing x, y,
and provides a well defined CS-ratio CSpX, Y q for anisotropic rays X, Y , i.e., rays X, Y in
V zq´1p0q.
Subadditivity of rays occurs on intervals rX, Y s with endpoints X, Y , cf §2, as a conse-
quence of Theorem 1.1. A comparison of CSpZ,W q to CSpX,W q`CSpY,W q for anisotropic
ray Z P rX, Y s and arbitrary W is given by [7, Theorem 7.7], and uniqueness of the bound-
ary of rX, Y s by Theorem 2.2. The ray space RaypV q of V consists of all rays and carries
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a natural notion of convexity: A subset A Ă RaypV q is convex, if rX, Y s Ă A for any
X, Y P A. Basics structures of rays and convexity in RaypV q are reviewed in §2.
By relying on a fine detailed analysis of the monotonicity behavior of the CS-functions
CSpW,´q : RaypV q ÝÑ eR
on a fixed interval rY1, Y2s in RaypV q, given in §3, CS-profiles on interval are defined in §4.
This fine analysis enlarges the scope of results in [4] and determines a partition of RaypV q
into convex subsets (Theorem 5.6) according to the monotonicity behavior of CSpW,´q on
the intervals rYi, Yjs, 1 ď i ă j ď m, for a given finite set of rays tY1, . . . , Ymu andW running
through RaypV q.
A pair pX, Y q of rays in V is quasilinear (with respect to q), if the restriction q|Rx`Ry is
quasilinear for any x P X , y P Y . A subset C Ă RaypV q is quasilinear, if all pairs pX, Y q
in C are quasilinear. Quasilinearity is governed by QL-stars QLpXq of rays X . QLpXq is
the set of all Y P RaypV q for which the pair pX, Y q is quasilinear1; equivalently, the interval
rX, Y s is quasilinear. §6 presents the downset of a QL-star, this is the set of all QL-stars
contained in QLpXq, while §7 introduces themedian on an interval and links it to convexity
properties (Corollary 7.6).
The study of median, leads in §8 to enquire the existence of extrema of CS-functions
CSpW,´q. Theorem 8.1 specifies a condition and the place where an eR-valued function
has a minimal, while Theorem 8.4 provides an upper bound in terms of generators for CS-
functions over finitely generated eR-modules.
Inquiring after the minima of a CS-function is then a natural question. An intriguing
issue is that the minimum of CSpW,´q over the convex hull convpY1, . . . , Ynq of tY1, . . . , Ynu
can be smaller than min
i
CSpW,Yiq. The rays for which this holds compose the “glen” of
Y1, . . . , Yn, which is discussed in detail in §9. Glens extend to intervals, and establish a useful
correspondence to CS-functions (Theorem 9.4).
Given a finitely generated convex set C in a ray space RaypV q, we may ask whether there
exists a quadratic pair pq, bq on V with q anisotropic on V . In case that pq, bq exists we can
move a ray W around, examine the minima of CSpW,´q on C. In the easiest case that q is
quasilinear on C, the following holds. Every ray Z which is an isolated minimum of a CS-
function CSpW,´q, i.e., this function is not constant on an interval emanating from Z, is an
“indispensable generator” of C, i.e., Z occurs in every set of generators of C. If C “ convpSq
is the convex hull of some finite set S for which certain pairs pZ,Z 1q in S are ν-excessive,
then the situation is more involved, since CSpW,´q can be non monotonic on rZ,Z 1s and the
minimum can be attained at the W -median. Nevertheless, this gives a constraint, on, say,
the minimal sets of generators of C. An intriguing phenomenon is that one can choose W
nearly arbitrarily.
Motivated by this phenomenon, §10 explores the set MinCSpW,Cq of minima of a CS-
function CSpW,´q on the convex hull C of a finite set S of rays in RaypV q. Theorem 10.1
characterizes properties of MinCSpW,Cq, linking these properties to medians. A Z-polar of
a subset P Ă ZÒ “ tY | CSpW,Y q ą CSpW,Zqu is a set of rays (Definition 10.7) for which
there exist X P P with Y P ZÒ such that MW pX, Y q “ Z. This subset is closed for taking
1QLpXq is not necessarily quasilienar.
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convex hull (Theorem 10.9), compatible with the ordering induced by Z (Theorem 10.10),
and induces the Z-equivalence relation on ZÒ. The next step of this study is then to describe
the classes of this equivalence relation (Problem 11.1). In this paper we give only a partial
description in terms of convex hulls (Theorem 11.2), but, by introducing the notion of
median stars in §11, we lay out a possible machinery to address this problem.
2. Convex sets in the ray space
We review our setup as was laid out in [7, 4] in which V denotes an R-module, where R
a supertropical semiring R such that eR is a (bipotent) semifield and Rzt0u is closed for
multiplication, i.e., λµ “ 0 ñ λ “ 0 or µ “ 0, for any λ, µ P R. V is assumed to have the
property λx “ 0ñ λ “ 0 or x “ 0, for any x P V. These properties hold when eR “ GYt0u
is a semifield.
Vectors x, y P V are ray-equivalent, written x „r y, if λx “ µy for some λ, µ P Rzt0u.
This is the finest equivalence relation E on V with x „E λx for any λ P Rzt0u, which gives
V zt0u as a union of ray-equivalence classes. The rays in V are the ray-equivalence classes
‰ t0u. The ray rayV pxq of x in V is the ray-equivalence class of a vector x P V zt0u, written
raypxq when V is clear form the context. The ray space RaypV q of V is the set of all rays
in V . The set X0 :“ X Y t0u is the smallest submodule of V containing the ray X . X0 ` Y0
is the smallest submodule of V containing both rays X and Y . It is a disjoint union of
subsemigroups of pV,`q as follows
X0 ` Y0 “ pX ` Y q Y X Y Y Y t0u. (2.1)
The closed interval rX, Y s consists of all rays Z in the submodule X0`Y0 of V , generated
by X Y Y . The open interval sX, Y r consists of all rays
Z Ă X ` Y :“ tx` y | x P X, y P Y u.
Thus, rX, Y s “ sX, Y r Y tX, Y u. The half open intervals are
rX, Y r :“ sX, Y r Y tXu, sX, Y s :“ sX, Y r Y tY u.
Scholium 2.1 ([7, Scholium 7.6]). Set X “ raypxq, Y “ raypyq for x, y P V . For any ray Z
in V, the following hold:
a) Z P sX, Y r iff Z “ raypλx`µyq with λ, µ P Rzt0u iff Z “ raypλx`yq with λ P Rzt0u.
b) Z P sX, Y s iff Z “ raypλx ` µyq with λ P R, µ P Rzt0u iff Z “ raypλx ` yq with
λ P R.
c) Z P rX, Y s iff Z “ raypλx` µyq with λ, µ P R.
R and Rzt0u may be replaced respectively by eR and G everywhere.
Theorem 2.2 ([7, Theorem 8.8]). Let X, Y,X1, Y1 be rays in V with rX, Y s “ rX1, Y1s.
a) Either X “ X1, Y “ Y1 or X “ Y1, Y “ X1.
b) If rX, Y s is not a singleton, i.e., X ‰ Y, then X “ X1, Y “ Y1 iff rX,X1s ‰ rX, Y1s.
A subset M Ă RaypV q is convex (in RaypV q), if for any two rays X, Y P M the closed
interval rX, Y s is contained in M . The convex hull convpSq of a nonempty set S Ă RaypV q
is the smallest convex subset of RaypV q containing S. When S “ tX1, . . . , Xnu is finite,
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convpSq is written convpX1, . . . , Xnq, for short. Clearly rX, Y s “ convpX, Y q, and by [7,
Proposition 8.1] all the intervals sX, Y r , sX, Y s, rX, Y r , rX, Y s are convex sets, for any rays
X, Y in RaypV q. A subset U Ă V is ray-closed in V , if Uzt0u is a union of rays of V .
Proposition 2.3 ([4, Proposition 2.6]).
(a) If U1, . . . , Un are ray-closed subsets of V zt0u, then the set U1` ¨ ¨ ¨`Un is again ray-
closed in V , consisting of all rays rayV pλ1u1 ` ¨ ¨ ¨ ` λnunq with ui P Ui, λi P Rzt0u.
In particular, for any rays X1, . . . , Xn in V the set X1` ¨ ¨ ¨ `Xn is ray-closed in V .
(b) The convex hull of a finite set of rays tX1, . . . , Xnu has the disjoint decomposition
convpX1, . . . , Xnq “
ď
i1ă¨¨¨ăir
RaypXi1 ` ¨ ¨ ¨ `Xirq
with r ď n, 1 ď i1 ă ¨ ¨ ¨ ă ir ď n.
We denote by rA the set of all sums of finitely many members of a subset A Ă RaypV q. As
the convex hull of A is the union of all sets convpX1, . . . , Xrq with r P N, X1, . . . , Xr P A,
we obtain the following.
Corollary 2.4 ([4, Corollary 2.8]). Let C denote the convex hull of A1 Y ¨ ¨ ¨ Y An, where
A1, . . . , An are convex subsets of RaypV q.
(a) C is the union of all convex hulls convpX1, . . . , Xnq with Xi P Ai, 1 ď i ď n.
(b) rC is the union of all sets rAi1 ` ¨ ¨ ¨ ` rAir with r ď n, 1 ď i1 ă ¨ ¨ ¨ ă ir ď n.
Proposition 2.3 and Corollary 2.4 can be inferred from the next observation.
Proposition 2.5 ([4, Proposition 2.9]). The convex subsets A of RaypV q correspond uniquely
to the ray-closed submodules W of V via W “ rAY t0u, A “ RaypW q.
3. The function CSpX1,´q on rX2, X3s
In this section R denotes a supertropical semiring whose ghost ideal eR “ t0u Y G is
a nontrivial (bipotent) semifield, and V stands for an R-module equipped with a fixed
quadratic pair pq, bq with q anisotropic on V , i.e., q´1p0q “ t0u. Assuming thatX1, X2, X3 are
three rays on V , we explicitly analyze the monotonicity behavior of the function CSpX1,´q
on the interval rX2, X3s with X2 ‰ X3. For vectors εi P Xi, i “ 1, 2, 3, we employ the
following six parameters
αi “ qpεiq ‰ 0, αij “ bpεi, εjq “ αji i, j P t1, 2, 3u, i ă j.
As our computations take place in the semifield eR, we can write ď,ă instead of ďν ,ăν.
But, the forthcoming formulas are to be used later in a supertropical context without fuss,
otherwise we could assume that the parameters αi, αij belong to eR.
Our analysis is performed in terms of the function
fpλq “ CSpε1, ε2 ` λε3q
with λ P eR Y t8u “ t0u Y G Y t8u. Here λ “ 8 corresponds to µ “ 0 for µ “ λ´1, and
CSpε1, ε2 ` λε3q “ CSpε1, µε2 ` ε3q, thus fp8q “ CSpε1, ε3q. We have
bpε1, ε2 ` λε3q “ α12 ` λα13,
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and so
fpλq “ e
α212 ` λ
2α213
α1 qpε2 ` λε3q
P eR, (3.1)
which decomposes as
fpλq “ f1pλq ` f2pλq “ maxpf1pλq, f2pλqq (3.2)
with
f1pλq “ e
α212
α1 qpε2 ` λε3q
, f2pλq “ e
λ2α213
α1 qpε2 ` λε3q
.2 (3.3)
We proceed by analysing the monotonicity behavior of f1, f2 on r0,8s. Without loss of
generality we assume that
CSpε1, ε2q ď CSpε1, ε3q. (3.4)
(Otherwise interchange X2 and X3.)
If CSpε1, ε3q “ 0, then α12 “ α13 “ 0, and thus f1 “ 0, f2 “ 0, f “ 0. Discarding this
trivial case, we assume that CSpε1, ε3q ą 0. We rewrite the functions f1, f2 as follows
f1pλq “
α212
α1α2
α2
qpε2 ` λε3q
“ CSpε1, ε2q
qpε2q
qpε2 ` λε3q
, (3.5)
f2pλq “
α213
α1α3
λ2α3
qpε2 ` λε3q
“ CSpε1, ε3q
qpλε3q
qpε2 ` λε3q
. (3.6)
These formulas imply that
f1pλq ď CSpε1, ε2q, f 2pλq ď CSpε1, ε3q, for all λ P r0,8s. (3.7)
More explicitly,
qpε2 ` λε3q “ α2 ` λα23 ` λ
2α3, (3.8)
and so
f1pλq “ CSpε1, ε2q
α2
α2 ` λα23 ` λ2α3
, (3.9)
f2pλq “ CSpε1, ε3q
α3
α3 ` λ´1α23 ` λ´2α2
. (3.10)
We conclude from these formulas that f1 decreases (monotonically) on r0,8s from CSpε1, ε2q
to zero, while f2 increases (monotonically) from zero to CSpε1, ε3q. Moreover, we infer
from (3.3) that f1pλq “ f2pλq precisely when α
2
12 “ λ
2α213, whence λ
2 “
α2
12
α2
13
. So f1pλq “ f2pλq
holds on the unique argument ξ, that is
ξ “
α12
α13
. (3.11)
It follows that f coincides with f1 on r0, ξs and with f2 on rξ,8s. Furthermore fpξq “
f1pξq “ f2pξq is the minimal value attained by the function f on r0,8s. In other words, fpξq
is the minimal value of CSpX1, Zq for Z running over rX2, X3s. ξ corresponds to the ray
M :“ ray
ˆ
ε2 `
α12
α13
ε3
˙
“ raypα13ε2 ` α12ε3q, (3.12)
which we call the X1-median of the interval rX2, X3s. This important ray M will be studied
in detail later.
2In the following we omit the factor e “ 1eR, reading all formulas in eR.
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So far we have obtained an outline of the monotonicity behavior of f1, f2, f . This picture
will now be refined. We start with the case that
α2α3 ď α
2
23, (3.13)
which, except in the border case α2α3 “ α
2
23, implies that the interval rX2, X3s is excessive
or exotic quasilinear [7, Definition 2.8]. In particular α23 ‰ 0.
We determine the subsets of r0,8swhere the decreasing function f1 takes its maximal value
CSpε1, ε2q and the increasing function f2 takes its maximal value CSpε1, ε3q as follows. When
CSpε1, ε2q ‰ 0, we read off from Formula (3.7), applied to qpε2`λε3q, that f1pλq “ CSpε1, ε2q
precisely when the summand α2 is ν-dominant, i.e., α2 ě λα23, α2 ě λ
2α3, equivalently,
λ2 ď
α22
α223
, λ2 ď
α2
α3
.
From (3.13) we infer that α2
α3
ě
α2
2
α2
23
, and therefore the condition λ2 ď α2
α3
can be dismissed.
Thus
f1pλq “ CSpε1, ε2q ô λ ď
α2
α23
. (3.14)
The case of CSpε1, ε2q “ 0 is degenerate, in which f1 “ 0, f2 “ f (and ξ “ 0).
Concerning f2, we read off from (3.6) and (3.10) that f2pλq “ CSpε1, ε3q iff λ ‰ 0 and
the term α3 in the sum α3 ` λ
´1α23 ` λ
´2α2 is ν-dominant, which means that λ
´1α23 ď α3,
λ´2α2 ď α3, equivalently,
α223
α23
ď λ2,
α2
α3
ď λ2.
We conclude from (3.13) that
α2
23
α2
3
ě α2
α3
, and thus
f2pλq “ CSpε1, ε3q ô λ ě
α23
α3
. (3.15)
tRecall that we initially assume that CSpε1, ε3q ‰ 0.u
We have seen that the intervals r0, α2
α23
s and rα23
α3
,8s are the sets where the terms α1 and
λ2α2 in the sum (3.8) are ν-dominant and conclude that r
α2
α23
, α23
α3
s is the interval in which
the middle term λα23 is ν-dominant. Note that in the border case α2α3 “ α
2
23 this interval
retracts to the single point α2
α23
“ α23
α3
.
We infer from (3.6) and (3.10) that in the interval r0, α2
α23
s
f2pλq “ CSpε1, ε3q
λ2α3
α2
, (3.16)
and that in r α2
α23
, α23
α3
s
f2pλq “ CSpε1, ε3q
λα3
α23
. (3.17)
Thus f2 strictly increases on r0,
α2
α23
s from zero to
f2
ˆ
α2
α23
˙
“ CSpε1, ε3q
α3
α2
ˆ
α2
α23
˙2
“
CSpε1, ε3q
CSpε2, ε3q
,
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and then strictly increases on r α2
α23
, α23
α3
s from this value to CSpε1, ε3q. Furthermore, we infer
from (3.5) and (3.9) that in the interval r α2
α23
, α23
α3
s
f1pλq “ CSpε1, ε2q
α2
λα23
, (3.18)
while in rα23
α3
,8s
f1pλq “ CSpε1, ε2q
α2
λ2α3
. (3.19)
Thus f1 strictly decreases on r
α2
α23
, α23
α3
s from the value CSpε1, ε2q to
f1
ˆ
α23
α3
˙
“ CSpε1, ε2q
α2
α3
ˆ
α3
α23
˙2
“
CSpε1, ε2q
CSpε2, ε3q
and then on rα23
α3
,8s again strictly decreases from this value to zero. Note that the arguments
λ “ α2
α23
, α23
α3
correspond to the rays
X23 :“ raypα23ε2 ` α2ε3q, X32 :“ raypα3ε2 ` α23ε3q, (3.20)
which in the case α2α3 ăν α
2
23 are the critical rays of rX2, X3s (cf. [7]).
Summarizing the above study we obtain:
Proposition 3.1. Assume that 0 ď CSpε1, ε2q ď CSpε1, ε3q and that α2α3 ďν α
2
23.
a) The function f1 is constant on r0,
α2
α23
s with value CSpε1, ε2q and strictly decreases on
r α2
α23
,8s from CSpε1, ε2q to zero, with the intermediate value
f1
ˆ
α2
α23
˙
“
CSpε1, ε2q
CSpε2, ε3q
,
provided that CSpε1, ε2q ‰ 0. Otherwise f1 “ 0, whence f2 “ f on r0,8s.
b) The function f2 strictly increases on r0,
α23
α5
s from zero to CSpε1, ε3q and remains
constant on rα23
α3
,8s, with intermediate value
f2
ˆ
α2
α23
˙
“
CSpε1, ε3q
CSpε2, ε3q
,
provided that CSpε1, ε3q ‰ 0. Otherwise f1 “ f2 “ f “ 0 on r0,8s.
Since ξ is the unique argument λ P r0,8s with f1pλq “ f2pλq, it follows from Proposi-
tion 3.1 that f1 ě f2 on r0, ξs and f1 ď f2 on rξ,8s, whence
f “ f1 on r0, ξs and f “ f2 on rξ,8s. (3.21)
As seen below, the monotonicity behavior of f is determined by the location of ξ with respect
to the interval r α2
α23
, α23
α3
s.
Since f2 “ CSpε1, ε3q ě f1 on r
α23
α3
,8s (cf. (3.7)), it is clear that always
ξ ď
α23
α3
. (3.22)
We have ξ “ 0 iff CSpε1, ε2q “ 0, and then f “ f2 strictly increases on r0,
α23
α3
s to CSpε1, ε3q
and remains constant on rα23
α3
,8s.
Assuming that CSpε1, ε2q ą 0, if ξ ď
α2
α23
, then f has the constant value CSpε1, ε2q on
r0, ξs. Thus, as follows from Proposition 3.1, f strictly increases on rξ, α2
α23
s from CSpε1, ε2q
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to CSpε1,ε3q
CSpε1,ε2q
, and it strictly increases on r α2
α23
, α23
α3
s from this value to CSpε1, ε3q. Finally, f
remains constant on rα23
α3
,8s.
The graph of the function f is illustrated as follows.
0 λ
f
CSpε1, ε3q
CSpε1,ε3q
CSpε2,ε3q
CSpε1, ε2q
α23
α2
ξ α2
α23
f2
f1
Figure 1.
We read off from this analysis that
ξ ă
α2
α23
ô CSpε1, ε2q ă
CSpε1, ε2q
CSpε2, ε3q
, (3.23)
ξ “
α2
α23
ô CSpε1, ε2q “
CSpε1, ε3q
CSpε2, ε3q
. (3.24)
In the remaining case that
α2
α23
ă ξ ď
α23
α2
we conclude by Proposition 3.1 and (3.21) that f has the constant value CSpε1, ε2q on r0,
α2
α23
s,
then strictly decreases on r α2
α23
, ξs to a value ρ :“ f1pξq “ f2pξq which we compute below.
Then f strictly increases on rξ, α23
α3
s from the value ρ to CSpε1, ε3q, and finally remains
constant on rα23
α3
,8s. This implies that
ξ ă
α23
α3
, (3.22’)
improving (3.22). By (3.11) and (3.17) we have ρ “ f2pξq “ CSpε1, ε3q
α12
α13
α2
α23
, yielding
ρ “
α12α13
α1α23
, (3.25)
whose square gives
ρ2 “
α212α
2
13
α21α
2
23
“
α212
α1α2
α213
α1α3
α2α3
α223
,
i.e.,
ρ2 “
CSpε1, ε2qCSpε1, ε3q
CSpε2, ε3q
. (3.26)
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It is now clear that ξ ą α2
α23
iff f2pξq ă CSpε1, ε2q iff
CSpε1, ε2qCSpε1, ε3q
CSpε2, ε3q
ă CSpε1, ε2q
2,
and thus
ξ ą
α2
α23
ô
CSpε1, ε3q
CSpε2, ε3q
ă CSpε1, ε2q. (3.27)
Recall that we have assumed (cf. (3.4)) that 0 ă CSpε1, ε2q ď CSpε1, ε3q. Assuming
further that
CSpε1, ε3q
CSpε2, ε3q
ă CSpε1, ε2q, (3.28)
we still need to distinguish the cases CSpε1, ε2q ă CSpε1, ε3q and CSpε1, ε2q “ CSpε1, ε3q
(where (3.28) holds automatically).
This means that either fp0q ă fp8q or fp0q “ fp8q, which we judge as a difference in
the monotonicity behavior of f . The graph of f is illustrated in Figure 2.
0 λ
f
CSpε1, ε3q
CSpε1,ε3q
CSpε2,ε3q
ρ
CSpε1, ε2q
α23
α2
ξα2
α23
f2
f1
0 λ
f
CSpε1, ε2q
CSpε1,ε3q
CSpε2,ε3q
ρ
α23
α2
ξα2
α23
f2
f1
Figure 2. A. pCSpε1, ε2q ă CSpε1, ε3qq, B. pCSpε1, ε2q “ CSpε1, ε3qq.
We summarize the above analysis of fpλq “ CSpε1, ε2` λε2q for CSpε2, ε3q ą e as follows.
Theorem 3.2. Assume that 0 ď CSpε1, ε2q ď CSpε1, ε3q and that α2α3 ăν α
2
23.
a) If CSpε1, ε3q “ 0, then f “ 0. If CSpε1, ε2q “ 0 and CSpε1, ε3q ą 0, then f “ 0
on r0, α2
α23
s, but f strictly increases on r α2
α23
, α23
α3
s from zero to CSpε1, ε3q and finally
remains constant on rα23
α3
,8s.
b) Assume now that
0 ă CSpε1, ε2q ď CSpε1, ε3q.
In the case
CSpε1, ε2q ă
CSpε1, ε3q
CSpε2, ε3q
ă CSpε1, ε3q (A)
the function f increases on r0,8s monotonically from CSpε1, ε2q to CSpε1, ε3q. More
precisely, α12
α13
ă α2
α23
, and f has constant value CSpε1, ε2q on r0,
α12
α13
s, then it strictly
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increases on rξ, α2
α23
s to the value CSpε1,ε3q
CSpε2,ε3q
and strictly increases again on r α2
α23
, α23
α3
s to
the value CSpε1, ε3q for which it remains constant on r
α23
α3
,8s.
In the border case
CSpε1, ε2q “
CSpε1, ε3q
CSpε2, ε3q
, (BA)
we have α12
α13
“ α2
α23
, where f is constant of value CSpε1, ε2q on r0,
α2
α23
s, strictly increases
on r α2
α23
, α23
α3
s from CSpε1, ε2q to CSpε1, ε3q, and finally is constant of value CSpε1, ε3q
on rα23
α3
,8s.
In the remaining case
CSpε1, ε3q
CSpε2, ε3q
ă CSpε1, ε2q ă CSpε1, ε3q (B)
and its border case
0 ă CSpε1, ε2q “ CSpε1, ε3q (BB)
the function f attains its minimal value ρ at the unique point λ “ ξ “ α12
α13
, where
α2
α23
ă ξ ă
α23
α3
.
Explicitly, f has the constant value CSpε1, ε2q on r0,
α2
α23
s, it strictly decreases on
r α2
α23
, ξs to the value
ρ :“
α12α13
α1α23
“
d
CSpε1, ε2qCSpε1, ε3q
CSpε2, ε3q
,
then it strictly increases on rξ, α23
α3
s to the value CSpε1, ε3q and remains constant
on rα23
α3
,8s.
Finally we discuss the behavior of fpλq in the easier case that α223 ďν α2α3, assuming as
before that 0 ď CSpε1, ε2q ď CSpε1, ε3q. Formula (3.8) for qpε2 ` λε3q simplifies to
qpε2 ` λε3q “ α2 ` λ
2α3,
and so
f1pλq “
α212
α1pα2 ` λ2α3q
, f2pλq “
λ2α213
α1pα2 ` λ2α3q
. (3.29)
If CSpε1, ε3q “ 0, i.e., α13 “ 0, then f1 “ 0, f2 “ 0, f “ 0. Henceforth we assume that
CSpε1, ε3q ą 0 (but allow that CSpε1, ε2q “ 0). We read off from (3.29) that, if λ
2 ď α2
α3
, then
f1pλq “
α212
α1α2
“ CSpε1, ε2q, f 2pλq “
λ2α213
α1α2
“ λ2
α3
α2
CSpε1, ε3q, (3.30)
while, if λ2 ě α2
α3
, then
f1pλq “
α212
λα1α3
“ λ´2
α2
α3
CSpε1, ε2q, f2pλq “
α213
α1α3
“ CSpε1, ε3q. (3.31)
For the unique point λ “ α12
α13
“ ξ where f1pλq “ f2pλq we have
ξ2 “
α212
α213
ď
α2
α3
. (3.32)
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The case ξ2 “ α2
α3
means that CSpε1, ε2q “ CSpε1, ε3q, for which for λ
2 ď α2
α3
we have
f1pλq “ CSpε1, ε2q ě f 2pλq,
and for λ2 ě α2
α3
we have
f2pλq “ CSpε1, ε3q ě f 1pλq.
Thus f “ maxpf1, f2q has constant value CSpε1, ε2q “ CSpε1, ε3q on r0,8s.
We are left with the case
0 ď CSpε1, ε2q ă CSpε1, ε3q.
Let
b
α2
α3
denote the square root of α2
α3
in the ordered abelian group G
1
2 Ą G. We learn
from (3.30) that f1pλq ě f2pλq if 0 ď λ ď ξ, while f1pλq ď f2pλq if ξ ď λ ď 8,
3 and thus
obtain
fpλq “
$’’&’%
CSpε1, ε2q 0 ď λ ď ξ,
λ2 α3
α2
CSpε1, ε3q ξ ď λ ď
b
α2
α3
,
CSpε1, ε3q
b
α2
α3
ď λ ď 8.
(3.33)
We summarize all this as follows.
Theorem 3.3. Assume that α223 ďν α2α3 and CSpε1, ε2q ď CSpε1, ε3q.
a) If CSpε1, ε2q “ CSpε1, ε3q, then f is constant on r0,8s with value CSpε1, ε2q.
b) If CSpε1, ε2q ă CSpε1, ε3q, then ξ ă
b
α2
α3
. If
b
α2
α3
P G, then f is constant with
value CSpε1, ε2q on r0, ξs (in particular ξ “ 0 if CSpε1, ε2q “ 0), further increases
strictly from CSpε1, ε2q to CSpε1, ε3q on
“
ξ,
b
α2
α3
‰
, and then remains constant of value
CSpε1, ε3q on
“b
α2
α3
,8
‰
. If
b
α2
α3
R G, this holds again after replacing these intervals
by
“
ξ,
b
α2
α3
“
:“
 
λ P G | ξ ď λ ă
b
α2
α3
(
and
‰b
α2
α3
,8
‰
:“
 
λ P G |
b
α2
α3
ă λ ă
8
(
Y t8u.
In the case
b
α2
α3
P G the graph of fpλq with respect to the variable λ2 looks as follows.
4. The CS-profiles on a ray interval
As before we assume that eR is a (bipotent) semifield. Given anisotropic rays Y1, Y2,W
in the R-module V (i.e., Y1, Y2,W P RaypVanq, Van :“ tx P V | qpxq ‰ 0u Y t0u) with
Y1 ‰ Y2), we are interested in the CS-profile of W on the interval rY1, Y2s, by which we
mean the monotonicity behavior of the function CSpW,´q on rY1, Y2s with respect to the
total ordering 4 ďY1 , as studied in §3. (There we labeled W “ X1, Y1 “ X2, Y2 “ X3.)
More succinctly we denote the set rY1, Y2s, equipped with the total ordering ďY1, byÝÝÝÝÑ
rY1, Y2s, and call it an oriented closed ray interval. Often we use the shorter term “W -
profile on
ÝÝÝÝÑ
rY1, Y2s” instead of “CS-profile of W on
ÝÝÝÝÑ
rY1, Y2s”, whenever it is clear from the
context that we are dealing with CS-ratios.
Definition 4.1. Let W,Y1, Y2 P RaypVanq be anisotropic, and assume that Y1 ‰ Y2.
3Actually we know this for long, cf. the arguments following (3.11).
4This also includes information about the zero set of this function.
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0 λ2
f
CSpε1, ε3q
CSpε1, ε2q
α2
α3
α2
12
α2
13
f2
f1
Figure 3. The case of
b
α3
α3
P G.
a) We call aW -profile on
ÝÝÝÝÑ
rY1, Y2s ascending, if CSpW,Y1q ď CSpW,Y2q, and descend-
ing if CSpW,Y1q ě CSpW,Y2q.
b) We say that a W -profile on
ÝÝÝÝÑ
rY1, Y2s is monotone, if it is either increasing
5 or de-
creasing, and then usually speak of a “monotone W -profile on rY1, Y2s”, omitting the
arrow indicating orientation, since it is irrelevant.
c) We say that aW -profile on
ÝÝÝÝÑ
rY1, Y2s is positive, if CSpW,Y1q ą 0, CSpW,Y2q ą 0, and
so CSpW,Zq ą 0 for all Z P rY1, Y2s, and we say that the W -profile is non-positive
(or “attains zero”), if CSpW,Y1q “ 0 or CSpW,Y2q “ 0.
Remark 4.2. It is clear from §3 that if, say, CSpW,Y1q “ 0 and CSpW,Y2q ą 0, then
CSpW,Zq ą 0 for all Z ‰ Y1 in rY1, Y2s, while, if CSpW,Y1q “ CSpW,Y2q “ 0, then
CSpW,Zq “ 0 for all Z P rY1, Y2s.
We learned in §3 (cf. Theorems 3.2 and 3.3) that the monotonicity behavior of the function
CSpW,´q on
ÝÝÝÝÑ
rY1, Y2s is essentially determined
6 by the three ratios CSpY1, Y2q, CSpW,Y1q,
CSpW,Y2q, more precisely by certain strict inequalities (ă) and equalities (=) involving
these CS-ratios. Accordingly, we classify the CS-profiles on
ÝÝÝÝÑ
rY1, Y2s by characterizing them
into “basic types”, each is given by a conjunction T of inequalities involving these CS-ratios
and zero. From Theorems 3.2 and 3.3 we gain the following list of “basic ascending
types”, for which every ascending W -profile on
ÝÝÝÝÑ
rY1, Y2s belongs to exactly one type T , and
the condition T encodes completely the monotonicity behavior of the function CSpW,´q on
rY1, Y2s.
7
Table 4.3. Assume that CSpY1, Y2q ą e.
5In basic terms, it means that CSpW,Z1q ď CSpW,Z2q for all Z1, Z2 P rY1, Y2s with rY1, Z1s Ă rY1, Z2s.
6In the case CSpY1, Y2q ď e we also need the information whether the square class eqpY1qqpY2q Ă G of eR
is trivial or not (cf. Theorem 3.3).
7The reader may argue that our notion of basic type lacks a precise definition. We can remedy this by
defining the basic types on rY1, Y2s as all the conditions A, BA, B, . . . appearing in Tables 4.3, 4.4 and
Scholium 4.5 below.
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a) The positive ascending basic types (i.e., types of positive ascending W -profiles) on
ÝÝÝÝÑ
rY1, Y2s are
A: 0 ă CSpW,Y1q ă
CSpW,Y2q
CSpY1,Y2q
,
BA: 0 ă CSpW,Y1q “
CSpW,Y2q
CSpY1,Y2q
,
B: 0 ă CSpW,Y2q
CSpY1,Y2q
ă CSpW,Y1q ă CSpW,Y2q,
BB: 0 ă CSpW,Y1q “ CSpW,Y2q.
(Note that BB implies 0 ă CSpW,Y2q
CSpY1,Y2q
ă CSpW,Y1q. So we could also write
BB: 0 ă CSpW,Y2q
CSpY1,Y2q
ă CSpW,Y1q “ CSpW,Y2q.)
b) The non-positive ascending basic types are
E: 0 “ CSpW,Y1q ă CSpW,Y2q,
BE: 0 “ CSpW,Y1q “ CSpW,Y2q.
All these types are increasing, i.e., determine increasing W -profiles, except B and BB.
Table 4.4. Assume that CSpY1, Y2q ď e and Y1 ‰ Y2. We have the following list of ascending
basic types on
ÝÝÝÝÑ
rY1, Y2s.
a) The positive ascending basic types
C: 0 ă CSpW,Y1q ă CSpW,Y2q,
BC: 0 ă CSpW,Y1q “ CSpW,Y2q.
b) The non-positive ascending basic types8
D: 0 “ CSpW,Y1q ă CSpW,Y2q,
BD: 0 “ CSpW,Y1q “ CSpW,Y2q.
Note that all these types are increasing.
For each basic type T there is a reverse type T 1, obtained by interchanging Y1 and Y2
in condition T . Thus the reverses of the types listed in Tables 4.3 and 4.4 exhaust all basic
types of descending CS-profiles on
ÝÝÝÝÑ
rY1, Y2s. We obtain the following list of such types.
Scholium 4.5.
a) When CSpY1, Y2q ą e, the descending basic types are A
1, BA1 :“ pBAq1, B1, BB1 :“
pBBq1 “ BB. E 1, BE 1 :“ pBEq1 “ BE.
b) When CSpY1, Y2q ď e, the descending basic types are C
1, BC 1 :“ BC, D1, BD1 :“
pBDq1 “ BD.
All these types are decreasing except B1 and BB1, which are not monotone.
In later sections additional conditions on CSpY1, Y2q, CSpW,Y1q, CSpW,Y2q will come into
play, which arise from a basic type T by relaxing the strict inequality sign ă to ď at one
or several places. We name such condition U a relaxation of T , and call all the arising
relaxations the composed CS-types on rY1, Y2s. The reason for the latter term is that such
a relaxation U is a disjunction
U “ T1 _ ¨ ¨ ¨ _ Tr (4.1)
of several basic types Ti, as will be seen (actually with r ď 4). Since every W -profile on
ÝÝÝÝÑ
rY1, Y2s belongs to exactly one basic type T , it is then obvious that the Ti in (4.1) are uniquely
8Although D and BD are the same sentences as E and BE in Table 4.3, we use a different letter “D”,
since we include in the type the information whether CSpY1, Y2q ą e or CSpY1, Y2q ď e.
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determined by U up to permutation, T being one of them. We call the Ti the components
of the relaxation U .
We extend part of the terminology of basic types to their relaxations in the obvious way.
The reverse type U 1 of U arises by interchanging Y1 and Y2 in the condition U . The
composed type U is ascending (resp. descending), if the sentence CSpW,Y1q ď CSpW,Y2q
(resp. CSpW,Y1q ě CSpW,Y2q) is a consequence of U , and U is positive, if U implies
0 ă CSpW,Yiq for i “ 1, 2.
We list out all relaxations of all ascending basic types on
ÝÝÝÝÑ
rY1, Y2s, at first in the case
CSpY1, Y2q ą e, an then in the case CSpY1, Y2q ď e. It will turn out that all these relaxations
are again ascending.
Scholium 4.6. Assume that CSpY1, Y2q ą e.
a) The basic type E : 0 “ CSpW,Y1q ă CSpW,Y2q has only one relaxation
E : 0 “ CSpW,Y1q ď CSpW,Y2q,
for which E “ E _ BE.
b) The basic type A : 0 ă CSpW,Y1q ă
CSpW,Y2q
CSpY1,Y2q
has the relaxations
A0 : 0 ď CSpW,Y1q ă
CSpW,Y2q
CSpY1,Y2q
,
A : 0 ă CSpW,Y1q ď
CSpW,Y2q
CSpY1,Y2q
,
A0 : 0 ď CSpW,Y1q ď
CSpW,Y2q
CSpY1,Y2q
.
For these relaxations we have
A0 “ A _ p0 “ CSpW,Y1q ă CSpW,Y2qq “ A_ E
A “ A _ p0 “ CSpW,Y1q ă CSpW,Y2qq “ A_ BA
A0 “ A _ p0 “ CSpW,Y1q ď
CSpW,Y2q
CSpY1,Y2q
q “ A_ E “ A _ BA_ E _ BE.
c) The positive relaxations of B : 0 ă CSpW,Y2q
CSpY1,Y2q
ă CSpW,Y1q ă CSpW,Y2q are
B : 0 ă CSpW,Y2q
CSpY1,Y2q
ď CSpW,Y1q ă CSpW,Y2q,rB : 0 ă CSpW,Y2q
CSpY1,Y2q
ă CSpW,Y1q ď CSpW,Y2q,rB : 0 ă CSpW,Y2q
CSpY1,Y2q
ď CSpW,Y1q ď CSpW,Y2q.
We have rB “ B _ rB, since CSpW,Y1q “ CSpW,Y2q implies CSpW,Y2qCSpY1,Y2q ă CSpW,Y1q,
and CSpW,Y2q
CSpY1,Y2q
“ CSpW,Y1q implies CSpW,Y1q ă CSpW,Y2q. AlsorB “ B _ p0 ă CSpW,Y1q “ CSpW,Y2qq “ B _ BB, (4.2)
since 0 ă CSpW,Y1q “ CSpW,Y2q implies 0 ă
CSpW,Y2q
CSpW,Y2q
ă CSpW,Y1q,
and
B “ B _ p0 ă CSpW,Y1q “
CSpW,Y2q
CSpW,Y1q
q “ B _ BA. (4.3)
Finally rB “ B _ rB “ B _ BB _ BA. (4.4)
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We obtain the non-positive relaxations of B by replacing in all these sentences
B,B, rB, rB the part `0 ă CSpW,Y2q
CSpY1,Y2q
˘
by
`
0 ď CSpW,Y2q
CSpY1,Y2q
˘
“
`
0 ă CSpW,Y2q
CSpY1,Y2q
˘
_
`
0 “
CSpW,Y2q
˘
. Since all 4 sentences B,B, rB, rB have the consequence CSpW,Y1q ď
CSpW,Y2q, we get 4 non-positive relaxations of B, namely
B0 “ B _ p0 “ CSpW,Y1q “ CSpW,Y2qq “ B _ BE,
B0 “ B Y BE,rB0 “ rB _ BE,rB0 “ rB Y BE “ B _ BB _ BA_ BE.
(4.5)
Remark 4.7. Assume that CSpY1, Y2q ą e.
a) We have
A0 ^ A “ pA _ Eq ^ pA_ BEq “ A,
B ^ rB “ pB _ BAq ^ pB _ BBq “ B,
since different basic types are incompatible (= contradictory).
b) The condition
Asc :“ 0 ď CSpW,Y1q ď CSpW,Y2q
is the disjunction of all ascending basic types,
Asc “ A_ BA_ B_ BB_ E_ BE, (4.6)
since every W P RaypV q fulfills exactly one of the basic type sentences.
The condition
Asc` :“ 0 ă CSpW,Y1q ă CSpW,Y2q
is the disjunction of all positive strictly ascending basic types,
Asc` “ A_ BA_ B. (4.7)
Note that both Asc and Asc` are not relaxations of basic types, and thus are not regarded as
composite types.
The table of composite types in the case CSpY1, Y2q ď e is much simpler.
Scholium 4.8. Assume that CSpY1, Y2q ď e. The basic type
D : 0 “ CSpW,Y1q ă CSpW,Y2q
has only one relaxation:
D “ D Y BD : 0 “ CSpW,Y1q ď CSpW,Y2q.
The basic type C : 0 ă CSpW,Y1q ă CSpW,Y2q has three relaxations, namely
C :“ C _ BC : 0 ă CSpW,Y1q ď CSpW,Y2q,
C0 :“ C _D : 0 ď CSpW,Y1q ă CSpW,Y2q,
C0 :“ C _D “ C _D : 0 ď CSpW,Y1q ď CSpW,Y2q.
C0 is the disjunction of all increasing basic types on
ÝÝÝÝÑ
rY1, Y2s.
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5. A convexity lemma for linear CS-inequalities, and first applications
As before we assume that eR is a semifield and pq, bq is a quadratic pair on an R-module V
with q anisotropic.
Lemma 5.1. Given w1, . . . , wn P V zt0u and λ1, . . . , λn P G, let w :“
nř
i“1
λiwi. For any
y P V zt0u the following holds
CSpw, yq “
nÿ
i“1
CSpwi, yqαi (5.1)
with αi P G, 0 ă αi ď e, namely
αi :“
qpλiwiq
qpwq
, (5.2)
and thus 0 ă αi ď e.
Proof. Since bpw, yq “
nř
i“1
bpλiwi, yq, we have
CSpw, yq “
bpw, yq2
qpwqqpyq
“
nÿ
i“1
bpλiwi, yq
2
qpwqqpyq
“
nÿ
i“1
bpλiwi, yq
2
qpλiwiqqpyq
qpλiwiq
qpwq
“
nÿ
i“1
CSpλiwi, yq
qpλiwiq
qpwq
“
nÿ
i“1
CSpwi, yq
qpλiwiq
qpwq
.

Lemma 5.2. Given x1, . . . , xm, y1, . . . , ym, α1, . . . , αm in eR such that that
αixi ă αiyi for 1 ď i ď m, (˚)
then
mÿ
i“1
αixi ă
mÿ
i“1
αiyi. (˚˚)
Proof. Choose r P t1, . . . , mu such that αrxr “ Max
1ďiďm
tαixiu, then
mÿ
i“1
αixi “ αrxr ă αryr ď
mÿ
i“1
αiyi.

Remark 5.3. If p˚q holds with the strict inequality ă replaced by the weak inequality ď (re-
spectively the equality sign =) everywhere, then p˚˚q holds with ď (respectively =) everywhere.
This is trivial.
We are ready to prove a convexity lemma for linear CS-inequalities, which will play a
central role in the rest of the paper.
Lemma 5.4 (CS-Convexity Lemma). Let ✷ be one of the symbols ă,ď,“. Given rays
W1, . . . ,Wm, Y1, . . . , Yn in V and scalars γ1, . . . , γn, δ1, . . . , δn in eR such that
nÿ
j“1
γj CSpWi, Yjq ✷
nÿ
j“1
δj CSpWi, Yjq, for i “ 1, . . . , m. (˚)
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Then, for every W P convpW1, . . . ,Wmq,
nÿ
j“1
γj CSpW,Yjq ✷
nÿ
j“1
δiCSpW,Yjq. (˚˚)
Proof. We verify the assertion for ă. By Lemma 5.1 we have scalars α1, . . . , αm P G such
that
CSpW,Yjq “
mÿ
i“1
αiCSpWi, Yjq
for j “ 1, . . . , n. Using Lemma 5.2 and the fact that the αi are units of eR, we obtain
nÿ
j“1
γj CSpW,Yjq “
nÿ
j“1
γj
mÿ
j“1
αiCSpWi, Yjq “
mÿ
i“1
αi
nÿ
j“1
γj CSpWi, Yjq
ă
mÿ
i“1
αi
nÿ
j“1
δj CSpWi, Yjq “
nÿ
j“1
δj
mÿ
i“1
αiCSpWi, Yjq “
nÿ
j“1
δj CSpW,Yjq.
For the other signs ď, “ the argument is analogous, using Remark 5.3 instead of Lemma 5.2.
(Here it does not matter that the αi’s are units of eR.) 
We start with an application of the CS-Convexity Lemma 5.4 upon subsets of the ray
space RaypV q related to the CS-profile types introduced in §4.
Definition 5.5. Given a pair pY1, Y2q of different rays in V and a basic type T (as listed
in Tables 4.3, 4.4 and Scholium 4.5), we define the T -locus of
ÝÝÝÝÑ
rY1, Y2s as the set of all
rays W in V which have a W -profile of type T on
ÝÝÝÝÑ
rY1, Y2s, and denote this subset of RaypV q
by LocTpY1,Y2q.
It is understood that, if T is defined under the condition, say, CSpY1, Y2q ą e,
9 the sentence
(CSpY1, Y2q ą e) is part of the sentence T , and thus LocTpY1,Y2q “ H when actually
CSpY1, Y2q ď e. So, using standard notation from logic, we may write
LocTpY1,Y2q “ tW P RaypVq | W |ù Tu (5.3)
for any pair pY1, Y2q of different rays in V and any basic type T . We call these subsets
LocTpY1,Y2q of RaypV q the basic loci of the interval rY1, Y2s.
Theorem 5.6. The family of nonempty basic loci of any interval rY1, Y2s in RaypV q is a
partition of RaypV q into convex subsets.
Proof. a) The family of basic loci of rY1, Y2s is a partition of RaypV q, as for a given W P
RaypV q the function CSpW,´q on
ÝÝÝÝÑ
rY1, Y2s has a profile of type T for exactly one basic T .
b) Given a basic type T for
ÝÝÝÝÑ
rY1, Y2s it is a straightforward consequence of Lemma 5.4 (with
m “ 2) that LocTpY1,Y2q is convex. We show this in the case that CSpY1, Y2q ą e and T is
the condition B in Table 4.3. Let W1,W2 P LocBpY1,Y2q and W P rW1,W2s be given. Then
0 ă
CSpWi, Y2q
CSpY1, Y2q
ă CSpWi, Y1q ă CSpWi, Y2q, for i “ 1, 2. (˚)
9Taken up to interchanging Y1, Y2, the type T is listed in Table 4.3.
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Applying the CS-Convexity Lemma 5.4 to the inequality on the right (with n “ 1, γ1 “
δ1 “ e), we obtain
CSpW,Y1q ă CSpW,Y2q,
and thus also 0 ă CSpW,Y2q
CSpY1,Y2q
. Applying the lemma to the inequality in the middle of (˚) (with
n “ 1, γ1 “ CSpY1, Y2q
´1, δ1 “ e) we obtain
CSpW,Y2q
CSpY1, Y2q
ă CSpW,Y1q.
This proves condition B for pW,Y1, Y2q. 
Definition 5.7. Given a composite type U of CS-profiles (cf. §4), in analogy to (5.3) we
define the U-locus of
ÝÝÝÝÑ
rY1, Y2s as
LocUpY1,Y2q :“ tW P RaypVq | W |ù Uu. (5.4)
Theorem 5.8. The subset LocUpY1,Y2q is convex in RaypV q for every pair pY1, Y2q of
different rays in V .
Proof. U is by definition a relaxation of a basic type T , and so the inequalities in U are
obtained by replacing in T the strict inequality ă by ď at several places. The CS-Convexity
Lemma 5.4, taken now for weak inequalities, gives the claim. 
Remark 5.9. As stated in (4.1), U is a disjunction of finitely many basic types,
U “ T1 _ T2 _ ¨ ¨ ¨ _ Tr.
It follows from (5.4) that
LocUpY1,Y2q “
rď
i“1
LocTipY1,Y2q. (5.5)
6. Downsets of restricted QL-stars
Recall that the QL-star QLpXq of a ray X (with respect to q) is the set of all Y P RaypV q
for which the pair pX, Y q is quasilinear; equivalently, the interval rX, Y s is quasilinear [4,
Definition 4.5]. The QL-stars determine the quasilinear behavior of q on the ray space.
Given a QL-star QLpXq we investigate the downset of QLpXq, i.e., the set of all QL-
stars QLpY q Ă QLpXq, partially ordered by inclusion. We translate this problem into the
language of rays by considering the downset tY P RaypV q | Y ĺQL Xu with respect to the
quasiordering ĺQL given in (4.1). (Recall from [4, §5] that a QL-star QLpY q corresponds
uniquely to the equivalence class of Y with respect to „QL.)
More generally fixing a nonempty set D Ă RaypV q, for any X P RaypV q we define
QLDpXq :“ QLpXq XD,
and explore the downsets of this family of sets, ordered by inclusion. To do so, without extra
costs, we pass to a coarsening ĺD of the quasiordering ĺQL, defined as
X ĺD X
1 ô QLDpXq Ă QLDpX
1q,
with associated equivalence relation
X „D X
1 ô QLDpXq “ QLDpX
1q.
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We call the set QLDpXq the restriction of the QL-star of X to D.
We use the monotone CS-profiles on an interval rY1, Y2s, whenever they occur, to investi-
gate these downsets. Yet, we need a criterion for quasilinearity of pairs of anisotropic rays
in [7] (under a stronger assumption than before on R) which for the present paper reads as:
Theorem 6.1 ([7, Theorems 6.7 and 6.11]). Assume that R is a nontrivial tangible
supersemifield, i.e., R is a supertropical semiring in which both G “ eRzt0u and T “
RzpeRq are abelian groups under multiplication, eT “ G, and G ‰ teu. Then a pair pW,Zq
of anisotropic rays on V is quasilinear iff either CSpW,Zq ď e, or G is discrete, CSpW,Zq “
c0
10, and both W and Z are g-isotropic (i.e., qpwq, qpzq P G for all w P W , z P Z), saying
in the latter case that pW,Zq is exotic quasilinear.
Theorem 6.2. Assume that R is a nontrivial tangible supersemifield and that the quadratic
form q is anisotropic on V . Given a (nonempty) subset D of RaypV q let X, Y1, Y2 be rays
in V with Y1 ĺD X and Y2 ĺD X, and assume that the CS-profile of every W P D on rY1, Y2s
is monotone. Then the following holds.
i) If G is dense, then Y ĺD X for every Y P rY1, Y2s.
ii) If G is discrete, then Y ĺD X for every g-anisotropic Y P rY1, Y2s.
iii) If G is discrete and at least one of the rays Y1, Y2 is g-isotropic, then Y ĺD X for
every Y P rY1, Y2s.
Proof. The study in §3 of the functions CSpW,´q on closed intervals reveals that for a given
W P RaypV q this function is monotone, i.e., increasing or decreasing on
ÝÝÝÝÑ
rY1, Y2s iff
@Z P rY1, Y2s : CSpW,Zq ě minpCSpW,Y1q,CSpW,Y2qq. (6.1)
In the following we only rely on this property.
Let Y P rY1, Y2s and W P QLpY q X D be given. We prove that W P QLpXq under
conditions i) – iii), and then will be done.
a) Suppose that CSpW,Y q ď e. Since the W -profile on rY1, Y2s is monotonic, we conclude
from (6.1) that CSpW,Yiq ď e for i “ 1 or 2, whence W P QLDpYiq, and so W P QLDpXq
since Yi ĺD X . This settles claim i) of the theorem, as well as the other claims in the case
CSpW,Y q ď e.
b) There remains the case that eR is discrete and CSpW,Y q “ c0. The pair pW,Y q is exotic
quasilinear, sinceW P QLpY q, and thusW and Y are g-isotropic. But, under the assumption
in ii) of the theorem this does not hold, whence this case cannot occur.
c) We are left with a proof of part iii). If CSpW,Y1q ď e or CSpW,Y2q ď e, the same argument
as in a) gives that W P QLpY1q or W P QLpY2q, and so W P QLpXq. Henceforth we assume
that CSpW,Y1q “ CSpW,Y2q “ c0. If, say, Y1 is g-isotropic, then the pair pW,Y1q is exotic
quasilinear, whence W P QLpY1q, and so W P QLpXq, as desired. 
We list several cases where a given CS-profile is monotonic, now using in detail the profile
analysis from §3. (Here it suffices to assume that eR is a semifield.)
Scholium 6.3. As before we assume that q is anisotropic on V .
10c0 denotes the smallest element ą e in G. It exists since G is discrete.
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a) If rY1, Y2s is ν-quasilinear, then rY1, Y2s has a monotonic W -profile for every W P
RaypV q.
b) If rY1, Y2s is ν-excessive, with critical rays Y12 (near Y1) and Y21 (near Y2), then both
rY1, Y12s and rY21, Y2s have a monotonic W -profile for every W .
c) Given W P RaypV q let M “MpW,Y1, Y2q denote the W -median of rY1, Y2s. Assume
that the W -profile of rY1, Y2s is not monotone. Then rY1,Ms and rM,Y2s are the
maximal closed subintervals of rY1, Y2s with a monotone W -profile.
d) Of course, if rY1, Y2s has a monotonic W -profile for a given ray W , then the same
holds for every closed subinterval of rY1, Y2s.
We next search for rays Z ĺD Y in a given interval rX, Y s. Here and elsewhere it is
convenient to extend our notion of QL-stars and related objects from rays to vectors in a
trivial way as follows (assuming only that eR is a semifield).
Notation 6.4. Given x, y P V zt0u we define
QLpxq :“ QLpraypxqq,
and set
x ĺQL y ô raypxq ĺQL raypyq,
equivalently
x ĺQL y ô QLpxq Ă QLpyq.
Consequently we define
x „QL y ô QLpxq “ QLpyq ô raypxq „QL raypyq.
More generally, if a set D Ă RaypV q is given, we put
QLDpxq “ QLDpraypxqq,
x ĺD y ô QLDpxq Ă QLDpyq,
x „D y ô QLDpxq “ QLDpyq.
As before we assume that q is anisotropic on V , and that R is a nontrivial tangible
supersemifield.
Lemma 6.5. Let x, y P V zt0u and assume that qpx` yq –ν qpyq.
a) For any w P V zt0u
CSpw, yq ď CSpw, x` yq.
b) If qpyq P G, then qpx` yq “ qpyq.
Proof. a): As in the proof of Lemma 5.1, we have
CSpw, x` yq “ CSpw, xq
qpxq
qpx` yq
` CSpw, yq
qpyq
qpx` yq
which implies that CSpw, yq ď CSpw, x` yq, since qpyq
qpx`yq
–ν e.
CAUCHY-SCHWARZ FUNCTIONS 23
b): A priori we have qpx ` yq “ qpxq ` qpyq ` bpx, yq, and so qpyq ď qpx ` yq in the
minimal ordering on R. Since by assumption eqpyq “ eqpx` yq and qpyq P G, it follows that
qpx` yq “ qpyq.11 
Theorem 6.6. Assume that qpx ` yq –ν qpyq for given x, y P V zt0u. When G is discrete,
assume also that qpyq P G.
a) x` y ĺQL y (and so x` y ĺD y for any D Ă RaypV q).
b) The interval rraypx` yq, raypyqs has a monotone W -profile for every ray W in V .
Proof. a): Let w P V zt0u be given with w P QLpx ` yq, we verify that w P QLpyq. By
Lemma 6.5.a we know that
CSpw, yq ď CSpw, x` yq. (˚)
Assume first that G is dense, then CSpw, x`yq ď e, since w P QLpx`yq. From (˚) it follows
that CSpw, yq ď e, and so w P QLpyq.
Assume next that G is discrete. If CSpw, yq ď e, then certainly w P QLpyq. There remains
the case that
CSpw, yq ě c0. (˚˚)
Now (˚) tells us that CSpw, x` yq ě c0. Since w P QLpx` yq, we conclude by Theorem 6.1
that CSpw, x ` yq “ c0 and qpwq P G, qpx ` yq P G. From (˚) and (˚˚) we infer that
CSpw, yq “ c0. Thus, again by Theorem 6.1, w P QLpyq.
b): Let Z :“ raypx` yq, Y :“ raypyq. We proved that Z ĺQL Y , i.e., QLpZq Ă QLpY q. This
implies that Z P QLpY q, i.e., that rY, Zs is quasilinear. All the more rY, Zs is ν-quasilinear,
and Scholium 6.3.a confirms that it has a monotone W -profile for any W P RaypV q. 
7. The medians of a closed ray-interval
For a short period we only assume that pq, bq is a quadratic pair on an R-module V
where R is a supertropical semiring without zero divisors, and λx ‰ 0 for nonzero λ P R
and all nonzero x P V , cf. [7, §6]. Recall that two vectors x, x1 P V are said to be ray-
equivalent, written x „r x
1, if there exist scalars λ, λ1 P Rzt0u “ G with λx “ λ1x1; the
ray-equivalence class of x ‰ 0 is denoted raypxq. We introduce a map
m : V ˆ V ˆ V ÝÑ V
by the rule
mpw, x, yq :“ bpw, yqx` bpw, xqy. (7.1)
Obviously this map is R-trilinear, and so is compatible with ray-equivalence, i.e., if w „r w
1,
x „r x
1, y „r y
1 then mpw, x, yq „r mpw
1, x1, y1q. Thus for any three rays W “ raypwq,
X “ raypxq, Y “ raypyq, where not bpw, xq “ bpw, yq “ 0, we obtain a well defined ray
MpW,X, Y q “ raypmpw, x, yqq P rX, Y s. (7.2)
In fact, at least one of the vectors bpw, yqx, bpw, xqy is not zero, and so
mpw, x, yq P pRx`Ryqzt0u.
Here the notion of the “polar” of a subset C of RaypV q comes into play, defined as follows.
11Note that α –ν β, α P G ñ β ď α for any α, β P R.
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Definition 7.1. Given a (nonempty) subset C of RaypV q, the polar CK is the set of all
W P RaypV q with bpw, xq “ 0 for all w PW and x P V zt0u with raypxq P C.
It is immediate from Definition 7.1 that any polar CK is convex and also that a set
C Ă RaypV q and its convex hull convpCq have the same polar,
CK “ convpCqK. (7.3)
Thus it suffices most often to consider polars of convex sets. If C is convex, then we can
characterize both C and CK by the ray closed subsets rC and pCKq„ of V zt0u, associated
to C and CK (cf. [4, Notation 2.4]) apparently as follows:
pCKq„ “ tw P V zt0u | bpw, xq “ 0 for every x P rCu. (7.4)
For the ray-closed submodules
T “ rC Y t0u, U “ pCKq„ Y t0u
(cf. [4, Remark 2.6]) we conclude that
U “ tw P V | bpw, tq “ 0 for every t P T u. (7.5)
We now take a look at the complement of a polar in RaypV q.
Proposition 7.2. Assume that C is a subset of RaypV q and that W1 is a ray in V where
W1 R C
K. Then for any W2 P RaypV q the half-open interval rW1,W2r
12 is disjoint from CK.
Proof. Writing XK :“ tXuK for X P RaypV q it is obvious that
CK “
č
XPC
XK. (7.6)
Thus, there exists some X P C such that W1 R X
K. Picking vectors w1 P W1, w2 P W2,
x P X , then bpw1, xq ‰ 0, which implies that for any scalars λ1 P Rzt0u, λ2 P R
bpλ1w1 ` λ2w2, xq “ λ1bpw1, xq ` λ2bpw2, xq ‰ 0.
Since such vectors λ1w1`λ2w2 represent all rays in rW1,W2r , we conclude that rW1,W2r XX
K
“ H. All the more rW1,W2r XC
K “ H. 
Corollary 7.3. Given any subset C of RaypV q, both sets CK and RaypV qzCK are convex.
Proof. Convexity of CK had been observed above. The convexity of RaypV qzCK follows from
Proposition 7.2 by taking W2 in RaypV qzC
K. 
We are ready for the key definition of this section.
Definition 7.4. Given three rays W,X, Y in V with W R rX, Y sK “ tX, Y uK, the ray
MpW,X, Y q from (7.2) is called the W -median of the pair pX, Y q.
We denote this ray most often by MW pX, Y q instead of MpW,X, Y q. This notation em-
phasizes the fact, obvious from (7.1) and (7.2), that
MW pX, Y q “MW pY,Xq. (7.7)
The assignment W ÞÑMW pX, Y q has convexity properties as follows.
12 The overall assumption that eR is a semifield is not necessary, cf. [7, Definition 7.5].
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Theorem 7.5. Assume that W1,W2, X, Y are rays in V with W1 R tX, Y u
K, W2 R tX, Y u
K.
a) rW1,W2s X tX, Y u
K “ H and so MW pX, Y q is defined for every W P rW1,W2s.
b) For any W P rW1,W2s
MW pX, Y q P rMW1pX, Y q,MW2pX, Y qs. (7.8)
Proof. a): Clear from Proposition 10.2, applied to C “ tX, Y u.
b): We may assume that W ‰ W1, W ‰ W2. For vectors w1 P W1, w2 P W2, x P X , y P Y .
there exist scalars λ1, λ2 P Rzt0u such that w “ λ1w1 ` λ2w2 P W . Then mpw, x, yq “
λ1mpw1, x, yq ` λ2mpw2, x, yq, and so MW pX, Y q “ raypλ1mpw1, x, yq ` λ2mpw2, x, yqq P
rMW1pX, Y q,MW2pX, Y qqs. 
We state an immediate consequence of this theorem.
Corollary 7.6. Let X, Y be (different) rays in V . Assume that S is a convex subset
of the closed interval rX, Y s. Then the set of all rays W in V with W R tX, Y uK and
MW pX, Y q P S is convex in RaypV q.
Assume now again, as mostly from §6 onward, that eR is a semifield. Then we know from
[7, Theorem 8.8], that the “border rays” X, Y of rX, Y s are uniquely determined by rX, Y s
up to permutation. Thus we are entitled to call MW pX, Y q the W -median of rX, Y s.
The W -median MW pX, Y q have already appeared in our analysis of the function fpλq “
CSpε1, ε2 ` λε3q in §3 under the labeling X1, X2, X3 instead of W,X, Y , with εi P Xi and
ε1, ε2, ε3 instead of w, x, y. From the analysis in §3 we can read off the following important
facts about MW pX, Y q.
Theorem 7.7. Assume that eR is a semifield and W,X, Y are rays in V where W R
rX, Y sK “ tX, Y uK, so that the W -median MW pX, Y q is defined. Assume also that the
rays W,X, Y are anisotropic (i.e., none of the sets qpW q, qpXq, qpY q contains zero), so that
the CS-ratio CSpW,Zq is defined for every Z P rX, Y s.
a) The function
Z ÞÝÑ CSpW,Zq, rX, Y s ÝÑ eR
attains its minimal value at
M :“MW pX, Y q.
b) If the function CSpW,´q is monotone on rX, Y s (with respect to ďX), then
CSpW,Mq “ minpCSpW,Xq,CSpW,Y qq (7.9)
is this minimal value.
c) CSpW,´q is monotone on rX, Y s iff either CSpX, Y q ď e or CSpX, Y q ą e and M R
sX˚, Y ˚r where X˚, Y ˚ denote the critical rays of rX, Y s near X and Y respectively
(cf. [7, §9]).
d) If CSpW,´q is not monotone (and so CSpX, Y q ą e, M P sX˚, Y ˚r ), the minimal
value of CSpW,´q on rX, Y s is
CSpW,Mq “
d
CSpW,XqCSpW,Y q
CSpX, Y q
ă minpCSpW,Xq,CSpW,Y qq. (7.10)
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Furthermore, Z “M is the only ray in rX, Y s where the minimum is attained.
Proof. As pointed out, all proofs have been done in §3. The ray M corresponds to λ “
ξ :“ α12
α13
, cf. (3.11) and (3.12). Claim a) is evident by the argument following (3.11).
Claim b) then is trivial. The other two claims c) and d) follow from the description of the
monotonic behavior of fpλq in Proposition 3.1 and Theorems 3.2 and 3.3. Note that there,
when CSpX2, X3q ą e, the critical rays of rX2, X3s near X2 and X3 (as defined in [7, §9])
correspond to λ “ α2
α23
and λ “ α23
α3
respectively, cf. (3.20). 
Remark 7.8. In the terminology of §4 the function CSpW,´q on rX, Y s is not monotone
iff the CS-profile of W on rX, Y s is of type B,B1 or BB p“ BB1q, cf. Tables 4.3 and 4.4 and
Scholium 4.5. The ray W is in the polar tX, Y uK iff CSpW,´q is zero everywhere on rX, Y s,
which means that the CS-profile of W on rX, Y s is of type BD or BE.
8. On maxima and minima of CSpW,´q on finitely generated convex sets in
the ray space
We call a convex subset C of RaypV q finitely generated, if C is the convex hull of a
finite set of rays tY1, . . . , Ynu, and call tY1, . . . , Ynu a set of generators of C. Note that
then the sum pYiq0 ` ¨ ¨ ¨ ` pYnq0 of the submodules pYiq0 “ Yi Y t0u of V is the ray-closed
submodule U of V with RaypUq “ C, cf. §2.
Assume again, as previously, that the ghost ideal eR of the supertropical semiring R is a
semifield and pq, bq is a quadratic pair on the R-module V . Assume also that q is anisotropic
on V . (Otherwise we replace V by Van). Then the CS-ratio CSpW,Zq is defined for any two
rays W,Z in V . Assume finally that C is a finitely generated convex subset of RaypV q and
pY1, . . . , Ynq is a fixed sequence of generators of C.
Given a ray W on V , we enquire whether the function CSpW,´q on C has a minimal
value, and then, where on C this minimal value is attained.13 To have a precise hold at the
function Y ÞÑ CSpW,Y q, C Ñ eR, we use the following notation. Given vectors yi P eYi
p1 ď i ď nq, a ray W P RaypV q, and vectors w P eW , y P eY , Y P C, then Yi “ raypyiq and
W “ raypwq, Y “ raypyq. We have a presentation
y “ λ1y1 ` ¨ ¨ ¨ ` λnyn (8.1)
with a sequence pλ1, . . . , λnq P eR
n, not all λi “ 0.
Let αi :“ qpyiq, βij :“ bpyi, yjq. For i, j P t1, . . . , nu we define
γij “
#
αi if i “ j,
βij if i ‰ j,
and write
qpyq “
ÿ
1ďiďjďn
γijλiλj. (8.2)
13We leave the important problem aside, whether C has a unique minimal set of generators. It would
take us too far afield.
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By a computation as in the proof of Lemma 5.1 we obtain a useful formula for CSpW,Y q “
CSpw, yq, interchanging there the arguments w, y, namely
CSpw, yq “
nÿ
i“1
CSpw, λiyiq
qpλiyiq
qpyq
,
and so
CSpW,Y q “
nÿ
i“1
CSpW,Yiq
λ2iαi
qpyq
. (8.3)
We now are ready for the central result of this section.
Theorem 8.1. Let W,Y1, . . . , Yn P RaypV q be given and C :“ convpY1, . . . , Ynq. Then
the eR-valued function CSpW,´q on C has a minimum. It is attained at Yr for some r P
t1, . . . , nu or at the W -median MW pYr, Ysq of some interval rYr, Yss, 1 ď r ď s ď n, on which
CSpW,´q is not monotone.
Proof. Without loss of generality we assume that CSpW,Y1q ď CSpW,Yiq for 2 ď i ď n. We
distinguish two cases.
Case A: CSpW,Y1q ď CSpW,Y q for every Y P C. Now the minimum is attained at Y1.
Case B: There exists some Y P C with CSpW,Y q ă CSpW,Y1q.
We choose pλ1, . . . , λnq P eR
n such that (8.1) and (8.2) hold for W and Y , and so does (8.3).
We further choose a dominant term γr,sλrλs, r ď s, in the sum on the right of (8.2). Then
qpyq “ γrsλrλs, and so
CSpW,Y q “
nÿ
i“1
CSpW,Yiq
λ2iαi
γrsλrλs
.
Clearly
sÿ
i“r
CSpW,Yiq
αiλ
2
i
γrsλrλs
ď CSpW,Y q ă CSpW,Y1q. (˚)
Suppose that r “ s. Then we obtain that CSpW,Yrq ă CSpW,Y1q, contradicting our initial
assumption that CSpW,Y1q ď CSpW,Yiq for all i P t1, . . . , nu. Thus r ă s. Let
Z :“ raypλryr ` λsysq P rYr, Yss.
Formula (8.3) for this ray Z tells us that the sum on the left in (˚) equals CSpW,Zq. Thus
CSpW,Zq ď CSpW,Y q ă CSpW,Y1q.
It follows that CSpW,Zq is smaller than both CSpW,Yrq and CSpW,Ysq. By our analysis of
the minimal value of CSpW,´q on closed intervals (Theorem 7.7), we conclude that CSpW,´q
is not monotone on rYr, Yss. So, the minimum of CSpW,´q on rYr, Yss is attained at the W -
median MW pYr, Ysq and only at this ray. It is now evident that the minimum of CSpW,´q
on C exists and is attained at one of the finitely manyW -mediansMW pYi, Yjq with CSpW,´q
not monotone on rYi, Yjs. 
Given a finitely generated convex set C in RaypV q, a sequence pY1, . . . , Ynq of generators
of C, and a ray W on V , we define
µW pY1, . . . , Ynq :“ µW pCq :“ min
ZPC
CSpW,Zq. (8.4)
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Theorem 8.2. In this setting assume for a fixed W that
µW pCq ă min
1ďiďn
CSpW,Yiq,
that Y P C is a ray with CSpW,Y q “ µW pCq, and that a presentation Y “ raypλ1y1 ` ¨ ¨ ¨ `
λnynq is given with yi P eYi, λi P eR. Then for every dominant term γrsλrλs in the sum (8.2)
above we have r ă s. The ray
Zrs :“ raypλryr ` λsysq P rYr, Yss
is the W -median of rYr, Yss, and
µW pCq “ µW pYr, Ysq “ CSpW,Zrsq “
d
CSpW,YrqCSpW,Ysq
CSpYr, Ysq
. (8.5)
Moreover, Zrs is the unique ray Z in rYr, Yss for which CSpW,Zq “ µW pCq.
Proof. By the arguments in the proof of Theorem 8.1, for Case B, we have
CSpW,Zrsq ď CSpW,Y q “ µW pCq.
Trivially
µW pCq ď µW pYr, Ysq ď CSpW,Zrsq.
We conclude that equality holds here everywhere. Since µW pYr, Ysq “ µW pCq is smaller than
both CSpW,Yrq and CSpW,Ysq, the function CSpW,´q on rYr, Yss is certainly not monotone.
We conclude by Theorem 7.7.d, that the most right equality in (8.5) holds, as well as the
last assertion in the theorem. 
Corollary 8.3. Assume that Y1, . . . , Yn,W,W
1 are rays in V with CSpW,Yiq “ CSpW
1, Yiq
for 1 ď i ď n. Then
µW pY1, . . . , Ynq “ µW 1pY1, . . . , Ynq.
Proof. Let C “ convpY1, . . . , Ynq. We shall infer from §4, §5, and Theorem 8.1 that the value
µW pCq “ µW pY1, . . . , Ynq is uniquely determined by the quantities CSpW,Yiq, 1 ď i ď n.
This is trivial for n “ 1, while for n “ 2,
µW pCq “ minpCSpW,Y1q,CSpW,Y2qq
except in the case that the profile of CSpW,´q on rY1, Y2s is not monotone. This property
only depends on the values CSpW,Y1q and CSpW,Y2q (cf. Table 4.3). Then
µW pCq “
d
CSpW,Y1qCSpW,Y2q
CSpY1, Y2q
.
When n ě 3 it follows from Theorem 8.1 (and more explicitly from Theorem 8.2) that
µW pCq is determined by the values CSpW,Yiq, 1 ď i ď n, and those values µW pYr, Ysq,
1 ď r ă s ď n, which are smaller than CSpW,Yrq and CSpW,Ysq. Thus in all cases µW pCq
remains unchanged if we replace W by W 1. 
Formula (8.3) has been the main new ingredient for proving Theorems 8.1 and 8.2. We
quote another (immediate) consequence of this formula.
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Theorem 8.4. Assume the eR-module eV is free with base y1, . . . , yn. Let y P eV , Y “
raypyq, and Yi “ raypyiq. Then
CSpW,Y q ď
qQLpyq
qpyq
¨ max
1ďiďn
CSpW,Yiq. (8.6)
This theorem is a sharpening of [7, Theorem 7.9.a] in the free case. Conversely it is immediate
to deduce the quoted result in [7] from (8.6) by pulling back the quadratic pair peq, ebq to a
free module.
We now study the minimal values of CSpW,´q on the convex hulls of subsets of tY1, . . . , Ynu.
Definition 8.5. Given a finite set S “ tY1, . . . , Ynu of rays in V and a ray W in V , we
define the subset
ÝÑµW pSq :“
ÝÑµW pY1, . . . , Ynq,
of eR as follows:
ÝÑµW pSq :“ tµW pT q | T Ă S, T ‰ Hu, (8.7)
i.e., ÝÑµW pSq is the set of minimal values of CSpW,´q on the convex hulls of all nonempty
subsets of S. We call ÝÑµW pSq the CS-spectrum of W on the set of rays S.
We list the finite poset ÝÑµW pSq as a sequence
µ0W pSq ă µ
1
W pSq ă ¨ ¨ ¨ ă µ
m
W pSq (8.8)
in eR. Here µ0W pSq and µ
m
W pSq are the minimum and the maximum, respectively, of CSpW,´q
on the convex hull C “ convpSq of S. Notice that the other values µiW pSq will often depend
on the set of generators S of the convex set C instead of C alone.
Aa a consequence of Theorem 8.1 we have the following fact.
Scholium 8.6. Let S “ tY1, . . . , Ynu. The elements of ÝÑµW pSq are the values CSpW,Yiq,
1 ď i ď r, and CSpW,MW pYr, Ysqq where pYr, Ysq runs through all pairs in S such that
CSpW,´q is not monotone on rYr, Yss.
Proposition 8.7. Assume that P and Q are subsets of S, such that all intervals rY, Zs with
Y P P , Z P Q have a monotone W -profile. Then
ÝÑµW pP YQq “
ÝÑµW pP q Y
ÝÑµW pQq. (8.9)
In particular, this holds for every W P RaypV q, if the quadratic form eq is quasilinear on
these intervals rY, Zs.
Proof. This is evident from the preceding description of CS-spectra. 
9. The glens and the glen locus of a finite set of rays
As previously, we assume that the ghost ideal eR of the supertropical semiring R is a
semifield and that the quadratic form q on V is anisotropic.
Definition 9.1. The glen of a finite sequence of rays Y1, . . . , Yn in V at a ray W in V is
the set of all Z P convpY1, . . . , Ynq such that
CSpW,Zq ă min
1ďiďn
CSpW,Yiq.
We denote this set by GlenWpY1, . . . ,Ynq, and call it the W -glen of pY1, . . . , Ynq, for short.
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For notational reasons we do not exclude the case n “ 1. Then, of course, all W -glens are
empty.
Proposition 9.2. GlenWpY1, . . . ,Ynqq is a convex subset of RaypV q (perhaps empty).
Proof. Given three rays Z1, Z2, Z in convpY1, . . . , Ynq with Z P rZ1, Z2s and CSpW,Z1q ă
CSpW,Yiq, CSpW,Z2q ă CSpW,Yiq for all i P r1, ns, we infer from Theorem 8.4 that
CSpW,Zq ă CSpW,Yiq for all i P r1, ns. 
For n “ 2 and Y1 ‰ Y2 the rays Y1 and Y2 are uniquely determined, up to permutation,
by the closed interval rY1, Y2s, as we know. Thus we are entitled to define the W -glen of
rY1, Y2s as
GlenWrY1,Y2s;“ GlenWpY1,Y2q.
From the analysis of the function CSpW,´q on closed intervals in §3 we infer the following
statement, which justifies the use of the name “glen” at least for n “ 2. See also Figure 4
below.
Scholium 9.3. GlenWrY1,Y2s is not empty iff the W -profile on rY1, Y2s is not monotonic,
and thus is of type B or B1 or BB (cf. §4).
Relying on §3, we give an explicit description of the W -glen of rY1, Y2s in the case of
type B or BB, i.e., when CSpW,´q is not monotonic on rY1, Y2s and CSpW,Y1q ď pW,Y2q.
Choosing vectors ε1, ε2, ε3 P V such that W “ raypε1q, Y1 “ raypε2q, Y2 “ raypε3q, we have
the following illustration of the function fpλq “ CSpε1, ε2 ` λε3q “ f1pλq ` f2pλq, using the
notations from §3.
α2
α23
λ
CSpε1, ε3q
CSpε1, ε2q
ζ α23
α3
ξ
f2
f1
Figure 4. ξ “ α12
α13
.
The W -glen of rY1, Y2s is contained in the open interval sY12, Y21r , where Y12 is the char-
acteristic ray of rY1, Y2s near Y1 and Y21 is the characteristic ray near Y2. It starts at
the argument λ “ α2
α23
corresponding to Y12 and ends at the argument ζ P s
α2
α23
, α23
α3
r with
f2pζq “ CSpε1, ε2q. In the interval r
α2
α23
, α23
α3
s the function f2 reads
f2pλq “
λ2α213
α1 ¨ λα23
“
λα213
α1 ¨ α23
(cf. (3.2)), since here the term λα23 is dominant in the formula (3.7) for qpε2 ` λε3q. Thus
we have to solve
ζα213
α1α23
“
α212
α1α2
,
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and obtain
ζ “
α212
α213
¨
α23
α2
. (9.1)
In the subcase CSpε1, ε2q “ CSpε1, ε2q, i.e.,
α2
12
α1α2
“
α2
13
α1α3
, we obtain
ζ “
α23
α3
. (9.2)
Introducing the ray
Z21 :“ raypε2 ` ζε3q “ raypα
2
13α2ε2 ` α
2
12α23ε3q,
we summarize our study of the W -glen of rY1, Y2s as follows.
Theorem 9.4. Assume that CSpW,Y1q ď CSpW,Y2q and GlenWrY1,Y2s ‰ H. Then
(a) GlenWrY1,Y2s “ sY12,Z21r Ă sY12,Y21r,
(b) GlenWrY1,Y2s “ sY12,Y21r iff CSpW,Y1q “ CSpW,Y2q.
Remark 9.5. Note that d
α2
α23
¨
α212
α213
¨
α23
α2
“
α12
α13
“ ξ.
Thus the median MW pY1, Y2q may be viewed as a kind of geometric mean of the rays Y12
and Z21.
We now look at the set of rays W where a nonempty glen of pY1, . . . , Ynq occurs.
Definition 9.6. The glen-locus of pY1, . . . , Ynq is the set
LocglenpY1, . . . ,Ynq :“ tW P RaypV q | GlenWpY1, . . . ,Ynq ‰ Hu
“
 
W P RaypV q | µW pY1, . . . , Ynq ă min
1ďiďn
CSpW,Yiq
(
.
For n “ 2, Y1 ‰ Y2, we define
LocglenrY1,Y2s :“ LocglenpY1,Y2q,
which makes sense, since the rays Y1, Y2 are uniquely determined, up to permutation, by
the interval rY1, Y2s. Theorem 8.2 translates into the following statement, where we use the
definition of loci of basic and composed profile types from §5 (Definitions 5.5 and 5.7).
Scholium 9.7. LocGlenrY1,Y2s is the disjoint union of the basic loci LocBr
ÝÝÝÑ
Y1, Y2s, LocB1r
ÝÝÝÑ
Y1, Y2s,
and LocBBrY1,Y2s, which are disjoint convex subsets of RaypV q.It is also the union of the
composed loci LocBr
ÝÝÝÑ
Y1, Y2s, LocB1r
ÝÝÝÑ
Y1, Y2s, which are again convex, and have the intersection
LocBBrY1,Y2s (cf. Theorems 5.6 and 5.8).
Of course it may happen that LocGlenrY1,Y2s is empty. In particular this occurs if rY1, Y2s
is ν-quasilinear.
Given a set tY1, . . . , Ynu of rays in V with n ą 2, we have the important fact in consequence
of Theorem 8.1 (cf. Scholium 8.6), that LocglenpY1, . . . ,Ynq is contained in the union of all
sets LocglenpYr,Ysq with 1 ď r ă s ď n, such that rYr, Yss is ν-excessive [7, Definition 7.3],
equivalently, LocglenrYr,Yss ‰ H. If there are u “ upY1, . . . , Ynq such pairs pr, sq, then
LocglenpY1, . . . ,Ynq is a union of at most 2u convex subsets of RaypV q.
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10. Explicit description of the set of minima of a CS-function on a finitely
generated convex set in the ray space
In the whole section R is a supertropical semiring, eR is a nontrivial semifield, and pq, bq
is a quadratic pair on an R-module V with q anisotropic. Given a finite subset S Ă RaypV q
and a fixed ray W in V , we explore the set of minima of CSpW,´q on the convex hull C of S
in RaypV q, denoted by MinCSpW,Cq. We already know that MinCSpW,Cq is nonempty.
Our first goal is to prove that MinCSpW,Cq is again a finitely generated convex subset of
RaypV q, and to determine a set of generators of MinCSpW,Cq starting from S.
Theorem 10.1.
(a) MinCSpW,Cq is convex.
(b) If X P MinCSpW,Cq and Y P CzMinCSpW,Cq, then rX, Y s X MinCSpW,Cq “
rX,MW pX, Y qs.
(c) If CSpW,´q is constant on S, then CSpW,´q is constant on C.
(d) Assuming that CSpW,´q is not constant on S. Let S˚ denote the set of all medians
MW pX, Y q with X, Y P S and CSpW,MW pX, Y qq “ µW pSq,
14 which may be empty.
Let
P :“ pS Y S˚q XMinCSpW,Cq,
Q :“ SzP “ pS Y S˚qzP.
Then MinCSpW,Cq is the convex hull of the finite set P YMW pP,Qq, where
MW pP,Qq :“ tMW pX, Y q | X P P, Y P Qu.
Proof. (a): If X, Y are rays in MinCSpW,Cq, then CSpW,Xq “ CSpW,Y q, from which we
conclude that CSpW,´q is constant on rX, Y s, since no W -glen is possible on rX, Y s. Thus
rX, Y s Ă MinCSpW,Cq.
(b): CSpW,Y q attains its minimal value on rX, Y s in X . Thus it is clear from our analysis
of CSpW,´q on r
ÝÝÝÑ
X, Y s in §3, that the set Z of rays in rX, Y s with CSpW,Zq “ CSpW,Xq is
rX,MW pX, Y qs, cf. (3.11) and (3.12).
(c): Assume that CSpW,´q is constant on S, then CSpW,´q has no glens at all, and we
conclude as in (a) that CSpW,´q is constant on C.
(d): It follows from (b) that MW pP,Qq is contained in MinCSpW,Cq and then by (a) that
convpP YMW pP,Qqq Ă MinCSpW,Cq.
We now verify that any given ray Y P MinCSpW,Cq is contained in the convex hull of
P Y MW pP,Qq. Let S “ tY1, . . . , Ynu. We choose a minimal subset tYk | k P Ku of S,
K Ă t1, . . . , nu, such that
Y P convpP Y tYk | k P Kuq. (10.1)
If K “ H, then Y P convpP q, and we are done.
In the case that K ‰ H we choose a minimal set of rays tZj | j P Ju in P such that
Y “ convptZj | j P Ju Y tYk | k P Kuq, (10.2)
14Recall that µW pSq “ µW pCq denotes the minimal value of CSpW,´q on S, and hence on C.
CAUCHY-SCHWARZ FUNCTIONS 33
so that Y P convpA YBq where
A “ convptZj | j P Juq, B “ convptYk | k P Kuq.
Then A Ă P Ă MinCSpW,Cq while B is disjoint from P due to the minimality of the
set tYk | k P Ku in (10.1). Since Y P MinCSpW,Cq, we conclude by assertion (b) that
Y PMW pZ, T q for some rays Z P A, T P B. Choosing vectors zj P eZj, yk P eYk, w P eW we
have Y “ raypyq, with
y “ mw
ˆÿ
jPJ
µjzj ,
ÿ
kPK
λkyk
˙
(10.3)
and nonzero coefficients µj, λk P eR. Thus (cf. (7.1) and (7.2))
y “ b
ˆ
w,
ÿ
kPK
λkyk
˙ÿ
jPJ
µjzj ` b
ˆ
w,
ÿ
jPJ
µjzj
˙ ÿ
kPK
λkyk
“
ÿ
jPJ,kPK
µjλk
`
bpw, ykqzj ` bpw, zjqyk
˘
,
which proves that
Y P conv
`
tMW pZj, Ykq | j P J, k P Ku
˘
Ă convpMW pP,Qqq. (10.4)

It is to be expected from Theorem 10.1 that usually many more rays are needed to gen-
erate the convex set MinCSpW,Cq than to generate C, But now we exhibit cases, where
MinCSpW,Cq “ MinCSpW,Sq can be generated by very few rays.
Proposition 10.2. If µW pSq “ 0, then MinCSpW,Cq is the convex hull of
WK X S “ tZ P S | CSpW,Zq “ 0u.
Proof. By the results in §7 there are no rays X, Y in V with CSpW,Xq ą 0, CSpW,Y q ą 0,
CSpW,MW pX, Y qq “ 0 (cf. e.g. (7.10)). Thus S
˚ “ 0, and we conclude from Theorem (10.1)
that MinCSpW,Cq “ convpWK X Sq. 
Example 10.3. Assume that S “ tX1, . . . , Xnu, n ě 2, is a finite set of rays in V such
that there exists a ray Z with 0 ă CSpW,Zq ă CSpW,Xiq for every i P t1, . . . , nu and
MW pXi, Xjq “ Z for 1 ď i ă j ď n. Then S
˚ “ tZu, and MW pXi, Xjq “ Z implies that
CSpW,´q is strictly increasing on r
ÝÝÝÑ
Z,Xis (and r
ÝÝÝÑ
Z,Xjs), cf. §3, whence MW pZ,Xiq “ Z for
every i, Thus CSpW,Sq “ tZu.
Definition 10.4. We call a set S as described in Example 10.3 a median cluster for W ,
or W -median cluster, with apex Z.
Example 10.5. Assume that S “ P1 Y P2 is a disjoint union of two W -median clusters P1
and P2 with apices Z1 and Z2. Assume further that all pairs X, Y with X P P1, Y P P2 have
the same median MW pX, Y q “ Z12 and that
CSpW,Z1q “ CSpW,Z2q “ CSpW,Z12q.
Then we conclude from Theorem 10.1 that
MinCSpW,Sq “ convpZ1, Z2, Z12q. (10.5)
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Indeed, in the notation there P “ S˚ “ tZ1, Z2u, Q “ S “ P1 Y P2, and so MW pP,Qq “
tZ1, Z2, Z12u. In the case Z1 “ Z2 we obtain
MinCSpW,Sq “ rZ,Z12s (10.6)
with Z :“ Z1 “ Z2.
Given a ray Z in V , we now focus on the set of all W -median clusters in RaypV q with
apex Z. We assume that CSpW,Zq ą 0, since otherwise it is clear from Proposition 10.2,
that there are no median clusters with apex Z. The next lemma, a simplification of an
argument in the proof of Theorem 10.1.d ((10.1)–(10.4)), will be of help.
Lemma 10.6 (MW -Convexity Lemma). Let Z P RaypV q.
15 Assume that P “ tYj | j P Ku
and Q “ tYk | k P Ju are disjoint sets of rays with MW pYj, Ykq “ Z for any Yj P P and
Yk P Q. Then also MW pY, T q “ Z for any Y P convpP q and T P convpQq.
Proof. Given Y P P , T P Q we choose vectors yj P eYj , yk P eYk, z P eZ, t P eT . Then
Y “ raypyq, T “ rayptq with y “
ř
jPJ
λjyj, not all λj “ 0, and y “
ř
kPK
µkyk, not all µk “ 0.
Since MW pYj, Ykq “ Z for j P J , k P K, we have
bpw, ykqyj ` bpw, yjqyk “ mwpyj, ykq “ αjkz,
for these indices j, k, with αjk ‰ 0. Thus
bpw, tqy ` bpw, yqt “
ÿ
kPK
µkbpw, ykq
ÿ
jPJ
λjyj `
ÿ
jPJ
λjbpw, yjq
ÿ
kPK
µkyk
“
ÿ
jPJ,kPK
λjµkrbpw, ykqyj ` bpw, yjqyks
“
ˆ ÿ
jPJ,kPK
αjkλjµk
˙
z.
Since
ř
jPJ,kPK
αjkλjµk ‰ 0, this proves that MW pY, T q “ Z. 
Given a ray Z in V with CSpW,Zq ą 0, we introduce the ray set
ZÒ :“ tX P RaypV q | CSpW,Xq ą CSpW,Zqu. (10.7)
This set contains every W -median cluster having apex Z. Note that typically the set ZÒ is
not convex.
Definition 10.7. Let P Ă Z, P ‰ H. The Z-polar of P for W (or W -Z-polar of P ) is
the set qP “ P_ :“ tY P ZÒ | DX P P :MW pX, Y q “ Zu. (10.8)
Note that
P1 Ă P2 Ă Z
Ò ñ qP2 Ă qP1, (10.9)
and, that ˆď
λPΛ
Pλ
˙_
“
č
λPΛ
qPλ (10.10)
for any family pPλ | λ P Λq of subsets Pλ of Z
Ò.
15Here it is not necessary to assume that CSpZ,W q ą 0.
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Remarks 10.8. Let P Ă ZÒ, P ‰ H.
(a) Then P and qP are disjoint, since MW pX,Xq “ X ‰ Z for every X P P .
(b) If qP ‰ H, then P Ă P__, This implies in the usual way that
P___ “ P_. (10.11)
We define for P Ă ZÒ the set
conv0pP q :“ convpP q X Z
Ò. (10.12)
Theorem 10.9. Let P Ă ZÒ and P ‰ H, thenqP “ conv0p qP q “ conv0pP q_.
Proof. We have P X qP “ H and MW pX, Y q “ Z for X P P , Y P qP . By the Median
Convexity Lemma 10.6, this implies MW pX
1, Y 1q “ Z for X 1 P convpP q and Y 1 P convp qP q.
Thus conv0p qP q Ă conv0pP q_. We further infer from P Ă conv0pP q that conv0pP q_ Ă qP ,
and so conv0p qP q Ă qP . Since trivially qP Ă conv0p qP q, this proves that qP “ conv0p qP q “
conv0pP q
_. 
We now employ the partial ordering ďZ on RaypV q, given by
Y 1 ďZ Y ô rZ, Y
1s Ă rZ, Y s,
the basics of which can be found in [8, §8]. This ordering extends the total ordering on the
oriented intervals r
ÝÝÑ
Z, Y s used in the previous sections.
Theorem 10.10. For any nonempty subset P of ZÒ the Z-polar qP is compatible with ďZ
in the following sense. If Y, Y 1 P ZÒ and Y ďZ Y
1, then
Y P qP ô Y 1 P qP . (10.13)
Proof. This follows from the fact that for any X P P the CS-function CSpW,´q is not
monotonic on rX, Y s iff it is not monotonic on rX, Y 1s, and then CSpW,´q attains its unique
minimum at MW pX, Y q “MW pX, Y
1q, as is clear from §3 and §4, cf. Figures 1–3 in §3. 
We describe a procedure to build up clusters with apex Z, basing on some more terminol-
ogy. For any ray X P ZÒ, we write qX “ X_ “ tXu_ for short.
Definition 10.11. We say that X is Z-polar, if qX ‰ H, and so X is in the Z-polar of the
set qX. More explicitly, X is Z-polar, if MW pX, Y q “ Z for some Y P ZÒ.
Note that for any set P Ă ZÒ we haveqP “ č
XPP
qX. (10.14)
If ZÒ does not contain Z-polar sets, then, of course, there do not exist median clusters
with apex Z. Otherwise we choose X1, X2 P Y
Ò with MW pX1, X2q “ Z. If tX1, X2u
_ “
X_1 XX
_
2 ‰ H, we choose a ray X3 P Z
Ò with X3 P tX1, X2u
_. Proceeding in this way we
obtain a sequence of rays X1, . . . , Xr in Y
Ò with r ě 2 and
Xi`1 P tX1, . . . , Xiu
_ for 1 ď i ă r. (10.15)
There are two cases.
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Case A: We reach a set S “ tX1, . . . , Xru with tX1, . . . , Xru
_ “ qX1 X ¨ ¨ ¨ X qXr “ H.
Then S is a maximal median cluster with apex Z.
Case B: We obtain infinite sets S Ă ZÒ, such that every finite subset T Ă S, |T | ě 2,
is a W -median cluster with apex Z. We call such set S a generalized W -median
cluster with apex Z (or generalized W -Z-median cluster). More specifically, using
mild set theory, we obtain by a transfinite induction procedure a sequence of rays
tXi | 1 ď i ď λu with ordinal λ ě ω which is amaximal generalized W -Z-median
cluster.
11. The equal polar relation
Let W and Z be any rays in V . Given X1, X2 P Z
Ò, cf. (10.7), we say that X1 and X2
are W -Z-equivalent (or Z-equivalent for short), and write X1 „Z X2, if qX1 “ qX2. We
call this equivalence relation on ZÒ the equal polar relation for W and Z (or the W -Z-
equivalence relation). For this relation, the equivalence class of a ray X P ZÒ is denoted
by
rXs :“ rXsZ :“ rXsW,Z.
Note that, if qX1 ‰ H, then X1 „Z X2 iff X__1 “ X__2 , cf. (10.11). We then abbreviate
X__ “ rX.
For most problems concerning Z-polars of rays, and in particular all problems appearing
in §10, only the class rXsW,Z matters. For example, in a (generalized, maximal) median
cluster P with apex Z we may replace any X P P by an Z-equivalent ray X 1, and have
again a (generalized, maximal) median cluster P 1 with apex Z. Therefore, understanding
the W -Z-equivalence is a very basic goal, which we first pose vaguely as follows.
Problem 11.1. Describe the pattern of any Z-equivalence classes rXs Ă ZÒ.
To approach this problem, so far, we only know:
(a) All rays X with qX “ H are in one equivalence class – the class of non-polar rays
(Definition 10.11). This is trivial. We denote this class by CH:
CH “ tX P Z
Ò | @Y P ZÒ : MW pX, Y q ‰ Zu.
Perhaps it is best to discard CH from Z
Ò.
(b) rXsZ Ă rX . Indeed, if X_1 “ X_2 , then X1 P X__1 “ X__2 .
(c) The relation „Z is compatible with the partial ordering ďZ on Z
Ò, i.e., if X1 and X2
are comparable under ďZ , then X1 „Z X2, cf. Theorem 10.10.
We now can point more precisely at the type of questions arising from Problem 11.1.
If qX ‰ H, then rX is a convex subset of RaypV q contained in ZÒ, with rXs Ă rX by (b).
If T P rX, then rT s Ă rT Ă rX, and so rX is the disjoint union of all classes rT s contained in rX.
Furthermore, since rT is convex, also the convex hull convprT sq of the set rT s is contained
in rX. This leads to the next two intriguing questions.
A) Is convprT sq also a union of Z-equivalence classes?
B) When is a class rT s by itself convex?
Due to (c) the whole pattern of classes rT s is compatible with the partial ordering ďZ .
Concerning question B), so far we have only a partial answer.
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Theorem 11.2. If X is a Z-polar ray in ZÒ (i.e., qX ‰ H), then (cf. (10.13))
rXs “ conv0
`
rXs
˘
“ conv
`
rXs
˘
X ZÒ.
Proof. We need to prove the following. If X1, X2 P Z
Ò, rX1, X2s P Z
Ò, and qX1 “ qX2 ‰ H,
then qX1 “ qT for any T P rX1, X2s. We have to verify for any Y P ZÒ that
MW pX1, Y q “ Z ô MW pT, Y q “ Z.
pñq: If MW pX1, Y q “ Z, then MW pX2, Y q “ Z, since qX1 “ qX2, whence by the MW -
Convexity Theorem: MW pT, Y q “ Z for any T P rX1, X2s.
pðq: Let S “ tX1, X2, Zu. The CS-function CSpW,´q is strictly decreasing on r
ÝÝÝÑ
X1, Zs and
on r
ÝÝÝÑ
X2, Zs, furthermore CSpW,T q ą CSpW,Zq and CSpW,Y q ą CSpW,Zq. We conclude
from this that CSpW,´q is not monotonic on r
ÝÝÑ
T, Y s and has there minimum value CSpW,Zq.
This implies MW pT, Y q “ Z. 
We introduce two more notations around Z-equivalence. Recall that X „Z T ô rX “ rT
(provided that qX ‰ H).
Definition 11.3. A path in a class rXsZ is a sequence of rays X0, . . . , Xr in rXsZ where
rXi´1, Xis P Z
Ò for 0 ă i ď r, r ě 1.
Note that, in consequence of Theorem 11.2,
rď
i“1
rXi´1, Xis Ă rXsZ . (11.1)
This gives us an obvious notion of path components of rXsZ. More generally, we may
define paths and path components in any subset of ZÒ.
Definition 11.4. Given rays X P ZÒ and T P rXsZ, we define the median star (=W -Z-
median star) stT pXq as the set of all rays T
1 with rT, T 1s Ă rXsZ.
In other words, stT pXq is the union of all intervals rT, T
1s contained in rXsZ .
Remark 11.5. If T 1, T 2 P stT pXq, then perhaps rT
1, T 2s Ć ZÒ. But, if rT 1, T 2s Ă ZÒ, then
convpT, T 1, T 2q Ă rXsZ, and so convpT, T
1, T 2q Ă stT pXq. Note also that
stT prXsZq Ă rT Ă rX. (11.2)
Every Z-equivalence class rXsZ is the disjoint union of the path components contained
in rXsZ. If A and B are such path components, then obviously every interval rY1, Y2s with
Y1 P A, Y2 P B has a “deep glen” with respect to Z, i.e., the median MW pY1, Y2q is not
contained in ZÒ. We can refine Problem 11.1 to a description of the pattern of path compo-
nents of the W -Z-equivalence classes, which we call the refined version of Problem 11.1.
This seems to be natural and easier than Problem 11.1 above. Note also that every such
path component is the union of all median stars stT pXq contained in it.
We have gained a very rough view to the family of path components of Z-equivalence
classes as follows. For simplicity, we assume that eR “ t0u Y G is a nontrivial bipotent
semifield which is square-root closed, i.e., the injective endomorphism x ÞÑ x2 is also
surjective, and so is an order preserving automorphism of eR. This setup can be reached
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for any (nontrivial) bipotent semifield by a canonical extension involving only square-roots,
cf. [6, §7].
Assume that A and B are different sets, which are path components of Z-equivalence
classes different from CH. Then for any T1 P A and T2 P B the interval rT1, T2s has a deep
glen, and so we have a decomposition of rT1, T2s into subintervals
rT1, T2s “ rT1, T12r Y rT12, T21s Y sT21, T2s (11.3)
such that
rT1, T2s X stY1pAq “ rT1, T12r ,
rT1, T2s X stY2pBq “ sT21, T2s,
(11.4)
with
MW pT1T2q “MW rT12, T21q R Y
Ò, (11.5)
CSpW,T12q “ CSpW,Zq “ CSpW,T21q. (11.6)
This subdivision can be deduced from the defining formula (1.3) of a CS-ratio and the
formulas for MW pT1, T2q in §3 in the case that CSpW,´q is not monotone on rT1, T2s, and
the formulas of the glen of rT1, T2s in §9. These formulas show that square roots suffice for
the above subdivision. We omit the details.
To store the facts (11.3)–(11.6), we say, that the set of all path components of Z-
equivalence classes ‰ CH is the W -Z-archipelago in RaypV q (for given rays W and Z
in V with CSpW,Zq ą 0), and that these path components are the W -Z-islands in RaypV q,
having proved that ZÒ is the disjoint union of allW -Z-islands and the set tX P ZÒ | qX “ Hu,
and that, for any two intervals A,B and rays T1 P A, T2 P B, the interval rT1, T2s has glen
rT12, T21s in the “deep sea”
RaypV qzZÒ “ tX P RaypV q | CSpW,Xq ď CSpW,Zqu
while rT1, T12rĂ A, sT21, T2s Ă B.
A further study is needed to describe the sets of W -Z-islands which constitute the Z-
equivalence classes in ZÒ different from the useless class of non-polar rays. This study is left
for a future work.
References
[1] M. Akian, S. Gaubert, and A. Guterman. Linear independence over tropical semirings and beyond.
In Tropical and Idempotent Mathematics, G.L. Litvinov and S.N. Sergeev, (eds.), Contemp. Math.
495:1–38, 2009.
[2] Z. Izhakian. Tropical arithmetic and matrix algebra, Comm. in Alg., 37(4):1445–1468, 2009.
[3] Z. Izhakian. Commutative ν-algebra and supertropical algebraic geometry, arXiv:1901.08032, 2019.
[4] Z. Izhakian and M. Knebusch. Quasilinear convexity and quasilinear stars in the ray space of a
supertropical quadratic form, Linear and Multilinear Alg., to appear. (Preprint arXiv:1807.02768.)
[5] Z. Izhakian, M. Knebusch, and L. Rowen. Supertropical linear algebra, Pacific J. of Math., 266(1):43–
75, 2013.
[6] Z. Izhakian, M. Knebusch, and L. Rowen. Supertropical quadratic froms I, J. of Pure and App. Alg.,
220(1):61-93, 2016.
[7] Z. Izhakian, M. Knebusch, and L. Rowen. Supertropical Quadratic Forms II: Tropical trigonometry
and applications, Inter. J. of Alg. and Comput., 28(8):1633–1675, 2018.
[8] Z. Izhakian, M. Knebusch, and L. Rowen. Minimal orderings and quadratic forms on a free module
over a supertropical semiring, Linear Alg. and its Appl., 507:420–461, 2016.
CAUCHY-SCHWARZ FUNCTIONS 39
[9] Z. Izhakian, M. Knebusch, and L. Rowen. Quadratic and symmetric bilinear forms on modules with
unique base over a semiring, Doc. Math., 21:773–808, 2016.
[10] Z. Izhakian, M. Knebusch, and L. Rowen. Supertropical semirings and supervaluations, J. of Pure
and Appl. Alg., 215(10):2431–2463, 2011.
[11] Z. Izhakian, M. Knebusch, and L. Rowen. Decompositions of modules lacking zero sums, Israel J. of
Math., 225(2):503–524, 2018.
[12] Z. Izhakian and L. Rowen. Supertropical algebra, Adv. in Math. 225(4):2222–2286, 2010.
[13] Z. Izhakian and L. Rowen. Supertropical matrix algebra, Israel J. Math., 336(1):139–157, 2011.
[14] Z. Izhakian and L. Rowen. Congruences and coordinate semirings of tropical varieties, Bulletin des
Sciences Mathe´matiques, 140:231–259, 2016.
[15] M. Knebusch and D. Zhang. Convexity, valuations, and Pru¨fer extensions in real algebra, Doc. Math.
10:1–109, 2005.
Institute of Mathematics, University of Aberdeen, AB24 3UE, Aberdeen, UK.
E-mail address : zzur@abdn.ac.uk
Department of Mathematics, NWF-I Mathematik, Universita¨t Regensburg 93040 Regens-
burg, Germany
E-mail address : manfred.knebusch@mathematik.uni-regensburg.de
