Influence Measures for Robust Regression by Cook, R. Dennis & Weisberg, Sanford
INFLUENCE MEASURES FOR ROBUST REGRESSION 
by 
R. Dennis Cook and Sanford Weisberg 
University of Minnesota 
Technical Report No. 384 
Department of Applied Statistics 
School of Statistics 
University of Minnesota 
St. Paul, Minnesota 55108 
15 December 1980 
i 
ABSTRACT 
Methods for the detection of influential or important cases have been 
used and studied in several settings including linear least squares regres-
sion, logistic regression, and discriminant analysis. In this paper, 
analogous methods for assessing influence of individual cases in robust 
regression are proposed. Useful one-step (non-iterative) approximations 
are presented, and the limitations of these approximations are studied. 
This leads to definition of a second order diagnostic that has a large 
value when the one-step approximation is inadequate. Results are illus-
trated by application to three examples from the literature. 
Keywords: Linear model, Distance measures, Leverage 
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1. Introduction 
Influence, as measured by the theoretical influence curve, plays an impor-
tant role in the study of various properties of estimators. The influence 
curve is used to measure the sensitivity of estimators to perturbations in 
the probability mechanism underlying observed data. 'The exposition of this 
idea by Hampel (1974) and its use in the Princeton study (Andrews et al., 
1972) and in the subsequent literature had led to the study of classes of 
robust estimators; that is, estimators that are relatively insensitive to 
small perturbations in the underlying probability mechanism. 
Recently, the idea of influence has been put to a related, but different 
use. Rather than study the effect of perturbing the underlying distribution, 
the observed data are perturbed, perhaps by deleting units or cases from 
the data. In this application, an empirical version of the influence curve 
is used to study the robustness of an estimation procedure on a parti-
cular data set. Thus, the notion of robustness is applied to a data set, 
rather than to an estimation method. Most of the development in this area 
has been for linear least squares regression (Andrews and Pregibon, 
1978; Belsley, Kuh and Welsch, 1980; Cook, 1977, 1979; Cook and 
Weisberg, 1980; Hoaglin and Welsch, 1978; Johnson and Geisser, 1979), 
and for logistic regression (Pregibon, 1980), where one is led to consider 
diagnostic statistics that reflect the role or influence of cases or groups 
of cases on an analysis. The inclusion of some of these methods into 
widely distributed computer programs such as BMDP and MINITAB reflects their 
wide applicability and usefulness (e.g., BMDP9R, Dixon and Brown, 1979) 
and has greatly facilitated their use. 
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Generally, the diagnostics derived from the influence curve aid the 
analyst in detecting cases that seriously influence various aspects of an 
analysis, and in understanding and studying the structure of the data. For 
instance, influential cases tend to be associated with outlying responses 
or high leverage points (e.g., extreme points in the factor or design 
space). 
Robust estimators are designed to reduce or bound the influence of out-
lying responses. For example, when robust methods are viewed as iteratively 
reweighted least squares, the weights resulting from a robust fit are use-
ful for detecting outlying responses (Hogg, 1979); however, the weights will 
not in general be effective diagnostics for detecting influential cases 
arising because of high leverage. Robust estimates may be influenced more 
by leverage points than are least squares estimates. Hill (1977), Welsch 
(1977) and Krasker and Welsch (1979) have investigated various ways of 
modifying the usual robust estimators so that the influence of both out-
lying responses and high leverage points is bounded. 
Using the sample influence curve (SIC), we extend the diagnostics 
developed for identifying influential cases in linear and logistic regres-
sion to robust regression. In Section 2, we give the general formulation 
and discuss the rationale behind the use of the SIC. A one-step appro-
ximation to the SIC is presented in Section 3 and is illustrated using 
the Huber ~-function. In Section 4, the accuracy of the one-step appro-
ximation is illustrated using several data sets. 
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2. Robust Regression 
Consider the usual linear regression model 
Y =XS+ e (2 .1) 
where Y = (y1.) is an n-vector of responses, X = (x .. ) is an n x p full rank 1J 
matrix of known constants, Bis a p x 1 vector of unknown parameters, and 
e = (ei) is an n-vector of errors that are independent and identically dis-
tributed with E(ei) = 0 and Var(ei) = a2• The vector (yi,xT) is called 
the ith case. 
-Under this formulation, a robust estimate B of Bis chosen to 
minimize 
n T -
t p[(y. - x.a)/a] 
. l . , , 
1= 
(2.2) 
where pis a suitably selected loss function and a is a robust scale 
estimate that may be determined previously or simultaneously to achieve 
scale invariance. For a detailed discussion of robust regression and the 
associated computational methods see, for example, Huber (1977, p. 36) and Hogg 
( 1979). 
Let~= p' and let ~(a) denote an n-vector with elements ~i(B) = 
~[(yi - x1a)/o]. For notational convenience, we set~= ~(S) and 
;. = ~-(S). A necessary condition for the minimization of (2.2) is , , 
that B satisfy 
If pis convex, this condition is also sufficient. Generally, (2.3) 
guarantees only that a local minimum has been achieved. 
(2.3) 
4 
For illustration, the loss function proposed by Huber (1964, 1973) is 
given by 
p(z) = 
z2 y, 
c2 
clzl - T, 
lzl ~ C 
lzl > C 
(2.4) 
where c is a selected positive constant. The corresponding Huber ~-function 
is 
-c, z < -c 
~(z) = z • -C < Z < C (2.5) 
- -
C , Z > C 
The loss function corresponding to least squares is obtained from (2.4) by 
letting c + oo. 
The influence of the ith case on a robust estimate B can be deter-
mined by using the infinitesimal perturbation approach suggested by Belsley, 
Kuh and Welsch (1980) and Pregibon (1980). In this approach, the model 
(2.1) is modified by the specification Var(ej) = a2 for all j ii and 
) - 2 Var(e. - a /w., 0 < w. < 1. Robust estimation may then be applied to 
1 1 - 1 -
the transformed model, 
w~v = w½xa + w½e (2.6) 
-
where W = diag(wj) and wj = 1 for all j ~ i. Let B(wi) denote the robust 
estimator based on (2.6). The effects of infinitesimal perturbations in 
-w1 can be seen by considering the rate of change in a(wi) with respect to 
w1, with large values indicating that the ith case has a high influence 
-
on a. Generally, ;. 
• 
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(2.7) 
will depend on wi so that a complete understanding of the effects of per-
-turbing wi requires knowledge of the surface described by 6B(wi). Special 
cases are worthy of attention, however. First, evaluation of (2.7) at 
- -
w1 = 1 describes the effects of small changes at a. The function ~B(l) 
-is essentially the empirical influence curve for B (cf. Mallows, 1975; 
-Pregibon, 1980). For diagnostic purposes, ~B(l) is conservative and 
tends to ignore high leverage points, as is illustrated from the following 
least squares calculations. Let 
(2.8) 
and 
r = (ri) = (I - V)Y. (2.9) 
A 
Then for the least squares estimator B of B 
(2.10) 
(Belsley, Kuh and Welsch, 1980). Form (2.10) does not depend on vii, the 
usual measure of leverage (Cook and Weisberg, 1980). 
Second, evaluation of (2.7) at w. = 0 describes the change in Bas the 
l 
ith case is deleted from the data. For diagnostic purposes, this tends to 
emphasize high leverage cases. For least squares, 
A T -1 2 68(0) =(XX) x.r./(1 - v .. ) 1 1 11 {2.11) 
A 
Since v .. is near 1 for high leverage cases, AB(O) will tend to be large. 
11 
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Figures 1 and 2, which derive from the cloud seeding data described by 
Cook and Weisberg (1980),·serve to illustrate these remarks. Figure 1 is 
a graph of the e14 component {see equation {7.1) in Cook and Weisberg, 1980) 
- -
of a(w2) against w2. a{w2) was obtained by applying (2.4) with c = 1 to (2.6). 
-First setting w2 = 1, e14 was computed via an iterative algorithm based essen-
tially on Newton's method as described in Huber (1977, p. 38) and Holland 
and Welsch (1977). The value of w2 was then decreased in steps to O; at 
each step the last value of (B,~) was used as a starting value. 
Figure 2 is the analogous plot for the weighted least squares estimate 
A 
B(w2) (Belsley, Kuh and Welsch, 1980; Pregibon, 1980). In both 
figures, the diagonal line connecting the estimates when w2 = 0 and 1 is 
provided for reference. Clearly, both estimates of e14 are insensitive 
to perturbations near w2 = 1, but are highly sensitive to perturbations 
when w2 is small. For small values of w2, the Huber estimate appears to 
be slightly more sensitive to perturbations than the least squares esti-
mate. In either, however, evaluation at w2 = O or 1 provides a 
misleading view of the influence of the second case on the estimate of a14 . 
Following Cook and Wesiberg (1980) and Pregibon (1980), a useful 
compromise between these approaches is to use the average rate of change 
as a measure of influence. Since 
1 - - -/ ~a{wi)dwi = a(wi = 1) - B{w1 = 0) 0 
(2.12) 
the average rate of change is simply the difference in the estimates 
computed with and without the case in question. Functions of the form 
given in (2.12) are called sample influence curves {SIC) by Devlin, 
Gnanadesikan and Kettenring (1975) and we adopt their terminology. For the 
• 
• 
Figure 1. a14 (w2), Huber estimator 
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s14 coefficient and wi = w2, s14(1) - s14(o) = -.033 while s14(1) _- s14(o) = 
-.032. Thus, Huber's robust estimate of s14 is slightly more sensitive to 
case 2 than is the least squares estimate. However, case 2 does appear 
A 
influential for both a14 and s14• 
Generally, we define the sample influence curve as 
- - -
o1(a) = a - a(i) (2.13) 
where s(i) denotes the (robust) estimator of B computed without the ith case. 
-Of course, determination of Band S(i) requires an iterative scheme and 
thus the calculation of oi(S), i = 1,2, ... ,n, would require n+l applica-
tions of the scheme. These calculations will be prohibitively expensive 
in general. In the next section, we suggest a one-step approximation 
to the sample influence curve. This approximation serves to reduce 
the amount of required calculation and to provide insight about 
characteristics of influential cases in robust regression. Also, 
since the SIC is intended as a diagnostic, there is no real need to find 
oi exactly as long as the diagnostic information based on the approxima-
tion is not seriously misleading. In addition, the one-step diagnostics 
are appropriate for the class of one-step robust estimators proposed 
by Bickel (1975), who provides asymptotic justification for their 
use. 
• 
~ 
• 
• 
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3. A One-Step Sample Influence Curve 
A one-step approximation to the SIC can be obtained by applying Newton's 
-
method (cf. Kennedy and Gentle, 1980, p. 442) to (2.3). Let Band a denote 
fully iterated, robust estimates of location and scale, respectively, 
based on the full data. Further, let ri = (yi - xTs)/o and let p denote 
an n x n diagonal matrix with ith diagonal element pi= ~·(r;)· 
Using a and o as starting values, a single step using Newton's method 
(cf. Huber, 1977, p. 38; Holland and Welsch, 1977) applied to the data with 
the ith case removed gives e{i) ~ eii)' where 
(3.1) 
Here, X(i) and f(i) are obtained by deleting the ith row from X and~ 
respectively, and P(i) is obtained by deleting the ith row and column from 
P. 
At least two other algorithms are available for determining robust 
estimates, as outlined by Huber (1977) and Holland and Welsch (1977). It is 
generally recognized, however, that Newton's method will yield the most accurate 
results for a fixed number of iterations. One disadvantage of Newton's 
method is that it requires~·, although for the application here this 
does not seem to be a serious difficulty. A second and perhaps more 
important disadvantage of Newton's method is that the one-step approxi-
mation {3.1) cannot be guaranteed to decrease the objective function (2.2) 
if the Hessian matrix {xii)p(i)X(i)) is not positive definite. An 
indefinite Hessian matrix is possible when the ~-function is redescending, 
as with Andrews' (1974) sine estimator. We shall assume that the Hessian 
matrix is positive definite; Kennedy and Gentle (1980, p. 443) discuss 
modifications of Newton's method for situations in which it is indefinite. 
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Using the usual updating expressions (cf. Cook and Weisberg, 1980), 
the one-step approximation of the SIC provided by {3.1) can be expressed 
more informatively in terms of the full data. Let 
- - T{ T - -1 v. = p.x. X PX) x .. 1 1 1 1 {3.2) 
- -Then the one-step approximation di(B) to oi(B) can be expressed as 
- T- -1 -
- - -1 o(X PX) x.~. di(B) = B- B(i) = 1 1 (3.3) 
1 - v. 1 
For least squares, ~{z) = z, {3.3) is exact and reduces to 
( T )-1 A A XX x.r. 
o.(s) = d.(s) = __,,,---1 -1 
1 1 - Vii 
(3.4) 
The correspondence between least squares and robust estimators should 
be clear from a comparison of {3.4) and {3.3}. In particular, the residuals 
ri ·:n (3.4) have been replaced by the Winsorized residuals OlJ,; and the 
-leverage values vii have been replaced by the analogous vi. 
3.1 Accuracy of the One-Step Approximation 
- - -The one-step approximation di(B) will be exact {di{B) = oi{B)) only if 
T -1 ) X(i)~(i)(B(i) = 0. (3.5) 
In general, and assuming that Newton's method would converge eventually to 
B,il with ,e.cri as starting values, the one step approximation di(Bl wi11 
-be close to oi(B) if the left hand side of (3.5) is close to zero. For 
. T- - T -1 - -convenience, define M = X PX and w .. = x.M x., so that v .. = p.w ... Also, 
lJ 1 J 11 1 11 
define 
;; 
• 
; 
• 
• 
10 
-w .. 
. E • • = lJ lp. 
lJ 1 - vii , 
(3.6) 
- - "'1 with 1P; the ith element of v. Using (3.3), the jth element of ,(i)(B(i)) 
can be written as 
T -1 - .... -lJJ[{y. - x. Bc·))/a]=lJ,[r. + e: •• ] J J 1 J 1J (3. 7) 
Since XT~ = 0, a sufficient condition for (3.5) to hold is ~ij = 0, j = 1,2, ... ,n, 
which will happen, for example, if 1'Ji = 0. This will occur with some frequency 
with redescending estimators, such as Andrews' sine. Also, for the redescenders, 
a{i) = s~ and oi<s> = o, if ~i = a. 
If l~ijl is sufficiently small, (3.7) can be expanded in Taylor series 
about Oto give 
1J,(r. + E· .) = llJ(r.) + E· .llJ'(r.) + R •• J lJ J 1J J lJ 
-2 
where R;j = O(e:ij). In matrix notation, (3.8) may be rewritten as 
1 - v. 1 
(3.8) 
(3.9) 
where R; is an n-vector where the jth coordinate is Rij" Multiplying (3.9) 
on the left by x(i) and simplifying leads to 
T -1 T- T 
X(i)~(i)(B(;)) = X ~ + X{;)Ri 
- T 
- X( i)Ri. (3.10) 
Thus, the left side of (3.5) is O(e~j) when lfijl is sufficiently small for 
the Taylor series to be valid. 
When~ is piecewise linear (e.g., Huber's estimator), all deri-
vatives of tP beyond the first are 0, and hence R; = O.'. Thus, when-
,.-' 
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ever the l~;jl are sufficiently small, Newton's method will converge in one 
step. In particular, if the classification of r. according to the pieces 
J 
of t1J is the same as the classification of the one step residuals r. + ~-. 
. J lJ 
then Newton's method will converge in one step. 
Since the IE;jl reflect the probable accuracy of the one-step approxi-
mation, they may be used to develop second order diagnostics that indicate 
when further iteration may be necessary. The second order diagnostic 
max 1£1.J-I is an attractive candidate. Small values of this statistic indicate jli 
that the one-step approximation is probably sufficiently accurate for case i, 
while "large" values indicate that further iteration may be necessary. 
Unfortunately, the cost of computing this diagnostic will be roughly the same 
.... 
as that of a second iteration. When Mis positive definite, max le--1 is j;fi lJ 
bounded above for i = 1,2, .•. ,n, by 
l~i I - - is 
b; = .... (w11 ~a~ wjj) 1 - V; J;l 
(3.11) 
These bounds provide less costly alternative second order diagnostics. 
Comments on the use and effectiveness of these bounds are provided in Section 
4. 
3.2 Interpretation of the One-Step Approximation 
The standard robust estimators reduce or bound the influence of cases 
corresponding to large residuals, but may be insensitive to high leverage 
cases. Huber (1977) conments that robust regression may not work well when 
highly influential cases are present. 
• 
;:. 
• 
• 
• 
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Assuming a sufficiently accurate one-step approximation, the effects 
of leverage on robust estimators can be illustrated by using (3.3) in 
combination with Huber's ~-function. In this-case, the diagonal elements 
of Pare 
and thus, 
p. 
1 
= 11, 
o, otherwise 
T"'-1 -
= l X;M X; = w11 , 
v. 
1 
0, 
-
otherwise 
The one-step SIC, di{B), can now be expressed as 
---1 
-crM x.c, l 
""""""'-1 ...., oM x.r. 
1 1 
-1 - w •• 
11 
---1 
oM xic, 
-r. < -c 
1 
-
-c < r. < C 
- , -
r. > C 
1 
(3.12) 
{3.13) 
(3.14) 
-If -c < ri < c, the influence due to leverage can be expected to be greater 
-
than for least squares. This follows for Huber's ~-function since v .. < w1 •• , 11 - 1 
i = 1,2, .•. ,n. Similarly, when lr;I > c the influence is less than that for least 
squares. Consider, for example, the situation in which vi= 0 but, 
-for all k; i, vk = 1. If ri is positive, 
1 - V .. 
11 
= 0. {a) ac 
, ri 
13 
-{ac) 
-which is the SIC for least squares (3.4) reduced by the factor ac/ri. 
4. 111 us trations 
Judgments about relative influence require a comparison of the p-dimen-
- -
sional vectors di(a), i = 1,2, ... ,n (or, if available, oi(a)). Any of the 
methods for comparing multidimensional vectors, such as Andrews' (1972) 
plots or Wilks' {1963) outlier detection criterion, can be used. Gnanadesikan 
(1977) discusses these and other appropriate techniques. 
For linear least squares, past investigations {Belsley, Kuh and Welsch, 
1980; Cook, 1977, 1979; Cook and Weisberg, 1980) indicate that the length 
of the SIC relative to a selected metric will give the essential diagnostic 
information. For robust regression, we consider two distance measures. 
The first D{o.(B)) is based on the asymptotic covariance matrix of a, , 
oi(B)XTXo;(B) 
D(o;(B)) = K - 2 (4.1) pa 
where K is a correction factor that depends on the ~-function (see, for 
example, Hogg, 1979; Huber, 1977). For diagnostic purposes, K may be 
unimportant. 
-The second distance measure Dw(oi(B)) is given by 
- o1(a)XTWXoi(a) 
Dw(oi(B)) = _2 pa 
(4.2) 
; 
0 
• 
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where W = diag{~(r;)/r;} (Wis not the same as in Section 2). This measure 
is based on using weighted least squares to obtain an approximation of the 
-covariance matrix for a. Useful alternative interpretations of (4.1) and 
(4.2) can be obtained by reexpressing them in terms of the vectors of fitted 
values, xa and XS(;)· Norms other than (4.1) and (4.2) can be constructed 
to reflect more specific concerns (Cook and Weisberg, 1980). 
A case will be called influential if (4.1) or (4.2) is large. In 
least squares regression, judgment of size of the normed measure is avail-
able by analogy to confidence intervals. For robust methods, where the 
metrics refer to approximate confidence contours, interpretation of size of 
the measure is more difficult. Generally, however, we will consider the 
values of the normed measure relative to the other values in a particular 
problem. A rough cut-off of 1.0 for either norm may be recorrmended, although 
further work on this issue remains to be done. 
-At the ith case, the one-step approximation di(a) = di will be judged 
to provide the same diagnostic information as oi(a) = o1 whenever D(d;) ~ D(oi) 
and/or Dw(di) ~ Dw(o;). This approach ignores the angle between oi and di, 
but knowledge about this angle seems inessential since routine diagnostic 
information must typically be based on a norm. Of course, once an influen-
tial case is found using D(di) or Dw(d1), additional iterations can be applied 
for a more accurate determination of o;. 
Some care must be exercised when using Dor Dw if x1x or x1wx have 
large eigenvalues. For example, if XTX has a single large eigenvalue and 
oi lies in the direction of the corresponding eigenvector, then D(di) 
and D(oi) can be very different even if d; and oi are 11 close11 • The 
implicit distance measure or norm in Newton's method is based on the 
15 
inner-product matrix x1i)p(i)X(i) Which· is reflected more closely by xlwx 
than by xTx. For this reason we expect that IDw(cSi) - Dw(di)I will 
generally be smaller than ID(cSi) - D(di}I. In the examples to be 
considered here, results using (4.1) are qualitatively similar to the results 
for (4.2) except that the one-step approximations are on average somewhat 
worse. For brevity, we will discuss only (4.2) in what follows. 
The accuracy of di was investigated by examining both the fully iterated 
influence values and the one-step approximation for a number of different 
data sets having different X-structures and for two estimators. The esti-
mators used were Huber's (2.4) with tuning constant c = 1.345 and Andrews' 
sine estimator given by 
l sin(z/k), q,(z) = o, (4.3) lzl > k1r 
-
with tuning constant k = 1.5. In each case, a(i) was computed by 10 steps 
of an iterative procedure based on Bickel's (1975) proposal 2 with (a,a) 
as starting values. Thus, the computed values of 6i may not correspond 
exactly to a stationary point of (3.5). However, the full data estimate 
S was computed with enough iterations to reach a stationary point of (2.3) 
with at least 7 digits of accuracy in each coefficient. 
4.1 Stack Loss Data 
Daniel and Wood (1980, p. 61) give a set of data usually called the "stack • 
loss" data, with n = 21, p = 3. We have fit the first order model as in 
i' 
Andrews (1974). Figure 3 gives a summary of the influence analysis using D 
w 
defined by (4.2) for the sine estimator. This is a plot of bi (see, (3.11)) 
• 
e 
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Figure 3. Sine estimator, stack loss data 
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on the x axis versus both Dw(di) and Dw(oi). Values of Dw(oi) are 
indicated by small circles and the corresponding Dw(di) is at the end of 
the line segment starting at the center of the circle. Long line segments 
are indicative large values of IDw(oi) - Dw(di)I. Line segments pointing 
downward correspond to cases with influence underestimated by the one-step 
approximation; while upward pointing cases correspond to overestimates. 
For the sine estimator in Figure 3, the one-step approximation is excellent: 
only one case, number 2, with b2 = 2.07, has a one-step approximation that 
is much different from the fully iterated value. Since b2 was relatively 
large, additional iteration for this case was indicated. The value of 
Dw(o2) = 0.96 indicates that case 2 was in fact influential for estimating s. 
Figure 4 gives the equivalent plot for the Huber estimat.or. In this 
graph, it is apparent that the magnitude of IDw(di) - Dw(oi)I increases with 
bi. However, since the maximum bi is b = 0.88, no further iteration (or 
at most, further iteration for case 1) would be required. For this estima-
tor, no cases are overly influential as the maximum Dw(oi) = Dw(o1) = 0.74. 
Also, by comparing Figures 3 and 4, we see that the most influential case 
for the sine estimator is uninfluential for the Huber estimator and vice 
versa. Indeed, for the sine estimator,~,= 0 and hence Dw(o1(e)) = 0. 
Thus a case that is influential for one estimator need not be influential 
for another. 
4.2 Cloudseeding 
Cook and Weisberg (1980) and Weisberg (1980) present a data set on 
cloudseeding with n = 24 and p = 11. For the sine estimator (Figure 5), 
the values of the second order diagnostic are very large: bi exceeds 1 
on 17 of 24 cases, and the one-step approximation cannot be expected to be 
~ 
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• 
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Figure 5. Sine estimator, cloudseeding data 
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an accurate measure of influence. As shown in Figure 5 for the sine 
estimator, both large overestimates and underestimates are apparent. 
For this data set and the sine estimator, further iteration would be 
required to assess influence. However, from the Dw(o;) values (the 
circles), we see that only one case, number 6, is clearly influential for 
these data. 
For the Huber estimator, Figure 6, the results are similar. Here, 13 
b. exceed 1, although from the figure it is clear that the one-step 
1 
estimators are adequate. Case 2 with Dw(o2) = 4.65 would be judged to 
be very influential, as was found by Cook and Weisberg (1980) for the 
least squares estimator. 
4.3 A Larger Data Set 
Krasker and Welsch (1980) provide an economic data set with n = 84 and 
p = 9. For the Huber estimate, the influence is summarized by Figure 7. 
It is clear from this plot that further iteration is required only for one 
case, case 80; with b80 = 1.45, since all the other bi are smaller than 0.75. 
Full iteration for case 80 gives D(o80 ) = 1.04 indicating that this case 
is in fact influential. In most data sets with sample sizes as large or 
larger than that in this example, the number of large bi can be expected 
to be relatively small. 
As suggested by these examples, we expect the one-step approximation 
to be sufficiently accurate whenever bi is less than about 1/2 of the tuning 
constant. Full iteration is a wise precaution whenever bi is larger than the 
tuning constant. In intermediate situations, one or two additional steps 
may be sufficient. 
As mentioned in Section 3, two other algorithms are available for 
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Figure 7. Huber estimator, economic data 
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determining robust estimates. In these examples, the one-step approximations 
based on the alternative algorithms discussed by Huber (1977) proved to be 
considerably less accurate than the one-step approximation used here. 
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