Abstracf-Clinical angiography-the procedure of acquiring radiographic (fluoroscopic) image sequences of patients from x-ray based medical system+has unquestionably aided cardiologists in their assessment of coronary disease. During such trials, however, literally hundreds of x-ray images are gathered, thereby putting these patients and particularly the medical staff at risk.
I. INTRODUCTION HE USE OF FLUOROSCOPY and digital radiogra-
T phy as a standard tool has unquestionably aided physicians in their clinical examinations-in particular, the invasive catheterization procedures often used in the acquisition of coronary arteriograms. However, in an attempt to reduce the risk factors of high x-ray exposure to the patient, image quality is often sacrificed in the form of increased degradations. In this paper, a specific type of degradation-quantum mottle-a noise process that arises during the acquisition of a radiographic image sequence at low exposure levels, is studied, since it has the greatest bearing on the trade-off between radiation exposure and image quality. For example, a greater number of photons from the x-ray source, and hence a higher exposure, results in a higher overall image quality but at the cost of increasing the radiation dosage to the patient and the medical staff. Likewise, a lower number of photons reduces the dosage but manifests itself in the form of higher quantum noise levels in the final image. This quantum mottle is a signaldependent Poisson-distributed noise source that varies over Manuscript received December 21, 1992 ; revised April 27, 1993 . The authors are with the Department of Electrical Engineering and Computer Science, Robert R. McCormick School of Engineering and Applied Science, Northwestem University, Evanston, IL 60208-31 18.
This research was supported in part by a grant from Siemens. IEEE Log Number 9210301. different parts of the image depending on the intensity at each point [ 13. Thus far, various forms of post-processing have been developed to spatially filter images corrupted by this type of noise. Less attention has been devoted to the filtering of image sequences where information from the temporal domain may provide additional insight into the image enhancement problem. It has been shown that simple averaging along the time axis is not an effective form of temporal processing in dynamic sequences as it tends to blur moving objects [2]-[4]. Instead, it is more desirable to filter along the direction of motion between consecutive frames. However, this requires knowledge of the displacement field which can only be estimated from the noisy image data.
In this paper, image sequence filtering is treated as a twostage problem; that is, the estimation of the displacement field is treated separately from the estimation of the image intensity field. Though this may not provide the best possible results, separability enables a simpler, yet more insightful, formulation of the problem. The remainder of the paper is organized as follows. In Section 11, some background is provided on the digital fluoroscopy system and on previous work in dosage reduction and image sequence restoration. In Section 111, a model for signal-dependent noise in image sequences is formulated. The motion-compensated temporal filter in the presence of signal-dependent noise is developed in Section IV. In Section V, the effectiveness of this filter is demonstrated on clinical fluoroscopy sequences of coronary arteriograms simulated with quantum mottle. Finally, conclusions and directions for future research are discussed in Section VI.
BACKGROUND
The amount of radiation dosage delivered to the patient is determined by many parameters of the fluoroscopy system, each affecting image quality in a different manner. Therefore, one can not arbitrarily reduce this dosage without an understanding of the interplay between these parameters. Furthermore, in order to develop an accurate noise model, it is intuitive that a knowledge of the underlying physical interactions will prove beneficial.
A. The Digital Fluoroscopy System
Fluoroscopy allows for the display of x-ray images in real time rather than their being recorded on film. This scheme offers great advantages in general cardiovascular examinations where structures such as the heart are to be visualized or tools such as catheters are to be manipulated. A typical digital fluoroscopy (DF) system's front end for use in clinical angiography studies is shown in Fig. 1 .
Each of the stages in this system contributes to the formation of the image, and many researchers have sought to characterize their individual properties as these relate to the performance of the entire system (see, for example, [5] ). However, the most direct method of reducing the dosage lies in the manipulation of parameters in the x-ray generator-i.e., the tube current, tube potential, pulse width, and filtration-as it is these elements that occur in the imaging chain before the patient.
B. Previous Work in Dosage Reduction
In an invasive procedure, a catheter is inserted into the vessels and is guided to the region of interest. Injection of the iodinated contrast material results in good vessel visualization without the use of subtraction techniques because a large amount of the dye is present at the point of entry. A digital angiographic sequence allows for the observation of this dye as it moves through the vessels. Qpically, this sequence is acquired at rates of 30 frames per second for several seconds. This results in a total of 100 to 200 frames obtained under the same exposure levels (about 25 pR at the input of the image intensifier) integrating to a cumulative exposure of 3.8 mR to the image intensifier for 150 frames [6] , where the unit for exposure is in roentgens (R).
Intuitively, this dosage can be lowered by acquiring the frames at either a lower frame rate or a variable exposure level. Some investigators implemented this first approach by subsampling a 30-Hz phantom fluoroscopic procedure at 10 to 50 percent of the original frame rate (see, for example, [7] ), which may result in some objectionable motion jerkiness. Interpolation techniques are often used to regain some of the apparent smoothness in motion offered by higher frame rate fluoroscopy while still maintaining the advantages of lower exposures [8] .
For cineangiography where heart wall motion can fluctuate between very rapid and very slow movements during a cardiac cycle, the second approach of changing the x-ray intensity on a per-frame basis may be more flexible. A group also investigated this approach by varying the intensity between two extreme levels (0.5 and 10 mAs), allowing high x-ray intensities for periods of maximum and minimum opacification of the vessel and low x-ray intensities for periods in between [9].
Enzmann et al. [lo] proposed low-dose, high-frame-rate versus regular dose, low-frame-rate subtraction angiography at the same x-ray tube voltage. However, their work was with dosages in the vicinity of 200pR (i.e., generator parameters of 75-90 kV and 300 mA at 4 7 frames per second), which is considerably higher than the range of exposures considered in this work.
The goal is to pursue this idea of continuous variability of x-ray dosage levels from frame to frame. By increasing the exposure during relevant frames and similarly by decreasing it during less relevant frames, it is possible to effectively administer x-ray dosage levels satisfactory to both the patient's risk and image quality. Relevant frames refers to those frames where there is considerable motion, nonlinear motion, or occlusions that the motion estimation algorithm cannot handle. or considerable noise that is not created as a direct result of the exposure level (e.g., camera noise which may arise from a sudden saturation). During the less relevant frames. various filtering techniques may be employed to enhance. mottle-corrupted images that would naturally arise with a dosage reduction. Among these techniques is the temporal filter which incorporates useful information by exploiting temporal redundancies. In the next section, past work on multiple image restoration is briefly reviewed, as it relates to the current problem.
C. Previous Work in Multiple Image Restoration
Numerous approaches have been developed for the restoration and enhancement of single images where only information from the spatial or spatial frequency domain is utilized. (For a recent review of image restoration algorithms, see Chapter 1 in [l 11). Less attention has been devoted to the filtering of multiple images where information from the cross-correlations between these images can be utilized. The latter class of problems is presented here in deference to the fluoroscopy situation.
Ghiglia [12] first addressed the problem of multiple image restoration by considering K independently blurred images of a common object. He implemented a constrained leastsquares filter in the frequency domain similar in form to the Wiener filter by simultaneously minimizing the ln-norms 11 g; -H f i (I2 of each degraded image, gi. Katsaggelos [13] also investigated this problem using a set-theoretic approach. He improved on Ghiglia's solution by appropriately weighting the various observations and also introducing spatially adaptive algorithms. However, no specific cross-channel information was utilized in the above works. Hunt and Kubler [14] treat the restoration of color images as a multi-channel image restoration problem. Using the minimum MSE criterion, they derived a multi-channel filter based on the assumption that the multispectral components can be separated through a Karhunen-Loeve transform. After this decorrelation, the images are filtered individually with a single frame Wiener filter. Galatsanos and Chin [ 151 also tackled the multi-channel image restoration problem directly by taking into consideration cross-channel correlations without using the separability assumption. [19] . In Section IV, this problem of image sequence filtering is addressed again. But, first, the noise model that is used in the formulation of the temporal filter is presented.
NOISE MODELING
The motivation for the development of a noise model lies in an ultimate attempt to lower the x-ray dose to a patient during a clinical examination. It cannot be emphasized enough that good restoration and enhancement of images lies in the ability to develop accurate stochastic models for the mathematical description of image data and image noise when some knowledge of the underlying physical processes is available. The purpose of this section is to derive a noise model for the image sequence problem at hand, relating the observed image intensity to the photon count at the image intensifier in a DF system. Several researchers have independently derived similar quantum-limited models for the single frame case [20] -1231. Note that with these types of noise models, the noise may change over different areas of the image depending on the intensity at that particular location. This is intuitive and consistent with the characteristics of quantum-limited and/or signal-dependent noise. The noise model presented in this paper takes into consideration the signal dependency along the temporal direction as well, thus providing a means to model quantum-limited noise not only in still images but also in image sequences. Essentially, all of these models employ a single proportionality factor to relate the observed image intensity to the photon count. This factor allows for the generation of various levels of Poisson noise in a simulation.
In this paper, the proportionality factor has a physical meaning; it represents the degree of reduction in dosage. Though there are many factors in the imaging chain that affect the overall image quality, the dominant noise associated with a reduction in dosage is quantum mottle. Giger et al.
[5] have shown that the noise power attributed to quantum mottle may be as much as 10 times the amount of electronic noise power at lower spatial frequencies in the low-dose scenario. Consequently, only this noise is treated in this paper. The rest of this section is organized as follows.
First, quantum mottle in image sequences is statistically described as an artifact arising from a limited number of photons available for imaging. These photons constitute a doubly stochastic Poisson point process with a spatially and temporally varying intensity function reflecting the dynamic behavior in image sequences. Next, the noise model often used for spatial filtering is shown to be obtainable by letting the intensity function be temporally invariant. An equivalent additive noise model, more useful for minimum mean square error (MMSE) filtering, is also discussed. Finally, the intensity function is allowed to vary with time and a noise model for motion compensated and non-motion compensated image sequences is derived. The model in this last section will be useful when deriving the temporal filter in Section IV.
A. Mathematical Description of Quantum Mottle
The development of a noise model has to take into consideration its tractability when deriving a filter based on that noise model. To this end, Schulz and Snyder [24] formulate a restoration technique for the recovery of randomly moving objects from quantum-limited data by assuming that the space and time evolution of Poisson data is available. In other words, the demarcation of each photoevent in the image plane is possible due to the presence of, for example, an array of infinitesimally small photodetectors covering the entire image plane of interest. The dynamic behavior of each photon is then describable, and recursive estimators can be formulated that treat each photon arrival as a new observation [25] . In contrast to this type of data, the fluoroscopy system studied in this paper cannot localize the occurrence of each photoevent. Instead, image sequences are acquired based on the number of observed photon counts on the surface of the image intensifier (11) at each sampling time. If the sampling interval is infinitesimally small, the data generated by the fluoroscopy system can be seen to approach the type of data Schulz and Snyder encountered.
The above discussion is useful since it serves as a precursor to the model that follows. Similar to the above model, the passage of photons out of the patient under a fluoroscopy system can be described by a doubly stochastic Poisson point process [25] , as shown in Fig. 1 . In other words, this stream of photons is characterized as an inhomogeneous Poisson process with a spatially and temporally varying intensity function, A(r, t, f(r, t)), where f(r, t) is a random informational process influencing the intensity function. Specifically, the counting process at the photodetector array is Poisson-distributed with parameter [25] A(r, t , f(r, t ) ) drdt.
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where A is the image plane of interest and r = [ q l T is a vector describing the spatial location. The informational process is assumed to be equal to the intensity function in this paper, A(r, t , f(r, 4) = f(r, t ) and is unknown but has been modeled as a multivariate Gaussian with a nonstationary mean and stationary variance as in [22] ; as a multivariate Gaussian with a nonstationary mean and nonstationary variance as in [26] ; or as a coupled GaussMarkov process where the nonstationarities are taken into consideration using a set of clique functions as in [27] . In this work, we assume that f(r, t) is modeled with a nonstationary mean and nonstationary variance (NMNV).
B. Model Formulation
Temporally invariant intensity function Consider first the temporally invariant intensity function, A(-, t, f(., t ) ) = f(.) %f f . This corresponds to the situation similar to that encountered in spatial filtering where no utilization is made of any temporal redundancies that may exist in the sequence. The observed counting process, N, at the I1 input is characterized by the pdf p(NJf). For the low dosage scenario, which is the focus of our work, the number of photon counts in each pixel becomes statistically independent, i.e.,
where the conditional density function of N(r) is Poissondistributed for a given realization of f(r). The conditional density of the number of photons at each pixel is thus given by where the constant, A, is a proportionality factor relating the displayed image intensity to the assumed number of photon counts present as shown in Fig. 2 [22] . It can be shown that the conditional mean and variance are equal and given by [28] E{N(r)lf(r)l = +f(r) = M r ) .
The displayed image intensity, g(r), where g(r) = alV(r) and An equivalent and more useful model for MMSE filtering is to express the noise as an additive signal-dependent term [26] , [27] ; that is, where the mean and variance of the noise, n,(r), is given by and
It can be shown that the additive noise model in (2) leads to an equivalent integral equation for the solution of the optimum linear estimate as that obtained if the conditional pdf in (1) was used instead, thus justifying the formulation of such a model [25] .
Temporally variant intensity function The previous section formulates the noise modeling work that was previously done for single frames by letting the intensity function of the counting process become temporally invariant. In this section, we consider models for two kinds of image sequences-motioncompensated and non-motion-compensated. Filters developed for both types of sequences use temporal redundancies between frames as additional information. The noise model derived here on which these filters are based is an equivalent additive model for the multiframe case.
To begin, suppose now that the intensity function is allowed to vary at the times to, tl,. . . , t K , such that A(., t l , f(., t o ) ) = f(., to) %f fi A(., t2,f(., t i ) ) = f(*, ti) %f f2
and conditional variance for the first two frames. Conditioned on these informational processes, the counting processes observed at each sampling time by the fluoroscopy system are conditional Poisson pro- Using these models, we will derive the temporal filter for image sequences corrupted by signal-dependent noise and show that the multichannel filter reduces to the multipleinput filter when applied to motion-compensated frames. where Nl(r) and N2(r) represent the number of photon counts at pixel location r during the interval [to,tl) and [ t l , t~) respectively. Using the equivalent additive noise model introduced in the previous section, we may alternatively rewrite (4) and ( 5 ) as a pair of observation equations as follows:
In this section, a 3-D linear MMSE (LMMSE) estimator is derived for the temporal filtering of image sequences corrupted by quantum-limited noise, using the noise model developed in the previous section. Although an estimator that is derived based on maximizing some task-dependent signalto-noise ratio (SNR) may be more appropriate than a MMSE estimator for additive Gaussian noise and fa is not known, and b) the multiple input case, where the relationship between fl and f2 is known and describable by a vector field, d.
Case a): Multichannel filter.
For this case, a relationship between frame 1 and frame 2 is unavailable or not obtainable. In other words, the set of observations are not motion-compensated. Therefore, (6) describes the set of observation equations necessary for the estimation of the set of original intensities, f1 and f2. Based on (6), a temporal filter seeks to find the optimal estimate (in the mean square sense) by maximizing the conditional density visualizing a guide wire in this application, or the detection of small, low-contrast features within the blood vessel, and needs to be addressed for the quantum-limited noise case as well. A characterization of the system in use is, however, necessary for such measures, including the system's modulation transfer function (MTF) andor its noise equivalent quanta (NEQ), as a function of frequency.
Noise reduction may also be accomplished by individually filtering each frame independently of all other frames in the sequence, but this method does not take advantage of temporal correlations between frames-a factor that can significantly enhance filter performance as will be shown experimentally.
This section is organized as follows: First, the general Kframe case is derived for an arbitrary number of image frames, both for the multichannel and the multiple-input case. It is shown that the multichannel case reduces to the multipleinput case when the filter is applied to a motion-compensated g y ( f 1 , fa Ig1, g2).
The extension to K frames is clear and is not presented
here, since the filter in the next section deals with the K-frame case more thoroughly.
In this case, it is assumed that the change from frame 1 to frame 2 can be expressed solely by the displacement vector field (DVF), d, which maps points in one frame to the corresponding displaced location in the next and subsequent frames via a set of displacement vectors.
Assuming that this DVF is available, let f (r) !2f f 2 (r) = f1 (r -d(r)) correspond to the case of linear motion with no occlusions present. This corresponds to displacing the pixels in frame 1 to their new location in frame 2 via the DVF, d. Then (6) may be rewritten as Case b): Multiple-input filter.
Sl(r -d(r)) = f(r) + m ( r -d(r))
92(r) = f(r) + %?(r).
Based on this set of equations, a temporal filter seeks to find the optimal estimate by maximizing the conditional set of frames. Next, the single-frame case, corresponding to a temporally invariant intensity function, is shown to be a trivial extension of the multichannel filter and is identical to an expression derived by Kuan et al. in [26] . Following this, the special and important case of the 2-frame estimator is considered to demonstrate the properties of the filter. Finally, some considerations of displacement field estimation as treated in this paper is addressed.
A. 3-0 LLMMSE filter
The proposed 3-D LMMSE filter is derived in this section for the multichannel and the multiple-input cases. For the first case, K observations of K original frames are available.
Consequently, the temporal filter finds the optimal estimate of the original set of K images. The latter situation is equivalent to the case of no interframe motion, assuming that perfect registration is possible. For this scenario, a set of registered and corrupted observations of a single original image is available, and a temporal filter recovers this original image from the degraded data. 
where 1 is a vector of K M 2 l's, M 2 is the number of pixels in the image, and the I'i's are matrices of dimensions K M 2 by M 2 containing the unknown coefficients to be determined.
ro is a matrix containing the local means of the estimator.
The optimal estimate is well known and is given by the multichannel LMMSE filter [ 141
(10)
where Cfg is the cross-covariance matrix and Cgg is the covariance matrix. Expanding the terms, the o p t i d filter estimate becomes
where all the submatrices are diagonal, thus making C f g and C,, -block diagonal matrices. In ( l l ) , the inversion of Cgg, of dimensions K M 2 by
K M 2 (where M 2 256 for moderate size images), is required.
However, because the matrix has a block diagonal form due to the NMNV assumption of no correlation between pixels, it is, in fact, a straightforward task to perform the inversion. It can be shown that the inverse has the same block diagonal form and that the inversion can be calculated recursively [151.
Alternatively, the inversion of this K M 2 by K M 2 block diagonal matrix can be decomposed into M 2 inversions of K by K matrices. Such a general framework for multichannel image processing was discussed at some length in [30] - [32] .
The filter es@mate as presented in (11) can be simplified significantly using the Poisson noise model statistics developed for Case (a) in Section 111-B, under Temporally variant intensity function. Because of the physical nature of Poisson noise, the number of photon counts at each detector is statistically independent. This property allows for a local treatment of the noise at each pixel independently of the other pixels. Specifically, the global LMMSE filter is composed of K M 2 locally LMMSE (LLMMSE) filters. This can also be seen from the treatment of the original image as a mixture of Gaussians with nonstationary means and nonstationary variances. Consequently, all of the diagonal cross-covariance matrices in (11) can be expressed as where each element on the diagonal is found using local statistics computed over a 2-D uniform moving average support window, W, of size SW due to the locally linear assumption of the estimator:
In addition, the cross-covariance matrices, Cf,,, can be rewritten for i = j as and for i # j as
The covariance matrix, Cfi, in (13) is given by where the individual local means and variances are approximated using local statistics:
A(.) = si(.)
This last step is obtained using knowledge of the signaldependent noise statistics from (3).
Substituting (12), (13), (14), and (15) into (ll), the LLMMSE filter for the multichannel case becomes
In the next section, we show how the multichannel filter reduces to the multiple-input filter when it is applied to a motion-compensated set of frames.
Multiple-input case When a motion-compensation stage is used to estimate the DVF prior to temporal filtering, it is only necessary to seek the optimal estimate of a single original image, since the DVF effectively maps the relationship between individual frames in the sequence. For this case, local statistics around the working pixel will be seen to be more robust since now each frame is treated as a sample of a stochastic process and a greater number of frames will improve the sample average of the statistics. There is, of course, a limit imposed by the accuracy of the estimated motion vectors when the number of frames increases arbitrarily.
Consider, again, the lexicographical representation of the set of observation equations in (8). Because we now have multiple observations of a single original image, f, the f vector becomes K identically stacked versions of f, and the estimate of the original image can be simplified to L the optimal filter estimate becomes J The similarity between this filter and the multichannel filter is evident when f1, fz, . . . , fK-1 are all related to f K through the DVF. In this instance, solution for all the channels of the multichannel filter is identical to the solution for a single channel. The reason for renaming the multichannel filter to the multiple-input filter is that the estimation of local statistics can be obtained differently for the latter case, in a more robust fashion.
This filter estimate can be simplified again, in a manner similar to that in the previous section, by employing the noise statistics derived for Case (b) in Section 111-B, under Temporally variant intensity function. However, the treatment of the observations as degraded samples of a stochastic process will lead to more robust estimates of local statistics. For the multiple-input case, the diagonal covariance matrices can be expressed as Cgigi = ('11 (18) where The cross-covariance matrices, Cgigj, are found by using the fact that
Similarly, the cross-covariance matrices, Cfgi can be rewritten as
The covariance matrix Cf in (19) and (20) is given by
where I is an M 2 by M 2 identity matrix and the local mean and variance of f(r) are approximated again using local statistics:
B.
CHAN et al.: IMAGE SEQUENCE FILTERING
Substituting (18), (19), (20) , and (21) into (17), the It is interesting to note that when K = 1, the filter in (22) is similar to the spatial filter for single images developed by
Kuan e? al. in [26] . Specifically, performing M 2 inversions of each K by K matrix leads to M 2 expressions, one for each pixel, for the estimate of the original image:
which is identical to (17) in Kuan's paper. To see the properties of the temporal filter, it is useful to consider the case of 2 frames. For example, when K = 2, the filter in (22) simplifies to (23) where the optimal coefficients p1 (r) and p2 (r) are determined by performing M 2 inversions of 2x2 matrices, thus leading to
In accordance with the discussion in Section 11-B, this filter is more versatile to the low-dose fluoroscopy situation where the noise may change levels from frame to frame than a technique that reduces dosage through frame-interpolation algorithms. Some insight into the filter's performance may be gained upon closer examination of (23) . For example, if frame 1 is much noiser than frame 2 (i.e., p 2 >> PI), then the second observation is weighted more in the filter. Likewise, if frame 2 is noisier than frame 1 (i.e., >> @2), then frame 1 is weighted more than frame 2. Finally, if both frames 1 and 2 are very noisy (i.e., 01 + pz << I), then the mean of f(r) becomes a better estimate.
In the development of the temporal filter, it is noted that although an arbitrary number of frames may be used as input, rarely will more than 3 frames ever be used. This is limited primarily by the accuracy of the motion estimation stage since scene changes and/or occlusions will inevitably be encountered after a significant number of frames in any sequence. In this paper, an interleaved approach is used to recover each frame whereby the filter operates on no more than 3 frames at a time and moves on to the next temporal location upon completion. A more efficient approach may be to recursively estimate subsequent frames utilizing new information in an intuitive manner.
B. Motion Estimation Considerations
In the development of the noise model in Section 111-B and the 3-D LLMMSE filter in Section IV-D both for Case (b), it was assumed that the displacement vector field (DVF) is available for the registration of the individual frames before the filter was applied to those frames. In general, the registration of images in noise through motion compensation is a difficult problem. Consequently, in order for image sequence filtering to be optimal, the two tasks of displacement field estimation and image enhancement should be treated simultaneously. The method presented below is a decoupled approach where the two quantities are obtained separately. In this respect, the method is suboptimal. However, separability enables a simpler, yet more insightful, formulation of the filtering problem, while still yielding improved estimates over spatial filtering alone.
Perfect registration of two frames, f1 and f2, undergoing purely translational motion implies that ffZ(r) = fl(r -d(r)), where d is the spatially and temporally varying DVF. The commonly made assumptions of constant brightness and no occlusions of moving objects are made here. Image registration is often utilized in digital subtraction angiography to correct for patient motion and shifts experienced by the object between frames [33] , [34] . In practice, fi and fz are not available for motion compensation. Therefore, the degraded observations, gl and gz, must be used to obtain the motion vector estimates. Such an implementation is shown in Fig. 3 . Katsaggelos et al. [4] have shown that with noise above a certain level, registration errors become so large that it is necessary to spatially filter each frame separately before motion estimation can be performed. This is also true for the clinical fluoroscopic image sequences here. This optional step is also shown in Fig. 3 .
It is important to note that displacement estimates obtained with this spatial filtering preprocessing stage are applied to the degraded frames, and not the spatially filtered frames, since the temporal filter processes the degraded frames. The latter procedure of applying the temporal filter to two spatially filtered frames may result in the oversmoothing of the image causing edges to become blurred. This "iterative" filtering (so named because of applying filtering to the degraded images and then to the newly filtered image again) was implemented def with Kuan's spatial filter in [35] . It entails updating the noise covariance matrix in the original formulation to reflect the presence of new noise levels after spatial filtering once. While we do not address this approach in this paper, we have, however, previously applied a temporal version of this "iterative" filter to angiographic image sequences in [36] .
Next, we must describe the method for actually obtaining an estimate of the vector field, d, between gl and gz, or their spatially filtered counterparts, hl and ha. We have implemented two different approaches in this study-namely, a block-matching algorithm and a Wiener-based pel-recursive algorithm [37] , [38] with similar filtering results. Blockmatching algorithms constitute shifting image subblocks between two frames to find the direction of maximum correlation. Pel (or pixel) recursive algorithms recursively computes a displacement vector for each pixel using gradient-based minimization [8] . Generally, block-matching algorithms are more robust to large displacements in the sequence, although the DVF has noticeably more blocking artifacts. However, this problem can be compensated for by choosing overlapping blocks and interpolating the vectors away from the center of the block. Because the fluoroscopic sequence used in the simulations may contain displacements of as much as 10 pixels between two consecutive frames, the block-matching algorithm described above was used to obtain the DVF. For even-larger displacements, a bigger search space may be used in the block-matching algorithm. Alternatively, the radiation dosage may be raised at this point in anticipation of the jump in motion, removing the need for the spatio-temporal filter. Some U priori information must be utilized regarding the structure being imaged to determine whether the displacement is beyond the capabilities of the motion-estimation algorithm. In the next section, we will show the performance of the 3-D LLMMSE filter on clinical image sequences corrupted with simulated quantum mottle.
V. EXPERIMENTAL RESULTS
In this section, the multiple-input filter, as given by (22) , is experimentally compared on a segment of a clinical image sequence simulated with various levels of Poisson-distributed noise, typical of quantum-limited images when the dosage is significantly reduced. Some indication of the amount of motion present in the sequence is shown in Fig. 4 . Here, the mean square frame difference (MSFD) of the original intensities between frames IC and IC -1 of dimensions M 2 is given by In this sequence, periods of both low and heavy motion, as reflected by the MSFD figure, are shown in Fig. 4 . Two different sets of experiments were conducted. In the first set, the performance of the filter is evaluated over the entire sequence with the same dosage. In accordance with the discussion in Section 11-B, the second set of experiments simulate the effects of varying X over the sequence by letting the dosage decrease over the less relevant frames (i.e., frames with little motion), and letting the dosage increase over more relevant frames (i.e., frames with more motion, nonlinear motion, or sudden scene changes). The performance of the filter is measured by the improvement in the signal-to-noise ratio in dB per frame:
In addition, this filter is compared, using the same measure, to a motion-compensating recursive temporal filter developed for moving heart sequences with Gaussian noise [ 161. Motion estimation is done using the same block-matching algorithm discussed in the previous section, with spatial prefiltering done using a 2-D Kak filter [39] , which is also optimized for Gaussian noise as well. Table I compares the average improvement in SNR, & N R , for the temporal filters versus Kuan's spatial filter averaged over 20 different frames of the same fluoroscopic sequence at the same dosage. Note that, in general, the multiple-input filters increase in performance with increasing noise (i.e., decreasing values of A), since there is room for greater improvement in the noisier images. In addition, it can be seen that applying a filter optimized for additive white Gaussian noise to a sequence known to have Poisson noise clearly shows the validity of the proposed filter. For example, both the 2-D Kak filter and the recursive temporal filter fail to improve the final mean square error of the restored image above that obtained using Kuan's spatial filter. In addition, the 2-D Kak filter's performance degrades significantly in severely quantum-limited conditions (A = 0.25).
Figures 5-8 show the performance of each filter on a perframe basis at two levels of noise for two window sizes used to compute the local statistics. Note also that the threeframe temporal filter outperforms the two-frame temporal filter and the spatial filter in areas of the sequence with low to moderate motion, but suffers somewhat when reconstructing those frames with considerable motion. This may be attributed to the fact that the motion is not necessarily linear across three frames. During the latter frames of the sequence, the performance of the motion-compensated filters become particularly sensitive to the fluctuations from frame to frame. Table I demonstrates precisely the tradeoff of increasing the temporal support at the expense of decreasing the size of the analysis window. The advantages of decreasing the size of the spatial analysis window includes a reduction in the computational intensity as well as reducing the chances of smoothing out object boundaries. A similar increase in the temporal support does not significantly increase the computational burden since the size of the matrices to be inverted only increases slightly. Filtering performance, however, becomes more dependent on the ability to obtain accurate motion vectors. on the degree of apparent motion present between each pair of frames, as indicated by Fig. 4 . In practice, it would be necessary to predict this degree of motion based on an understanding of the movement of anatomical structures so that the dose can be adjusted accordingly. Figure 10 shows the performance of the filter when the dosage is varied in the manner dictated by Fig. 9 . It can be seen that the filter retains the ability to process inputs with varying levels of noise and still provide reliable improvement. Figures 11-14 show several processed clinical frames of the image sequence, for X = 0.75. It can be seen that the temporal filter does a better job in terms of filtering out the quantummottle evident in the degraded images over spatial filtering.
This supports the numbers obtained from the 1 s~~ criterion. Figure 9 reflects the range of exposures used for the second set of experiments. The dosages, or A, were chosen based In this paper, we have addressed the issue of filtering and restoration of image sequences corrupted with signal- dependent noise typical of that found in low-dose fluoroscopy. Our approach is based on linearizing the observation model similar to Kuan's prior work. Next, we address the problem of temporal filtering where time-dependent correlations of image sequences are taken into account. It was found that when this temporal filter is applied to clinical fluoroscopic image sequences, SNR improvements as high as 5 decibels above that of Kuan's spatial filter can be expected during periods of low to moderate motion. Furthermore, it was shown that in applying a motion-compensating recursive temporal filter, optimized for Gaussian noise, to a sequence known to have Poisson noise, the validity of modeling quantum mottle in image sequences is justified.
VI. SUMMARY AND CONCLUSIONS
Current research focuses on the difficult problem of treating displacement field estimation in the presence of signaldependent noise [40]. As an extension, the image sequence restoration problem can be viewed as a coupled problem. In this manner, the problems of displacement estimation in the presence of signal-dependent noise and the restoration of unregistered frames is treated simultaneously. Such an implementation was done in [41] for a videoconferencing application corrupted with Gaussian noise. It is anticipated that in accounting for the presence of Poisson noise, such a coupled approach can provide for better results in filtering out quantum mottle in clinical image sequences.
