The Hamiltonian of the quantum Calogero-Sutherland model of N identical particles on the circle with 1/r 2 interactions has eigenfunctions consisting of Jack polynomials times the base state. By use of the generalized Jack polynomials taking values in modules of the symmetric group and the matrix solution of a system of linear differential equations one constructs novel eigenfunctions of the Hamiltonian. Like the usual wavefunctions each eigenfunction determines a symmetric probability density on the N -torus. The construction applies to any irreducible representation of the symmetric group. The methods depend on the theory of generalized Jack polynomials due to Griffeth, and the Yang-Baxter graph approach of Luque and the author.
Introduction
The quantum Calogero-Sutherland model for N identical particles with 1/r 2 interactions on the unit circle has the Hamiltonian
where x j = e iθ j and −π < θ j ≤ π for 1 ≤ j ≤ N . The time-independent Schrödinger equation Hψ = Eψ has solutions expressible as the product of the base-state
with a Jack polynomial (Lapointe and Vinet [8] , Awata [1] ). The base-state is a solution of the first-order linear differential system
and Hψ 0 = 1 12 κ 2 N N 2 − 1 ψ 0 . The theory of Jack polynomials has been generalized to polynomials taking values in modules of the symmetric group (Griffeth [6] ). In this paper the Hamiltonian H will be interpreted in that context. The base state ψ 0 is replaced by a matrix function satisfying an analogous differential system and the generalized wavefunctions are vectorvalued. Nevertheless for an interval of parameter values depending on the module the wavefunctions do give rise to symmetric probability density functions on the torus. The interval is symmetric about κ = 0 hence this is qualitatively different from the usual scalar case where κ is unbounded above.
Section 2 is a brief overview of representation theory for the symmetric groups, and the commutative set of operators on polynomials of which the nonsymmetric Jack polynomials are simultaneous eigenfunctions. Section 3 concerns the first-order linear differential system defining the basic matrix function needed to map the polynomials to eigenfunctions of the Hamiltonian modified with twisted exchange operators. In Section 4 there is a description of the Hermitian form related to integration of vector-valued polynomials on the torus, and the Yang-Baxter graph technique for constructing the nonsymmetric Jack polynomials. Section 5 presents the adaptation of the method of Baker and Forrester [2] to form symmetric Jack polynomials from the nonsymmetric polynomials; the analysis involves tableaux with certain properties. Also this section contains the formulae for the squared norms of the Jack polynomials. Then Section 6 uses the vector-valued Jack polynomials and the matrix function from Section 3 to construct vectorvalued eigenfunctions of the Hamiltonian H and the associated probability density. Also the Jack polynomial of minimal degree is described, and finally there is a brief description of the matrix function in the case of the two-dimensional representation of S 4 .
The generalized Jack polynomials and associated operators
The symmetric group S N , the set of permutations of {1, 2, . . . , N }, acts on C N by permutation of coordinates. For α ∈ Z N the norm is |α| := N i=1 |α i | and the monomial is x α := N i=1 x α i i . Denote N 0 := {0, 1, 2, . . .}. The space of polynomials P := span C x α : α ∈ N N 0 . Elements of span C x α : α ∈ Z N are called Laurent polynomials. The action of S N is extended to polynomials by wp (x) = p (xw) where (xw) i = x w(i) (consider x as a row vector and w as a permutation matrix, [w] ij = δ i,w(j) , then xw = x [w]). This is a representation of S N , that is, w 1 (w 2 p) (x) = (w 2 p) (xw 1 ) = p (xw 1 w 2 ) = (w 1 w 2 ) p (x) for all w 1 , w 2 ∈ S N . Furthermore S N is generated by reflections in the mirrors {x : x i = x j } for 1 ≤ i < j ≤ N . These are transpositions, denoted by (i, j), interchanging x i and x j . Define the S N -action on α ∈ Z N so that (xw)
, that is (wα) i = α w −1 (i) (consider α as a column vector, then wα = [w] α). The simple reflections s i := (i, i + 1), 1 ≤ i < N , suffice to generate S N . They are the key devices for applying inductive methods, and satisfy the braid relations:
We consider the situation where the group S N acts on the range as well as on the domain of the polynomials. We use vector spaces, called S N -modules, on which S N has an irreducible unitary (orthogonal) representation: τ :
. See James and Kerber [7] for representation theory and a modern discussion of Young's methods. Denote the set of partitions N
We identify τ with a partition of N given the same label, that is τ ∈ N N,+ 0 and |τ | = N . The length of τ is ℓ (τ ) = max {i : τ i > 0}. There is a Ferrers diagram of shape τ (also given the same label), with boxes at points (i, j) with 1 ≤ i ≤ ℓ (τ ) and 1 ≤ j ≤ τ i . A tableau of shape τ is a filling of the boxes with numbers, and a reverse standard Young tableau (RSYT) is a filling with the numbers {1, 2, . . . , N } so that the entries decrease in each row and each column. We require dim V τ ≥ 2, thus excluding the one-dimensional representations corresponding to one-row (N ) or one-column (1, 1, . . . , 1) partitions (the trivial and determinant representations, respectively). The hook-length of the node (i, j) ∈ τ is
and h τ is the maximum hook-length of τ . Denote the set of RSYT's of shape τ by Y (τ ) and let V τ = span C {T : T ∈ Y (τ )} with orthogonal basis Y (τ ).
The formulae for the action of s i on Y (τ ) are described in Proposition 1 below. The hook-length formula is #Y (τ ) = N !/
c (i, T ) (this sum depends only on τ ) and γ := S 1 (τ ) /N . The S N -invariant inner product on V τ is defined by 
The generalized Jack polynomials are elements of P τ = P ⊗V τ , the space of V τ -valued polynomials, which is equipped with the S N action:
−1 p (x) for all w ∈ S N . . The following describes the transformation rules for τ (s i ) acting on Y (τ ) and on symmetric polynomials.
Proposition 1 Suppose p ∈ P τ is symmetric, 1 ≤ i < N , and T ∈ Y (τ ).
The first case is when rw (i, T ) = rw (i + 1, T ) and τ (s i ) T = T ; the second case is when cm (i, T ) = cm (i + 1, T ) and
Replace x by xs i and conclude that
The polynomials p T can be derived from p T 0 where T 0 is the root RSYT (with N, N − 1, . . . entered column by column), but determining which polynomials can serve as p T 0 is nontrivial in general.
There is a parameter κ ∈ R (in general, κ could be transcendental).
Definition 2 The Dunkl and Cherednik
The commutation relations analogous to the scalar case hold:
The commutation properties for the U i and s j are derived as follows: From the commutation
commutes with each w ∈ S N , as an operator on P τ .
Proof. It suffices to prove the commutativity for each s i with 1 ≤ i < N and each elementary symmetric polynomial in {U i }, that is, for
(1 + tU j ). By the above formulae it suffices to show s i commutes with (1
The nonsymmetric (vector-valued) Jack polynomials (NSJP) are defined to be simultaneous eigenfunctions of the commuting set {U i : 1 ≤ i ≤ N }. The symmetric vector-valued Jack polynomials are simultaneous eigenfunctions of the symmetric polynomials in {U i }. If p is a NSJP then the sum w∈S N wp is either a scalar multiple of a symmetric Jack polynomial or zero.
The details are presented in Section 5.
3 The matrix analogue of the base state This is a summary of the pertinent results from [4] . Vectors and matrices throughout are of size n τ and n τ × n τ and are expressed with respect to the orthonormal basis T, T
The effect of the term
{x : Thus C 0 is the set consisting of e iθ 1 , . . . , e iθ N with
has a well-defined analytic continuation to all of C 0 starting from x 0 . Let w 0 := (1, 2, 3, . . . N ) = (12) (23) · · · (N − 1, N ), an N -cycle, and let w 0 denote the cyclic group generated by w 0 . There are two components of T N reg which are set-wise invariant under w 0 namely C 0 and the reverse {θ N < θ N −1 < . . . < θ 1 < θ N + 2π}. Indeed w 0 is the stabilizer of C 0 as a subgroup of S N . A list of properties of L (x) (from [4] ):
for all x ∈ C 0 and m ∈ Z;
For w ∈ S N and for x ∈ T N reg define w x ∈ S N such that xw −1 x ∈ C 0 and w x (1) = 1; then w x is uniquely defined and is constant on connected components. Then define L (x) on the other connected components of
In order to derive a formula for the relation of
we need a twist: for w ∈ S N and for x ∈ T N reg define
Henceforth the assumption L (x 0 ) = I is relaxed to L (x 0 ) commuting with τ (w 0 ) and being nonsingular (so
holds for x ∈ C 0 ). Then M (w, x) and L (x) have the following properties (x ∈ T N reg ):
With the goal of analyzing vector functions of the form
Proof. Using formula (7) 
This is crucial in the sequel where the operator
is related to the Hamiltonian H.
Proof. Write the differential system as
We will use an elementary double sum formula: suppose g (i, j) is a function defined on all pairs (i, j) with
(10)
The double sum is of the form (10) and for i < j one obtains g (i, j)+g (j, i) =
and together with γ = S 1 (τ ) /N completes the proof. to get the stated formula.
Proof. In the square of formula (9) group the terms as
and M (w, x) is locally constant in x. Next consider
More detailed analysis of the terms in line (14) shows that there are four different coefficients of
depending on the numerical order of i, j, k:
The next step is to sum over 1 ≤ i ≤ N . Lines (12,13) sum to zero by using Formula (10). We show that all the terms in line (14) sum to zero. This is a sum over all cycles of order 3. Any 3-cycle is of the form (a, b, c) with 1 ≤ a < b < c ≤ N or 1 ≤ a < c < b ≤ N . Each 3-cycle appears three times in the sum since
If a < b < c then by the above formulae the coefficient of
Each pair {i, j} appears twice in the sum of the terms in (11). We have proven the following:
. 
Hermitian forms and nonsymmetric Jack polynomials
The results in this section come from [4] , [5] , [6] . To obtain square-integrable and mutually orthogonal wavefunctions we start with a Hermitian form ·, · T for P τ with the properties (f, g ∈ P τ ; 1
The properties define the form uniquely and imply U i f, g T = f, U i g T and thus the orthogonality of the NSJP's (Theorem 13 below). The form is not defined for all κ and need not be positive-definite. The key results from [4] (recall the maximum hook-length h τ from (1)) are:
is the solution of (5) satisfying L 0 (x 0 ) = I and extended to T N reg by (6) then there exists a unique positive-definite matrix B such that Bτ (w 0 ) = τ (w 0 ) B and
Each f ∈ P τ has the expansion T ∈Y(τ ) T, T −1/2 f T (x) ⊗ T with f T ∈ P and f (x) is considered as a column vector [f T ] T ∈Y(τ ) in the integral formula. It is implicit in the theorem that L 0 (x) * BL 0 (x) is integrable, and B depends on κ. Henceforth we use p 2 := p, p T (which need not be positive for κ outside the above interval).
There is a unique positive-definite matrix C such that C 2 = B; as a consequence C commutes with τ (w 0 ) (because there is real polynomial r (t) such that r (B) = C). We apply the results of the previous section to
and the integral formula becomes
Here is an outline of the structure and properties of NSJP's: The operators U i have a triangularity property with respect to a partial order on N N 0 . For α ∈ N N 0 let α + denote the nonincreasing rearrangement of α so that α + is a partition.
Definition 11
The NSJP's are labeled by pairs (α, T ) ∈ N N 0 × Y (τ ) but the leading term involves a twist.
Definition 12 For α ∈ N N 0 the rank function on {1, . . . , N } is given by
then r α ∈ S N and r α α = α + the nonincreasing rearrangement of α.
For example if α = (1, 2, 1, 4) then r α = [3, 2, 4, 1] and r α α = α + = (4, 2, 1, 1) (recall wα i = α w −1 (i) ).
Theorem 13 For (α, T ) ∈ N N 0 × Y (τ ) and for all κ except for a discrete subset of Q there is a unique simultaneous eigenfunction ζ α,T ∈ P τ of {U i }, homogeneous of degree |α|, such that
The ζ α,T are called nonsymmetric Jack polynomials. The condition on κ for existence is satisfied if each pair (α, T ) is determined by its spectral vector
There is an algorithmic approach to the construction based on the Yang-Baxter (directed) graph. The edges involve the adjacent transpositions s i , which act by transposition on the spectral vector, and a degree-raising operation which shifts and increments the spectral vector. The nodes of the graph are of the form (α, T, ξ α,T , r α , ζ α,T ) , The other edges are called steps or jumps, both labeled by s i : the formulae for both rely on the commutation (3) and the coefficient b is determined by the condition that s i ζ α,T − bζ α,T is an eigenfunction of U i .
If
If α i = α i+1 , set j = r α (i), so that j + 1 = r α (i + 1) and s i r −1 α = r −1 α s j . Thus ξ α,T (i) = α i + 1 + κc (j, T ) and ξ α,T (i + 1) = α i + 1 + κc (j + 1, T ).
;
, that is, rw (j, T ) < rw (j + 1, T ) (and cm (j, T ) > cm (j + 1, T ); if one takes the (1, 1) cell of T as northwest then j is northeast of j + 1) then the jump s i is ("jump" suggests jumping from one tableau to another) (α, T, ξ α,T , r α , ζ α,T )
The leading term is transformed s i x α ⊗ τ r −1
The jump applies to the situation α = 0 N and provides the transformation formulae for s i acting on T ∈ Y (τ ) (that is, on 1 ⊗ T and r α (i) = i). The hypotheses on the Hermitian form (15) imply
and thus ζ α,T , ζ β,T ′ T = 0, (for permitted values of κ). The orthogonality provides an inductive process for computing ζ α,T , ζ α,T T : for the step s i with α i < α i+1 we have
) and
A similar formula holds for the jump (α i = α i+1 ). For the affine step, the hypotheses (15) imply ζ Φα,T 2 = ζ α,T 2 . Together with 1 ⊗ T, 1 ⊗ T ′ T = T, T ′ 0 this procedure leads to formulae for all ζ α,T 2 .
There is an additional factor for nonpartition indices.
.
It is important that −1/h τ < κ < 1/h τ implies ζ α,T 2 > 0 for all (α, T ) and thus ·, · T is positive-definite. Observe that the value of ζ α,T 2 depends only on the differences α i − α j . This is a consequence of the torus property x i f, x i g T = f, g T and the commutation (where 
Symmetric vector-valued polynomials
For an arbitrary (α, T ) ∈ N N 0 × Y (τ ) we can define a symmetric polynomial simply by averaging: p = 1 N ! w∈S N wζ α,T . From Proposition 3 it follows that p is an eigenfunction of N i=1 U m i for each m = 1, 2, 3, . . .. The idea of using this method to construct Jack polynomials from the scalar nonsymmetric Jack polynomials is due to Baker and Forrester [2] ; the usual Jack parameter is α = 1/κ. It is possible that for some (α, T ) the sum p = 0, and for some pairs (α, T ) and (β, T ′ ) that the sums agree up to multiplication by a constant. In this section we present the structure of Jack polynomials, the assignment of unique labels, and orthogonality properties (henceforth, unmodified "Jack" implies symmetry). Multiplication by L (x) will yield symmetric eigenfunctions of H, the vector-valued wavefunctions. The results are mostly from [5, Sec. 5.2]. The Jack polynomials correspond to certain connected components of the Yang-Baxter graph after the affine jumps are removed. From the properties of steps and jumps it follows that the spectral vectors of (α, T ) and (β, T ′ ) are permutations of each other. Set T (α, T ) = {(β, T ′ ) : ⌊β, T ′ ⌋ = ⌊α, T ⌋}, the set of nodes in the connected component.
A tableau is column-strict if the entries are increasing in each column, and nondecreasing in each row. Suppose there is a step or jump s i from (β,
The column strictness hypothesis implies that b = −1 can not occur. The relation is used in an inductive evaluation of a (β, T ′ ) once the beginning and end have been identified.
Thus a step reduces inv (α) by 1 (that is, inv (s i α) = inv (α) − 1) and a jump reduces inv (T ) by 1 (in Example 14 inv (T 0 ) = 1 and inv (T 1 ) = 0). Hence the root (α, T ) of ∈ T (α, T ) has maximum inv (α) + inv (T ) and the sink has minimum inv (α) + inv (T ). Clearly inv (α) is minimized at α + and maximized at α − , the nondecreasing rearrangement of α. In [5, Def. 5.6] it is shown that there are unique tableaux T R , T S in ∈ T (α, T ) such that (α − , T R ) is the root and (α + , T S ) is the sink (maximizes, respectively minimizes inv (β) + inv (T ′ ) for (β, T ′ ) ∈ T (α, T )). The formulae for T R and T S are (with T = ⌊α, T ⌋) .
As motivation for the formulae for a (β, T ′ ) in the sum suppose β i < β i+1 (and ε = ±1) then
,
where ζ s i β,T = s i ζ β,T − bζ β,T . We introduce two functions on Y (τ ) to deal analogously with jumps:
Definition 25 For T ∈ Y (τ ) and ε = ±1 set
. In the jump with β i = β i+1 , r β (i) = j and c (j, T ) − c (j + 1, T ) ≥ 2 (as in 17) T (j) has j and j + 1 interchanged so that c j,
From these relations it can be shown:
is symmetric and nonzero.
To proceed with the analysis we impose a normalization and then find a closed formula for the squared-norm · 2 . Replace α by λ = α + and use the sink (λ, T S ) as normalization by requiring that the coefficient of x λ v T S is 1. From the sink property and the ⊲-triangularity of the NSJP's it follows that x λ v T S appears only in ζ λ,T S in the sum p, with coefficient 1. Thus define
By orthogonality
tunately there is a formula without summation. Suppose (β, T ′ ) ∈ T (λ, T S ) and J λ,T S = c
and c can be determined by careful choice of (β, T ′ ). Consider the stabilizer group G λ,T S of ζ λ,T S (w ∈ G λ,T S implies wζ λ,T S = ζ λ,T S ). The group is generated by {s i :
T S , T S 0 (from Theorem 15). From (2) it follows that
, and N ! #G λ,T S = #T λ,T S . To summarize:
Theorem 27 Suppose (λ, T ) ∈ N N,+ 0 × Y (τ ) and ⌊λ, T ⌋ is column-strict. Define T R and T S by formulae (18) and (19) then
Suppose ⌊λ, T S ⌋ , ⌊λ ′ , T S ⌋ are unequal column-strict tableaux. By definition T (λ, T S ) ∩ T (λ ′ , T S ) = ∅ and from the mutual orthogonality of the terms in the sums (20) it follows that J λ,T S , J λ ′ ,T S T = 0.
Multiplication of J λ,T S by e m N produces the Jack polynomial J λ+m1,T S (see Definition 18); here m = −1, −2, . . .is valid and defines Jack Laurent polynomials. The expression e m N J λ,T S is made unique by the requirement λ N = 0.
We see that there is a unique symmetric polynomial p λ,T of minimum degree: the tableau ⌊λ, T ⌋ has the entry i − 1 in each box in row #i. The degree is n (τ ) = i≥1 (i − 1) τ i .
Remark 28 A weak reverse tableau of shape τ and weight n has its entries nondecreasing in each row and in each column and the sum of the entries is n. Such a tableau can be transformed to a column-strict tableau by adding i − 1 to each entry in row #i for 1 ≤ i ≤ ℓ (τ ) . The number of the weak reverse tableaux is the coefficient of z n in H τ (z) := (i,j)∈τ 1 − z h(i,j) −1 (see [9, p.379] , h (i, j) from Formula (1)). Thus the number of Jack polynomials of degree n is the coefficient of z n in z n(τ ) H τ (z). For example take τ = (3, 2)
. The analogous number when λ N = 0 is the coefficient of
Set
The eigenvalue can be written as
In the trivial case τ = (N ) the last term becomes 1 12 κ 2 N N 2 − 1 . The effect of multiplying by e m N on the eigenvalue is
This is minimized over m when m is the nearest integer to
Symmetric wavefunctions
In the notation of Section 5 there is a set of mutually orthogonal wavefunc-
by Theorem 9. Thus
is a probability density function on T N . Since multiplication of L (x) J λ,T S (x) by powers of e N does not change the density function, we can assume λ N = 0. In contrast to the scalar case the matrix L (x) has singularities of order |x i − x j | ±κ in neighborhoods of points x with x i = x j and all other x k being pairwise distinct. Nevertheless we can show that the symmetric wavefunctions are bounded in such sets when 0 < κ < 1 hτ . By the invariance it suffices to prove this near {x : x N −1 = x N } in the fundamental chamber. More precisely let δ > 0 and define 
We showed in [4, Sec. 5] that there exist matrix coefficients α n (x ′ ) with x ′ := x 1 , . . . , x N −2 ,
, analytic on the closure of Ω δ ∪Ω δ (N − 1, N ), such that (with z :=
. The series converges absolutely for 
(with z = 
Minimal degree symmetric polynomials
To produce the minimal degree J λ,T S , or equivalently, the minimal degree column-strict tableau of shape τ, the entries in row #i all equal i − 1. The corresponding T S has the numbers N, N − 1, . . . , 2, 1 entered row-by-row, and T R = T S . With l = ℓ (τ ) and using superscripts to denote multiplicity λ = ((l − 1) τ l , (l − 2) τ l−1 , . . . , 1 τ 2 , 0 τ 1 ). There is an explicit formula for J λ,T S . It is derived from Proposition 1 and involves the Specht polynomials. For 1 ≤ n 1 ≤ n 2 ≤ N define the alternating polynomial a (x; n 1 , n 2 ) = n 1 ≤i<j≤n 2 (x i − x j ) (the empty product a (x; n 1 , n 1 ) = 1).
Denote the transpose of the partition τ by τ ′ then τ ′ 1 = ℓ (τ ). Form p T 0 as the product of the alternating polynomials for each column of T 0 : that is, set k j = N − 
for the minimal degree J λ,T S . . As yet the problem of determining the normalizing constant is still open. The purpose of the example is to demonstrate the qualitative difference of L (x) from the scalar case, so the underlying computations are not presented here. The method uses the known transformation properties of the hypergeometric series for the change-of-variable ζ → 1 − ζ , since ζ (xw 0 ) = 1 − ζ (x) where w 0 = (1, 2, 3, 4) , a 4-cycle.
Example

