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Многие модели окружающей действительности одновре­
менно содержат два эффекта: распределенность параметров 
и динамику с эффектом наследственности. Математическим 
описанием таких объектов могут служить дифференциальные 
уравнения в частных производных с запаздываниями различ­
ных видов по времени, см., например, работы [1 ,3 ,6 ,7 ,9 ,10 , 
40, 45,58, 59, 69-71, 73, 74, 82,84, 85, 99]. Качественные аспекты 
математической теории подобных уравнений изучались в раз­
личных работах, например, в [31,32,60,72,75,79,80,84,88,91, 
97, 98,100,102,103], большая часть общих результатов приве­
дена в монографии [99], где объектом исследований выступает 
уравнение вида
^ . = A u ( t )  + f(ut) ,
где t — независимая переменная, и — элемент банахова про­
странства (искомая функция состояния), щ = {u(t +  £ ) ,—т ^  
£ ^  0} — предыстория состояния, т — положительная величина 
запаздывания, /  — нелинейное отображение, А — инфинитезе- 
мально порождающий оператор полугруппы.
Такие уравнения содержат, в частности, уравнения пара­
болического типа с функциональным запаздыванием общего 
вида (называемого также наследственностью), уравнения ги­
перболического типа с наследственностью, уравнения переноса 
с наследственностью и т. д. Можно считать, что качественная 
теория таких уравнений развита достаточно хорошо.
Однако в приложениях математического моделирования, в 
силу сложности объектов и невозможности применения анали­
тических методов отыскания решений, на первый план выходят 
численные методы, и в области численных методов результатов 
значительно меньше.
Не претендуя на полноту, отметим подходы к численным 
методам решения уравнений в частных производных с запаз­
дыванием и работы, в которых изложены эти подходы.
Возможно, одной из первых в этой тематике была рабо­
та [92], в которой с позиций присущей автору методики пред­
лагалось проводить дискретизацию с помощью непрерывных 
методов, чтобы избежать интерполяции между узлами сетки. 
Таким способом можно, в частности, построить аналог схемы 
Кранка-Никольсон для решения уравнения параболического 
типа с запаздыванием общего вида. Однако непрерывные ал­
горитмы сложны и далеко не исчерпывают всего разнообразия 
численных методов.
Варианты метода прямых, в которых проводится дискрети­
зация только по переменным состояния, сводят задачи к чис­
ленному решению систем функционально-дифференциальных 
уравнений [94, 104, 105]. Теория функционально-дифферен­
циальных уравнений, т. е. обыкновенных дифференциальных 
уравнений с запаздыванием общего вида, хорошо разработа­
на в различных аспектах и стала уже классической, см. кни­
ги [2,16,19,43,47,49,51], развиты и численные методы реше­
ния функционально-дифференциальных уравнений, см. обзо­
ры в [15,44,54]. Однако при такой дискретизации возникают 
жесткие системы [42,44], жесткость которых возрастает при 
увеличении числа точек разбиения по состоянию.
Группой польских математиков разрабатывались сеточные 
методы решения эволюционных уравнений с функциональной 
зависимостью искомой функции от предыстории по времени и 
от сдвигов по пространству [12,63,68]. При этом основное вни­
мание уделялось исследованию общих неявных схем и услови­
ям устойчивости. Хотя общие подходы этой группы и подходы, 
излагаемые в данной книге, близки, имеются и существенные 
различия.
В нашем подходе основным моментом в построении сеточ­
ных методов является идея разделения конечномерной и беско­
нечномерной составляющей в предыстории искомой функции 
(разделение настоящего и прошлого). По конечномерной со­
ставляющей строятся аналоги известных для объектов без на­
следственности сеточных методов, а для учета эффекта наслед­
ственности применяется интерполяция дискретной предысто­
рии с заданными свойствами. Так как в книге рассматривают­
ся в основном методы невысокого порядка, то, как правило, 
достаточно кусочно-линейной интерполяции. Другая идея со­
стоит в применении экстраполяции продолжением интерполя­
ции дискретной предыстории. Такая экстраполяция необходи­
ма для реализации неявных методов, а кроме того, это позво­
ляет избегать решения многомерных нелинейных систем при 
реализации сеточных алгоритмов на каждом временном слое. 
В совокупности эти идеи позволили создать простые и в то 
же время эффективные алгоритмы, которые положены в ос­
нову комплекса программ, предназначенного для численного 
решения уравнений в частных производных второго порядка 
параболического и гиперболического типов, а также в частных 
производных первого порядка, с эффектом запаздывания об­
щего (функционального) вида.
Получающиеся разностные схемы являются нелинейными, 
осложненными эффектом наследственности. Поэтому тради­
ционные методы общей теории разностных схем [33] напрямую 
неприменимы. Основным инструментом исследования поряд­
ков сходимости сконструированных алгоритмов является об­
щая схема численных методов решения функционально-диф­
ференциальных уравнений. Ранее вариант этой схемы, ис­
пользующей технику работы [87], применялся для исследова­
ния обыкновенных дифференциальных уравнений с функцио­
нальным запаздывание [15, 22]. В рамках этой общей схемы 
для определения порядков глобальной сходимости алгоритмов, 
кроме порядков локальной погрешности (невязки) и порядков 
интерполяции, необходимо также определение условий устой­
чивости схемы, которая определятся спектральными свойства­
ми оператора послойного перехода и может быть исследована 
методами, развитыми в общей теории разностных схем [33].
Для простоты рассматриваются лишь уравнения с постоян­
ными коэффициентами, хотя все результаты переносятся и на 
случай переменных коэффициентов.
Отметим, что эффект наследования, рассматриваемый в 
этой книге и во всех вышеупомянутых работах, содержится 
в неоднородности или в нелинейных слагаемых в линейных 
уравнениях. Имеются работы по исследованию других спосо­
бов вхождения запаздывания в задачи, в том числе и по раз­
работке численных методов, например, для уравнений с запаз­
дыванием в однородной части уравнений [50,56,57,83,97,98], 
кроме того, рассматривают и запаздывание в граничных усло­
виях [8]. Однако численные алгоритмы для этих типов уравне­
ний еще слабо разработаны и в этой книге не затрагиваются.
Коротко о структуре книги. Сначала излагается в аб­
страктном виде общая схема численных методов решения 
функционально-дифференциальных уравнений, теорема о по­
рядке сходимости в которой является теоретической основой 
исследования всех описываемых ниже алгоритмов решения 
различных задач. Затем последовательно изучаются простей­
шие сеточные методы начально-краевой задачи для одномер­
ных уравнений параболического типа с эффектом наследствен­
ности, для уравнений параболического типа с эффектом на­
следственности с двумя пространственными переменными, для 
уравнений гиперболического типа с эффектом наследственно­
сти с одной пространственной переменной. Далее изучаются 
сеточные методы для уравнения переноса с наследственно­
стью. Уравнения переноса с наследственностью, также, воз­
можно, осложненные зависимостью от пространственной ко­
ординаты, являются популярными моделями в биологии и ме­
дицине [45,52,58,70,71,73,74,81]. Аналог метода характери­
стик сводит решение уравнений переноса с наследственностью 
к смешанным функционально-дифференциальным уравнени­
ям — уравнениям, в которых есть динамика по одной из незави­
симых переменных и функциональная зависимость по другим 
независимым переменным [20]. В последней главе рассматрива-
ются численные алгоритмы (как одношаговые, так и многоша­
говые) решения таких уравнений. Во всех этих задачах после 
описания алгоритмов проводится исследование порядков схо­
димости путем вложения в общую схему численных методов 
решения функционально-дифференциальных уравнений. От­
метим, что каждый описанный алгоритм был протестирован 
на большом количестве примеров как тестового, так и модель­
ного характера, из них небольшая часть вошла в книгу.
В получении результатов, и особенно в тестировании ал­
горитмов, принимали участие мои ученики, сотрудники ка­
федры вычислительной математики УрФУ JI. С. Волканин, 
А. В. Лекомцев, А. Б. Ложников, М. А. Паначев, С. В. Сви­
ридов, С. И. Солодушкин, E. Е. Таширова. Приношу им глубо­
кую благодарность, все они фактически являются соавторами 
этой книги. Материалы данной книги составляют часть читае­
мого автором спецкурса «Функционально-дифференциальные 
уравнения: численные методы», и поэтому книга представляет 
собой нечто среднее между монографией и учебным пособием.
Исследования поддержаны Программой повышения кон­
курентоспособности ведущих университетов РФ (соглашение
02.А03.21.0006 от 27 августа 2013 г.) и грантом РФФИ 13-01- 
00089.
2. Общая дискретная схема с эффектом  
наследственности
В этой главе рассматривается общая дискретная схема с эф­
фектом наследственности, в которую затем в следующих гла­
вах вкладываются сеточные методы решения различных типов 
уравнений в частных производных с функциональным запаз­
дыванием. Приводимые результаты модифицируют аналогич­
ную схему, которая применялась для исследования порядков 
сходимости численных методов решения обыкновенных диф­
ференциальных уравнений с эффектом запаздывания [15,22]. 
Конструкции схемы восходят к работе [87], см. также [41], од­
нако, во-первых, в схему введен промежуточный элемент, на­
званный оператором интерполяции для учета функциональ­
ных запаздываний, во-вторых, эффект запаздывания потребо­
вал в доказательство основного результата (теоремы о порядке 
сходимости) внести существенные изменения, восходящие к ра­
боте [14].
Пусть задан отрезок [to>ö] и число т > 0 -  величина запаз­
дывания.
Шагом сетки назовем число Д > 0, такое, что т /Д  =  т — 
целое, {Д} — множество шагов.
Сеткой (равномерной) назовем конечный набор чисел
£ д  =  {ti = to +  гД G [t0 -  т,0], г =  - т ,  ...,М}.
Обозначим Ед =  {ti G Ед,г < 0}, Ед =  {ti G Ед,г ^  0}.
Дискретной моделью назовем всякую сеточную функцию 
ti G Ед —> y(ti) =  yi G У, г =  —m ,..., М, где Y  -  q-мерное нор­
мированное пространство с нормой || • ||у. Будем предполагать, 
что размерность q пространства Y  зависит от числа h > 0.
Для п  ^  0 предысторией дискретной модели к моменту tn 
назовем множество {уі}п = {yi G У, i = п — т,  ...,n}.
Пусть V -  линейное нормированное пространство с нормой 
II • IIу  (интерполяционное пространство).
Оператором интерполяции дискретной предыстории моде­
ли назовем отображение I : /({?/i}n) =  ѵ Е V.
Будем говорить, что оператор интерполяции удовлетворя­
ет условию липшицевости, если найдется такая константа L/, 
что для всех предысторий дискретной модели {у}}п и {у%}п 
выполняется
II V1 -  V2 ||ѵ< Ь / max || у} -  у? | | у  . (2 .1)п—т^г^п
Стартовыми значениями модели назовем функцию Ед —>
Y:
у(и) = Уі, і =  —т,  (2.2)
Формулой продвижения модели на шаг назовем алгоритм
2М+1 =  Sun +  ДФ(£П, 1{{уі}п)? Д)> (2-3)
где функция продвижения на шаг Ф: Ед х V  х {Д} —)* У, опе­
ратор перехода S: Y  —>Y — линейный оператор.
Таким образом, дискретная модель (численный метод, в 
дальнейшем просто метод) определяется стартовыми значени­
ями (2.2), формулой продвижения на шаг (2.3) и оператором 
интерполяции.
Будем предполагать, что функция Ф(tn, v ,A )  в (2.3) лип- 
шицева по второму аргументу, т. е. найдется такая константа 
Z/ф, что для всех tn Е Ед, Д Е {Д}, г;1, г;2 Е Ѵп выполняется
II Ф(£„, V1, Д) - $ { t n,v 2 ,A )  Цу^ Ьф II V1 - V 2 \\ѵ ■ (2.4)
Функцией точных значений назовем отображение:
Z(ii, Д) =  г* Е У, г =  - т , ..., М.  (2.5)
Будем говорить, что стартовые значения модели имеют по­
рядок ДР1 +  hp2, если найдется константа С, такая, что
II Zi -Уі І І У ^  С(АР1 + hP2), г =  —m , . . . ,0.
Будем говорить, что метод сходится с порядком ДР1 +  /іР2, 
если существует константа С, такая, что
\\zn - y n \\Y ^ C ( A ^ + h ^ )
ДЛЯ всех п =  —771, ..., М.
Индексы у норм в дальнейшем будем опускать.
Назовем метод (2.3) устойчивым, если
II5  ік  1-
Погрешностью аппроксимации (невязкой) с интерполяцией 
назовем сеточную функцию
dn =  (2п+1 - 5 2 п)/Д -Ф (< п,/({2г}„),Д), п — 0 ,...,М  —1. (2 .6)
Будем говорить, что метод (2.3) имеет порядок погрешно­
сти аппроксимации с интерполяцией ДР1 + /іР2, если существует 
константа С, такая, что
II dn II^ С(ДР1 +  ЬР2)
для всех п = 1,..., М.
Справедлива следующая основная теорема.
Теорема 1 . Пусть метод (2.3) устойчив, функция Ф удо­
влетворяет условию липшицевости по второму аргументу, 
оператор интерполирования I  удовлетворяет условию лип­
шицевости, стартовые значения имеют порядок ДР1 +  hP2, 
погрешность аппроксимации с интерполяцией имеет поря­
док Дрз +  ЪРА, где р\ > 0,р2 > 0>Рз > 0>Р4 > 0, то­
гда метод сходится, причем порядок сходимости не меньше
д ш іп { р і ,р 3} _j_ ^ т іп  {р2 ,Р4 }
Доказательство. Обозначим Sn = zn — уп, п =  —т ,  ...,М , то­
гда для п = 0,..., М  — 1 имеем
^п+і =  SSn + А5п +  Adn, (2.7)
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где
Ön =  Ф(^7і> I{{z i}n)i  A )  —  Ф (^тг?  -Г({Уі}ті)і  Д ) -
Из предположений о липшицевости отображений Фи I  сле­
дует
II 6п \ \ ^ К  max {||й||}, (2.8)
n —m^i^n
где К  = ЬфЬі.
Из (2.7) вытекает
п п
6п+1 =  S n+1 S0 +  д  Y ,  S n~3 '63 + A J 2  Sn~Jdi ■ (2-9)
j =о j =о
Из (2.9), (2.8) и определения устойчивости оператора S  сле­
дует




Ro — max {||<У}, R =  max {||di||}, D — Ro +  (Ѳ -  to)R,-га^г^О O^i^N-l
(2 .11)
тогда оценку (2 .10) можно переписать как
п
||5П+1| К К Д Ѵ  . max ,{||<5i||} +  D. (2.12)
j = 0
Индукцией по n =  1,..., M  докажем оценку
ll^nll =% -0(1 +  К А ) п. (2.13)
База индукции. Если в (2.12) положить п = 0, то
\\S1 \ \ ^ K \ \ S o \ \ ^ D ^ ( l ^ K A ) D .
Шаг индукции. Пусть оценка (2.13) верна для всех индек­
сов от 1 до п. Покажем, что оценка справедлива и для п +  1. 




а) го < 0 , тогда
. т а *  т \ \ }  = P J I  ^  До ^  D(l + K A ) j ]
б) 1 < го ^  j ,  тогда по индуктивному предположению 
max {||<ЗД =  ||<5j0|| ^  D{ 1 +  К А )І0 < D{ 1 +  К  A y .
Таким образом, в любом случае выполняется оценка 
max {Ц^Ц} < Z>(1 +  /САУ .
Из полученной оценки и (2.12) вытекает
п
||*п+і ы  к  A J 2  Л  (1 +  К А У  + D = D{ 1 +  К А ) п+1.
j = О
Таким образом, оценка (2.13) доказана и из нее получаем 
оценку
\\Sn \ \ ^ D e x p ( K ( 9 - t 0)). (2.14)
Так как по определению (2 .11) величины D  выполняется 
D ^  (7 (дтіп{рі,рз} + Лшіп{Р2^4})9
то из (2.14) вытекает заключение теоремы.
3. Численные методы решения одномер­
ного уравнения теплопроводности с 
наследственностью. Результаты полу­
чены совместно с А. Б. Ложниковым
В этой главе сконструировано семейство сеточных методов 
для численного решения уравнения теплопроводности с запаз­
дыванием общего вида на основе идеи разделения текущего со­
стояния и функции-предыстории. Получена теорема о порядке 
сходимости методов с использованием методики доказательств 
аналогичных утверждений для функционально-дифференци­
альных уравнений и методики общей теории разностных схем. 
Приводятся результаты расчетов тестовых примеров с посто­
янным и переменным запаздыванием.
3.1. Постановка задачи и основные предп олож е­
ния
Рассмотрим уравнение теплопроводности с эффектом по­
следействия вида
71 7 /
dt =  С?д ^  +  / ( x ’ *>u(x ’ *) 'u<(x ’ '))i (Зл)
здесь X 6 [О, X] — пространственная и t  Е [to,0] — вре­
менная независимые переменные; u ( x , t )  — искомая функция; 
u t (x,  •) =  { u ( x , t  -I- s), — т < s < 0} функция-предыстория 
искомой функции к моменту t \ r  — величина запаздывания.
Пусть заданы начальные условия
u(x, t)  = <p(x,t), ж е  [ОД], t e [ t o - T , t o \ ,  (3.2) 
и граничные условия
u{0,t) =go(t), u(X,t )  = g i (f), t e  [*„,*]. (3.3)
Задача (3.1)—(3.3) представляет собой простейшую краевую 
задачу для уравнения теплопроводности с эффектом запазды­
вания общего вида. Будем предполагать, что функции <р, до, 
д\ и функционал /  таковы, что эта задача имеет единственное 
решение u (x , t ), понимаемое в классическом смысле. Отметим, 
что вопросы существования и единственности подобных задач 
рассматривались в [99].
Обозначим через Q = Q[—т, 0) множество функций u(s), 
кусочно-непрерывных на [—т, 0) с конечным числом точек раз­
рыва первого рода, в точках разрыва непрерывных справа. 
Определим норму функций на Q соотношением
N O IIq =  sup  W s)l-
se[-T,  о)
Дополнительно будем предполагать, что функционал 
f (x , t ,u ,v (- ) )  определен на [0, X] х \Ьо,Ѳ] х R  х Q и Липшицев 
по двум последним аргументам, т. е. найдется такая константа 
L f , что для всех х  Е [0, X], t Е [£о>0], и 1 € R, и2 € R, ѵ1^) Е Q , 
ѵ2(-) Е С? выполняется
\ f ( x , t , u 1 , v 1 ( - ) ) - f ( x , t , u 2 , v2(-))\ < L /d « 1—•u2|+ ||v1(-)—v2(-)||q).
3.2. Сеточные схемы с весом
Разобьем отрезок изменения пространственной переменной 
[0, X] на части с шагом h = X /N ,  введя точки Х{ = ih, і = 
0 , . . . ,  N,  и разобьем отрезок изменения временной переменной 
[to,0] на части с шагом Д > 0 , введя точки tj = to + jA ,  j  = 
0 , . . . ,  М. Будем считать, что величина т/А = т -  целое число.
Приближения функций u(x i , t j ) в узлах будем обозначать 
через Uj. При всяком фиксированном і =  0 , . . . ,  N  введем дис­
кретную предысторию к моменту tj, j  = 0 , . . . , М  : {u\}j = 
{ul'k, j —m  ^  к ^  j}.  Оператором интерполяции-экстраполяции 
дискретной предыстории назовем отображение I  : {гф}7 —>
Будем говорить, что оператор интерполяции-экстраполяции 
имеет порядок погрешности р на точном решении, если су­
ществуют константы С\ и С2, такие, что для всех г, j  и t Е 
[tj — T,tj. |_і] выполняется неравенство
\vlAt) -  u(xi , t )I ^  C\ max \u\ -  u(xi,tk)\ + C2A p. (3.4)
Например, кусочно-постоянная интерполяция имеет пер­
вый порядок, а кусочно-линейная интерполяция
= д  ii^k tj s)'U'k_ —1 )^ А:), tk—1 ^  ^
с экстраполяцией продолжением
v)(tj + s) = +  (Д +  s)Uj), tj ^ t j  + s ^  tj+1,
имеет второй порядок [15].
Будем предполагать, что, во-первых, оператор интерполяции- 
экстраполяции Липшицев, т. е. найдется такая константа L/, 
что для всех предысторий дискретной модели {u\}j  и {ylk}j 
выполняется
sup Ivlj(t) -  wlj ( t )I sj L i  max \ulk - y lk \,
t j - T ^ t j + A
где !/*.(•) =  / ( K b ) -  «$(•) =  / ( K b ) -
Во-вторых, будем предполагать, что оператор интерполяции- 
экстраполяции согласован, т. е.
Vj(tk) = и\ ,  к — j  — т, - ■ ■ ,j.
Для 0 ^  5 ^  1 рассмотрим семейство методов
с начальными условиями
ul = ip(xi,t0), i = 0 , . . . , N ,
vlj(t) — ip(xi, t), t < t0, i =  0 , . . . ,  N  
и граничными условиями
u°j = go{tj), иf  = j  = 0 , . . . , M.
Здесь Fj(v(-)) — некоторый функционал, определенный на 
Q[—т, Д] и связанный с функционалом гл, ?;(•)), липши-
цевый по переменной ѵ(-) с константой Lp.
При 5 =  0 получается явная схема, при других s, 0 < s ^  1, 
при каждом фиксированном j  система (3.5) представляет со­
бой линейную трехдиагональную систему относительно г^ +1 с 
диагональным преобладанием, которая может быть эффектив­
но решена методом прогонки.
Невязкой метода назовем
 ^ _  u ( x i i t j + l )  ~  u ( X j , t j )
j ~  Д
2 и(Хі— 1, tj^-i) 2'u(Xi, ”b , tj+i)
_ ( 1  _  sy U{Xi^, t j )  -  2u ( x ^ t j ) + u ( x l+l, tJ) _  (-)))
(3.6)
Определение порядка невязки метода при конкретном вы­
боре s и F  проводится с помощью тейлоровского разложения 
функции n(x, t) и функционала F  (при условиях соответствую­
щей гладкости). Так, например, справедливо следующее утвер­
ждение, полностью соответствующее аналогичному утвержде­
нию без запаздывания для схемы повышенного порядка точно­
сти [33].
Теорема 2 . Если для точного решения задачи (3.5) существу­
ют и непрерывны все частные производные вплоть до 6-го 
порядка включительно, функционал f ( x , t , u (x , t ) ,u t ( x , ' ) )  при 
фиксированных t , и , щ (я, •)) четырежды непрерывно дифферен­
цируем по X,
Ч-тЬ- + (3'7)
то невязка имеет порядок h4 +  Д 2.
Здесь а  =  f )  =  f { x u t jM p v\.{-)).
Доказательство. Для значений функции и(х,£), входящих в 
определение невязки, имеем следующие равенства:
,£j+i) =  u(xi,tj_j_i) +  ^j+\
+ 3 ^ 2  (xi’^ + i)A 2 +  0 (Д 3),
du  Д
u(xi,tj) = u(Xi,tj_|_i) — t j +±)~2 "I”
+il? (;r”W A2+o(A3)'
du> 1
1) ~b ^  (Xi, tj+i)h — ß^2
1 ö3?/ 1 8 *u 1 Г?5«
+  6 dz3 X^i’ ^ +1^ 3+ 24 д ж ^Ж<’ ^ +1^ 4+ 12Ö д х ^ (Xi' ^ + 1)^5+<^(^6)’
d u , . 1 d2u—  (а:4,^ +1 ) Л + - — (u i x i - l ) t j + l )  — u (x i i t j + l )  rx ( x i i t j + l ) h  “I" 0  0  2 7^ +  l ) ^
1 d^ii 1 d4!! 1 d^ii
/ \ / \ м .  1 9 2 ^ ,  ч о= uyXi,tj) +  “I“ 2
+ Ъ Ш > М ) Ь *  +  2 4  w t e ' W * +  m h { X i ^ ) k b  +  0 { h %
u { X i —\ , t j )  — u ( X i , t j )  — ( X i , t j ) h  +  2 ^ 2*2
I d 3« .  О 1 ö4^ .  . , 4  1 95u . . с л ,,бч
^  + 2 4 ä r ^ x < , t ^   ^ ^
поэтому
Лд I
Щ  =  - ( х ^ н ) +  0 (А > ) -
- s a 2^ { x i , t j+i) -  +  0 (/i4) -
- ( 1  -  e)a2^ ( ® i , t j )  -  ^  i 2 ~ S ^ i , < J ^ 2 “  **№№*'  (')))■
(3.8)
Учитывая разложения
^ 2 (®i,tj+i) = ö ^ {x i, t j+ i)  +  - - ^ ^ ( x u tj+ i_) +  0 (A 2),
d 2u  . d2u . . Д  d3u . . л , л 2 .
-  о ^ ^ з + ' О  *  ^ д х т ^  і + ^   ^ ^
д * и . . c ^ i t .  Д  д 5г» . . . 2 \
^ j ( ® i , t i+ l) =  ^ 4 (Xi,fj + l )  +  - ^ щ ( Х і , ^ +і ) + 0 (А ),
d4^ . d4^ . Д  d5U \  , л / л 2 \
faÄ(Xi’t j ) -  - ^ 4^ ( х ь ^ +і )  +  0 (Д ),
а также то, что u ( x i , t  ■, і) является решением задачи (3.1), из *' 2
(3.8) получаем
ф5 =  - ( 2s -  ( г а ^ ^ я - Р  +  І 2 а ^ (хі,^ +^
^2l2 л47/
~ ^ 2 д ^ { х и W  +  f i  -  F  +  0 ( л 2 )  +  0 ( / г 4 ) ’ ( 3 -9 )
где
f  f  (*^г? t j л. L j t j  +  1 ) i  . 1 (*^i?  ’ ) ) ?J ' 2  ^ 2 J+ 5
F  = ^ ( a * ,  (•))) =  \ f  + ^ ( Г 1 + f i+1). (3.10)
Так как по условию теоремы
2 a2 A  h2
1 1 а?А
S ~  2 ~  12ст’
то выражение перед квадратными скобками в (3.9) преобразу-
ется
- С и - ц Л ь -  ^  6
и соотношение (3.9) перепишется
{ h2 d3u a2/i2 d4« .
J “  12 ~~ 12 d x ^ Xi’ i +0 +
+ f - F  + 0 ( A 2) + 0 ( h 4). (3.11)
При фиксированных t =  f ., i, и = u(xi , t- ,  i) и предыс-J J 2 ' 2
тории ut . , (xi, •) продифференцируем дважды по х уравнение
і+4
(3.1), получим
д^и од*и t ± \ inQ - ^ & u t j + i )  = а ö ^ ( x i , t j+ i) + f  ,
где f "  = ^ ( x i , t j+i ,u (x i , t j+x),u t .+^(xi,-)),  таким образом,
Щ = j V  + P - F  + 0 ( А 2) +  0 ( h 4). (3.12)
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Учитывая, что
f l - 1 _  9  f i  I f i + l
/ "  =  - — %  + ° ( Ь 2)>
из (3.12) и (3.10) получаем
Ф* = 0 ( Д 2) + 0 (/і4).
Обозначим величину погрешности метода в узлах через
= u(x{, t j) — и1-. Будем говорить, что метод сходится, если 
£j — 0 при h —>• 0 и Д —> 0 для всех і = 0 , . . . ,  N  и j  = 0 , . . . ,  М. 
Будем говорить, что метод сходится с порядком hP +  Д 9, если 
найдется такая константа С, что выполняется \e lj \  ^  С(Ь? + Д9) 
для всех г = 0 , . . . ,  N  и j  =  0 , . . . ,  М.
В силу нелинейного характера зависимости функционала /  
(а следовательно, и F) от состояния и его предыстории обыч­
ные методы исследования порядков сходимости [33] непримени­
мы. Однако к данной задаче, как и к другим эволюционным за­
дачам с эффектом запаздывания, для исследования порядков 
сходимости схем применим аппарат абстрактных разностных 
схем с последействием, ранее разработанный в [15,22] для слу­
чая обыкновенных функционально-дифференциальных урав­
нений и изложенный в предыдущей главе данной книги при­
менительно к уравнениям в частных производных.
3.3. В лож ение схемы с весом в общ ую  
разностную  схему с последействием
Проведем вложение схем семейства (3.5) в общую разност­
ную схему с последействием. В этом разделе будем рассматри­
вать задачи с однородными краевыми условиями
7/(0, t) = 0, u(X , t)  = 0, £е[іо>0].
К такой задаче можно свести исходную задачу (3.1)—(3.3) с по­
мощью замены
ü(x, t)  = u (x , t ) -g o { t )  Х- ^ Х- - 0 i(<) Y '
При каждом tj G Ед определим значения дискретной модели 
вектором yj = G У, здесь Y  — векторное
пространство размерности q =  N  — 1, ' — знак транспонирова­
ния.
В пространстве Y  введем оператор А:
л i  2 UT l ~  2гі? +  U?+1
3 ~  ~ а ’
тогда систему (3.5) можно переписать в виде уравнения
У,+\  У’ +  яАУі+і + (1 -  s)Ayj =  Fj(v(-)), (3.13)
где F M ') )  = ( F } ( v '( - ) ) , l f ( v \ ) ) , . . . , F f '- l (vN- 1(-))Y, О  =
I({yk}j ) £ Qq[—T, Д]. Здесь V  = Qq[—r , Д] — интерполяционное 
пространство, пространство g-мерных вектор-функций, каж­
дая компонента которых принадлежит пространству Q[—т, Д]. 
Воспользовавшись тождеством
й+, = » + д
и вводя оператор
В  = Е  + A s  А
(Е — тождественный оператор), приведем уравнение (3.13) к 
каноническому виду [33]:
B Vj+1A yj + АУі =  F M ') ) -  (3-14)
Так как при любом допустимом весе s уравнение (3.14) раз­
решимо относительно yj+ 1 (существует і?_1), то можно приве­
сти уравнение (3.14) к явной форме
Vj+1 =  Syj  + ДФ(^-. I({yk}j),  A), (3.15)
где оператор перехода определяется формулой
S  = E -  A B - 1 А,
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функция продвижения на шаг формулой
Ф {tj , v , b )  = B ~ 1Fj{v(-)).
Исследуем устойчивость полученной схемы. Для этого на­
ряду с уравнениями (3.14), (3.15) рассмотрим однородную раз­
ностную схему в канонической и явной формах
в уз+1 -  Уз + А у . = 0) (з 16)
Vj+ 1 =  Syj. (3.17)
Оператор А  самосопряженный и положительный [33] в 
смысле скалярного произведения векторов у = (у1,*/2, . . . ,  
ум~1)' = uN~1)' € Y:
N - 1
(г/>u) = Y  y%u%h-
2 = 1
Введем в пространстве Y  энергетическую норму
I к =  \ / { .А у , у ) .
Как показано в [33], если выполняется соотношение
• > г і -  <*•“>
для решения уравнения (3.16) выполняется оценка
ііуі+іііу < \\yj\W,
т. е. для эквивалентного уравнения (3.17) выполняется
11*511 < 1,
таким образом, при условии (3.18) схема устойчива. Этот ре­
зультат усиливает ранее полученное в [26] прямой оценкой ре­
шения системы с трехдиагональной матрицей для погрешности 
метода достаточное условие устойчивости
О І - ^ .  (3.19)
Определим функцию точных значений соотношениями
Zj = {u{xi , tj ) ,u(x2 , t j ) , . . .  ,u (xN- i , t j ) ) '  е  Y.
Стартовые значения модели можно взять равные функции точ­
ных значений:
Уз =  z3 = (^ (x i , t j ) , ‘p(x2 , t j ) , . . . , i f ( x N- 1 , t j ))', j  = —т , . . . ,  0.
Определения невязки без интерполяции (3.6) в схеме с ве­
сами для уравнения теплопроводности и невязки с интерпо­
ляцией (2.6) в общей схеме существенно отличаются. Однако 
справедливо следующее утверждение.
Теорема 3. Пусть невязка метода в смысле (3.6) имеет по­
рядок ДР1 +  hp2, функции Fj липшицевы, оператор интерполя­
ции-экстраполяции I  имеет порядок погрешности ро на точ­
ном решении, тогда невязка с интерполяцией в смысле (2 .6 ) 
имеет порядок Д тш (рьРо} +  /^2
Доказательство. Введем вектор невязки без интерполяции
(3.6)
который определяется соотношением
Фз = Zjf1^  --1  +  aAzj+ 1  +  (1 -  s)zyj -  Fj{ztj (•)), (3.20)
где £* ■(•) -  векторная предыстория точного решения. Это соот­
ношение можно переписать в виде
Zj+1A SZj = в - Н ъ ш - ) )  + ъ ) .  (3.21)
Невязка с интерполяцией (2.6) перепишется для данного 
метода в виде
dn =  Zj+1^  S^  -  B- 'F j{ I{{zkЬ ), (3.22)
таким образом, имеем соотношения между невязкой с интер­
поляцией и невязкой без интерполяции
dn = (*,.(•)) -  B - 'F j i l d z k } , ) .  (3.23)
Из этого соотношения, а также липшицевости функции Fj и 
определения (3.4) порядка погрешности оператора I  вытекает 
заключение теоремы.
Вложение схемы с весами для уравнения теплопроводности 
в общую схему проведено, и из теоремы 1 вытекает следующее 
утверждение.
Теорема 4. Пусть выполняется условие устойчивости (3.18), 
невязка (3.6) имеет порядок ДР1 +  hP2, функции F j липшице- 
вы, оператор интерполяции-экстраполяции I  имеет порядок 
погрешности ро на точном решении, тогда метод сходится с 
порядком Д т1П {рьро} _|_ hP2
В частности, метод (3.7) с кусочно-линейной интерполяци­
ей и экстраполяцией продолжением имеет порядок сходимости 
h4 + Д2.
3.4. Примеры  численны х расчетов
П р и м е р 1. Тестовый пример. Рассмотрим следующее 
уравнение с постоянным запаздыванием по переменной t:
du(x, t) d2u(x, t)  _тч t
— dt—  =  — 9x2----- Ь (2 — e )e<sinx + u ( x , t - r ) ,  (3.24)
при г =  1 с начальными и граничными условиями вида
и(х , s ) =  es sin X, — г  ^  s ^  0, 0 ^ х ^ 4 ,
Рис. 1 . Приближенное решение уравнения (3.24), полученное мето­
дом сеток с весами, с числом точек разбиения по х равным 8 и по t 
равным 20
Рис. 2 . Приближенное решение уравнения (3.24), полученное мето­
дом прямых в комбинации с методом Эйлера, с числом точек разби­
ения по X равным 8 и по t равным 20
гл(0, t ) =  0, и{4, t) = el sin 4, 0 ^  t ^  4.
Это уравнение имеет точное решение u(x, t) = e*sinx. На 
рис. 1 приводится приближенное решение этого уравнения ме­
тодом сеток с весами (3.5), (3.7), а в таб. 1 приводится срав­
нение норм разности матриц точного и приближенного реше­
ний этого метода с методом прямых [26] при разных шагах h 
и Д. Метод прямых состоит в том, что с помощью отноше­
ния конечных разностей аппроксимируется только д 2и / д х 2 , 
а производная du/d t  сохраняется в дифференциальной фор­
ме. Таким образом, решение отыскивается вдоль прямых х = 
const из системы функционально-дифференциальных уравне­
ний с независимой переменной t. В данном примере система 
функционально-дифференциальных уравнений решалась ме­
тодом Эйлера. Нормы разности вычислялись по формуле
N
И*7!! = ~ и^ ' 3^'25^
^ ^ г=0
При реализации метода сеток для вычисления величин Fj в 
разностной схеме использовалась кусочно-линейная интерпо­
ляция между узлами сетки и экстраполяция продолжением.
Таблица 1. Нормы разностей точного и приближенного реше­
ний уравнения (3.24) для метода сеток с весами и метода прямых 
при разных шагах
Кол-во разбиений Метод сеток Метод прямых
N  =  8 , М  = 20 0.75025 1237.4947
N  = 8 , М  = 40 0.15591 4.8863
N  =  8 , М  = 100 0.010764 0.063088
N  =  8 , М  = 200 0.034583 1.7225
N  = 20 , М  = 200 0.017284 2.7285
Рассмотренный пример показывает, что метод с весами для 
данного примера дает лучшую точность результатов, а также
t 1 о X
Рис. 3. Приближенное решение уравнения (3.26), полученное мето­
дом сеток с весами, с числом точек разбиения по х равным 10 и по 
t равным 10
то, что он является более устойчивым в сравнении с методом 
прямых, который демонстрирует расходимость при определен­
ных соотношениях шагов разбиений по х  и по t (см. рис. 2).
П р и м е р 2. Рассмотрим тестовое уравнение с перемен­
ным запаздыванием
при а = 0.2 с начальными и граничными условиями вида
Это уравнение имеет точное решение u(x, t)  = ех 1. На 
рис. 3 приводится приближенное решение этого уравнения ме­
du(x , t ) 2 d2u (x it) 
dt а дх2
и(х, s) = ех s, 0.5 ^  s < 1, 0 ^  X ^  4, 
7/(0 , t) = e~l , и(4, t) = eA~l, 1 < t < 5.
тодом (3.5), (3.7). При реализации метода сеток для вычисле­
ния величин Fj в разностной схеме использовалась кусочно­
линейная интерполяция между узлами сетки и экстраполяция 
продолжением. В табл. 2 приводятся построчные нормы (3.25) 
разностей матриц точного и приближенного решений уравне­
ния (3.26) при разных шагах h и Д.
Таблица 2. Нормы разностей точного и приближенного реше­
ний уравнения (3.26) для метода сеток с весами при разных шагах
N  = 10 
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\\и\\ 2.2052 0.054559 0.013301 4.72 12.1234
4. Метод переменных направлений для 
решения двухмерного уравнения па­
раболического типа с наследственно­
стью. Результаты получены совместно 
с А. В. Лекомцевым
В этой главе рассматриваются уравнения параболическо­
го типа с двумя пространственными переменными и с эффек­
тами запаздываний по временной составляющей. Конструиру­
ется схема переменных направлений для численного решения 
этих уравнений. Рассматривается вопрос о сведении задачи с 
неоднородными граничными условиями к задаче с однородны­
ми граничными условиями. Исследуется порядок погрешности 
аппроксимации для схемы переменных направлений, устойчи­
вость и порядок сходимости. Приводятся результаты числен­
ных экспериментов.
4.1. Постановка задачи и основные предполож е­
ния
Рассмотрим уравнение теплопроводности с эффектом по­
следействия вида
ди о ( d 2U д2и \  / ч / чч /„  ,ч
~dt= a  I <9x2 +  Qy2 J +  f ( x , y , t , u ( x , y , t ) , u t (x,y,-)),  (4.1)
здесь X Е [0, Х],у  Е [О, У] — пространственные и t G [ t o , ö ]  — 
временная независимые переменные; и(х , у , t) искомая функ­
ция; щ(х,у,-) = {u(x,y, t  + s), -  т ^  s < 0} — функция-
предыстория искомой функции к моменту t; т — величина за­
паздывания.
Пусть заданы начальные условия
и(х, у, t) = (р{х, y,t), X € [о, Х\, у е  [0, У], t e [ t 0 -  т, f0] (4.2)
и граничные условия
u( 0 , y , t )  = g o ( y , t ) ,  u ( X , y , t )  =  gi (y , t ) ,  y e  [О,У],  t e [ t 0,e],
(4.3)
u( x , 0 , t )  =  g2(x, t ) ,  u ( x , Y , t )  =  g3(x, t ) ,  ж е [ 0 , Х ] ,  i G f o , # ] -
(4.4)
Задача (4.1)-(4.4) представляет собой простейшую краевую 
задачу для уравнения теплопроводности с эффектом запазды­
вания общего вида. Будем предполагать, что функции <£, до, 9і ,  
92, 9s и функционал /  таковы, что эта задача имеет единствен­
ное решение и(х , у , £), понимаемое в классическом смысле, при­
чем функция и(х, у, t) обладает требуемой в нижеприведенных 
рассуждениях гладкостью. Отметим, что вопросы существова­
ния и единственности подобных задач рассматривались в [99].
Обозначим через Q = Q[—т, 0) множество функций 'u(s), 
кусочно-непрерывных на полуинтервале [—т, 0), с конечным 
числом точек разрыва первого рода, в точках разрыва непре­
рывных справа, также функции u(s) имеют конечный левый 
предел в нуле. Определим норму функции на Q соотношени­
ем \\u(-)\\Q = sup_ r ^ s<0 \\u(s)II. Дополнительно будем предпола­
гать, что функционал / (я ,  у, £, iz, ѵ) определен на [0, X] х [0, Y] х 
[to,9] X R  X Q и Липшицев по двум последним аргументам, т. 
е. найдется такая константа Ly, что для всех х  Е [0,х], у G 
[0,У], t € [io,0], u 1 € R, и2 € R,  их(-) е  Q, ѵ2(-) € Q выполня­
ется
I f ( x , y , t , u l , v l (-)) -  f { x , y , t , u 2, v 2(-))\ <
^  L / d u 1 -  u21 +  H^d) -  u2(-)||q). (4.5)
Сведем рассматриваемую задачу (4.1)-(4.4) к однородным 
граничным условиям. Для этого рассмотрим следующую заме­
ну:
ш = в_ Ыв,0 + й М ^ » М І|_
_to(x,0 + »(»■«)-«.(». «)гі + ц *  ^ л(0,«)+
+ ^ j r y 9 o ( Y , t )  +  % $ g i { Y , t )  +  i L ^ - J ^ o , « ) .
Используя условие согласованности граничных условий, по­
лучаем:
w(О, у, t) =  u(0, у , t) -  до(у, t) -  — Уд2(0, t) -  у д 3(0, t )+
4— у~^5о(0,і) +  ygo(Y , t )  =  —рг-^(<7о(0,t) - 5 2 (0 , t ) )+  
+ y ( g o ( Y , t ) - g 3( 0 , t ) ) = 0 ;  
w{ X, y , t )  =  u(X, y , t )  - g \ ( y , t )  -  Y Y  Vg2( X, t )  -  y g 3( X , t ) +  
+  y S i 0 / ) 0  4 уГ ^ 5і(0Л  =  0 ;
u>(x,0,0 = tt(®,0,<) -  X  Xgo(0,t) -  ^ g i (0 , t )  -  g2{x , t)+
4— ^ — <7o(0, i) +  -^5i (0 ) 0  =  0 ; 
w(x,Y , t)  = u(x,Y, t)  -  X x  Xg0(Y,t) -  ^ g i ( Y , t )  -  g3 (x, t )+
+ - ^ 9 o ( Y , t )  +  ^ 9 l (Y,t) =  0.
Таким образом, в дальнейшем без ограничения общности 
будем рассматривать следующую краевую задачу с однород­
ными граничными условиями:
Яп Я2і I ffin
~dt =  +  &у*  ^+ ^ Х' У’ и Х^’У’ Щ Х^’У' 4^ '6^
u{x,y,t )  = ip(x,y,t), X e  [0,X], у € [ 0 , n  t € [to - T , t Q], (4.7) 
«(0, y, t) =  u(X,  y, t) =  0, у € [0 , У], te [ to ,e \ ,  (4.8) 
u(x, 0, t ) =  u(x, У, t) = 0, X G [0, X], t G [to, 0]. (4.9)
4.2. М етод переменны х направлений
Разобьем отрезки изменения пространственных перемен­
ных [О, X] и [О, У] на части с шагами h\ = X /N \  и /і2 =  Y /N 2 
соответственно, введя точки Хі =  ih\, г =  0 , . . . ,Л/і ,  =
j h 2, j  =  0 , . . . ,ЛГ2, и разобьем отрезок изменения времен­
ной переменной [to,9] на части с шагом Д > 0 , введя точ­
ки tk = to +  кА, к = О, . . . ,М.  Будем считать, что величи­
на т /Д  = т  — целое число. Обозначим через равномер­
ную по X и у сетку с шагами h\ и /і2 соответственно. То есть
W/, =  {Xi =  ih\, Vj -  j h 2 : i = 0 , . . . , N U j  = 0 , . . . , N 2, 
( i, j)  ±  {(0,0)',(Ni,0); (0, N 2)-, (N 1 , N2)}}. Обозначим через u h = 
{хі = ihi, yj — j h 2 : i =  1 , . . . ,  N 1 - 1, j  =  1 , . . . ,  N 2 -  1}. Пусть 
7h — граница сеточной области uJh, содержащая все узлы на 
сторонах прямоугольника, кроме его вершин, =  <*>/* U 7 .^
Приближения функций u(xi,yj ,tk)  в узлах будем обозна­
чать через Ujf . При всяких фиксированных і = 0 , . . . ,  N\  и 
j  = О, . . .,ІѴ2 введем дискретную предысторию к моменту tk, 
к = О, . . . , М  : { u ^ } k  = {щ'э ,к  — т  ^  I ^  к}. Оператором 
интерполяции-экстраполяции дискретной предыстории назо­
вем отображение / ,  ставящее в соответствие всякому моменту 
tk (к = О, . . . , М )  и дискретной предыстории {u\'3}k к момен- 
ту t k функцию Ѵг^ {- )  € <2[-т,Д]. В дальнейшем индекс к у 
функции ѵг£3(') будем опускать.
Будем говорить, что оператор интерполяции-экстраполяции 
имеет порядок погрешности А р на точном решении, если су­
ществуют константы Сі и С2, такие, что для всех г, j, к и 
t € [tk — т, tk+1] выполняется неравенство
||</’J (£) -u (x i , y j , t ) \ \  <  С, max \\u]’3 -  u(xu y j ,*г)|| + C2Др.к—т^І^к
Например, кусочно-линейная интерполяция 
vl’3 (tk + s) = ((ti - t k -  s )u \ ix +  (tk +  s -  ti^i)ul’3) /A ,
где t i - i ^ t k  + s ^ t i ,  I ^  к, с экстраполяцией продолжением
+ s) = ((-s)u*-i +  (Д +  s )u] f ) /Д, tk <: tk + S < ffc+1 ,
имеет второй порядок [15]. Рассмотрим метод, который по ана­
логии с подобным методом для двумерного уравнения тепло­
проводности без запаздывания [33] будем называть методом 
переменных направлений. Определим иг£3 ± и u]f+l из решения
систем, которые могут быть решены трехдиагональной прогон­
кой:
-  ^)/(д/2)= + < ? ) +
а
+ ^ 5  W +1 -  2 4 ’ +  и « “ 1) +  (»«(•)), (4.10)
*2
(«Й1 -  < р / ( Д / 2 )  =  (« £ # ' -  2««  4 +  < ^ ) +
+ ^ |(4 'Й ‘ -  2 4 і , + « & ‘>+ ( 4 . 1 1 )
где г =  1 , . . . ,  Ni -  1, j  = 1 , . . . ,  N 2 -  1, к = 0 , . . . ,  М  -  1, с 
начальными и граничными условиями
иг0,3 = <р (х і , y j , t o ) ,  i  = 0 , . . . , N i ,  j  = 0 , . . . , N 2, (4.12)
vl'3 (t) =  4>(xi,yj,t), t < t 0, i =  0 , . . . , Ni,  j  = 0 , . . . , N 2, (4.13) 
uk j = 0, 4 uj = 0, j  = 0 , . . . , N 2, к =  0 , . . . , M,  (4.14)
u*'° = 0 , r f f 2 =  0 , i  =  0 , . . . ,  N i ,  k  =  0 , . . . , M ,  (4.15)
+ 4 i ) / 2  -  A A jt« « , -  4 J )/4,
j = l  Д/ j - l ,  * =  0 , . . . , M - 1 ,  (4.16)
= (“*■J + «ZliV2 - ЛЛ2(и^ -
35
І  =  1,.. . ,ЛГ2 - 1 ,  А; = 0 , . . . ,  М  — 1, (4.17)
через Лі и Л2 обозначены: Л іu]f = (щ!~1 '3 — 2u]f + иг^~1 ,3)а2/ h 2, 
Л2u\ 3 =  (ufcJ+1 -  2u]f +  u \ 3~l )a2/h\ .  '
В качестве F^3 (vl^(-)) возьмем функционал f (xi ,y j , tk ,Ujf ,  
ѵг'і(')). Функционал F£j (ѵг'і (•)) определен на Q[—т, Д] и лип- 
шицевый по переменной ?;(•) с константой Lf.
Перепишем систему (4.10)—(4.11) в операторной форме
K j+1 -  “? ) / ( Д /2 )  =  +  Л2к”  +  j ( ^ (  )), (4.18)
(“Ui - “Ui)/(A/2) = Ai«Uj + л’“й. + Kij(“У('))' <419>
где г =  1, . . . ,  iVi —1, j  =  1, . . . ,  ЛГ2- 1 ,  fc =  0 , . . . ,  M —1. Заметим, 
что значение функционала F*’^  і(ѵг'3(-)) вычисляется явно за 
счет интерполяции и экстраполяции.
Исключим сеточную функцию и '3 х. Для этого преобразуем/С+ 2
систему (4.18)—(4.19):
(S  -  Д Л г /2 )« ;^  =  (ß  +  AA2/2 ) 4 j  +  Д і ^ (г>^(-))/2, (4.20)
( Я - Д А г / г ) « ^  -  (£ + Д Л 1/ 2 ) ^ і + Д ^ ^ ( ^ ' ( - ) ) / 2 .  (4.21)
Применим к (4.20) оператор (.Е +Д Л і/2), а (4.21) — (Е —А А \ / 2 ) 
и сложим
(Е  -  Д Л і/2)(Я -  А А 2/ 2 )г/ & 1 =
= (Е + ДЛх/2 ){Е + A A 2/2)v%j + А Е ^ ( ѵ ^ ( - ) ) ,  
следовательно,
( Е - А А 1 / 2 ) ( Е - А А 2/ 2 ) ( и £ 1 - и ? ) / А + [ ( Е - А А 1 / 2 ) ( Е - А А 2/ 2 ) -  
- ( Е  +  Д Л !/2)(Я  +  ДЛ2/2 ) \ и ^ / А  = ^ ( г ^ ' ( - ) ) ,
откуда получаем
i j  _  i,j
в  к+\  Uk + Avp =
» =  j  =  fc =  0 , . . . , A f - l ,  (4.22)
где В  = (E — Д Л і/2 )(E -  ДЛ2/2), Л =  -A i -  Л2.
Невязкой метода назовем
=  B[u(xi ,yj , tk+i) -  u{xi ,y j , tk)]/A + Au(x i ,y j , t k) -
(•)))• (4.23)
Определение порядка невязки метода при конкретном вы­
боре F  проводится с помощью тейлоровского разложения 
функции u(x,y, t )  (при условиях соответствующей гладкости). 
Так, например, справедливо следующее утверждение, полно­
стью соответствующее аналогичному утверждению без запаз­
дывания для метода переменных направлений [33].
Теорема 5. Неѳязка метода переменных направлений имеет 
порядок Д 2 +  h\ +  Щ.
Доказательство. Обозначим Su = u(xi,yj ,  £fc+i) — u(xi,yj ,tk)-  
Подставим оператор В  в определение невязки (4.23). Получим
(Е -  Д Л і/2 ){Е -  A \ 2/ 2 )[u(xi ,yj , tk+1) -  u(x i ,y j , t k) \ /A+  
+Au(xi , y j , t k) -  F * ^ (u ffc+, (xi,yj,{-))) =
=  Su/A  +  A[u{xi, yj, tk+1) -  u(xi,yj ,  tk)]/2 + Au{xu yj, tk)+ 
+ A A lA2du/4 -  F ^ ( u tk+1 (Xi,yj , (•))) =
=  ~K + + и (Хі>Уі’Ьк)) +  ДАіА2^ -
yj, tk+k,u%*+1, щ к+  ^(х і , yj, (•))). (4.24)
Будем раскладывать по формуле Тейлора точное решение 
уравнения (4.6)-(4.9) в окрестности точки (xi ,y j , tk+1) при 
условиях ограниченных производных соответствующих поряд­
ков. Тогда
/)л I
8и = A — (xi ,Vj, t k+h) + 0 (А 3), (4.25)
[и(агі, г/j, tk+1) + u(xi, yj, tk) \ / 2 =  и(хи Vj,tk+i)  + 0 (Д 2). (4.26)
Используя разложение по формуле Тейлора и определение 
оператора А, получаем
=  - A u ( x i , y j , t k+i)  +  0 ( h \ ) +  0{hl).  (4.27)
Подставим соотношения (4.25)-(4.27) в (4.24) и используем 
то, что операторы Аі и Л2 ограничены и и является решением 
уравнения (4.6). Получим
2 ( д 2и ч д 2и Л
~ а  +  ду2 ^ У ^ 1 к+1))  -
- f { X ü  »j, 1, > utk+ 1 (XuVj, (■))) +
+ 0 (Д 2 +  h2 +  /12) =  0 (Д 2 + /і2 +  /^ 2) *
Из этого соотношения немедленно вытекает заключение 
теоремы.
Обозначим величину погрешности метода в узлах через 
ек3 = u i x^y^ t k )  -  ик3.
Будем говорить, что метод сходится, если ег^ 3 —> 0 при h\ —> 
О, /&2 0 и Д —> 0 при всех і = 0 , . . . ,  ІѴі, j  = 0 , . . . ,  N 2 и
fc =  0 , . . . , M .
В силу нелинейного характера зависимости функционала /  
(а следовательно, и F) от состояния и его предыстории, обыч­
ные методы исследования сходимости [33] неприменимы. По­
этому основная цель дальнейших исследований состоит в при­
менении аппарата абстрактных разностных схем с последей­
ствием, изложенного в главе 2 .
4.3. В лож ение схемы переменны х направлений  
в общ ую разностную  схему с последействи­
ем
Проведем вложение схемы (4.22) в общую разностную схе­
му с последействием. При каждом tk Е Ед определим значения 
дискретной модели вектором Zk = (u^’1, ^ ’2, . . .  , 
ufc2, • • •» £ Z,  где Z  — векторное про­
странство размерности q = (N\ — — 1). Тогда систему
(4.22) можно переписать в виде уравнения
B(zM  -  Zk) /Д + Azk = « ) ) ,  к =  0 , . . . ,  М  -  1, (4.28)
ѵ(’) = 1({иі}к) £ Q9[_ r >A]- Здесь V = Qq[-r,  А] — интерпо­
ляционное пространство, пространство g-мерных вектор-функ­
ций, каждая компонента которых принадлежит пространству 
0 [-т ,Д ].
Исследуем устойчивость полученной схемы. Для этого ис­
пользуем общую теорию устойчивости двухслойных схем.
Введем пространство Z  сеточных функций, заданных на 
и обращающих в нуль на 7^, со скалярным произведением
ТѴі — 1 N2 — 1
( z ,u )=  Ё  Ё  z%’3uh3hih.2 
І=  1 j  =  1
и нормой IIгII =  y/(z, z). Докажем, что операторы А = —А і —Л2,
В  =  (Е — Д Л і / 2)(£' — ДЛ2/ 2) — самосопряженные и положи­
тельные в Z. Рассмотрим следующее скалярное произведение:
n 1 - i n 2- i
(—Ліz,u)  = — иг'іh\h,2 =
г = 1 j = l
ТѴі-1ЛГ2-1  2
=  -  Y ,  T2(zi+1J -  2zi’j +  =
г=1 j = l  Л1 
2 7Vi-1N2-1 N1-IN 2-I
=  - ^ (  5 3  E  2i+i’j ui j /ii/i2 -  2 5 3  5 3
1 2=1 J =  1 2=1 j  =  l
N 1 - 1  N 2 - 1
+  E  E  j - ' w h i b )  =
i = l  j = 1
2 N1 ЛГ2-1 N 1 - 1  N 2 - 1
= - ^ ( E  E  zi’j ui- ^ h 1 h2 - 2  5 3  5 3  л « л іЛа+
1 2=2 j  =  1 2=1 j  =  l
N 1-2  N 2-1
+  5 3  E  ^ ' j ^ i+1 'j hih2). (4.29)
2=0 j  =  l
В силу однородности граничных условий выполняется 
иг'і — 0 , zl'i =  0 для индексов і = 0; j  =  0; i =  N\\ j  =  ІѴ2. 
Следовательно, соотношение (4.29) имеет вид
2 n 1 - i n 2- i  
(~ h i z ,u )  = - ^ (  У2 У2 zh3ul~hJhi h2 -
Л1 2=1 j  =  l 
N1-ÜV2- I  Ni-\N2-1
—2 5 3  E  zi’jui 'j h i h2 +  E  E  ^ ’Ѵ + ^ /ц /іг )  =
2=1 j  =  l  2=1 j  =  l
N i - 1  N 2- l  2
= — — 2 + гхг” 1,-7')/іі/і2 = (2:, — Лігх).
2 = 1  j = 1 Л і
Из этого соотношения получаем, что оператор — Лі — са­
мосопряженный. Аналогичным образом получаем, что опера­
тор —Л2 — самосопряженный.
Покажем, что —Лі — положительный оператор.
N i - i n 2- i
(—Ліи,и) = — ^  и 1**h\h,2 =
i=1 j =1
N1 - 1  n2- i  2
Ё  h ( ui+hj - 2uiJ +  ul- l 'j )ui'j hxh2 =
t=l J=1 hl
2 Afa- 1
= ^2 S  ((u l ’J )2 +  (uNl_llJ)2)/ll/j2+
1 j=l 
2 N1 - I N 2-I
+ n t  E  (“ i , j  -  u i + l j ' ) 2 ^ i ^ 2  ^  0 . ( 4 . 3 0 )
i=i j = 1
Скалярное произведение (—Лігх, гх) =  0, когда все слагаемые 
соотношения (4.30) равны 0. Следовательно, и = 0 для 
і =  1, . . . ,  Ni — 1, j  = 1, . . . ,  N 2 — 1. Откуда получаем, что и = 0. 
Из этого вытекает, что — Лі — положительный оператор. Ана­
логично доказывается, что оператор — Л2 — положительный. 
Так как А = —А\ — Л2, то А — самосопряженный положитель­
ный оператор. Операторы Лі и Л2 перестановочны, так как
ЛіЛ2и ^  =  Aiuij+ 1  -  2Ліи^' +  Лігі^ “ 1 =
= иі+і J +1 _  2ui’j+1 +u i~ 1 ’j + 1  -  2ui+hj+ 4ui<j -  2ui~1 ’j + ui+1’j - 1-  
- 2 и ^ ~ г +  и4“ 1**'“ 1 =  A2ui+1'j  -  2Л2ui’j + A2ui_l j  =
= A2A1u<J, г =  0 , . . . ,  N i , j  — 0 , . . . ,  N 2.
Тогда (—Aj)(—Л2) — самосопряженный положительный опера­
тор (см. [33, с. 594]). Следовательно, В  — (Е — А А \ /2 ) (Е  — 
ДЛ2/ 2) — самосопряженный положительный оператор.
Так как В — положительный оператор в конечномер­
ном гильбертовом пространстве, то существует В ~ 1 (см. [33, 
с. 595]). Следовательно, можно привести уравнение (4.28) к яв­
ной форме
zk+1 =  S z k + ДФ(**, I({zi}k), А), к = 0 , . . . ,  М  -  1, (4.31)
где оператор перехода определяется формулой S  = Е —А В ~ 1А, 
а функция продвижения на шаг — формулой Ф(£*.,*;, Д) = 
B ~ lGk(v(-)). Аналогично получаем, что существует А-1 .
Введем в пространстве Z  энергетическую норму \ \ z \ \ a  =  
y/ (Az,z) .  _  _
Определим операторы Лі и Л2 следующим образом: Лі =  
h ia 2/h\ ,  Л2 =  Л2а2//і2-
Так как ЛіЛ2 — положительный самосопряженный опера­
тор, то и ЛіЛ2 является положительным самосопряженным 
оператором в силу положительности a, h\ и /і2.
Докажем, что для некоторого числа е > 0 выполняется 
неравенство
В > е Е  + Д А /2 . (4.32)
Для этого рассмотрим
В  - \ а А = (Е -  | л х)(Я -  | л 2) +  ІД (Л Х +  Л2) =
Д 2 Д2 а4 ____
=  Е + т М А ,  =  Е + т т М А 2 . ( 4 . 3 3 )
Так как ЛіЛ2 — положительный самосопряженный оператор в 
конечномерном гильбертовом пространстве, то по §1 из допол­
нения в [33] получаем
(Лі Л2гі,и) ^  6 m in ІМІ2 > 5ты\\и\\2/2, (4.34)
где 8min — наименьшее собственное значение оператора ЛіЛ2. 
Так как ЛіЛ2 — положительный оператор, то 8тіп > 0. Со­
отношение (4.34) показывает, что ЛіЛ2 > 8тіпЕ / 2 . Следо­
вательно, соотношение (4.33) будет иметь вид В — А А /2  >
(1 +  A 2a4Smin/ 8h<lh2)E. Поэтому условие (4.32) выполняется, 
если е = 1  + A 2a45min/ 8hih2 . Из условия (4.32) следует, что 
для схемы (4.28) верно неравенство (см. [33], теорема 7 из гл.
VI, § 2)
1 к
I k + i f i  «  IN I*  + = - ( £  ДІІЛІІ2)- (4.35)
1=0
Из оценки (4.35) следует, что
1 к
I k + i i u  < ІЫІЛ + f c  Е Д 11^ М ||2)’ '
1=0
Применим к обеим частям уравнения (4.28) оператор -А“ 1, 
который удовлетворяет условию А-1  > 0. Получим
B(zk+i -  zk) /A + Azk =  A~lFk+1 , к = 0 , . . .  , M -  1,
где А = Е, В  = А-1  +  А Е /2  +  Д 2А- 1ЛіЛ2/ 4 . Так как Лі, 
Лг, А-1  — положительные и самосопряженные операторы в 
конечномерном гильбертовом пространстве, то по предыдущим 
рассуждениям получаем, что В > еА~1 +  АЕ/2 .  Поэтому по 
теореме 10 из [33], гл. VI, § 2 имеет место оценка
к
І к + і И ^ Ц г ь І І  +  Е Д І И + і І І л - О ^
/=0
Таким образом, схема (4.28) устойчива по начальным данным 
и по правой части при условии, что существует константа АГ, 
такая, что hi~\~ ^  K A h \h 2.
Определим функцию точных значений соотношениями
wk = (u (x i , y i , tk) ,u (x i ,y 2 , t k) , - . . , u ( x Nl- i , y N2- i , t k)y е Z ,
jfc =  - 0 , . . . , M - l .
Стартовые значения модели можно взять равные функции точ­
ных значений:
zi = wj =  (<Р(х 1 >УиЬ)’<Р(х 1 ’У2’Ь ) ’- - - ’‘Р(х Н1 - 1 , У Ъ - 1 ,Ь)У,  
j  -  —m , ...  , 0 .
Определения невязки без интерполяции (4.23) в схеме пере- 
менных направлений для уравнения теплопроводности и невяз­
ки с интерполяцией (2 .6) в общей схеме существенно отлича­
ются. Однако справедлива теорема, которая связывает эти два 
определения.
Теорема 6 . Пусть невязка метода в смысле (4.23) имеет 
порядок А Р1 +  У? 2 + h^3, функции F^J липшицевы, оператор 
интерполяции-экстраполяции I  Липшицев и имеет порядок 
погрешности А ро на точном решении. Тогда невязка с интер­
поляцией в смысле (2 .6) имеет порядок Д тш{рьРо} _|_ ^  _j_ з
Доказательство. Запишем определение невязки в смысле 
(2 .6):
dn = (wn+ 1 -  Swn) / A  -  Ф(£n,/({tüi}"m), Д), п  =  0, . . .  , М  -  1.
Так как В  — линейный оператор и существует В ~ г, то В - 1  
тоже является линейным оператором. В конечномерном про­
странстве линейный оператор является ограниченным, следо­
вательно, В  и В ~ 1 являются ограниченными.
Для каждой компоненты вектора w получаем
I =  IB ~ l Bdt f  \ =  \B~ 1 [B(u(xi ,yj , tn+1) -  Su(x i , y j , tn) ) / A -
-ВФ (гп, I({u(xi ,yj , t i )}n), Д)]| =
=  |.B- 1[.B(it(si,yj,«n+i) - { E -  A B ~ lA)u(xi ,y j , tn) ) / A -  
- B B ~ lF^  (1{{и(хи yj, **)}n))] I,
где п = 0 , . . . ,  М  — 1. Добавим и вычтем F l'J ± (щ г (ж*, y j , (•)))• 
Получим
№ J | =  l-B_1[-B(«(®*,yj5tn+i) -  u (x i , y j , tn) ) /а  + Au(xг ,y j , tn) -
- % ( uK+Л ^ У ^ -
- F ^ 1_m u ( x i ,yj A ) } nц ) )  +
n = 0 , . . . ,  M  — 1.
Из определения порядка невязки метода в смысле (4.23), 
липшицевости F  по ѵ(-), ограниченности оператора В ~ 1 и опре­
деления порядка оператора интерполяции-экстраполяции по­
лучаем для п = 0 , . . . ,  М  — 1
K j \ < С в - іС г іА *  +  h\ 2 + hvi 3) +  CB- i L f C 2A po <
< CB-i(C i +  L/ C2)(Amin{pi’Po} +  / i f  +  / i f ) .
Следовательно, норма вектора dn удовлетворяет неравен­
ству
K U  -  max К І  ^  Св -г{Сх +  Lf C2) (Amin^ }  + h*  + hP3)
h3
Из данного соотношения вытекает заключение теоремы.
Вложение схемы переменных направлений для уравнения 
теплопроводности в общую схему проведено, и из теоремы 1 
вытекает следующее утверждение.
Теорема 7. Пусть невязка метода в смысле (4.23) имеет 
порядок ДР1 +  h i2 +  /і23, функции F липшицевы, оператор 
интерполяции-экстраполяции I  Липшицев и имеет порядок 
погрешности ДРо на точном решении. Тогда метод сходит­
ся с порядком Д т т (рьРо} _|_ frP2 _j_ hPs
С помощью данной теоремы получаем, что метод перемен­
ных направлений с кусочно-линейной интерполяцией и экстра­
поляцией продолжением имеет порядок Д 2 +  h\ +  Щ.
4.4. Ч исленное моделирование
П р и м е р  3. Тестовый пример.
ди о , ч / . \ / 9  9\ а 9 • /і\~dt= ^д  ^+ ду2 t^~T^x^ y)~C0S(t)(x +у )_4а sm(t)~
—bsin(t — т)(х2 +  у2),
t  € [0,7г/ 2 ] ,  X е  [0,5], у € [0,5], т =  0.1; а, b  — параметры. 
Начальные условия:
u(s , X, ?/) =  sm (s)(x2 +  у2), — т ^  s ^  0, 0 ^  х < 5, 0 ^  у < 5. 
Граничные условия:
u(£, X, 0) =  sin(t)x2, ii(t,X,5) =  sm(£)(x2 +  25),
u(t, 0, у) = sin(t)y2, u(t, 5, у) = sin(t)(25 +  у2).
Точным решением является u(t,x ,y) =  sin(t)(x2 +  у2). Пара- 
метры уравнения были взяты следующим образом: 
а = Ъ = 10. Далее приведены результаты численного экспери­
мента. На рис. 4 и 5 изображена разница между приближенным 
и точным решением уравнения.
П р и м е р  4. Двумерное уравнение Колмогорова-Писку- 
нова-Петровского-Фишера с запаздыванием, оно же уравнение 
Хатчинсона с диффузией по двум пространственным перемен­
ным.
ди д2и
~ді = а ^дх* + ^ )  + a u ( t ,x ,y ) ( \  -  u(t -  т,х,у)),
, X € [0,2], у € [0,4], т =  1; a  — параметр. Начальные
условия:
u(s, X,  у) = s, 1 — т < s ^  1, 0 ^  х < 2, 0 ^ у ^ 4 .  
Граничные условия:
u(t,x ,  0) =  1, u(t,x ,  4) =  1, u(t,0,y)  =  1, u(t,2,y)  =  1.
У X
Рис. 4. Число точек разбиения по t: М = 25, по х: N\ = 20, по у 
N2 = 20
Рис. 5. Число точек разбиения по t: М = 100, по х: N\ = 50, по у 
N2 = 50
У X
Рис. 6 . Решение при t = 2.5. Число точек разбиения по t: М = 400, 









Рис. 7. Решение при t = 3.5. Число точек разбиения по t: М = 400, 







Рис. 8 . Решение при t = 8. Число точек разбиения по t: М  = 400, 
по X: Ni = 20, по у: N2 = 40
Параметр уравнения был взят следующим образом: а  = 10. Да­
лее приведены результаты численного эксперимента. На рис. 6 , 
7 и 8 изображено приближенное решение уравнения при раз­
ных значениях времени t.
П р и м е р  5. Рассмотрим тестовое уравнение с перемен­
ным сосредоточенным и распределенным запаздываниями по 
переменной t :
д и (х ,у , t) _  2 (d2u{x,y ,t)  d2u{x ,y ,t)  
dt a dx2 dy2
) — sin(t)(x2 +  ey)—
—a2cos(t)( 2 +  ey) + u(x, y , t  — t /2 ) — cos(t/2)(x2 + ey)+
rO
+  / (x + y )u (x ,y ,t  + s )d s -  
J —t/2
—{x + y)(x2 +  ey)(sin(t) — s in ( t /2)), (4.36)
где X G [0,2], у G [0,2], t G [1,3], a — 2. Начальные условия: 
u(x ,y ,t )  = cos(t)(x2 +  ey), X G [0,2], у G [0,2], tG  [1,3]. 
Граничные условия:
м(0,y , t )  = cos(t)ey, u(2,y ,t)  = cos(t)(4 +  ey ), t G [1,3],
u (x ,0, t) = cos{t)(x2 +  1), u(x , 2, t) = cos(t)(x2 +  e2), £ G [1,3].
Точным решением уравнения (4.36) является u(x ,y ,t)  = 
cos(t)(x2 +  ey).
Далее приведены результаты численного эксперимента. 
Таблица 3 содержит максимум модуля разности матриц точ­
ного и приближенного решений уравнения (4.36) при разных 
шагах hx , hy и Д. На рис. 9 изображено приближенное решение 
рассматриваемого уравнения при t = 3. Разница между точ­
ным и приближенным решениями уравнения (4.36) при t = 3 
показана на рис. 10.
Таблица 3. Максимум модуля разности матриц точного и при­
ближенного решений уравнения (4.36) при разных шагах hx,h y и Д
оIMII оII ОО1-HII
Ni = 20 , N 2 =  20 0.0056 0.0040 0.0024
Ni = 40, N 2 = 40 0.0059 0.0042 0.0025
Ni = 80, N 2 =  80 0.0060 0.0043 0.0025
Рис. 9. Приближенное решение при t = 3. Число точек разбиения 
по t: М = 40, по X: N\ = 40, по у: ЛГ2 = 40
Error
Рис. 10. Разница между точным и приближенным решением при 
t = 3. Число точек разбиения по t: М = 40, по х : N\ = 40, по у:
N2 = 40
5. Численные методы решения гипербо­
лического уравнения с наследственно­
стью. Результаты получены совместно 
с E. Е. Ташировой
В этой главе сконструировано семейство сеточных методов 
для численного решения волнового уравнения с запаздыванием 
общего вида на основе идеи разделения текущего состояния и 
функции-предыстории. Получена теорема о порядке сходимо­
сти методов с помощью вложения в общую разностную схему 
с последействием. Приводятся результаты расчетов тестовых 
примеров с постоянным и переменным запаздыванием.
5.1. Постановка задачи
Дано волновое уравнение с эффектом наследственности ви­
да
д2и д2и
~д& =  + ')) - t o ^ t ^ T ,  0 ^  X < X,
(5.1)
с граничными
u(0,t) = u (X ,t)  = g2(t) : t0 ^ t ^ T  (5.2)
и начальными условиями
и(х , t) = (р(х, t) : 0 ^  X ^  X, to — r  < t < to. (5.3)
Здесь u(x,t)  — искомая функция; щ(х, •) =  {u(x,£+£), — т ^  
£ ^  0)} — функция-предыстория искомой функции к мо­
менту т величина запаздывания; /(х ,£ , u(x,t), щ(х, •)) — 
функционал, определенный на [0, X] х [£0, Т] х R  х Q, 
Q = Q[—т, 0) — множество функций м(£), кусочно-непрерывных 
на [—т, 0) с конечным числом точек разрыва первого рода, в 
точках разрыва непрерывных справа, ||u(*)||q — 5гФ£е[-т,о)І^(ОІ
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Будем предполагать, что функционал /  и функции д\,д<і,Ч> 
таковы, что задача имеет единственное решение u(x,t)  [99].
5.2. Разностный метод
Разобьем отрезок [О, X] на части с шагом h = X /N ,  где 
N — некоторое целое число. Введем точки х\ — ih, г = 
0 ,1 . . . ,  N. Разобьем отрезок [to, Т] на части с шагом Д. Будем 
считать, что m  = т /Д  — целое число.
Введем точки tj = to + j Д, j  = —m , . . . ,  М. Будем обозна­
чать приближение точного решения u(xi,tj)  через Uj.
Как и в главе 3, введем дискретную предысторию к момен­
ту tj при каждом фиксированном г:
Определим также оператор интерполяции-экстраполяции 
дискретной предыстории как отображение:
Используемое в дальнейшем определение порядка погреш­
ности оператора интерполяции-экстраполяции было дано в 
главе 3.
Для 0 ^  s ^  1 рассмотрим семейство методов с весами:
К Ъ  =  ( 4 : з -  ™ <  к <  j } .
1 ■ {«fcb -»■ vj(-) G Q[tj -  T, tj +  A]-
+ sa
+(1 + а д о ) ,
г =  1, . . .  ІѴ -  1, j  =
с граничными
« ?  =  9 i ( t j ) ,  u f  =  9 2 { t j )
и начальными условиями
и) =  (р(хі, fy) : - т  < j  ^  О,
F j (?;*•(•)) — некоторый функционал, определенный на £?[—т, Д], 
липшицевый по переменной i>j(-) с константой Lp  и связанный 
с функционалом f(x i,tj,UpVj(-)).
При s =  0 получается явная схема, при других s, 0 < s ^  1, 
при каждом фиксированном j  система является линейной трех­
диагональной относительно і^ +1 с диагональным преобладани­
ем, которая эффективно решается методом прогонки. 
Невязкой (без интерполяции) метода назовем:
і _  u(x i,tj+ i)  — 2u(xi,tj) +  u (x i ,t j - i )
Vj Д 2
< ^ 2  ^(^г—1 ? tj—1) 2u{X{, — i) “h
_(1 _  2 .)a2^ f e - b * j )  - 2u(xj,tj) +  ц(хі+ь ^ )
-F jK .( x , , . ) ) .  (5.5)
Будем говорить, что невязка имеет порядок hPl +  ДР2, если 
существует константа С, что | ^ |  ^  C(hpi +  ДР2) для всех г = 
1 , . . . , 7 Ѵ -  1, j  =  0 , . . . ,  М  — 1.
Т еорем а 8. Если для точного решения задачи (5.1)-(5.3) су­
ществуют и непрерывны все частные производные вплоть до 
4-го порядка включительно, Fj(Vj(-)) = f(xi,tj,Uj,Vj(-)), то 
для любого 0 ^  s ^  1 невязка имеет порядок h2 + Д 2.
Доказательство. Невязка определяется равенством
,і   n{xi,tj-)ri)  — 2u(xi, tj) +  u(xi,tj—i)
Vj -  Д 2
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2u(Xi—i) tj+i) 2/U^ Xi, ) +  u(Xi+i,tj+i)
~sa h2
2 IL^ Xi—1, tj — 1) 2и{хі, £ji —1) “Ь ^(^г+1 ? t j—1)
_Sa Л2
/1 о«\л2 1> tj) 2u(xb t,) -|- , tj)
“ U — ^2
-/(X i, t j . u i X i ^ t j ) ,  U tj ( X i ,  •))•
Разложим функцию w(x, £) по формуле Тейлора в окрестно­
сти точек (х ,^ £j), (х ,^ (xi, t j - 1). Тогда получим следующие 
равенства для значений функции в точках:
qu ^2 iji
u{xi , t j + 1 ) =  +  - ^ ( x i , t j ) A  +  - - ^ ( x i , t j ) A 2+
+ 6 W {xi' tj)A3 +
u ( x i , t j - 1 ) =  u { x i , t j )  -  ^ ( x i , t j ) A  +  \ ^ ( x i , t j ) A 2 -
du. . 1 d2u ,
- ( ХІ, Ь ]А Ш ,
~ Ш {х,' іі)а3  + 0 (A ‘‘) '
/ \ ди / м. І д 2и о
'U>yXi)tjj (^г “Ь 2 дх^“ 7 "^ З/
1 я3?/
- 0 ^ з (* і ,* і )л 3 +  О(л4),
1 fföll
+ Qß^ ^ Xi,t^ 3 + O f t 4), 
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du 1 d2u
u{xi—1 u(xi,tj- |_i) (xjjtj-i-i)/i -b 2
1 л37/
- б ^ ( ^ + і ) ь 3 +  о (ь 4)>
du  1 d2u
u(Xi+\)tj+\) =  ?i-(Xi +  т^(Хі, £j_|_i)/i +  —-ß— tj+1^ )11 +
1 fföll
+ l  —  {X i , t j + 1 ) ^  +  0 ( h 4),
, , 4  , . . d u . . l ö 2u . , 2
'UyXi— 1, tj — l) UyXiy tj — i )  y ^ i ) t j— \) i l  +  — \Xii tj — l )h>
1 rßn
- ^ ( х и Ь - і ) ь 3 + о (н 4),




Подставив эти соотношения в формулу для , получим 
d2ii ( d2n \
=  Q p f a ’b )  + ° ^  “  S“ 2 +  “
- s a 2 ( ^ ( х ^ - О  + О ф 2))  -
(
d2u \
^ ( X z ^ j )  +  0 (/г2) J -  / ( ^ ,х ь гг (х і ,^ ) ,^ (х г , - ) )
) t j —l) — u ( X i , t j  — 1)  {Xi j t j —i)/i +  2  ^ ,2  (^*5 —і)Л "Ь
Разложим функцию по формуле Тейлора в окрест­
ности точки (Xi,tj). В результате получим следующие соотно­
шения:
г/4
Л2 п I д2 л I лЗ л I
д ^ 2 І ^ Ь + г)  =  Ш М )  +  ö ä j M ) *  +  0 ( Д 2 ) ,
д2и ,  . \ Ö2U. , . Ö3« . . . „ / a 2 n
у д +  0 ( Д  ).
Тогда
д 2и (  д 2и \
і =  -Q ^ { x i , t j ) -a 2 ( J -  f ( t j ,x i ,u (xi,tj ) ,u tj(xi , - ) )+
+ 0 (Д 2 + h2).
В силу уравнения (5.1)
Щ = о(д2 + h2).
Теорема доказана.
Обозначим величину погрешности метода в узлах через 
elj = u{xi,tj) — и1-. Будем говорить, что метод сходится, если 
е[ —> 0 при h —> О, Д -¥ 0 для всех і = 0 , . . . ,  N, j  = 0 , . . . ,  М. 
Будем говорить, что метод сходится с порядком hp +  Д 9, ес­
ли существует такая константа С, не зависящая от Д, h, что 
выполняется неравенство \ег^\ ^  C(hp +  А я) для всех г =  
О,. . . ,  N, j  = 0 , . . . ,  М.
Для исследования порядка сходимости применим аппарат 
абстрактных разностных схем с последействием, изложенный 
в главе 2 .
5.3 . И ссл едован и е сходим ости
Исследуем схемы семейства (5.4) на сходимость с помощью 
вложения в общую разностную схему главы 2. Будем рассмат­
ривать задачи с однородными краевыми условиями:
?/(0, t) = и(Х, t) =  0, to ^  t ^  Т.
При каждом tj определим значения дискретной модели век­
тором yj = (и9, Uj, и? , . . .  и^У  G У, где ' — знак транспо­
нирования, Y  — векторное пространство размерности N  +  1 с 
нормой:
N
11*4 = £ ( й ) 2- м
і = О
В пространстве Y  введем операторы А  и А:
, ~иг~1 -  2м* +  иг+1
Аи) =  —а —------- ^ ----- 2—, 1 < і < ЛГ -  1,
-AuJ =  0, A u f  = 0, (5.7)
А = А 2 А, (5.8)
тогда систему (5.4) можно переписать в виде
^ — ^ 2  +  +  5^Уі+і +  sAVj- 1 +  (! -  25)^Уі =
(5.9)
где Fj(v(-)) = (Fj)(v°(-)),Fjl (v1(-)), • •. ,F j f~l (vN~1(^)),Fjl,(% (•)))', 
v(-) =  7({yfcb) e <3^+1[-г , A], Qw+1[-r ,A ] — пространство 
вектор-функций, каждая компонента которых принадлежит 
Q [-r,A}.
Воспользуемся тождеством
_ о ~  , л 2 ^ + 1  - Щ  +У]-1 ~Vj+\ — 2 yj + А  д 2 2/д—1
и введем операторы
R  = -Г7;Е + sA, (5.10)
R  = A 2R  = E  + sÄ. (5.11)
Заметим, что операторы А  (5.8) и R  (5.11), в отличие от 
операторов А (5.7) и R  (5.10), не зависят от h и Д, а лишь от 
а = a2A 2/h 2.
Приведем уравнение (5.9) к виду
R { y j +1 — 2 Vj +  2/j-i) + A y j  =  Fj(v( -) ) .  (5.12)
Так как при любом допустимом весе s уравнение (5.12) раз­
решимо относительно ijj+i (существует Ü” 1), то можно приве­
сти уравнение (5.12) к явной форме
Vj+1 = 2Уз -  Уз-1 -  +  Д-1 ( ^ « ) ) ) -  (5-13)
Введем вектор yj = (у],у])' = {щ -ъ щ ) '  € Y , где
У = УфУ — векторное пространство размерности q = 2(7Ѵ+1). 
Считаем, что если в пространстве У определена норма, то в 
пространстве У она определяется следующим образом:
ІЫІУ =  ІІ»1^  +  ||»2| | | .  (5.14)
Соотношение (5.13) можно переписать в виде
у}+1 =  уЬ
Vj+i = 2у] -  Уj -  R ~ l Ay2j + i r ^ F j « ) ) ) .
В результате получаем разностную схему:
Vj+i = Syj + № ( t j , I ( { y k}j), Д), (5.15)
где
S = ( - l  2 - i - u ) '
Щ Л Ш і ) ,  Д) =  (  )  ■
Определим функцию точных значений для схемы (5.15) со­
отношениями
Z3 = (Zj ’Z]Y = (Zj-hZjY,
Zj (tz(xQ j t j ) j u(^X\ , t j ), . . . , \l{xpJ— 1, t j ), U^ Xjsf, t j )) .
Стартовыми значениями модели назовем функцию {tj = 
to +  j  Д G [*o -  Г]і 3 = . . . ,  0} -¥ Y  :
v(*j) =  y j-
Будем говорить, что стартовые значения модели имеют по­
рядок ДР1 +  hP2, если найдется константа С, не зависящая от 
Zj, y j , Д, h, такая, что
\\*j -  Vj\W < ^ (Д Р1 +  /г^ 2), j  =  - m , . . .  , 0 .
Например, можно определить стартовые значения модели
(5.15) следующим образом:
Уз =  z3 = (zh  zjY  =  Ъ - ъ  2,)'.
2j =  =  —m , . . .  , 0 .
Тогда pi =  оо, Р2 =  оо.
Погрешность аппроксимация (невязка) с интерполяцией в 
общей разностной схеме определяется формулой (2 .6).
Это определение невязки отличается от введенного опре­
деления невязки без интерполяции (5.5). Однако справедливо 
следующее утверждение.
Теорема 9. Пусть невязка в смысле (5.5) имеет порядок 
A Pl +  hP2, функции Fj липшицевы, оператор интерполяции- 
экстраполяции I  имеет порядок погрешности ро на точном 
решении, о зафиксировано, тогда невязка с интерполяцией в 
смысле (2 .6) имеет одинаковые порядки погрешности по А  и 
h, равные Д тш{ро,Рі,Р2}+і
Доказательство. Рассмотрим нормы координат невязки (2.6):
2
Ш І  =
Z 1 -  Z 2  ^п+І т^г
2
Zn %п
д А =  о,
\\d2J b  =
Ы+i +  zn ~  +  R  1Az% 1
=  Д 2
Отсюда по определению операторов R  (5.11), А  (5.8)
II «  =  д 2
■2n+i 2zn +  zn—\
Д 2 +
+ ± R - l Azn -  R - \ F n{I{{zk}n)))
-  Д 2 ||Д- -1112 tj (  zn + 1 2 z n  +  zn—1
-------------- Д 2 --------------  1 +
T- д 2^ '2'7г *^n(- (^{2fc}n)) (5.16)
Тогда по определению нормы в У (5.6) 
(
Д , ?n+l 2%, + Z n -A  + ^  _  в д { а д )
“b Д 2^ ^ п Fn(I({zk}n))
zn+1 2g  +  ^ - ,  +  ^ _ M?11+1 + (1 .2>)A%, + . & - 0 -
2 N - l
- E | u (X i,tn+ l)  2а(Жі, £72) ~b а(Жі, £72—l)Д 2
—5a
У г=1
2 а(ж2-і-і j ^гг+і) 2a  (ж^ , £72-1-1) -Ь и{хі—\ , £n+i)
— (1 — 25)a‘
h2
2 ^ (^ г+ І) ^п) — 2 u(Xi)tn)  “b u (X j—ijt f t )
h2
лл2 ^(*^i+l  j ^п— 1) 2 a ( x 2 5 т^г—l )  “h а ( ж ^ _ і , eu /  jy f„.i 1 \ \  ^
—  5 a  ^ 2  ^ п і Д г І к / п і і  •
(5.17)
Оценим каждое слагаемое под знаком суммы в (5.17), ис­
пользуя предположения теоремы
и(хі, tn+i) -  2u(xi,tn) + u{xi, tn- 1)
—5a
Д 2
2  a (X i_ | _ l , ^ n + l  )  2 Vj(xi , ^ 72+ 1) “I” ^ ( ^ г —1 ? ^ 71+ 1)
—5a
h2
2 u (%i+1? ^п) — 2a(x2, 7^2) “b a(Xj_-i, tn)
h2
2^(^г+і j ^п—l) 2a(^2, 7^2—1) "b a(x2—1, tji—1)
(1 — 2s)a‘
h2
- ^ ( / ( K } n ) ) ± ^ K n(xb .))
^  |^?| +  \F ^u tn{xi^)) -  F i m < } n ) ) \  ^
^  С г ( А ^  +  h ^ )  +  L f I K O * ,  •) -  І ( Ш п ) IIq ^
^  СДДР1 +  hP2) + L FC2A P0. (5.18)
В результате из (5.16), (5.17), (5.18) получаем 
N - 1
\\dn \\2y < Д 2 ||Д_1 ||2 £ ( С і ( Д Рі +  hP2) + L FC2A*>)2 =
i= 1
=  Д 2 |Щ -1||2(ЛГ -  1)(С і(ДРі +  HP2) +  L f C2A p°)2 ^
^  Д2((7зДтіп{рьро} +  CihP2)2 =
=  Д 2 ( с 3Д тіп{рьРо} +  CA (аД /ѵ^ ) Р2) 2 ,
где Сз =  ЦД-Іѵ^ЛГ^Т [Ci + L f C2), C4 =  ЦІГ1!|v/ÄT=7 Cx.
То есть справедлива оценка
К | | у  < СДті^ро.рьРгІ+^
где С = Сз + СА(а/yfö)P2.
Теорема доказана.
Для исследования устойчивости схемы применим результа­
ты работ [33,34]. Для этого рассмотрим однородную разност­
ную схему, соответствующую (5.12):
R(yj+ 1 -  2yj +  y j- i )  +  Ayj = 0. (5.19)
Оператор А (5.7) самосопряженный и положительный [33] в 
смысле скалярного произведения векторов у — (у0, у1, . . .  yN) £ 
Y , w = (w° ,w \ . . . wn ) е Y:
N
(У,Я) = ^ y lwlh. 
і = о
Тогда оператор R  (5.10) также самосопряженный и поло­
жительный.
В [34] доказано, что если для схемы (5.19) выполняется 
условие
R  > -A ,  (5.20)
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то при любых начальных условиях для решения (5.19) спра­
ведливо неравенство
ІІ&+1ІІ. < ІІУпІІ*, (5.21)
где
L 1 ~ 1 
І ІУ п І І*  =  ^ ( Ж У п + У п - і ) , 2 / п + У п - і ) + ( ( Д - ^ > 1 ) ( У п + У п - і ) , У п + У п - і ) .
Теперь рассмотрим однородную схему, соответствующую
(5.15):
Vj+i =  S y j . (5.22)
Из неравенства (5.21) следует, что
Игі+іІІ.« ІіАі..
ІІй+ill. < II A l , .
Тогда по определению нормы (5.14) в пространстве Y :
Ий«.. Ill =  llA -.lß  + ІІй+.lß < H A ß + H A ß =  ІІЙ.ІІІ.
Отсюда
І ІУ п + і| | у  ^  І ІУ п Ц у ,
что означает выполнение следующей оценки для уравнения 
(5.22):
т  < 1.
Следовательно, при выполнении условия (5.20) схема (5.15) 
устойчива в смысле определения, данного в главе 2 .
Используя (5.10), операторное условие устойчивости для 
исследуемой схемы можно переписать в виде [34]:
і Е + ( * - і ) л > 0 ,
которое означает, что для любого отличного от нуля у Е Y  
выполняется
^2 (у> у) + (Аѵ> у)>°- (5-23)
Так как наибольшее собственное значение оператора А (5.7) 
оценивается сверху величиной 4a2/h 2 [34], то
(у,у) >
Значит, неравенство (5.23) будет выполнено, если потребо­
вать
h2 1 ЛА о д о +  s — т  > 0 .4 а2 А 2 4
Таким образом, схема (5.15) устойчива, если
5 > і ( 1 - і ) ,  ( 5 2 4 )
где <т =  а2Д 2//і2.
Например, для явной схемы (5 =  0) получаем известное 
условие Куранта а < 1, а в случае неявной схемы (5 =  1) усло­
вие устойчивости выполняется при любом соотношении шагов.
Вложение в обшую разностную схему с последействием 
проведено, откуда, используя теорему 1, получаем следующее 
утверждение.
Теорема 1 0 . Пусть выполнено условие устойчивости (5.24), 
невязка в смысле (5.5) имеет порядок A Pl + hP2, функции F %-
липшицеѳы, оператор интерполяции-экстраполяции I  Липши­
цев и имеет порядок погрешности ро точном решении, 
стартовые значения имеют порядок А рз +  hp4, а зафиксиро­
вано, тогда метод (5.4) сходится с порядком 
дтіп{тіп{р0,Рі,Р2}+1,Рз} _|_ ^тіп{тіп{ро,РьР2}+1,Р4}
5.4. П римеры численных расчетов
П р и м е р  6 . Рассмотрим уравнение с постоянным запаз­
дыванием:
d^U о d^U о 9 . T—^t • 2—г = а  -—т + а  7Г е sin7r:r +  eT sin 7гх+ 
o t l  o x 1
+и(х , t)( 1 — и(х, t — т)) (5.25)
при г  = 2 , а = 1 с начальными
гл(о?,£) =  e“ *sin7T£, —т ^  ^  О,
и граничными условиями
u(0 ,t) =  0 , t x ( l , t ) = 0 , 0 < £ ^ 3 .
Уравнение имеет точное решение u(x,t) = e ^ s in n x .
На рис. 11 приведено приближенное решение этого уравне­
ния методом (5.4), для которого FJ(v*-(-)) =  f(xi,tj,Uj,Vj(-)), с 
кусочно-линейной интерполяцией [15] при s = 1 с  числом то­
чек разбиения по х  равным 10, по t равным 60, на рис. 12 при 
s = 0 с числом точек разбиения по х равным 21, по t равным 60 
(в этом случае не выполняется условие устойчивости).
u(x.t)
Р и с. 1 1
U(X.t)
Кол-во разбиений 5 =  1 5 =  1/2 s =  0
N  = 21, М  =  60 0.0095 0.0087 59952
N  = 15, М  =  60 0.0118 0.0248 0.0378
N  =  10, М  =  60 0.0527 0.0493 0.0443
N  =  10, М  =  90 0.0507 0.0488 0.0467
N  =  10, М  =  150 0.0502 0.0495 0.0488
П р и м е р  7. Рассмотрим уравнение с переменным запаз­
дыванием:
(Ри 2д2‘и , іл 2\и2(Х>* ~
e ?  =  “ ä ^  +  ( 1 - <,)— Р Д —  (5 26)
при а =  2 с начальными
u(x,t) — ex - t, — O ^ x ^ l  
и граничными условиями
u(0,t) = e~l , u ( l , t )  = e1-*, 0 ^  t ^  2 .
Уравнение имеет точное решение u(x,t) = ex~l .
На рис. 13 приведено приближенное решение этого уравне­
ния методом (5.4), для которого Fj(v*(-)) =  /(®i,tj,uj,vj(-)), 
с кусочно-линейной интерполяцией при s = 1 с числом точек 
разбиения по х  равным 10, по t равным 40, на рис. 14 при 5 = 0 
с числом точек разбиения по х  равным 15, по t равным 40 
(в этом случае не выполняется условие устойчивости).
U(X.t)
Ри с. 1 3
u(x.t)
Кол-во разбиений s =  1 5 =  1/2 5 =  0
N  = 15, М  =  40 0.0667 0.4670 7.888610 • 1025
N  =  10, М  =  40 0.3265 0.3266 0.3276
N  =  10, М  =  60 0.4646 0.4660 0.4688
N  =  10, М  =  100 0.4625 0.4629 0.4635
N  =  10, М  =  200 0.4626 0.4629 0.4631
П р и м е р  8 . Рассмотрим уравнение с распределенным за­
паздыванием:
д2и пд2и / о о х 2 (  . . n t \
а ё  = а дх> ~  ^  х  + 2) cos^ - - ^ sm^ - s m y J  +
О
+  J  u(x ,t  + s)ds  (5-27)
- t / 2
при а = 1 с начальными
u(x,t)  = X2 cos 7г£, —1,5 < t ^  О, O ^ x ^ l
и граничными условиями
ti(0 , t) = 0 , u (l , t )  =  cos nt, 0 ^  t ^  3.
Уравнение имеет точное решение u(x,t) = х 2 cos nt.
На рис. 15 приведено приближенное решение этого уравне­
ния методом (5.4), для которого F?(vij(-)) = f ( t j , x  
с кусочно-линейной интерполяцией при s = 1/2  с числом то­
чек разбиения по х  равным 10, по t равным 90, на рис. 16 при 
s =  0 с числом точек разбиения по х  равным 21, по t равным 60 
(в этом случае не выполняется условие устойчивости). Инте­
гралы считались по составной формуле Симпсона.
u(x.t)
Ри с. 1 5
u(x,t)
ж 10®
Кол-во разбиений s =  1 s =  1/2 5 =  0
N  = 21 , М  =  60 0.1938 0.1082 5.0084 • 108
N  =  20 , М  = 60 0.1942 0.1085 0.0219
N  =  10, М  = 60 0.1932 0.1081 0.0216
N  = 10, М  = 90 0.1281 0.0714 0.0144
N  = 10, М  = 150 0.0762 0.0423 0.0083
Рассмотренные примеры показывают, что при выполнении 
условия (5.24) метод (5.4) при некоторых выбранных значениях 
параметра s дает погрешности, определяемые соотношением 
шагов. Если условие (5.24) не выполняется, то погрешности 
резко возрастают (рис. 10, 12, 14).
6. Сеточные методы решения уравнения 
переноса с наследственностью
В главе рассматриваются численные алгоритмы решения 
уравнения переноса с эффектом наследственности, проведено 
исследование условий и порядка их сходимости, проведены рас­
четы тестовых и модельных задач.
6.1. Постановка задачи
Уравнение переноса — уравнение в частных производных 
первого порядка, описывающее перенос сохраняющейся ска­
лярной величины в пространстве, обусловленный диффузией. 
В моделях физики это уравнение часто называют уравнени­
ем конвекции, в моделях биологии — уравнением адвекции. Во 
многих моделях этот эффект может осложняться запаздывани­
ем различных видов [99]. В силу сложности объекта на первый 
план выходит конструирование численных алгоритмов реше­
ния таких уравнений. Численные методы решения уравнения 
переноса без запаздывания достаточно хорошо изучены, напри­
мер, см. изложение в учебниках [4,11,21,33]. Общие вопросы 
для функционально-дифференциальных уравнений в частных 
производных первого порядка рассматривались в ряде работ, 
например, в [13]. В данной работе численные методы констру­
ируются с позиции принципа разделения состояния системы 
на конечномерную и бесконечномерную составляющую. По ко­
нечномерной составляющей конструируются аналоги методов, 
известных для объектов без запаздывания, а для учета предыс­
тории (бесконечномерной составляющей) используется интер­
поляция с заданными свойствами. Этот подход позволяет эф­
фективно конструировать методы и на основе таких алгорит­
мов создавать соответствующее программное обеспечение.
Рассмотрим уравнение переноса с эффектом наследствен­
ности
ди(х , t) ди(х, t)
— ^ — Ь а— ö—i ^ — = f ( x , t ,u ( x , t ) ,u t {x,-)), (6 .1)
О ^  < Г, 0 < х < X
с краевым условием
u(0 ,t) = 7 (*), O ^ t ^ T (6 .2 )
и начальным условием
u(x, s) =  <р(х, s), 0 ^  X  ^  X, — т ^  s ^  0. (6.3)
Здесь х, t -  независимые переменные, u(x,t)  -  искомая 
функция, щ(х, •) =  {гі(х,£ +  s), —т ^  s < 0} -  функция- 
предыстория искомой функции к моменту t, т > 0 -  величина 
запаздывания.
Предполагается, что функционал / ,  функции 7 (£), </>(x,s) 
и константа а > 0 таковы, что задача (6 .1)—(6 .2) имеет един­
ственное решение [99].
В качестве примера можно привести модельный пример ди­
намики популяций клеток из [58]:
где независимые переменные t -  время; х -  размер клеток в фа­
зе роста; искомая функция п(£,х) -  распределение клеток по 
размеру; функции </(х),/х(х),6(х) задают соответственно ско­
рости роста, гибели и перехода в фазу деления, т > 0 -  по­
стоянная длительность фазы деления клетки, у(х) -  размер 
клеток сразу после деления, р(х) -  доля клеток, переживших 
фазу деления.
6.2. Дискретизация задачи
Пусть шаг h по переменной я такой, что X / h  =  ІѴ, где 
N  -  натуральное, обозначим через Хі =  ih G [О, X], i = 0 , . . . ,  N. 
Пусть шаг Д по переменной t такой, что т /Д  =  т ,  где т  -  
натуральное, пусть М  =  |Т/Д_|, обозначим tj =  j A  G [—т,Т], 
j  =  —m , . . . ,  М. Сеткой назовем набор пар {я*, tj}.
Приближения функции и(я, t )  в узлах сетки будем обозна­
чать иJ. Для каждого фиксированного і =  О , . . . , TV введем 
дискретную предысторию по временным узлам к моменту t j , 
j  =  0 , . . . ,  М:
{и*}} =  j
Оператором интерполяции-экстраполяции дискретной 
предыстории назовем отображение I: {u \} j —> ѵ}(-) G Q[tj — 
T , t j  +  Д].
Будем предполагать, что, во-первых, оператор интерполяции- 
экстраполяции Липшицев, т. е. найдется такая константа L/, 
что для всех предысторий дискретной модели {ulk}j и {ylk}j 
выполняется
sup \v) ( t )  -  w) (t) I ^ h  max >*fc -  yxk \,
t j -T ^ t j+ A  3-m^k^j
где v){-) = /({ ttp j) , w){-) =  /({y£b).
Во-вторых, будем предполагать, что оператор интерполяции- 
экстраполяции согласован, т. е.
=  ик> к =  j  — тп, - • • , j .
Будем говорить, что оператор интерполяции-экстраполяции 
имеет порядок погрешности р на точном решении, если су­
ществуют константы С\ и С2, такие, что для всех г, j  и t G 
[tj — т, tj+ 1] выполняется неравенство
|v*(t) -  u(xi, t)| < Cl max К  -  u(xi, tfc)| +  С2ДР. (6.4)
Простейший способ интерполяции -  кусочно-линейная функ­
ция, простейший способ экстраполяции — экстраполяция про­
должением, см. главу 3. Образованный таким образом опе­
ратор интерполяции-экстраполяции Липшицев с константой 
Li  =  2 , согласован и имеет второй порядок погрешности.
Для 0 ^  s ^  1 рассмотрим семейство методов
и\,л — и\ и\ , л — игл\ и\ — иг~1 . .
,+1д  '  +  <■(« н +  (1 - « )  ’ h ’ ) =  е д о ) .
г =  1, . . .  ,7V, j  =  0, . . .  ,М  -  1 (6.5)
с соответствующими начальными
Uq = <p(xi,to), i = 0 , . . . , N ,
v'jit) =  ip(xi,t), t < t 0, г =  0 , . . .  ,7V  
и граничными условиями
u°j =  7(fy). j  =  0, • • •, M.
Здесь Fj(v(-)) — некоторый функционал, определенный на 
Q[—т, Д] и связанный с функционалом /(х^, tj, w*-, ѵ(*)), липши- 
цевый по переменной ѵ(-) с константой Lp-
При всех 0 ^  s ^  1 из (6.5) может быть явно выражено 
в силу условия а > 0 .
Невязкой метода (6.5) назовем
і =  u(Xj,tj + l) -  u(Xj, tj)
Vj д  ^
, ,_u(Xi,tj+i) - u ( x i _ i , t J+l) , Іл ^u{X i,tj)  -  u{Xi-U tj)  ^
h  + ( i - S )  ^  ) -
—Fj{ut j(xi, •)). (6 -6)
Будем говорить, что невязка имеет порядок hPl +  Д**2, если 
существует константа С, что |^r?| ^  C(hPl + Д**2) для всех і = 
1 jf =  0 , . . . М  — 1.
Обозначим =  u(xi,tj)  — и], г =  0 , . . . ,  N, j  =  0 , . . . ,  M. 
Будем говорить, что метод сходится, если £*• —> 0 при h —> 0 
и Д —> 0 для всех і =  0 , . . . ,  N  и j  =  0 , . . . ,  М. Будем говорить, 
что метод сходится с порядком ЬР +  A q, если существует кон­
станта С, такая, что выполняется \е \^ ^  C{hP + A q) для всех 
і = 0 , . . . ,  N, j  = 0 , . . . ,  М.
Ниже с помощью определения порядка невязки и путем 
вложения в общую схему главы 2 конструируются и исследу­
ются методы различных порядков.
6.3. М етоды первого порядка. Результаты  полу­
чены совместно с JI. С. Волканиным
Рассмотрим семейство методов (6.5), в которых функцио­
нал Fj определяется простейшим способом:
{•)) = и ) ,${■)). (6.7)
Заметим, что в этом случае экстраполяция не нужна, а нужна 
только интерполяция. В случае постоянного сосредоточенно­
го запаздывания, как в примере раздела 6 .1, не нужна также 
интерполяция.
Теорема 1 1 . Если для точного решения задачи (б.І)-(б.З) су­
ществуют и непрерывны все частные производные вплоть до
2-го порядка включительно, то для любого 0 ^  s ^  1 невязка 
метода (6.5), (6.7) имеет порядок h +  Д.
Доказательство. Разложим значения точного решения зада­
чи (6 .1)—(6 .3), входящие в определение невязки, по формуле 
Тейлора в точке {xi,tj}:
du
u(xu tj+i) u(xx— \ , tj+i) = ~о^\хіч tj)h  +  h(0(ti) +  0 ( Д ) ) .
Подставляя эти выражения в определение невязки (6 .6), 
учитывая (6.7) и то, что u{x^ tj)  — точное решение задачи
(6.1)—(6.3) в точке {Xi,t j}, получаем
$ ' =  0 (Л )+ 0 (Д ).
Сведем метод (6.5) к общей схеме главы 2 .
Без ограничения общности будем рассматривать однород­
ные краевые условия
7 (<) =  0, 0 ^  t ^  Т.
При каждом tj определим значения дискретной модели век­
тором yj = (Uj,Uj, . . .  ,иУ) Е У, здесь У — векторное про­
странство размерности q =  TV, ' — знак транспонирования.
Введем в Y  две нормы: обычную дискретную
N
іы і = Е а д 2'1
і=1
и энергетическую [33, с. 331]
1М<ч = Е jk"
1 = 1
В пространстве У введем оператор А:
и\ — иг~ 1
А а*> =
тогда систему (6.5) можно переписать в виде уравнения
Vj+1~ Vj + sAyj+\ +  (1 -  s)AVj = F M -) ) ,  (6 .8)
где F , (»<•)) = (Fj(v!(-)),f?(vj(-)),...  (•)))',
w( ) = /({j/fc}j) € Qq\-T, А]. Здесь V = Q4[ - r ,  Д] — ин-
терполяционное пространство, пространство g-мерных вектор- 
функций, каждая компонента которых принадлежит простран- 
ству Q [ - T ,  Д].
Так как при любом допустимом весе 5 уравнение (6 .8) раз­
решимо относительно yj+1, то можно привести уравнение (6 .8) 
к явной форме
2/j+i =  S y j  + А H { V k } j ) ,  А), (6-9)
где оператор перехода определяется формулой 
S  — ( Е  + s A A ) - \ E  + (в -  1)ДА), 
функция продвижения на шаг формулой
Ф (tj ,v ,A )  = (E + s A A ) - 1Fj (v(-))-
Исследуем устойчивость полученной схемы. Для этого на­
ряду с уравнениями (6.5), (6.9) рассмотрим однородную раз­
ностную схему в формах
+ а(/ Ь і р + і  +  (1 _  s )u) ) = 0)
і — 1 , . . . ,  N, j  = 0 , . . .  ,М  — 1, (6.10)
y j +1 =  S y j .  (6.11)
Схема (6 .10) хорошо изучена, например, в работе [33, с. 331]
приведены условия, гарантирующие ее устойчивость в энерге­
тической норме.
S > 2 ~  2аД ’ (6Л2)
Определим функцию точных значений соотношениями
Zj = ( u ( X i , t j ) , u ( X 2 , t j ) ,  . . . , u ( x N , t j ) ) '  е Y.
79
Стартовые значения модели можно взять равные функции точ­
ных значений:
Уз = z3 = . . .  ,(p(xN,t j ) ) ' , 3 =
Определение невязки (2.6) в общей схеме содержит интер­
поляцию и отличается от введенного определения невязки без 
интерполяции (6 .6). Однако справедливо следующее утвержде­
ние.
Теорема 1 2 . Пусть невязка в смысле (6 .6) имеет порядок 
А Р1 +  hP2, функции Fj липшицеѳы, оператор интерполяции- 
экстраполяции I  имеет порядок погрешности ро на точном 
решении, тогда невязка с интерполяцией в смысле (2 .6) имеет 
порядок погрешности д т т (ро>Рі} _|_ ^Р2
Доказательство. Каждая компонента невязки в смысле (2.6) 
имеет вид
гі _  u(xj,tj+1) — u(Xj,tj)
І ~  Д
ч tj) u{xi— 1, t j ) .
s) ---------— j----------- - ) -
- ^ ( Ц ( 0 ) .  (6-13)
где Wj(-) = I({u(xi,tk)}j) — результат действия оператора ин­
терполяции-экстраполяции на предысториях точного решения 
в узлах.
Таким образом, получаем
4  =  ^  +  ^ К ( х , , . ) ) - ^ Ц ( * ) ) .  (6.14)
Используя липшицевость Fj, определение (6.4) порядка 
оператора интерполяции-экстраполяции и его согласованность, 
получаем оценку
IFj(ut j{xi r )) -  Fj(wj(-))\  ^  L f sup Iu(xi,t) -w (x i , t ) \  ^
t j—r^ t^ tj+ A
\ a(s Xj'tj+i) u{Xj—i)tj+i) ^  ^
< L f{C \  max \u(xi,tk) -  w(xi,tk)\ + С'гД7’0) < ЬрС 2^ Ро.
(6.15)
Из (6.14) и (6.15) вытекает утверждение теоремы.
В частности, при условиях теоремы 12 метод (6.5), (6.7) с 
кусочно-линейной интерполяцией и экстраполяцией продолже­
нием имеет порядок невязки в смысле (2 .6), равный h +  Д.
Вложение в общую разностную схему с последействием 
проведено, откуда, используя теорему 1, получаем следующее 
утверждение.
Теорема 13. Пусть выполнено условие устойчивости (6.12), 
для точного решения задачи (6.1) (6.3) существуют и непре­
рывны все частные производные вплоть до 2-го порядка вклю­
чительно , тогда метод (6.5), (6.7) с кусочно-линейной интер­
поляцией и экстраполяцией продолжением сходится с поряд­
ком h +  Д.
Заметим, что среди устойчивых методов порядка h +  Д са­
мым простым и эффективным является метод, получающийся 
при s = l :
U'j+1A U'j  +  a Ulj+l ~ Uj-+1 = f ( t j ,  Xi, uj, «}(•))• (6.16)
6.4. М етоды второго порядка по пространствен­
ной переменной. Результаты  получены  
С. И. Солодуш киным
Рассмотрим задачу (б.І)-(б.З) и, используя обозначения 
предыдущего параграфа, построим схему второго порядка по 
пространственному шагу h.
Обозначим f j  = f { x i , t j , u lj , v lj(')) — значение функционала 
/ ,  вычисленное на приближенном решении, г>*( ) — результат




ения численного метода мы дополнительно предполагаем, что 
7 (£) дифференцируемая.
В уравнении (6.1) производную du/dt  аппроксимируем ко­
нечной разностью по двум узам. Для узлов (xi,tj), г =  2,..., ІѴ, 
j  = 0,..., М — 1, производная ди/дх  аппроксимируется конечной 
разностью по трем узлам на правый край. Для г =  1 такая ап­
проксимация потребовала бы использования и“ 1, поэтому для 
г =  1 применяется аппроксимация по трем узлам с кратным 
узлом (хо ,tj).
du) —4 и*} — 2h ди^/дх  +  4и)
дх 2h
ди^ 1 /  n duQj \
В силу (6.1) имеем = -  / •  I , в силу (6.3) имеем
ох а \ J dt J
Для 0 ^  s ^  1 рассмотрим семейство методов: для всякого 
j  = О, . . . ,М  — 1
uj +i  ~ и) . ( _  - М +1 -  Т  ( f j+i  -  Ъ + 1 ) +  4u)+ i 
A + a \ S 2 h +
Ц + і - Ц  I J
+  а Г  2 h +
+(1 " s)   2Л ~ I = & 1 = 2’ N (6'17)
с начальным условием
«0 =  ¥>(®і,0), г =  0 , ЛГ,
vlj(t) = <p(xi,t), t <  0, г =  0, ...,N 
и граничным условием
U j=7o(tj) , j  = 0,.. .,M .
Заметим, во-первых, что метод явный, т. е. при любом s 
можно выразить Во-вторых, экстраполяция в методе не
нужна, а применяется лишь интерполяция, в данном случае 
кусочно-линейная.
Невязкой метода (6.17) назовем сеточную функцию
1 =  ц ( Х 1 , ^ + 1 ) - ц ( Х 1 , ^ )
Г? д
-4u(x0, tj+1) -  -  9j+1) +  4«(xi, tj+i)
+ a S --------------------------- 2h---------------------------- +
—4u(x0, tj) -  f ( / jV i  -  flj) +  4u(xb tj) 
+ a ( 1 _ s ) ------------------------- 2h----------------------------f i '
_,.i u{Xi,tj+l) -  u(Xi,tj)
= ------------ Д------------- +
, u(Xi_2,tj+l) -  4u{Xi-i,tj+i) +  3u(Xi,tj+i) t
2h
, /t 4 u(xi_2, « j ) - 4u(x<_i,ij ) +  3«(xi ,tj)  д  
+ Ц 1 «1 2/j
i = 2,.. .,N .  (6.18)
Здесь /* =  f ( x i , t j ,u (x i , tJ),ut] (х і , •)) — значение функции / ,  
вычисленное на точном решении.
Теорема 14. Пусть точное решение u(x ,t)  задачи (б.І)-(б.З) 
трижды непрерывно дифференцируемо по х, дважды непре­
рывно дифференцируемо по £, первая производная решения по х  
непрерывно дифференцируема по t. Тогда невязка метода (6.17) 
имеет порядок h2 +  Д.
Доказательство. Невязка определяется равенствами (6.18). 
Разложим функцию u(x,t) в окрестности точек (x^tj) и 
(ж», tj+ 1 ), i =  2, • • • , N, получим следующие равенства для зна­
чений функции в точках:
и(х%—1 , tj) =  u(xi,tj) ~Qx^i' 2  дх^ “Ь 0 ( / і  ) ?
u(xi-2,tj) =  u(xi,tj)  -  ^ (x i , t j ) 2 h  + ^ ^ ( x i , t j ) 4 h 2 +  0 {h 3),
du
u (x i—i )t j+ i)  =  tx(xi, tj+i)
1 я 2?/
+ 2 ä ^ (x i)tj+ l)/l2  +
du
u (X i -2,tj+ 1 ) =  « (X i.fj+x) -  —  ( l i , ^ + i)2/l-(-
1 92u 
2  3 x 2
du.
u(xi,tj+ 1 ) =  u{xi,tj)  +  Xi,tj)A +  0 ( Д 2 ).
Подставляя эти выражения в формулу для получим
Ф) =  +  О ( Д )  + a s ( ^ ( i , , ( , + l ) +  0 ( ( і 2 ) ) +
+a(l-*)(|j(*<,«i)+0(kä))-/J.
Используя разложение
/ , \ du j ч Л  / а \—  (Xt,tj_|_l) =  +
получаем формулу для невязки
/ )л і  Л лі  #
^  =  ~dt(<Xi' t^  +  adx^Xi,tj + +  ~ &
84
Отсюда, в силу уравнения (6 .1), получаем гр1- =  0 (h 2 +  Д).
Для случая г =  1 результат доказывается аналогично.
Далее будем рассматривать задачи с однородным гранич­
ным условием г/(0,£) = 0, t Е [0,Т]. К такой задаче можно све­
сти исходную задачу с помощью замены й(х, t) = и (х , t) — 7 (£).
Введем в рассмотрение вектор yj = (Ц ,гі|, ...,гг^)' Е У, j  = 
О,..., М  — 1, где знак ' означает транспонирование, Y  — вектор­
ное пространство с нормой




/  4 0 0 0
- 4  3 0 0
1 - 4  3 0
А = ^ г  0 1 - 4  3





0 0 1 - 4  3 0 
0 0 1 - 4  3 /
тогда метод (6.17) можно переписать в виде
УН1А  Vj + s A y j+ 1 +  (1 -  s ) A Vj = Fj, (6.19) 
здесь Fj = { fj  + s f j+1 +  (1 -  s ) f j ,  f j ,
Воспользуемся тождеством
и введем оператор
В  = Е  -Ь sA /l
в уз+1 -  Уз + А у . =  р., (6.20)
Оператор А  является положительно определенным с соб­
ственными числами Аі(Л) =  8/i/a, А2(А) = ... =  АП(Л) =  6h/a, 
следовательно, В  положительно определенный. Поскольку В  
обратим, можно записать (6 .20) в виде
Уі+і = Syj +  AB-1  Fj,  ( 6 .2 1 )
где S  =  ( E  — AB-1 A)  — оператор перехода в общей схеме (2.3). 
Введем энергетическую норму в пространстве Y :
ІІѴ ІІУ  =  V(Ay>y)-
Следуя определению главы 2 , назовем разностную схему 
(6 .21) устойчивой, если ||£ ||у  ^  1, здесь норма оператора под­
чинена энергетической норме вектора.
Теорем а 15. Пусть выполнено условие s ^  тогда разност­
ная схема (6 .21) является устойчивой.
Доказательство. Рассмотрим уравнение (6.21) в канониче­
ской форме (6 .20) и применим методы проверки устойчивости 
двуслойной разностной схемы [33].
Проведем симметризацию в уравнении (6.20), домножив обе 
части уравнения на А ~ 1, получим
( А - 1 +  а А Е ) У і- ^  Vj + E Vj =  A ~ l Fj.
Обозначив В  = A ~ l -1- s A E , A = E, Fj = A~l Fj , получим
B yi + ' - yj + A y j =  Fj . (6.22)
Для устойчивости в энергетической норме однородной схе­
мы, соответствующей методу (6.22), необходимо и достаточно  
([3 3 ], с. 3 5 9 , теорема 1 ) ,  чтобы В  >  ^ А .  Это эквивалентно 
А - 1 +  A E (s  -  0 .5 )  ^  0 . Поскольку положительно опре- 
деленный, последнее неравенство выполняется для любых Д, 
если s ^  0 .5 .
Определение невязки ( 2 .6 )  в общей схеме содержит интер­
поляцию и отличается от введенного определения невязки без 
интерполяции ( 6 .1 8 ) .  Справедливо следующее утверждение.
Теорема 16. В  усло ви я х  т еорем ы  1 4  н евязка  в см ы сле  (2.6) 
м ет ода  ( 6 .1 7 )  с кусо чн о -ли н ей н о й  и н т е р п о л я ц и е й  и м е е т  по­
рядок h 2 + Д.
Проверка утверждения проводится подобно доказательству 
теоремы 12  с учетом утверждения теоремы 1 4  и того, что 
кусочно-линейная интерполяция имеет второй порядок по­
грешности по Д.
Из теоремы 1, используя теоремы 1 6  и 1 5 , получаем следу­
ющие утверждение.
Теорема 17. П уст ь вы полнено  усло ви е  уст о й ч и во ст и  s ^
т очное реш ение u { x , t )  задачи  (б .І)-(б .З ) т риж ды  н епреры вно  
диф ф еренцируемо по х, дваж ды  непреры вно  диф ф еренцируем о  
по  £, первая производная р еш ен и я  по х  непреры вно  диф ф ерен­
цируем а  по t y тогда м ет о д  ( 6 .1 7 )  с кусо ч н о -л и н ей н о й  и н т е р ­
п о ляц и ей  сходитсяу п р и ч ем  порядок схо д и м о ст и  h 2 +  Д .
П р и м е р  9.
Рассмотрим тестовое уравнение 
д и  д и
—— I- —  =  cos X cos t  — и ( х ,  t  — 7г/2) ( 6 .2 3 )
o x  a t
с начальными и граничными условиями
u { x , t )  =  Sin X COS ty 0 ^  X ^  7Г, —7г/ 2  ^  ^  0,
u(0, t) = 0 , 0 ^  ^  7Г.
Эта краевая задача имеет точное решение и(х, t) = sin х  cos t.
В табл. 7 приведены значения максимального отклонения
е =  т а х Щ  — u(xi,tj)\ точного решения от приближенного в 
ьз
узлах сетки, вычисленного методом (6.17) при s =  0.8.
Таблица 7. Максимум модуля разности точного и приближен­
ного решений уравнения (6.23) при разных шагах
№ h Д е
1 7г/10 п/20 0.0782
2 тг/20 п/20 0.0971
3 7г/20 п/40 0.0469
4 п/40 п/40 0.0515
5 п/10 тг/400 0.0421







В экспериментах № 5-7 погрешность, обусловленная дис­
кретизацией по времени, мала в сравнении с погрешностью, 
обусловленной дискретизацией по координате; анализ поведе­
ния погрешности показывает квадратичную сходимость по х — 
уменьшение шага в два раза приводит к уменьшению погреш­
ности более чем в два раза.
Анализ таблицы показывает, что только согласованное 
уменьшение шагов приводит к уменьшению погрешности. Так, 
в экспериментах № 7-8 уменьшение h в два раза не приводит 
к соответствующему уменьшению погрешности, так как общая 
погрешность уже в большей степени обусловлена дискретиза­
цией по времени.
По теореме 15 для s = 0.8 схема (6.20) является устойчивой 
при любом соотношении шагов, однако, в силу некорректности 
операции численного дифференцирования, при уменьшении h
аппроксимация ди/дх  в (6.17) становится более чувствитель­
ной к ошибкам машинного округления, что приводит к росту 
погрешности. Согласованное с h уменьшение Д является своего 
рода регуляризатором, который не позволяет вычислительным 
ошибкам расти и накапливаться. Эксперименты № 1-4 служат 
тому иллюстрацией.
6.5. М етод второго порядка по временной пере­
менной
Как показывает теорема 11, невязка семейства методов (6.5) 
с условием (6.7) имеет порядок /і +  Д и , следовательно, по тео­
реме 17 при условии устойчивости (6 .12) сходятся с порядком 
h + Д. В этом разделе среди методов вида (6.5) строится ме­
тод порядка h + Д 2, который можно назвать аналогом метода 
Кранка-Никольсон, так как в формуле (6.5) выберем вес
В этом методе вместо условия (6.7) положим
Э Д ( - ) )  =  /(*і+ і ,* і ,«}+і,ѵ*+ і(-)), (6-25)
где t j+ 1 =  tj +  h/2 — полуцелая точка, ѵг і{') ~  результат 
действия оператора кусочно-линейной интерполяции с экстра­
поляцией продолжением в этой точке (в отличие от (6.7) здесь 
экстраполяция нужна по существу), =  vj(tj-1-±)-
Теорема 18. Если для точного решения задачи (б.І)-(б.З) су­
ществуют и непрерывны все частные производные вплоть до
3-го порядка включительно, то невязка метода (6.5), (6.24), 
(6.25) имеет порядок h +  Д 2.
Доказательство. Невязка метода определяется соотношением
Q, . V,{Xii t j+ i ) ,tj+ \ ) u(Xi—\)tj'j.
2 Л Л
ГДО f - , 1 ^7-|--)>^£ , 1 (^ij *))•J ' 2 J 2 J 2 J+2
Подставим в первую дробь (6.26) разложения 
/ ч / ч д и ,  ЧД д2?/, ЧД 2 ~ /Азчu(Xi,tj-|_і) w(Xi, ^_|_l ) +  ‘^ ' (Xi, ^_j_l) —+ ^ 2  (^Ь ) g Н"0 (Д ),
u(xi,tj) =  u(xi, ) — ~Q^(xi, ^j+1 )~2 ~ ~^öf2 ^Xii tj+±)~g~~^~0(A, ), 
во вторую и в третью разложения
ди
и{хі—1, ) =  u{xi , ) — (*Еі) -|-1)/і -[■ 0 (h  ),
dUt






V'j =  +  0 (Д 2) +  0(h)+
+5(S (l"tj+l) + (6'27)
Но при условиях теоремы
du du du ч ^ / \—  (x i,tj+ 1) +  —  (xi,tj) = 2— (xi,tj+i)  +  0 ( h ),
поэтому
Дч/ du____________ __
=  ^-(xi ,<j + i)  +  a — (х і ,^ + і ) - / ] +і + 0 (Д2) +  0 (/г). (6.28)
Так как u(xi,t- ,  i) — точное решение задачи (6.1) в точке 
(#i5£j+i)> то отсюда вытекает заключение теоремы.
В разделе 6.3 для доказательства сходимости определения 
порядка сходимости рассматриваемое в этом разделе семейство 
методов вкладывается в обшую схему главы 2. Так как метод 
(6.5), (6.24), (6.25) является частным случаем этого семейства, 
то подобно теореме 13 проверяется следующее утверждение.
Теорема 19. Если для точного решения задачи (6.1)-(6.3) 
существуют и непрерывны все частные производные вплоть 
до 3-го порядка включительно, то метод (6.5), (6.24), (6.25) 
с кусочно-линейной интерполяцией и экстраполяцией продол­
жением имеет порядок сходимости h +  Д 2.
Отметим два существенных момента. Во-первых, в этом 
методе, в отличие от всех других рассмотренных в этой гла­
ве методов требуются интерполяция и экстраполяция второго 
порядка, а в других методах можно было обойтись интерпо­
ляцией первого порядка, например, кусочно-постоянной. Во- 
вторых, вес метода s = ^ удовлетворяет условию устойчивости 
(6.12).
6.6. М етод второго порядка по временной и про­
странственной переменной. Результаты  по­
лучены совместно со С. В . Свиридовым
Для однородный линейных уравнений, соответствующих
(6.1), (т. е. в которых f ( x , t ,u (x , t ) ,u t (x ,- ) )  = 0) в классе ме­
тодов (6.5) существует метод порядка h2 4- Д 2 [33, с. 331], если
1 h /Л
5 =  -  -  —— . 6.29
2 2аД v J
Однако для нелинейного уравнения с наследственностью
(6.1), для того, чтобы построить аналог этого метода, нуж­
но вычислять /  в точках, являющихся полуцелыми узлами 
не только по переменной t , как в предыдущем методе, но и в 
полуцелых точках по переменной х. Это требование приводит 
фактически к необходимости двумерной интерполяции, т. е. не 
только интерполяции и экстраполяции дискретной предысто­
рии по времени, но и интерполяции временной предыстории 
по пространству. Рассмотрим простейший способ, необходимый 
для конструирования метода.
Расширим понятие оператора интерполяции-экстраполяции
до следующего: двойным оператором интерполяции-экстра­
поляции дискретной предыстории назовем отображение I :
к ь )  -> € Q[tj -  T , t j + а ].
Приведем конструкцию двойного оператора интерполяции- 
экстраполяции, обладающую нужными в методе свойствами. 
Пусть известны две дискретные предыстории {зд}* =  {и\чЗ ~ 
т  < к < j} , и {ti*}*-1 =  {игк 1, j  -  тп ^  к < j} .  Определим 
предысторию между узлами
{щ })  2 =  {«1 2 =  Uk + ™k , j  -  m ^ k ^ j }  (6.30)
и проведем через эти точки кусочно-линейную интерполяцию
г- і  1 і - І  І - І
Vj 2 {tj + s )  =  - ( ( t k -  tj  -  s ) u k_\ +  {tj +  8 - t k -  lK  2 ),
t k - ^ t j  + s ^ t k  (6.31)
с экстраполяцией продолжением
v*r* (tj+ s)  = } ( ( - . ц : |  +  ( д + 8Ц " 5 ) ,
tj ^ t j  +  5 < t j+1. (6.32)
Теорема 20. Если точное решение задачи (6.1)-(6.3) дважды 
непрерывно дифференцируемо по совокупности переменных, 
то двойной оператор интерполяции-экстраполяции (6.31) 
(6.32) имеет порядок погрешности h2 +  Д 2 на точном реше­
нии, т .  е. найдутся константы С\ и С2, такие, что для всех 
і = 1, • • • , N, j  = 0 ,1 , . . . ,  М  — 1, и t  Е [tj — г, tj+1] выполняется 
неравенство
|гь 2{t) -  u{xi -  h/2,t)\ < Ci{ max |uL-1 -  u {x i- i , tk)\+
+ max \uk — u{xi, <fc)|) +  C2{h2 + A2). (6.33)j-m ^k^j
Доказательство. Пусть в (6.33) зафиксированный момент t 
принадлежит отрезку где к одно из целых чисел от
j  — т  +  1 до j  (случай интерполяции).
Тогда
Iи*- 2(t) -  и(хі -  h/2,t)\ ^
v%~ ^ ( t ) - w \  2) \ + \w*~5(t) -  u(xi -  h/2,t)\, (6.34)
где -  результат двойной интерполяции, подобной (6.30),
(6.31) точного решения u (x , t ):
u/-i = u{xi' t‘) + '‘{xi- " l‘\ l  = k- l , k ,  (6.35)
z
™l~'2 (t) = ^((«fc -  *)Ч -І + (* -  t k - iWk*) -  (6-36)
Из (6.31) и (6.36) вытекает оценка
i i / H ( t ) - « > r b i <
«S 2 max{| t £ *  -  |, |и*_ 5 -  и^Г11}■ (6.37)
Из (6.30) и (6.33) следует
і«;_і -«г*! <
^  і  max{|uj-1  -  u(x i - i , t i ) \ ,  -  u ( x i - i , t i ) \ } ,  I =  A: -  1, к,
(6.38)
таким образом, оценки (6.37) и (6.38) дают
г-- •_!
Iѵ, 2( t ) - w l 2(t)| < m a x lli t^ !-u (x j_ i,ifc _ i) |,
Iu1^ 1 -  u (x i - i , tk)\, -  u(xj,<fe_i)|, |ulfc -  u (x i,ife)|}. (6.39)
Оценим второе слагаемое в правой части неравенства (6.38)
\тг~ъ (t ) -  и(хі -  h/2, t)| <
^  \wl 2 ( t ) - z ( x i - h /2 , t ) \  + \ z ( x i -h /2 , t ) - u ( x i - h /2 , t ) \ ,  (6.40)
где z(xi — h/2,t)  -  результат кусочно-линейной интерполяции 
точного решения в полуцелых узлах:
z { x i-h /2 , t )  = ^ ( ( t k- t ) u ( x i - h /2 , t k- i ) ^ t - t k- i ) u ( x i - h /2 , t k)).
(6.41)
Если точное решение дважды непрерывно дифференцируемая 
функция, то, во-первых:
Iz(xi — h/2 ,t) — u(xi — h/2,t)\ ^  0 (Д 2). (6-42)
Во-вторых, в силу (6.36), (6.41) и (6.35) выполняется
• 1 г-±
IW1 2 (t) -  z(xi -  h/2,t)\ ^  2max{|wk_\ -  u(xi -  / і /2 ,^ _ і) |,
Iwlk 2 -  u(xi -  h /2 , tk-i)\}  ^  0 (h 2). (6.43)
Из (6.40), (6.42) и (6.43) следует
\wl~*(t) — u(xi — /г/2, t) I ^  0 (h 2 +  Д 2). (6.44)
Оценки (6.34), (6.39) и (6.44) дают утверждение теоремы в 
случае t [tj — т, tj]. Случай интерполяции t [tj, tj +  Д] разбира­
ется аналогично. Отличие состоит в том, что нужно заменить 
индекс по t с к на j ,  и в том, что оценка (6.37) примет вид
I v l- * ( t ) - w %t 2 )| ^  Зтах{\и]_1  -  |, Ц  2 - w ) 2 |}.
Рассмотрим метод
+  о(д^ + 1~ Ц^ +1 + (1 _  ) =
ZA Al Ai
i = 1 , . . .  ,N , j  = 0 , . . .  ,M  — 1, (6.45)
в котором параметр s определяется условием (6.29), значе­
ние приближения искомой функции между узлами формулой
(6.30), а результат двойной интерполяции-экстраполяции фор­
мулами (6.30), (6.31), (6.32). Метод дополняется соответствую­
щими начальными и граничными условиями.
Теорема 21. Если для точного решения задачи (б.І)-(б.З) су­
ществуют и непрерывны все частные производные вплоть до
3-го порядка включительно, то невязка (без интерполяции) 
метода (6.45), (6.29), (6.30) имеет порядок h2 4- Д 2.
Доказательство. Невязка метода определяется соотношением
I і   u(Xj,tj+1) u(Xj,tj)
V j -  Д +
, j^’4-1) u(Xi—\ , £jf+l) ^u(Xi)tj) u(Xi—1, t j ) .
4-a{s -  г V1 ~ s) ^ )~
- f - 1  ( 6 .4 6 )
где s определяется соотношением (6.29), a
fj+ i = (Хг-Ь  '))•
Подставим в первую дробь (6.46) разложения
\  / \  \  Аu(Xi,tj-1-1) =  u{Xi,tj_|_l) +  i_l)“  +
+ § ( Іі.<)+ Р т  + 0(д3)’
/ ч / \ du , xA , ЧА2 ^/лЗчu(Xi,tj) =  u(Xi, t^_|_l) —-^-(Xi, ^_|_l) —+ -^ 2"(X2, t^ _|_ 1 ) -g -+ 0 (A  ),
во вторую и в третью разложения
д 2и .  . h2 ^ /L3N
+ дз?^Х'-5  j+1^~ 8+ (
u { x i —l , t j + l )  =  u ( x ^ _ l , t j  + l) — —
& u < .  ^ 2 з%+ ^ ( x i_ i , t i + i ) - + 0 (/l ),
/ \ , . d u ,  . h d2u , . h2
;(*<,«,■) =  u ( x . _ i , ^ )  +  —  (х . _ ± , ^ ) -  +  — (ж . _ 1 , ^ )  —  +  0 (/i ),
/ \ / \ д и , . h д 2и , 4/i2 ^ /fQ4
(^г-Ь^) =  ^ (^ _ 1 ) j^i)— +  (^i_l ^ j)™g"+0(Zl ),
олучим
Ял у
Tpj = -ß^(x iitj+ i)  +  0 (Д 2) +  0 (/i2)+
с^ і/ du 1
+ as-^ (z* _ i ,*j+i) +  a (l -  s )^ (Z i_ i ,* j) )  -  /*+ |- (6-47)
Іодставим в это выражение разложения 
^ и /  ,  ч Ö u .  ,  ч д 2и , ,  ч *  ^ / , 2 ч
и^ /  ч д и , , . 92и , , . Д ~ / А 2 ч
W  + з і з і ^ - т  W i + 0 (А  >•
. ч  Ч ч д 2Ѵ, ,  ^ , А  „ / Д 2 ч
і . ь )  =  -  ä S t < * H ’W  2 + 0 ( A  >•
Так как гл(х- i , t •, i ) — точное решение задачи (6.1) в точке
2 J  '  2
то получаем
^ +a<2s  ■  > + ° ( д 2 ) + о(і,2)-
"ак как параметр s выбирается из условия (6.29), отсюда сле- 
ует утверждение теоремы.
Для определения порядка сходимости этого метода прове­
дем сведение его к общей схеме, так же, как это сделано в раз­
деле 6.3. Отличие состоит в том, что функция Fj определяется 
не соотношением (6.7), а соотношением
= / ( t i+ A, а:*_Л/2, I , ѵ*“ |  (-)). (6.48)
Подобно теореме 12, но с учетом теоремы 20 проверяется 
следующее утверждение.
Теорема 22. В условиях теоремы 21 невязка с интерполя­
цией в смысле (2.6) метода (6.45), (6.29), (6.30), (6.31), (6.32) 
имеет порядок h2 -К Д 2.
Из вложения в общую разностную схему с последействием, 
теоремы 22 и того факта, что при (6.29) выполняется условие 
устойчивости, вытекает следующее утверждение.
Теорема 23. Пусть для тонного решения задачи (6.1)-(6.3) 
существуют и непрерывны все частные производные вплоть 
до 3-го порядка включительно, тогда метод (6.45), (6.29),
(6.30), (6.31), (6.32) сходится с порядком h2 +  Д 2.
6.7. Численные эксперименты . Результаты  по­
лучены совместно со С. В . Свиридовым
П р и м е р  10. Тестовый пример.
Рассмотрим следующее уравнение с постоянным запазды­
ванием по переменной t:
du du / \ . / \—  +  —-  =  sin 7ГХ +  7г£ COS 7ГХ — [t — Т) Sin 7ГХ -I- гцх, t — т), 
at ox
(6.49)
при X G [0,2], t G [0,1], r  =  1 с начальными и граничными 
условиями вида
u(x,t) = t sin 7гх, t € [—т, 0], гі(0Д) =  0, t е  [0,1].
2Рис. 17. Приближенное решение уравнения (6.49), полученное ана­
логом метода Кранка- Никольсон при h = Д = 0.05
2
Рис. 18. Модуль разности приближенного и точного решений урав­
нения (6.49)
Данное уравнение имеет точное решение: u(x,t)  = £sin7rx.
На рис. 17 приведено приближенное решение данного урав­
нения аналогом метода Кранка-Никольсон при числе точек 
разбиения по х, равном 40, по t — 20. На рис. 18 изображен 
модуль разности точного и указанного приближенного реше­
ний.
Таблица 8. Нормы разностей точного и приближенного реше­
ний уравнения (6.49) при разных шагах для методов: 1) схема бегу­
щего счета, 2) аналог схемы Кранка-Никольсон, 3) схема аппрокси­
мации на середину квадрата
Шаги Метод 1 Метод 2 Метод 3
h = 0.05, Д =  0.05 0.14299 0.15176 0.05476
h = 0.025, Д =  0.05 0.11907 0.12796 оо
h = 0.05, Д = 0.025 0.11422 0.11680 0.06507
h = 0.05, Д =  0.0125 0.10151 0.10237 0.06135
h = 0.025, Д =  0.0125 0.06208 0.06287 0.03434
h = 0.0125, Д =  0.00625 0.03243 0.03265 0.01766
h = 0.00313, Д =  0.00625 0.01777 0.01796 оо
Как видно из табл. 8, схемы бегущего счета и Кранка- 
Никольсон показывают примерно одинаковые результаты. Ме­
тод аппроксимации на середину квадрата показывает лучшие 
результаты, но при малых шагах является неустойчивым к вы­
числительной погрешности. Этот факт можно объяснить тем, 
что параметр s в нем выбирается из условия (6.29), что явля­
ется границей зоны устойчивости (6.12).
П р и м е р  11.
Рассмотрим тестовое уравнение с переменным запаздыва­
нием по переменной t:
при X £ [0,2],£ £ [0,1],а =  1 с  начальными и граничными 
условиями вида
?/(х,0) =  ех, ж £ [0,2], іг(0, £) =  e~l,t £ [0,1].
Данное уравнение имеет точное решение: u{x,t) = ех~1. На 
рис. 19 можно увидеть абсолютную погрешность решения урав­
нения, полученного схемой аппроксимации на середину квад­
рата.
Таблица 9. Нормы разностей точного и приближенного реше­
ний уравнения (6.50) при разных шагах для методов: 1) схема бегу­
щего счета, 2) аналог схемы Кранка-Никольсон, 3) схема аппрокси­
мации на середину квадрата
Шаги Метод 1 Метод 2 Метод 3
h =  0.05, Д =  0.05 0.13478 0.04825 0.02429
h = 0.025, Д =  0.05 0.10373 0.01667 оо
h = 0.05, Д =  0.025 0.10246 0.05843 0.07311
h = 0.05, Д =  0.0125 0.08595 0.06379 0.08634
h = 0.025, Д =  0.0125 0.05291 0.03011 0.03731
h = 0.0125, Д =  0.00625 0.02688 0.01529 0.01885
h = 0.00313, Д =  0.00625 0.01357 0.00223 00
Эксперименты показывают уменьшение погрешности мето­
дов при увеличении количества шагов и уже отмеченную в 
предыдущем примере неустойчивость схемы аппроксимации на 
середину квадрата при малых шагах. Лучшим методом для 
данного примера является аналог схемы Кранка-Никольсон.
П р и м е р  12.
Рассмотрим тестовое уравнение с распределенным запазды­
ванием по переменной t :
Рис. 19. Абсолютная погрешность решения уравнения (6.50) при 
помощи схемы аппроксимации на середину квадрата при количестве 
шагов по X — 80, по t — 20
du du f
-777 +  а—  =  / u (x ,s)ds  + ex(-к— )cos7rt, (6.51)
Öt ÖX Jt— 1 тг
2
при X G [0 ,2],< G [0 ,1],a =  ^ с начальны ми и граничными 
условиями вида
u(x,t) = ех , х е [0,2], * € [ “ ,0], u (0 ,t) =  sin7rt, t G [0,1].
z
Данное уравнение имеет точное решение: u(x,t)  = ех sinnt. 
На рис. 20 и 21 можно увидеть абсолютную погрешность ре­
шения уравнения разных схем при одинаковых шагах по t и по 
X.
По данному примеру можно сделать те же выводы, что и 
по предыдущему примеру.
2Рис. 2 0 . Абсолютная погрешность решения уравнения (6.51) (коли­
чество шагов по X — 40, по t — 10) при помощи метода бегущего счета
0.8
4 0.6
Рис. 2 1 . Абсолютная погрешность решения уравнения (6.51) (ко­
личество шагов по X — 40, по t — 10) при помощи аналога схемы 
Кранка-Никольсон
Таблица 10. Нормы разностей точного и приближенного реше­
ний уравнения (6.51) при разных шагах для методов: 1 ) схема бегу­
щего счета, 2) аналог схемы Кранка-Никольсон, 3) схема аппрокси­
мации на середину квадрата
Шаги Метод 1 Метод 2 Метод 3
h = 0.05, Д =  0.05 1.04634 0.03591 1.07102
h = 0.025, Д =  0.05 1.0883 0.02285 7.53 • 1045
h = 0.05, Д =  0.025 0.50738 0.03375 0.55123
h = 0.05, Д =  0.0125 0.23664 0.03416 0.32692
h = 0.025, Д =  0.0125 0.25963 0.01754 0.28426
h = 0.0125, Д =  0.00625 0.13130 0.00896 0.14434
h = 0.00313, Д =  0.00625 0.13925 0.00224 ОО
7. Численные методы решения смешан­
ных функционально-дифференциаль­
ных уравнений. Результаты получены 
совместно с М. А. Паначевым
В смешанных функционально-дифференциальных уравне­
ниях одна независимая переменная, играющая роль време­
ни, отвечает за эволюцию, другая трактуется как простран­
ственная. Математическая теория таких уравнений была раз­
вита, прежде всего, трудами А. Д. Мышкиса [20]. Аналити­
ческое исследование такого рода объектов весьма затрудне­
но, поэтому интерес представляют численные методы их ре­
шения; отсутствие алгоритмов и соответствующих программ 
препятствует, на наш взгляд, широкому распространению та­
ких объектов в математическом моделировании. Кроме само­
стоятельного значения, важность смешанных функционально­
дифференциальных уравнений обусловлена тем, что если к 
уравнениям в частных производных первого порядка с наслед­
ственностью применить метод характеристик, то они сводят­
ся как раз к смешанным функционально-дифференциальным 
уравнениям.
7.1. П остановка задачи и предположения
Рассмотрим уравнение вида 
du
—  = f ( x ,  t , и(х, t), uXit). (7.1)
Здесь u(x,t)  искомая функция, х  Е [а, Ь], t Е [0, Г] 
независимые переменные, их = {и(х +  £,£ +  s), — г) ^  ^
г/, — т ^  s ^  0} — функция-предыстория искомой функции к 
моменту t , зависящая также от пространственного аргумента 
из зоны влияния [х — т/, ж+  7/], т > 0 — величина запаздывания, 
77 > 0 — величина, характеризующая зону влияния.
Обозначим П = [а,Ь] х [О,Г], D = [—г/,77] х [~т >0], =
[а, 6] X [—г, 0], =  [а-т / ,  а] х [-г , Г], П2 =  [6 +  77, 6] х [-г ,Т ],
П = f i o U^ i  U ^ 2- Пусть на множестве ft определена функция 
(продолжающая) <p(x,t), требуется найти решение уравнения 
(7.1), удовлетворяющее условиям
u(x,t)  = <p(x,t), ( x , t )Gf t ,  (7.2)
это условие играет роль начальных и граничных условий.
Обозначим через Р  банахово пространство регулярных, т. е. 
ограниченных, измеримых по первому аргументу и непрерыв­
ных по второму функций ги(£, 5), определенных на D, с нормой 
\\w\\p = sup(£^eD\w(£, s)\. Будем предполагать, что функцио­
нал /(х , £, т/, w) определен на П х R  х Р  и удовлетворяет вместе 
с функцией ip(x,t) условиям, гарантирующим существование 
и единственность решения задачи (7.1)-(7.2), см. [20, с .20], в 
том числе липшицевости f ( x , t ,u ,w )  по двум последним аргу­
ментам: существуют такие константы L и М, что для любых 
(х, t) G П, G Я, G Я, vj(l ) G D, 7/ / 1) G D  выполняется
If ( x , t , u ^ \ w w ) -  /(x,t,Tx(2),w(2))I ^
^  1/ |г ^  — г /2) I +  МЦгі/1) — т//2)||р.
7.2. Одношаговые методы типа Р ун ге-К утты
Проведем дискретизацию задачи. Пусть пространственный 
шаг h > 0 такой, что rj/h = К  — целое и временной шаг Д > 0 
такой, что т /  А  = т — целое. Обозначим через х* =  а +  ih  G 
[а -  77,6 +  77], г =  - К ,  . . . , N  + К , через tj = j A  G [ - r ,T ] , j  =  
—тп, . . . , J  =  Г /Д . Сеткой назовем набор таких пар {xi,tj} .  
Приближения функции u(xi,tj)  в узлах сетки будем обозна­
чать ulj . Дискретным влиянием для узла {x i ,t j}  G П назовем 
набор значений {п™}* =  і — К  ^  п ^  і + К, j  — тп ^  I ^  j} .
Для построения адекватной исходной задаче численной моде­
ли в плане учета предыстории введем интерполяцию дискрет­
ной предыстории модели. Оператором интерполяции /  назо­
вем отображение {и ->> vXutj =  {ѵ(хі +  £,tj  + 5), -77 < £ ^  
Tj, - T  ^  s < 0} G P. Для рассматриваемых ниже методов 
потребуется также экстраполяция по времени вперед при за­
данном параметре а  > 0. Обозначим Da = [—77, 77] х [0 , аД], че­
рез Ра множество ограниченных, измеримых по первому аргу­
менту и непрерывных по второму функций w(£,s), определен­
ных на Da. Оператором экстраполяции Е  назовем отображение 
->■ vXutj =  {v(® i+£,tj+s), - т ) ^ £ ^ г ) ,  0 ^  s ^  аД} G Ра. 
Для натурального к назовем одношаговым fc-этапным яв­
ным методом типа Рунге-Кутты — ЯРК-методом (с заданной 
интерполяцией I  и экстраполяцией Е) численную модель вида
к
и)+1 = Uj + Л Ц  °l hi{u),vXutj),
1 = 1
г =  1 , . . . , Л Г - 1 ,  j  = 0 , . . . , J - l ,  (7.3)
hi(Uj,vXi,tj) = (7.4)
1-1
h i ( U j , V Xi j j )  =  H" ^  ^   ^Ьіп^ті ( 7^ 7 , Vxj , t j  ) 4
71=1
Vxi,tj+aiA)i (^-5)
с начальными условиями = (p(xi,tj) при {xi,tj} G П(ь и 
краевыми условиями Uj = ip(xi,tj) при {x^t j}  G f)i U^2- 
Здесь предыстория модели определяется соотношениями
ф(хі +  £, ^ +  s) при tj +  5  < 0 или Хі + £ < а
ИЛИ Хі + £ ^ Ь,
— < I({ufYj) при — Т ^ S < 0,
^({т^1}*) при 0 ^ S ^ аД,
а = max{|a/|, 1 ^  ^  А:}.
Числа аі, сгі, bin называются коэффициентами метода. Будем 
обозначать а — тах{|сг/|},Ь =  тах{|Ь/п|}.
Рассмотрим вопрос о величине погрешности метода £* =
u(Xi,tj) -  и1-.
Будем говорить, что метод сходится с порядком hp + Д 9, 
если существует константа С, что выполняется неравенство: 
\elj I ^  C(hp +  Д 9) для всех і = 1 , . . . ,  N  — 1 и j  = 0 , . . . ,  J.
Порядок сходимости метода зависит от трех факторов: по­
рядка невязки, порядка интерполяции и порядка экстраполя­
ции.
Невязкой (погрешностью аппроксимации ЯРК-метода) на­
зовем сеточную функцию
к
I і u ( X i , t j + i )  u ( X i , t j )  u f f  * \  \Ф) = --------—~ z ------------ -2 ^ < т іЫ (и (х і^ ) ,и Хі^ ) .
1=1
Будем говорить, что невязка имеет порядок Д9, если суще­
ствует константа С, что выполняется неравенство: \фУ\ ^  C A q 
для всех г = 1, . . . ,  ІѴ — I n j  =  0 , J —1. Заметим, что невязка 
определена на точном решении и(х, t) и не зависит от интерпо­
ляции и экстраполяции.
Будем говорить, что оператор интерполяции I  имеет поря­
док hp + Д 9 на точном решении, если существуют константы 
С\ и Сі, такие, что для всех і = 1, . . .  , TV — 1, j  = 0,
X  G [х і — 77, Xi  +  77] и t  E [ t j  — T , t j ]  выполняется неравенство
Iu ( x ,  t )  — v ( x , £ )| ^
^  Cl <r tn) “  “"I +  C2(kP + A<
Будем говорить, что оператор экстраполяции Е  имеет по­
рядок hp + А я на точном решении, если существуют константы
Ci и Ci, такие, что для всех і = — 1 , j  = О, . . . , J ,
X G [хі — 7 7 , Xi +  77] и t G 4- а Д ]  выполняется неравенство
Iu(x,t) — v(x,t)  I ^
^ Cl max Iu{xi,tn) -  uln| + Сг(/ір + A q).
i—K^l^i+K,
Теорема 24. Если ЯРК-метод (7.3)-(7.5) имеет порядок 
невязки А Я1, интерполяция предыстории модели имеет поря­
док ЬР2 +  Д 92, экстраполяция имеет порядок Ьр3 + Д 93 (рп > 
О, qn > 0, п = 1,2,3), т о  метод сходится с порядком ЬР + Д9, 
где р = тіп{р2 ,Рз}, Я  =  пйп{дь <?2,9з}-
Для доказательства теоремы рассмотрим два вспомогатель­
ных утверждения. В этих утверждениях и их доказательствах, 
а также в доказательстве самой теоремы индекс і меняется от 
1 до N  -  1.
Л ем м а 1. Функционалы hi, определяемые в (7.4)-(7.5), 
липшицевы в следующем смысле: найдутся такие константы 
Ьі и Мі, что
Ihi(u),vXiitj) -  Ы (и(хйг,),их^ ,) \  «S 
< Щ и1, -u (x i , t j ) \  + Mi sup \v (x ,t )-u (x ,t) \ .
Xi—Ti^x^Xi+TjJj—T^t^tj+otA
Доказательство проведем индукцией no I.
При I =  1 функционал hi{и1^ѵ Хі^ )  =  /{хг,і3,иг3,ѵХгі1]) и, 
следовательно, по предположению раздела 7.1, липшецев, при­
чем Ь\ — L, М\ = М.
Предположим, что для индексов п ^ I — 1 функционалы 
hn липшицевы с константами Ln,Mn. Докажем липшицевость 
функционала hi:
Ihi{u),vxutj) -  hi{u{xutj),uXi>tj)I =  
i- 1




~ f j  H- Ql&iU(Xi,tj) +  A  ^   ^binhn(u(Xj, t j ) ,  ^ Xi^ ?+ flfA )| ^
n=l
/-1
^  L \u) -  u (x i , t j)I +  L A b ^ 2  Ihn(и), т;Хіttj) ~ К (u (x i, t j) , uXijt.) |■+
71=  1
+M  sup |г>(х,£) — u(x,£)|
x* —7 7 ^ x ^ X i+ 7 7 ,fj  — T ^ t ^ t j + a A
l- l
^  L|wj -  u(xi,tj)\ + L A b ^ ( L n\u) -  u (x i , t j) |+
7 1 = 1
+M n sup |г>(:і;,£) — Т^яД^Ч-
Хг—7 7 ^ x ^ X i+ 7 7 ,fy —т ^ £ ^ + а Д
+M  sup M #, £) — u(x,t)\.
X i —T j ^ x ^ X i + r h t i —T ^ t ^ t i + a A
Т а к и м  о б р а з о м ,  ф у н к ц и о н а л  hi Л и п ш и ц е в  с  к о н с т а н т а м и
/-1 l- i
Li =  L +  L A b ^ 2 Ln, Mi =  M  +  Ь А Ь ^ 2 М П.
71=1 71=1
Л ем м а 2. Если оператор интерполяции имеет порядок 
hP2 -I- А42, оператор экстраполяции имеет порядок hp3 -1- А яз, 
то найдутся такие константы С\ и С2 , что выполняется 
неравенство
Ihi{u),vXutj) -  h i(u (x i,t j) ,uXittj)\ <
< С і шах \u(xi,tn) -u i l\+C2(hmin{p2’p3}+ A min^ 2'q^ ) .
В самом деле, объединяя определения порядков операторов 
интерполяции и экстраполяции, получаем, что найдутся кон­
станты С\ и Сі, такие, что для всех г =  0 , . . . ,  TV, j  = 0 , . . . ,  J,
X Е [ж* — 77, я * +  77] и £ Е [tj,tj — T +  aA] в ы п о л н я е т с я  н е р а в е н с т в о
\и(х, t) -  v{x, *)| ^  C l  max \u(xi,tn) -  uln \+
+ С 2( / і Ш ІП*Р 2 ,Р З * +  Д т і п { « 2 ,9 з } )
Отсюда, и из предыдущей леммы вытекает
Ihi(Uj,vXittj) -  hi(u(xi,tj) ,uXittj)\ ^
< Li\\uj-u(xi,tj)\\+Mi  sup \v(x,t)—u(x,t)\ ^
Xi — T ) ^ x ^ X i + 7 ] , t i + а Д
Li\\u) -  u(xi , t j ) II + Mi{C\ max \u(xi,tn) -  ujj+
_|- C 2(flmin{p2'P3} +  Д т і п { д 2 ,<7з}).
Взяв
C\ =  max MiC\ +  max Li, C2 =  max M1C2, 
l ^ K k  l ^ K k  l ^ K k
получим утверждение леммы.
Доказательство теоремы.
Выразим величину модуля погрешности |£*+1| через |ej|, 
при этом точное решение u(xi,tj+\)  подставим из определения 
невязки, а приближенное г^+1 -  из определения метода (7.3)- 
(7.5). С использованием леммы 2 получаем
14+11 = Кжі,гі+і) -  4 +11 =
к
= 1ц(жі, t j )+ A ip}-u)+ A  У  dl {hi(u{xi,tj),uXutj)-h i{u%pV Xi^ ) ) \  ^
/=і
« к Л + д і ^ І + д ^ н к с і .  „ г .141+С2(л"'1п1и'и1+J у—• г-К К ,j
+A mmt e ,93})) ^ |£i| + max 141 +
J г—К^І^г+ K j — m^n^zj
+ A k a C 2{hmin{p2'p3} +  A m'n{q2’43}) +  C A qi+1.
Введем послойную норму погрешности
ej =  \\е)\\j =  max \егЛ,
3 3 J O ^ N  3
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тогда выведенную оценку можно переписать как
€j-(_і ^ €j 4- ДС 3  шах еп +  С4 Д(/ір 4~ Д9)^  (7-6)
где Cs = koC \ , C4  =  /ссгСг 4- С, p = тіп{р2,Рз}, <7 =  
тіп{<7і,<?2,<7з}-
Индукцией по j  докажем оценку
€j ^  (1 +  Д(Сз +  \)ус±(ЬР 4- А я). (7.7)
База индукции выполняется, так как бо =  0.
Шаг индукции. Пусть оценка (7.7) выполняется для индек­
сов ^  j ,  покажем ее справедливость для j  + 1.
Пусть шах в правой части оценки (7.6) достигается на ин­
дексе no ^  j ,  тогда, применяя индуктивное предположение к 
б j и бПо, получаем
1 ^ tj 4- ДСзбП 0 +  С4 Д(/ір 4- Д 9) ^
< (1 4- Д(Сз +  l))JC4(/ip 4- Д 9)+
+Д С 3(1 +  Д(С3 +  1 ))noC4(hp +  А*) +  С4(/ір +  Д 9) ^
< (1 +  Д(Сз +  1 ))j C4(hp +  Д«)(1 +  С3Д + Д).
Оценка (7.7) доказана.
Так как j  ^  J  = Т /Д , то из (7.7) вытекает оценка
^  (1 +  Д(С3 +  1))г /д С4(/ір +  Д 9) < е(Сз+1)т С4(/ір +  Д 9),
которая содержит утверждение теоремы.
7,3. М ногошаговые методы
Наряду с методами типа Рунге-Кутты при решении обык­
новенных дифференциальных уравнений и функционально­
дифференциальных уравнений [15] самыми распространен­
ными являются многошаговые линейные методы, постро­
им их многомерный аналог для смешанных функционально­
дифференциальных уравнений.
Пусть, так же как в предыдущем разделе, заданы сетка, 
операторы интерполяции и экстраполяции дискретной предыс­
тории модели.
Явным /с-шаговым методом назовем дискретную модель ви­
да
к к
и) = u)_t + A ^ ß i  j  — г =  1, . . .  ,7V -  1,
i=i i=i
(7.8)
где оц и ßi (I = 1 , . . . ,  к) -  параметры метода, 
f j - l  =
Неявным fc-шаговым методом назовем модель
к к
и )  =  ^ 2 a i  U j - i  +  A ^ 2 ß i  f ) _ b  j  =  к , . . . ,  J, i =  1 , . . . , N  -  1 .  
г=і i=o
(7.9)
Отметим, что для применения моделей (7.8) или (7.9) при 
j  = к необходимо знание стартовых значений j  = 0 , . . . ,  к — 
1,г =  1, . . . ,ДГ — 1, которые также определяют / j  (сделать раз­
гон).
Будем говорить, что задан разгон порядка р, если найдется 
С  > 0 такое, что \\u(xi,tj) — иг^\\ < С  Др для j  = 0 , . . . ,  к — 1 и 
г =  1 , . . . ,  ЛГ — 1.
Можно также отметить, что, в отличие от методов типа 
Рунге-Кутты, в многошаговых методах экстраполяция нужна 
лишь для неявных методов.
В дальнейшем для простоты будем рассматривать только 
явные методы (7.8). Невязкой явных многошаговых методов 
(7.8) назовем сеточную функцию
) ) + 1 > / м ’ (71°)
/  і=і
f j —l  =  f ( x i i  t j —l i  и { х і ч  t j —l ) l  U X i , t j - l ) -  
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1 (  k
= Д ( ^ 2  ai u (Xi' Із~1) ~ U(Xi' b
\ l =1
Будем говорить, что метод (7.8) (или (7.9)) 0-устойчив, если 
выполняется условие корней, т. е. все корни Л производящего 
многочлена
А* _ £ а , А * - '
І= 1
удовлетворяют условию |А| ^  1, причем если |А| =  1, то корень 
простой. Уравнение
к
x h ~ l = °
і=1
называется характеристическим. Учитывая определения по­
рядка сходимости, порядка невязки и порядка интерполяции, 
данные в предыдущем разделе, сформулируем теорему.
Теорема 25. Пусть многошаговый метод (7.8) Q-устойчив и 
имеет порядок невязки А Яі, разгон порядка Д 92, порядок ин­
терполяции предыстории модели hp +  А дз. Тогда он сходится 
с порядком ЬР +  Д9, где q = min{^i, <72, <73}.
Для доказательства сведем метод (7.8) к общей схеме главы
2.
Определим параметр to в общей схеме соотношением to = 
(к — 1)Д. Определим для каждого г =  1 , . . . ,  N  — 1 в моменты 
tj — j A  = to +  (j — к + 1)Д вектора
у) = (у\,ѵ y%2,j> • • • . Vkj) = («}. «5 - 1 , • • • . t*5-fc+i) e  Rk.
Согласно определениям, координаты этих векторов связа­
ны соотношениями
к к
УІі = ^ 2 а 1Уги -1  + j  = i = l , . . . , N  - 1 ,
1=1 /=1
y\,j = Уі- ij - i»  i =  2 , . . . ,  fc, j  =  fc,. . . ,  J, г =  1 , . . . ,  ІѴ -  1 ,
где
аі 0,2 • • «fc-i Ok ^ ФЬ





ф і і  =
3=1
Определим расширенный вектор 
»  =  <»},
тогда формулу (7.11) можно переписать в виде




s* О О \
s  = о S* О
О О ... S* /
\
** = ф,-
ф? - 1 /
О - нулевая матрица.
Формула (7.12) является аналогом пошаговой формулы 
(2.3) в общей схеме. Отметим, что в каждый момент tj функция 
зависит от результата интерполяции предыстории вектора
Уу
Собственные числа матрицы 5, так же как и собственные 
числа матрицы S*, являются корнями характеристического 
уравнения
Хк +  а\Хк * +  ... +  О'к — О,
поэтому метод устойчив тогда и только тогда, когда все кор­
ни этого уравнения по модулю не больше 1, а среди корней, 
равных по модулю 1, нет кратных.
Порядок невязки с интерполяцией метода (7.12) определя­
ется как h p  +  Д тш яі^яз Э т о т  факт проверяется подобно ана­
логичным утверждениям, приведенным выше (теоремы 3, 6, 
9, 12). Вложение в общую разностную схему с последействием 
проведено, откуда, используя теорему 1, получаем утвержде­
ние теоремы.
7.4. М ногошаговые методы , не требую щ ие раз­
гона
Среди разнообразия многошаговых методов отметим класс 
методов, которые выделяются простотой в реализации благода­
ря тому обстоятельству, что они не требуют разгона по какому- 
то другому методу. Дело в том, что специфика функционально­
дифференциальных уравнений, в том числе и смешанных 
ФДУ, состоит в том, что изначально известны из начальных 
условий (7.2) значения модели и1- при — т  ^  j  ^  0. Одна­
ко применять формулы (7.8) или (7.9) без разгона, т. е. при 
j  = 1,2, . . . ,  к — 1, вообще говоря, нельзя, так как не определе­
ны значения / j  при j  < 0.
Если т  ^  А;, то явным fc-шаговым методом, не требующим 
разгона, назовем модель
к
и) =  £ > *  u3- i + b ß i  f j - i , j  = 1, • • •, J, г = 1 , . . . ,  N - 1, (7.13)
1=1
где
Uj = <p(xi, t j ), при i = 1 , . . . ,  N  -  1, - k  ^  j  ^  0.
Согласно требованиям барьера Далквиста [15,41], порядок 
невязки р явных 0-устойчивых методов удовлетворяет условию 
р ^ к .
О-устойчивыми методами (7.13), для которых р = к, явля­
ются:
явный метод Эйлера
и) =  и)_х +  Д /]_ ! , р = к = 1,
который нужно применять с интерполяцией первого порядка 
по Д (например, кусочно-постоянной по £), и 
правило средней точки
и) = и)_2 +  2 Д / ] _ , ,  р — к — 2,
этот метод нужно применять с интерполяцией второго порядка 
по Д (например, кусочно-линейной по t).
При к ^  3 среди методов вида (7.13), для которых р = к, 
нет О-устойчивых; чтобы построить О-устойчивый метод 3-го 
порядка невязки, нужно взять семейство четырехшаговых ме­
тодов. Эти методы образуют однопараметрическое семейство
г г ® — 18а V 8 +  9 а  » 3 + 2 OL іи - —  O L U a 1 Н U a О Н------------------ U a о -------------------- U a а  +3  J - 1  1 - Ц  2 ' - ц  J - о  - ц
24 — 6а £ 2 1
+ ^ j — А _ 5 з ’ (714)
и эти методы нужно применять с интерполяцией третьего по­
рядка по Д (например, кусочно-параболической по t).
Один из методов этого семейства
і 2 г 6 г 2 г 1 г 12 А л
u j  ~  5 Ч?- і  +  5 ui - 2  +  ^ ^ і - з  £ u j - 4 " ^ 5  Л - i ’ (^*15)
получаемый при а  =  — |  из (7.14), был приведен в [15] для слу­
чая ФДУ. Однако, численные эксперименты с этим методом да­
ли не очень хорошие результаты, по-видимому, это объясняет­
ся наличием корня Л =  — 1 среди корней характеристического 
уравнения.
Более перспективные результаты дали численные экспери­
менты с другим методом
і 6 і 8 і 3 і 24 I і _ч
из = п  из-* + 11 uJ-3 -  П иі-4  +  YY А / j - 1» (7Л6)
который получается при а = 0 из (7.14).
7.5. Сведение реш ения уравнения переноса с 
наследственностью к реш ению  смеш анны х  
ф ункционально-диф ф еренциальны х уравне­
ний и численные эксперименты
Уравнения в частных производных первого порядка без 
запаздывания методом характеристик сводятся к обыкновен­
ным дифференциальным уравнениям. Уравнения в частных 
производных первого порядка с наследственноетью, в частно­
сти, с запаздыванием, аналогом метода характеристик сводят­
ся к специальному виду смешанных функционально-диффе­
ренциальных уравнений. Продемонстрируем это на уравнении 
переноса с наследственностью вида
ди ди
—  (z,y) + a— (z,y) = f ( z ,y ,u ( z ,y ) ,u y(z,-)). (7.17)
Здесь u(z,y)  - искомая функция, г ^  0, у ^  0 — независимые 
переменные, uy(z , •) =  {u(z,y + s), — т ^  s < 0} — функция- 
предыстория искомой функции к моменту у, т — величина за­
паздывания.
Заданы начальные условия: u(z,y) = (^(г,у), г ^  0, у € 
[—т, 0] и граничные условия: и(0,у) = гріу), у ^  0.
Сделаем замену независимых переменных
t = z + ay, X = z — ау,
тогда уравнение (7.17) сводится к смешанному функционально­
дифференциальному уравнению
du
—  (x,t) = F (x , t ,u (x , t ) ,u x<t{-)), 0, - t ^ x ^ t ,  (7.18)dt
где uxj(-) = {и(х — as, t +  as), —т ^  s < 0} — функция влияния 
в точке с координатами (x,t).
Это уравнение является частным случаем уравнения (7.1) 
с одномерной зоной влияния, представляющей собой отрезок 
прямой. Можно применять численные методы решения сме­
шанных функционально-дифференциальных уравнений, изло­
женные в предыдущих разделах, одношаговые методы типа 
Рунге-Кутты или многошаговые, в том числе и бесстартовые 
процедуры, с тем упрощением, что интерполяция дискретной 
предыстории рассматривается одномерная вдоль зоны влия­
ния.
П р  и м е р 13. Тестовый пример.
Рассмотрим следующее уравнение переноса с постоянным 
запаздыванием:
при (г, у) е  [0,7Г] X [0,7г] =  П,
с начальными и граничными условиями вида
u(z,y) — s in  z c o s  у, (z ,y ) €  [0,7г) X [— f , 0] =  ü 0, 
и(0,у) = 0 , (0 ,  у) G { 0 }  X [ 0 ,7Г] =
Уравнение имеет точное решение и = sin г cos у. 
Сделаем замену независимых переменных
t = z + y, x = z - y ,
тогда
dz дх dt ’ dy
du du du du Л du
dx + d t ' dz + dy  2 dt
и уравнение (7.19) сводится к смешанному функционально­
дифференциальному уравнению
Рис. 22. Преобразование области определения уравнения переноса 
с запаздыванием методом характеристик
( * , t ) €  W (n) (7.20)
с начальными условиями
u(x,t) = \  sinx +  ^sint, (ж,£) G 
u(x,t) =  0, (x,t) e W(Qi), 
где W (H ), W^(Oi) — образы соответствующих областей
при линейном преобразовании координат (см. рис. 22).
В табл. 11 приведены результаты численного эксперимен­
та, при этом выдается максимальная величина погрешности по 
всей рассматриваемой области. Первая колонка — количество 
шагов по времени в величине запаздывания т /Д  =  га. Вто­
рая — результаты расчета по явному методу Эйлера, третья — 
по правилу средней точки, четвертая — по методу (7.16).
Таблица 11. Максимальные нормы разностей точного и прибли­
женного решений уравнения (7.19) при разных шагах дискретизации 
для бесстартовых методов
m = 10 т =  102 тп = 103
Явный метод Эйлера 6.8 •10"1 7- 10"2 7- КГ3
Правило средней точки 2 - 10-2 2 ■10~4 2 - 10"6
Метод (7.16) 7- 10_3 7 • 10"6 7- 10“ 9
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