Introduction
The importance of the fuel cell technology has been felt in the past three decades as revealed by the amount of entrepreneurial initiatives, the number of patent applications, research publications, etc. Some of the reasons for the popularity of fuel cells are the promise of high efficiency, the promise of low emissions, low cost, longer life, and the absence of moving parts [1] . A fuel cell is an electrochemical energy converter. It converts chemical energy of separated H 2 and O 2 into electrical energy [1] . A simple structure for a fuel cell consists of two electrodes, an electrolyte, sources for hydrogen and oxygen and a catalyst.
During the design and development of fuel cells, mathematical modeling has been shown to be an important tool to aid experiments [2] . A good combination of modeling and experiments can lead to lower costs, better understanding and accelerates the pace of building prototypes. These mathematical models are too complex and their simulation programs take a very long time (of the order of days or even weeks) to perform one run. These programs can be speeded up with parallel machines. Parallelism can be obtained in a variety of ways. There exist high-performance machines in the market (such as IBM SP2, SGI Origin, etc.). These machines are often very expensive. Alternatively, we could employ parallelism using a variety of heterogeneous machines (such as PCs, workstations, etc.) and a freeware that enables the connection of these machines. PVM (parallel virtual machine) and MPI (message passing interface) are examples of such freeware. Yet another attractive alternative is to employ geographically distributed computers, the Internet and appropriate scheduling algorithms. This mode of computing is also known as grid computing [3] . With the advent of the Internet the realization of a powerful virtual distributed machine has become a reality. More and more people are taking this path to obtain a cost-effective and very powerful shared computing platform.
In this paper, we use the mathematical model presented by Scot et al. [4] as the model of the fuel cell. We simulate this model in parallel using LessTalk [5] . We validate the results of the model against measurements from the Connecticut Global Fuel Cell Center (CGFCC). The rest of the paper is organized as follows. In Section 2, we give a brief background on fuel cell mathematical modeling. In Section 3, we describe the mathematical model we use for the fuel cell. A description of LessTalk is provided in Section 4. In Section 5, we present our experimental results.
Background
Current fuel cell modeling efforts have focused on developing models that can be used to analyze the effects of specific design and material parameters. Many of these effects are addressed in existing models. The most relevant prior works are summarized below (only for DMFC).
2.1 One-Dimensional Models. Many 1D models are reported in the literature. We summarize some of them in this section. Scott et al. [4] presented a mathematical model that describes mass transport in the porous electrode structures. Siebke et al. [6] presented a mathematical model and a numerical simulation to examine the influence of the different physical and electrochemical phenomena in the multi-layer structure of the membrane-electrode assembly of the liquid feed DMFC. Divisek et al. [7] developed a model which is geometrically defined in a one-or twodimensional domain with a boundary described by a closed polygon. Dohle et al. [8] presented a model to describe the heat and
the power management of a direct methanol fuel cell system. Kulikovsky [9] presented an analytical model of the anode side of a direct methanol fuel cell.
Two-Dimensional Models.
There are many 2D and 3D models for DMFC that provide more insight and accurate results [2, 9, 10] . The difficulty of using these models is that they take a very long time to perform. In our analysis, we used one of the 1D models and simulated it in sequence and in parallel. The parallel speedups we have obtained are impressive.
The Mathematical Model
Scott et al. [4] developed a 1D mathematical model for DMFC. The model describes the mass transport in the porous electrode structures. It also describes the potential and concentration distributions in the electrode regions. The model is used to predict the cell voltage and current response of the fuel cell. The results of this work have shown that acceptable performance of DMFC can be achieved at the modest temperature of 80°C. In the next section, we summarize the model and for more details see Ref. [4] .
The object of the model is to calculate the overall cell voltage, which can be written as
where E cell is cell open-circuit voltage. The voltage is corrected for the thermodynamic effects of temperature and pressure and is given by
where R = 8.314 J mol
͑‫ץ‬E / ‫ץ‬T͒ gas = 1.043 mv K −1 P an = 1 atm, P cat = 2 atm and ⌬N = −0.5 (liq) and 0.5 (gas).
The ohmic over-potential is calculated for the resistance of the membrane as follows:
where I is the current density t m is the membrane thickness = 0.0206 cm, and m is the membrane conductivity = 0.073 exp͓1268͑͑1 / 298͒ − ͑1/T͔͒͒ The effect of the methanol crossover is calculated from the flux of the methanol through the membrane as follows:
3 at 298 K and 333 K, and C O MeOH =1ϫ 10 −3 mol/ cm 3 . They assumed that the anode and the cathode overpotentials are described by Tafel kinetics at the electrodes. The assumed 1D model for the potential and the concentration distributions within the thickness of the catalyst layers is described below: where r is the region considered (cathode or anode), z = z / l, l an = 1.5ϫ 10 −3 cm, l cat =5ϫ 10 We used the above model in its sequential form and matched the results provided by Scott et al. [4] . Then we used LessTalk to design a parallel simulation system for the model. In the next section, we describe LessTalk and illustrate how it can be used for our model.
LessTalk
The idea of parallel computing is to employ many processors to solve a given problem with the hope of speeding up the time it takes to solve the problem. There are two components of parallel computing that decide the run time of any program, namely, local computation and communication. To make a parallel program efficient, it is essential to optimize both computation and communication.
Many engineering systems are modeled using partial differential equations (PDEs). Several numerical techniques exist for solving PDEs (see e.g., [11] ). For instance, coastal waves are represented as PDEs. The simplest 1D wave model is a second-order 1D PDE. When one tries to solve PDEs in parallel, it is rather difficult to obtain good speedups since typically the local computations take less time than the communications. In order to overcome this shortcoming, we have invented a technique we call "LessTalk." LessTalk enables one to reduce the communication time. This paradigm can be used not only in the context of solving PDEs but in general any parallel computing scenario.
The idea of LessTalk is to perform some redundant computations in order to reduce the number of communication steps. A normal parallel simulation algorithm will perform a communication step for every step of simulation. The idea of LessTalk is to perform a communication step only once in 10 or 20 steps of simulation. Impressive speedups have been obtained using LessTalk in the past. For example, in 1D wave simulation, a speedup of 11.4 using 12 processors has been reported [5] .
LessTalk has the potential of yielding excellent speedups in the arena of fuel cells simulations as well. Here also, the mathematical model we use is a second-order 1D PDE. Consider a 1D grid with n grid points. Let q͑͒ be the parameter to be computed for each grid point and for each time instance. For any grid point x, let q͑x , t͒ denote the value of the parameter at time t. The value q͑x , t͒ is a function of q͑x −1,t −1͒, q͑x , t −1͒, and q͑x +1,t −1͒. A sequential algorithm proceeds as follows. It computes the parameter values for all the grid points at time t and then moves on to time t + 1. For a given time step t, we can compute the parameter in the following order of grid points: 1 , 2 , . . . , n.
A parallel simulation algorithm can be conceived of as follows. Let P be the number of processors available. We can assign the grid points 1 , 2 , . . . , n / P to the first processor. We can assign the grid points n / P +1, n / P +2, . . . ,2n / P to the second processor, and so on. Each processor will be in charge of computing q͑͒ for all of its grid points. Consider the computation at time step t. In order for processor 2 to compute q͑n / P +1,t͒, it needs the values q͑n / P , t − 1͒, q͑n / P +1,t − 1͒, and q͑n / P +2,t − 1͒. Of these the last two values are available with processor 2, while the first value is available with processor 1. Processor 2 can initiate a communication step, and obtain the value it needs from processor 1.
In general, for any given time step, a processor has to communicate with its left and right neighbors. Note that a processor needs only two values from its neighbors (one from the left and one from the right). Thus each step of simulation can be performed with a global communication step. But this communication can be too time consuming. In fact, when this idea was implemented as such, on workstations using PVM, a speedup that was less than 1 (with 12 processors) has been reported in Ref. [5] .
The idea of LessTalk is to postpone the communication steps as much as possible at the cost of some redundant local computations. In addition to the fact that each step of communication is very time consuming, LessTalk also exploits the following property of communication steps: The time it takes to perform a single step of communication is dependent on the amount of data to be sent as well as a constant overhead for setting up the switches. If the amount of data to be sent is not much, then the constant overhead will dominate the communication time. In the above simulation, if we initiate a communication for each step, then clearly the overhead will dominate the communication time.
LessTalk performs a communication every k steps of simulation (for some appropriate k that can be decided empirically). Every communication now will involve more than two values. More details follow. Note that q͑x , t͒ depends on q͑x − 1,t − 1͒, q͑x , t − 1͒ and q͑x +1,t − 1͒. But q͑x − 1,t − 1͒ only depends on q͑x − 2,t − 2͒, q͑x − 1,t − 2͒, and q͑x , t − 2͒. As a result, q͑x , t͒ only depends on q͑x − 2,t − 2͒, q͑x − 1,t − 2͒, q͑x , t − 2͒, q͑x +1,t − 2͒, and q͑x +2,t − 2͒. In general q͑x , t͒ only depends on q͑x − ͑k − 1͒ , t − ͑k − 1͒͒, q͑x − ͑k − 2͒ , t − ͑k − 1͒͒ ,. . ., q͑x + ͑k − 2͒ , t − ͑k − 1͒͒, and q͑x + ͑k − 1͒ , t − ͑k − 1͒͒. Figure 1 illustrates the above dependence tree. Each processor gets values of k grid points from its neighboring processors. It then does not communicate for the next k steps. Instead, it performs some redundant computations to get the values it needs.
For the example of Eq. (6), the finite difference form of it can be written as r ͓t͔͓i͔ = − 0.5͑M 1,r ϫ c r ͓t − 1͔͓i͔ ϫ exp͑M 3,r r ͓t − 1͔͓i͔͒͑⌬z͒ 2 − r ͓t − 1͔͓i − 1͔ − r ͓t − 1͔͓i + 1͔͒
Here q corresponds to (potential), x corresponds to i (position within the cell) and t corresponds to time. Each processor gets k 
Results
We developed a sequential simulation system for the mathematical model using Cϩϩ. Then we compared the results of the sequential simulation with those reported in Ref. [4] . Our sequential simulation results match those reported in Ref. [4] very closely. We validated the results of the sequential simulation against measurements available from the Connecticut Global Fuel Cell Center (CGFCC) [5] . The main objective of our research is to minimize the running time of the simulation by employing efficient parallel techniques. We ran the parallel simulation on a cluster of PCs. Each node in the cluster is a PIII 550 MHz machine with 384 Mb of main memory and 20 GB of disk space. The nodes are connected using 100 MB Network Connections. The cluster is running RedHat Linux V8.0 openmosix kernel. The experiments were conducted in the Distributed Computing Lab, Booth Engineering Center of Advanced Technology (BECAT), University of Connecticut (UConn).
In Fig. 2 , we show the effective potential and the methanol concentration distributions through the catalyst layer. The results match the results reported in Ref. [4] very closely.
In Fig. 3 , we compare the results obtained from the model and the measurements available from the Connecticut Global Fuel Cell Center (CGFCC) [2] . To achieve more accurate results, 2D and 3D models need to be used. These models take a very long time to run and hence parallel simulations are inevitable. Figure 4 shows the speedups we have obtained for the 1D fuel cell model using LessTalk. We ran the parallel model in different settings. We noticed that we achieve some speedup even without using LessTalk. But with LessTalk, we achieved almost linear speedup. On occasions, we also obtained superlinear speedups. These results show that LessTalk is an efficient parallel technique for fuel cell applications. 
