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Abstract
Correctly specified models to forecast returns of indices are important for in-
vestors to minimize risk on financial markets. This thesis focuses on conditional
Value at Risk modeling, employing flexible quantile regression framework and
hence avoiding the assumption on the return distribution. We apply semi-
parametric linear quantile regression (LQR) models with realized variance and
also models with positive and negative semivariance which allows for direct
modelling of the quantiles. Four European stock price indices are taken into
account: Czech PX, Hungarian BUX, German DAX and London FTSE 100.
The objective is to investigate how the use of realized variance influence the
VaR accuracy and the correlation between the Central & Eastern and Western
European indices. The main contribution is application of the LQR models for
modelling of conditional quantiles and comparison of the correlation between
European indices with use of the realized measures. Our results show that
linear quantile regression models on one-step-ahead forecast provide better fit
and more accurate modelling than classical VaR model with assumption of nor-
mally distributed returns. Therefore LQR models with realized variance can
be used as accurate tool for investors. Moreover we show that diversification
benefits are decreasing over time.
JEL Classification C52, C53, G10, G15, G17,
Keywords VaR,high-frequency data, economic forecast,




Správne definované modely na predpovedanie výnosov indexov sú dôležité pre
investorov, kvôli minimalizovaniu rizika na finančných trhoch. Táto práca sa
zameriava na podmiené modelovanie Value at Risk, ktorá využíva rámec flex-
ibilnej kvantilovej regresie, a tým sa môže vyhnúť predpokladu o normálne
rozdelených výnosoch. Aplikujeme semiparametrickú lineárnu regresiu kvan-
tilov (LQR) s realizovaným rozptylom a tiež model s pozitívnou a negatív-
nou semivarianciou, ktorá umožňuje priame modelovanie kvantilov. Do úvahy
berieme ceny štyroch európskych akciových indexov: českého PX, maďarského
BUX, nemeckého DAX a londýnskeho FTSE 100. Naším cieľom je zistiť, ako
použitie realizovaných rozptylov ovplyvňuje presnosť VaR a koreláciu medzi
strednou a východnou Európou so západoeuróskymi indexmi. Hlavným príno-
som práce je aplikácia modelov LQR pre modelovanie podmienených kvantilov
a porovnanie korelácie medzi európskymi indexmi s využitím realizovaných
mier. Naše výsledky ukazujú, že pri jednokrokovej prognóze lineárny kvan-
tilový regresný model poskytuje lepšie odhady a taktiež presnejšie predpovede
ako klasický VaR model s predpokladom normálne distribuovaných výnosov. Z
tohoto dôvodu, LQR modely s realizovanou varianciou môžu byť použité ako
presné nástroje pre investorov. Naviac ukážeme, že prínosy z diverzifikácie
klesajú v čase.
Klasifikácia JEL C52, C53, G10, G15, G17,
Kľúčové slová VaR, vysokofrekvenčné dáta, ekonomická
predpoveď, podmienené kvantily, kvan-
tilová regresia
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Topic characteristics
Constantly present uncertainty is a typical sign of financial markets that split
investors into two groups - on risk lovers and risk haters. In One form or an-
other, analyses of stock market returns are a part of their daily work. Over the
last years, there is an ongoing discussion about how to find the best volatility
estimators by using the high-frequency (intra-daily) information. Studies have
shown that estimators of volatility based on the intra-day data have improved
the ability to measure financial market volatility.
Intra-day information also allows us to estimate numerous financial decisions,
but most estimation requires assumption of normal distribution, e.g. Value at
Risk (VaR). VaR is unstable when losses are not normally distributed, because
loss distributions tend to have fat-tail not allow modelling upper and lower
quantiles independently. To avoid these asymmetries without constructing a
parametric distribution, quantile regression can be used. Conditional quantile
regression methodology was already used by Zikes and Barunik (2013), who
introduced conditional quantile models to avoid making restrictive assumptions
on the dynamics of the conditional distributions on S&P 500 and WTI Crude
Oil futures contracts. We will follow their approach by applying their model
on CEE stock market return.
Most of studies are focused on measurement of entire realized volatility and
on elimination of any information that could be contained by both, positive
and negative intra-day returns. That is why Barndorff-Nielsen, Kinnebrock
xi
Master Thesis Proposal
and Shephard (2010) came with “realized semivariance”, decomposing usual
realized variance into components of positive intra-day returns and negative
intra-day returns. Patton, Sheppard (2011) measured realized semivariance on
S&P 500 and other 105 individual stocks and they had shown that volatility
is strongly related to the volatility of past negative returns than to one with
positive returns. We will apply their finding on our data set.
Moreover, realized semivariance models can serve as risk management tool for
investors trading on stock markets. However for asset pricing and portfolio allo-
cation is not only important to understand quantified movements on domestic
market, but also to connect and correlate with movements of other markets.
Christoffersen, Errunza, Jacobs and Hugues (2010) show that correlations have
been significantly trending upward studied markets. This is the reason, why
we will try to detect correlation between our CEE markets and German DAX
Index.
Hypotheses
1. Linear quantile regression performs reasonably well and explains volatility
movements when applied on given dataset.
2. Negative realized semivariance is more important for a future volatility
then positive realized semivariance.
3. Due to globalization, the importance of an international portfolio diver-
sification is decreasing.
Methodology
To verify our hypotheses, we are going to use 5 minutes intra-day stock returns
from Central and Eastern European stock markets returns. This data is going
to be used to model our returns, when we will follow Zikes and Barunik (2013)
in use of linear semiparametric model for quantiles of future returns proposed
by Koenker & Bassett (1978).
To decompose variance on positive and negative semivariances, we will fol-
low Zikes and Barunik (2013) and Patton, Sheppard (2011), who shows that




DAX index formed by 30 German companies traded on Frankfurt Stock Ex-
change is going to be used for verification of our last hypothesis. We will use
this index as the exogenous variable in the model. Coefficient of this exogenous
variable will show the correlation between our markets, which may explain the
possibility of international portfolio diversification.
Expected Contribution
I will conduct conditional quantile modelling of CEE Stock markets. Results
will show that conditional quantile modelling explaining movements of stock
markets. Also I will provide empirical evidence that decomposing of realized
variance into positive and negative components has important role in the de-
cision making, i.e. VaR analysis. Moreover, the results of diversification part
will provide proof of decreasing importance of portfolio diversification through
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Over the past two decades, financial markets experienced several main events
which radically influenced investors’ way of thinking. Asian financial crisis in
1997 which was just a start, followed by IT “dot-com” bubble in 2000 and
mainly recent Global financial crisis in 2008 increased the uncertainty on the
markets. Due to this uncertainty, investors want to understand full dynamics
of return of their portfolio.
However, most of the investors analyze data on daily basis, which can exclude
numerous important events occurring within the day. Fortunately, thanks to
technology innovations and increased computational power we are now able
to use so called “high-frequency” data which capture financial information on
the markets several times a day. The frequency of data can differ, as we are
now able to get the prices in the size of the smallest tick at the specific stock
index. Already in 1998 Andersen and Bollerslev came with an idea of employing
high-frequency data for the construction of volatility measurement through
cumulative squared intraday returns. With the use of the intra-day variance,
we can improve modeling of future returns.
Therefore, over the past years numerous economists started to use high-frequency
data. One of the applications was the specification of the “ideal” frequency,
as with increasing frequency of the data, the microstructure noise occurs due
to bid-ask spread. Bandi and Russell (2008) found that the biasness of the
noise can be diminished by filtering on 5-minute intraday data. Due to this
different effect of positive and negative news, Barndorff-Nielsen, Kinnebrock
and Shephard (2010) proposed semivariance estimator to confirm the state-
ment of Kahneman and Tversky (1982) and Wells, Hobfoll and Lavin (1999)
that downside variance is more informative than upside one. Later on, Pat-
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ton and Sheppard (2013) confirmed that division of variance can significantly
improve future volatility forecasts.
One of the most common applications is estimation of investor’s risk by Value
at Risk metric, which measures the exposure to market risk. On the one hand,
VaR is the most widely used measure of the risk, as its main advantage is
simplicity; however on the other hand, it has several disadvantages – as the
assumption about the normally distributed returns is required during calcula-
tion. This is the case of RiskMetrics, developed by J.P. Morgan and Reuters
(1996). To avoid this normality assumption, quantile regression can be used.
In our work, we follow Zikes and Barunik (2014) in their linear semiparametric
modeling approach for quantile regression to forecast VaR over the quantiles.
Moreover, as financial markets became more integrated at the 90s, correlation
increased. This rise can be seen in deregulation of capital markets and change
in movement of capital between developed countries. Christoffersen, Errunza,
Jacobs and Hugues (2012), Bekaert, Hodrick and Zhang (2009), Evans and
McMillan (2009) confirmed that the effect of international diversification is
slowly disappearing. We believe that this trend is similar for the European
markets. Hence we measure the correlation with dynamic conditional correla-
tion (DCC) GARCH introduced by Engle and Sheppard (2001). Later we use
realized measures to get more precise results using quantile correlation (QR)
structure of Campbell, Koedijk and Kofman(2000).
In our work we focus on performance of linear quantile regressions, its ability to
model stock market data across different quantiles. The results of the analysis
are then used to calculate Value at Risk of our portfolio. Moreover, we analyze
not only the “whole” variance, but also both positive and negative semivariance
as these components contain different information with various significance.
Also due to the globalization of the markets, authors assume that importance of
the diversification of portfolio between markets is decreasing and our empirical
analysis shows the proof of this hypothesis on European data.
In the analysis, we use 5-minute high-frequency data since January 1, 2008
till October 13, 2014 of Prague Stock Exchange, Budapest Stock Exchange,
Deutsche Boerse AG and Financial Times Stock Exchange indices, representing
European Stock market. To the best of our knowledge, this study presents the
primary results for this region with usage of high-frequency data.
Our results for four stock indices show that linear quantile regression with real-
ized measures improved the accuracy of the forecasts on the one-step-ahead pe-
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riod in comparison to classical model with assumption of normally distributed
returns. Quantile regression models mostly performed well based on back-
testing methods. These results are consistent with Zikes and Barunik (2014)
findings on S&P 500 index in United States. Moreover, we estimated that the
diversification is slightly decreasing over time. By using realized measures to
calculate the correlation between the CEE and Western European stock indices,
we found that QR shows smaller correlation in comparison to DCC model.
The rest of the thesis is structured as follows. Theoretical background of re-
alized measures, linear quantile regression model, Value at Risk and diversifi-
cation concepts are described in the Chapter 2. Chapter 3 describes data and




During investment decisions, investors experience problems connected with dis-
tribution of returns. Most of the models assume that the portfolio has Gaussian
distribution, which is not true most of the time (Bucley, Saunders and Seco,
2008). Zikes and Barunik (2014) showed that this normality can be avoided by
quantile regression with usage of high-frequency data, which does not rely on
parametric assumptions.
Andersen and Bollerslev (1998) came with an idea about usage of high-frequency
data for the construction of volatility measurement through cumulative squared
intraday returns. They found that proposed volatility measures provide radical
improvement in comparison with daily data. For estimation they used exchange
rates of Deutschemark – U.S. Dollar and Japanese Yen – U.S. Dollar and found
that even when daily volatility models perform quite well, while explaining most
of variability of volatility factor, the models with realized volatility are more
precise.
2.1.1. Realized Variance
To start with realized volatility concept, firstly we create logarithmic returns
𝑟𝑡,𝑖 = 𝑙𝑛(𝑃𝑡,𝑖)− 𝑙𝑛(𝑃𝑡,𝑖−1) (2.1)
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where 𝑖 = 1,2, ...,𝑚 is the intra-day interval and 𝑃𝑡 denotes the stock price in
the interval 𝑖 of day 𝑡. These returns evolve continuously through time
𝑟𝑡,𝑖 = 𝜇𝑡𝑑𝑡+𝜎𝑡𝑑𝑊𝑡 (2.2)
where 𝜇𝑡 denote the drift, 𝜎𝑡 volatility and 𝑊𝑡 is standard Brownian motion.
As 𝑑𝑡 → 0 the drift between observations is getting close to zero. However the
drift and volatility does not need to be constant in continuous time interval,








Following Andersen and Bollerslev (1998), the realized variance is sum of intra-








where 𝑅𝑉𝑡,𝑀 is realized variance in the day 𝑡 with 𝑀 intraday returns.
Realized volatility for assets can be then constructed by simply taking squared




In general, realized volatility can be represented as a standard deviation. Let
us assume arbitrage-free logarithmic return with normal distribution, which is
consisting from predictable drift and standard deviation 𝑟𝑡 = 𝜇𝑡 + 𝜎𝑡𝜀𝑡 where
𝜀𝑡 ∼ 𝑁(0,1), under assumption of no drift we get 𝜀𝑡 = 𝑟𝑡𝜎𝑡 . In case of realized
volatility, under assumptions mentioned above, we can say that error 𝜀𝑡 = 𝑟𝑡√𝑅𝑉𝑡
should be approximately normally distributed white noise process.
In case of continuously observed prices and 𝑡 getting close to zero, the realized





and it correspond closely to conditional variance for discrete sample returns.
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As the prices are not observable in continuous time, in our case we need to
compute realized variance in the discrete time.
However, financial time series exhibit larger movements usually associated with
microeconomic and macroeconomic news or announcements, so called jumps,
which largely affects estimates.
When we take jumps possibility into our price process, realized variation does
not converge to the integrated variance even when it is really closely linked to
it, but converges to quadratic variation, formally defined as
𝑄𝑉𝑡 = 𝐼𝑉𝑡 +𝐽𝑉𝑡 (2.7)
where 𝐼𝑉𝑡 represent the variation from continuous part of returns and 𝐽𝑉𝑡





that occurred 𝑗 = 1,2, . . . ,𝛾 times over day 𝑡.
2.1.2. Realized Semivariance
However, in our work we would like to show not only the effect of whole sam-
ple variation, but also separately results from positive and negative variance.
This decomposition is important due to fact that positive variance should have
smaller effect on variation as the negative one. Kahneman and Tversky (1982)
termed value function, when they studied relationship between values of vari-
ous possible outcomes. They concluded that value function is steeper for losses
then for gains. This can be explained by behavior of investors, which are more
afraid to lose some money as to get gain. Their findings were supported by
other studies - Kahneman and Tversky (1984), studying distress and joy of
participants after experiencing losses or gains, and by Wells, Hobfoll and Lavin
(1999) investigating gain and losses of resources where respondents were preg-
nant women. Their research showed that gains had no significant effect however
the losses had much higher effect, which resulted in depression and anger.
Due to this different effect of positive and negative news, we use for measuring
volatility so called semivariance. This estimator was proposed by Barndorff-
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Nielsen, Kinnebrock and Shephard (2010) and it can capture the variation only
of the negative or positive returns. These estimators are defines as sum of only









These estimators provide decomposition of Realized variance 𝑅𝑉𝑡,𝑀 = 𝑅𝑆+𝑡,𝑀 +
𝑅𝑆−𝑡,𝑀 . Authors’ findings about negative semivariance seem in line with the
conclusions of the Kahneman and Tversky(1982) that the negative semivariance
is much more informative than the positive one.
Previous definition of realized semivariance counts only with integrated vari-
ance. Following Barndorff-Nielsen, Kinnebrock and Shephard (2010), the real-


















By analyzing 105 individual stocks and S&P 500 index, Patton and Sheppard
(2013) confirmed that negative realized semivariance is: “much more important
for future volatility than positive semivariance, and disentangling the effects of
these two components significantly improves forecasts of future volatility.”
The important finding to mention is that this kind of realized variance or
realized semivariance measures only the variance in the intra-day returns. The
inter-day changes between closing price and opening price are not included.
These changes could be included, when we would calculate daily returns as
difference between the last observation of previous day and pre-last observation
of current day. However using this methodology, our results of realized variance
could be biased due to the high variance of first observation in sample, including
inter-day change in the price.
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2.2. Value at Risk
Over the years, Value at Risk (VaR) as risk management tool became standard
to measure market risk connected with portfolio. The advantage and reason
for wide use of VaR is that it sums up all risk associated to portfolio into one
number as a loss associated to given probability.
VaR is formally described as maximum expected loss over some time horizon
with given probability.
𝑃𝑟(𝑟𝑡 < −𝑉 𝑎𝑅𝑡 | 𝛺𝑡) = 𝛼 (2.13)
where 𝑟𝑡 is return of portfolio at time 𝑡 = 1,2, . . .𝑇 , information set at time t
is denoted by Ω𝑡 and 𝛼 is probability level of risk, with confidence level 1−𝛼.
As we already mentioned, VaR is maximum loss of portfolio in the risk and it
is defined usually on confidence interval 99%, 95% or 90% with probabilities
𝛼=1%, 5% or 10%, respectively. VaR at 90% is rarely used, as probability of
loss is high and it is connected with high losses in portfolio value. On contrary,
VaR at 99% confidence interval is highly used, for example Basel Committee on
Banking Supervision in 2004 recommended Basel II, which uses VaR as a tool
to estimate market risk exposure for setting capital requirements in financial
system industry.
Engle and Manganelli (2004) describe VaR from statistical point of view: “VaR
estimation entails the estimation of a quantile of the distribution of returns.”
However the return distributions are changing over time, which brings prob-
lems into the estimation. Due to this issue, it is better to directly estimate
quantile of the distribution via semiparametric models. Except semiparamet-
ric models, VaR is estimated through parametric and nonparametric methods.
Following Engle and Manganelli (2004) VaR methods split, we discuss main
pros and cons of each method and the reasoning, why we use in our analysis
the semiparametric one.
The most common parametric approached is Generalized Autoregressive Con-
ditional Heteroskedasticity (GARCH), proposed by Bollerslev (1986), which al-
lows the conditional variance to be time-varying, while constant unconditional
variance and so improve the forecast results.
Another parametric model is RiskMetrics, developed by J.P. Morgan and Reuters
(1996), which use the exponentially weighted moving average computation of
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variance. This moving average makes RiskMetrics model a special case for of
GARCH. Parametric mean-VaR model is one of the simplest approached of the
RiskMetrics model. Its simplicity comes from the usage of Gaussian normal
distribution of returns.
𝑉 𝑎𝑅𝑡 = 𝐸(𝑟𝑡)−𝜎𝑡 * 𝑞𝑛𝑜𝑟𝑚(𝑐) (2.14)
where 𝐸(𝑟) is expected return, 𝜎 is standard deviation measured by realized
volatility and 𝑞𝑛𝑜𝑟𝑚(𝑐) is so called “cut-off” point, representing c-quantile of
the standard normal distribution. The most frequent cut-off points are for the
90%, 95% and 99% confidence intervals with cut-off point 1.282, 1.645 and
2.326 respectively.
These methods usually underestimate the VaR approach, due to assumption
of normally distributed residuals. Also, some other problems may arise while
using these models, e.g. misspecification of the variance equation or that model
errors may not be independently and identically distributed (i.i.d.), which is
part of main model assumption.
For non-parametric models, most common method is Historical Simulation of
VaR. The advantage of this approach is that it really simplifies VaR computa-
tions and also it does not make explicit assumptions about the portfolio returns.
However if we look into procedure, the distribution of portfolio returns is con-
stant, does not change and returns has the same weight. Boudoukh, Richard-
son and Whitelaw (1998) combined historical simulation with RiskMetrics to
overcome problems. This hybrid approach does not use equal weights for all
in-sample observation, but apply exponentially declining weights so take into
account “age” of observations.
With semiparametric methods, for example with Extreme Value Theory, we can
focus only on the tails of distributions and so we do not have to care about mod-
elling the whole return distribution. The most common semiparametric model
was introduced by Engle and Manganelli (2004) – Conditional Autoregressive
Value at Risk (CAViaR), which does not model whole distribution of returns,
but directly model the evolution of quantiles over time. With this model, we
do not need to assume distribution of portfolio returns, but only assumption
about correct specification of the quantile process. Other methods focusing
on VaR are quasi-maximum likelihood GARCH models and methods based on
quantile regression. The reason we work with semiparametric methods is that
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we do not need to use any assumptions about distribution.
Quantile 𝑉 𝑎𝑅𝛼 of a given portfolio can be characterized as
𝑞𝛼(𝑟𝑡+1) = 𝜎𝑡𝛷(𝛼) (2.15)
where 𝑞𝛼(𝑟𝑡+1) is 𝛼-quantile of the return distribution, 𝜎𝑡 is volatility and 𝜑(𝛼)
denotes 𝛼-quantile of a standard normal cumulative distribution. In general,
we do not want to make this assumption about distribution function of the
underlying error term. That is the reason, why usage of quantile regression as
nonparametric estimation is suitable in our case.
There are several other studies, focusing on regression quantile modelling in
Value at Risk. Chernozhukov and Umantsev (2001) analyzed conditional mar-
ket risk of stock price oil producer stock price and Dow Jones Industrial Average
index, measuring conditional risk.
Taylor (2000) proposed approach to the estimation of the distribution of multi-
period returns by using historical returns of exchange rate data with three
methods. Authors found that GARCH model with empirical distribution does
not perform well. Overall, the GARCH models with Gaussian distribution and
quantile regression approach have similar performance.
2.3. Linear Quantile regression model
In this section, we focus on the linear quantile regression originally proposed
Koenker & Bassett (1978). We will follow Zikes and Barunik (2014) in use of
this linear semiparametric model for 𝛼-quantile of future stock returns:
𝑞𝛼(𝑟𝑡+1 | 𝛺𝑡) = 𝛽0(𝛼)+𝛽𝜈(𝛼)′𝜈𝑡,𝑀 +𝛽𝑧(𝛼)′𝑧𝑡 (2.16)
where 𝑟𝑡+1 is logarithmic return, Ω𝑡 contains information known at time 𝑡,
𝑣𝑡,𝑀 is set of quadratic variation, 𝑧𝑡 is vector of weakly exogenous variables
and 𝛽0(𝛼), 𝛽𝑣(𝛼), 𝛽𝑧(𝛼) are vectors to be estimated.
Previous equation is determined by parameters 𝛽0(𝛼), 𝛽𝑣(𝛼), 𝛽𝑧(𝛼) which solve





𝜌𝛼(𝑟𝑡+1 −𝛽𝑜(𝛼)−𝛽𝜈(𝛼)′𝜈𝑡,𝑀 −𝛽𝑧(𝛼)′𝑧𝑡) (2.17)
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where 𝜌𝛼(𝑥) = (𝛼 −1{𝑥 < 0})𝑥.
Similar methodology was already used by Cenesizoglu and Timmermann (2008),
who modelled the return distribution of US stock market. For quantile mod-
elling they used similar specification as Zikes and Barunik (2014), but instead
of quadratic variation they used last period’s conditional quantile and absolute
value of last period’s return, firstly defined by Engle and Manganelli (2004). As
we already described in previous section, the realized volatility has advantage
of intraday changes, which can improve future modelling.
The main advantage of this approach is no distribution assumption. In the most
of the models, the assumption about distribution has to be made. Moreover,
the evidence from different quantiles can help to specify the economic source of
return and due to that investor can include this information into its portfolio
choice.
2.4. Forecast evaluation
As one of the main part of our work is dedicated to the forecast of variables,
we need to monitor the forecast performance of our models. The evaluation
provides essential feedback on the quality of forecasted data which can help us
answer the question, if we used the correctly specified forecasting method and
also if the forecasts are giving economic and statistical sense.
There is wide range of forecast evaluation methods used in the literature, which
we can use to check the accuracy of the conditional quantile models underlying
to this work. We take into account absolute and also relative performance of the
models. For the absolute performance, which shows us the performance within
model, we are going to use unconditional coverage test, independence test and
combined conditional coverage test. As we also want to see the differences
between different models, we are going to check the relative performance. The
performance will be compared via unconditional coverage, the value of the
tick loss function and the Diebold-Mariano test statistic for equal predictive
accuracy. All of these performance measures are explained below.
2.4.1. Absolute performance
To evaluate the absolute performance of our models, we use three tests. The
unconditional coverage test discussed by Kupiec (1995), Christoffersen (1998)
independence test and test of conditional coverage.
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Unconditional Coverage
Kupiec (1995)introduced performance tests based on proportion of failures or
PoF test, which measures if the number of exceptions is consistent with the
confidence level or not. Under the null hypothesis that the model is correctly
specified, the number of failures follows the binominal distribution with prob-
ability 𝛼.
The probability (𝑝) of observing the number of failures (𝑥) in the sample with
number of observations (𝑛) and with the frequency of failures predicted by the
model 𝛼, the null hypothesis for Proportion of Failures is:
𝑃𝑟𝑜𝑏(𝑥 | 𝛼,𝑛) = (𝑛𝑥)𝛼𝑥(1−𝛼)𝑛−𝑥 (2.18)
Accurate estimates should have the property that the unconditional coverage,
which is measured by 𝛼* = 𝑥/𝑛 is equal to the desired coverage level 𝛼. Thus
under the null hypothesis, 𝛼* = 𝛼 which means that model predicts 𝛼*𝑛 viola-
tions. We can test the unconditional coverage hypothesis using the appropriate






The 𝐿𝑅𝑢𝑐 test statistics has an asymptotic 𝜒21 (chi-squared) distribution with
one degree of freedom.
If the proportion 𝛼* is below to the desired significance level 𝛼, then the un-
conditional coverage test reject the null hypothesis.
However, in case of dynamics are present in the higher-order moments, the
unconditional coverage test is insufficient as it tests only the coverage of the
interval. Christoffersen (1998) mentions that unconditional coverage “does not
have any power against the alternative that the zeros and ones come clustered
together in a time-dependent fashion”. Therefore we need to test independence
assumption to have correct definition of the absolute performance of our fore-
casted data.
Test of independence
The null hypothesis of independence tells us the probability that the previous
violations are not influencing the next violations. Christoffersen (1998) suggest
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to test the independence against first-order Markov alternative. At first, let’s





where 𝜋𝑖𝑗 = 𝑃𝑟𝑜𝑏(𝐼𝑡 = 𝑗|𝐼𝑡−1 = 𝑖). For this process is likelihood
𝐿(𝛱1) = (1−𝜋01)𝑛00𝜋𝑛0101 (1−𝜋11)𝑛10𝜋
𝑛11
11 (2.21)
Where 𝑛𝑖𝑗 is the number of observations with value 𝑖 followed by 𝑗. To maxi-









Secondly, let’s consider output sequence𝐼𝑡, from an interval model. It looks
really similar to the 𝛱1 matrix. We test hypothesis that the sequence is inde-





The likelihood of the second matrix under null hypothesis is therefore
𝐿(𝛱2) = (1−𝜋2)𝑛00𝜋𝑛012 (1−𝜋2)𝑛10𝜋
𝑛11
2 (2.24)
With the maximum likelihood estimate ̂︁𝛱2 = ̂︀𝜋2 = (𝑛01+𝑛11)(𝑛00+𝑛10+𝑛01+𝑛11) , the like-







which is an asymptotically 𝜒21 (chi-squared) distributed with one degree of
freedom.
With the test of independence we have tested the dynamics in the interval
forecast, we can now proceed to the joint test of unconditional coverage and
independence.
