MRD-codes arising from the trinomial
  $x^q+x^{q^3}+cx^{q^5}\in\mathbb{F}_{q^6}[x]$ by Marino, Giuseppe et al.
ar
X
iv
:1
90
7.
08
12
2v
1 
 [m
ath
.C
O]
  1
8 J
ul 
20
19
MRD-codes arising from the trinomial
xq + xq
3
+ cxq
5
∈ Fq6[x]
Giuseppe Marino, Maria Montanucci and Ferdinando Zullo
July 19, 2019
Abstract
In [10], the existence of Fq-linear MRD-codes of F
6×6
q , with dimen-
sion 12, minimum distance 5 and left idealiser isomorphic to Fq6 , de-
fined by a trinomial of Fq6 [x], when q is odd and q ≡ 0,±1 (mod 5),
has been proved. In this paper we show that this family produces
Fq-linear MRD-codes of F
6×6
q , with the same properties, also in the
remaining q odd cases, but not in the q even case. These MRD-codes
are not equivalent to the previously known MRD-codes. We also prove
that the corresponding maximum scattered Fq-linear sets of PG(1, q
6)
are not PΓL(2, q6)-equivalent to any previously known linear set.
AMS subject classification: 51E20, 05B25, 51E22
Keywords: Scattered subspace, MRD-code, Linear set
1 Introduction and preliminary results
Let EndFq(Fqn) := Homq(Fqn,Fqn) be the set of all Fq-linear maps of Fqn in
itself. It is well-known that each element f of EndFq(Fqn) can be represented
in a unique way as a q-polynomial over Fqn of degree less than or equal to
qn−1, that is f(x) =
∑n−1
i=0 aix
qi , with coefficients in Fqn . Such polynomials
are also called linearized. The set of q-polynomials over Fqn, say Ln,q, con-
sidered modulo (xq
n
− x), and endowed with the addition and composition
of polynomials in Fqn and scalar multiplication by elements in Fq, forms an
1
Fq-subalgebra of the algebra of Fq-linear transformations of Fqn . Hence, we
can define the kernel of f as the kernel of the corresponding Fq-linear trans-
formation of Fqn , which is the same as the set of roots of f in Fqn; and the
rank of f as the rank of the corresponding Fq-linear transformation of Fqn .
For f ∈ Ln,q with deg f = q
k, we call k the q-degree of f and we denote it
by degq f . It is clear that in this case the kernel of f has dimension at most
k and the rank of f is at least n− k.
In [8], the q-polynomials f such that dimFq ker f = degq f are called q-
polynomials with maximum kernel. Also in [8, Theorem 1.2], sufficient and
necessary conditions for the coefficients of a q-polynomial f over Fqn ensuring
f has maximum kernel are given (see also [28]).
The set Fm×nq of all m×n matrices over Fq is a rank metric Fq-space with
the rank metric or the rank distance defined by
d(A,B) = rank(A− B),
for any A,B ∈ Fm×nq . A subset C ⊆ F
m×n
q with respect to the rank metric
is usually called a rank-metric code or a rank-distance code (or RD-code for
short). When C contains at least two elements, the minimum distance of C
is given by
d(C) = min
A,B∈C,A 6=B
{d(A,B)}.
When C is an Fq-linear subspace of F
m×n
q , we say that C is an Fq-linear code
and its dimension dimFq(C) is defined to be the dimension of C as a subspace
over Fq. For any C ⊆ F
m×n
q with d(C) = d, it is well-known that
#C ≤ qmax{m,n}(min{m,n}−d+1),
which is a Singleton like bound for the rank metric ([14]). When equality
holds, we call C a maximum rank-distance (MRD for short) code.
In this paper we only consider Fq-linear RD and MRD-codes with m = n.
Two Fq-linear rank-distance codes C1 and C2 in F
n×n
q are equivalent if there
exist A,B ∈ GL(n, q) and ρ ∈ Aut(Fq) such that C2 = {AM
ρB : M ∈ C1}.
In general, it is a difficult task to tell whether two given rank-distance
codes are equivalent or not. The idealizers of an RD-code are useful invariants
which may help us to distinguish them (see [23, 27, 17]). Given an Fq-linear
rank-distance code C ⊆ Fn×nq , following [23] its left and right idealisers are
defined as
L(C) = {M ∈ Fn×nq : MC ∈ C for all C ∈ C},
2
and
R(C) = {M ∈ Fn×nq : CM ∈ C for all C ∈ C},
respectively.
The adjoint of an Fq-linear RD-code C ⊆ F
n×n
q is the Fq-linear code
C⊤ := {CT ∈ Fn×nq : C ∈ C},
where ( . )T denotes the transpose operation. Note that the adjoint operation
also preserves rank distance, implying that an Fq-linear RD-code and its
adjoint have the same minimum distance. Also L(C) = R(CT ) and R(C) =
L(C) ([27, Prop. 4.2]).
The Delsarte dual code of an Fq-linear code C ⊆ F
n×n
q is
C⊥ := {M ∈ Fn×nq : Tr(MN
T ) = 0 for all N ∈ C},
where ( . )T denotes the transpose operation. If C is a linear MRD-code then
C⊥ is also a linear MRD-code as it was proved by Delsarte [14]. Also from
[14], if C is an Fq-linear code C ⊆ F
n×n
q with dimension k and minimum
distance d, then C⊥ has dimension n(n− k) and minimum distance k + 1.
It is well-known that two linear rank-distance codes are equivalent if and
only if their adjoint codes (or their Delsarte duals) are equivalent.
Two MRD-codes in Fn×nq with minimum distance n are equivalent if and
only if the corresponding semifields are isotopic [22, Theorem 7]. In contrast,
it appears to be difficult to obtain inequivalent MRD-codes in Fn×nq with
minimum distance strictly less than n. So far, the known inequivalent MRD-
codes in Fn×nq of minimum distance strictly less than n, can be divided into
two types.
1. The first type of constructions consists of MRD-codes of minimum dis-
tance d for arbitrary 2 ≤ d ≤ n.
• The first construction of MRD-codes was given by Delsarte [14]
and rediscovered independently by Gabidulin [16]. This construc-
tion was generalized by Kshevetskiy and Gabidulin [20] with the
nowadays commonly called (generalized) Gabidulin codes. In 2016,
Sheekey [32] found the so-called (generalized) twisted Gabidulin
codes. They can be generalized into additive MRD-codes [29].
Very recently, by using skew polynomial rings Sheekey [33] proved
that they can be further generalized into a quite large family and
all the MRD-codes mentioned above can be obtained in this way.
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• The non-additive family constructed by Otal and O¨zbudak in [30].
• The family appeared in [35].
2. The second type of constructions provides us MRD-codes of minimum
distance d = n− 1.
• Non-linear MRD-codes by Cossidente, the second author and Pavese
[13] which were later generalized by Durante and Siciliano [15].
• Linear MRD-codes associated with maximum scattered linear sets
of PG(1, q6) and PG(1, q8) presented in [6] and [10].
Very recently, new MRD-codes of minimum distance d = n−2 and n ∈ {7, 8}
have been constructed in [5].
For the relationship between MRD-codes and other geometric objects
such as linear sets and Segre varieties, we refer to [24] and also to [34].
Since the metric space Fn×nq is isomorphic to the metric space EndFq(Fqn)
with rank distance defined as d(f, g) := rk(f − g), taking into account the
previous algebra isomorphism between EndFq(Fqn) and Ln,q, it is clear that
each Fq-linear RD-code C can be regarded as an Fq-vector subspace of Ln,q.
Hence, in terms of linearized polynomial, an RD-code of Fn×nq , with minimum
distance d, is an Fq-subspace of Ln,q and d := min{d(f, g) : f, g ∈ C, f 6= g}.
Also two given Fq-linear MRD-codes C1 and C2 are equivalent if and only if
there exist ϕ1, ϕ2 ∈ Ln,q permuting Fqn and ρ ∈ Aut(Fq) such that
ϕ1 ◦ f
ρ ◦ ϕ2 ∈ C2 for all f ∈ C1,
where ◦ stands for the composition of maps and f ρ(x) =
∑
aρix
qi for f(x) =∑
aix
qi . For a rank distance code C given by a set of linearized polynomials,
its left and right idealisers can be written as
L(C) = {ϕ ∈ Ln,q : ϕ ◦ f ∈ C for all f ∈ C},
and
R(C) = {ϕ ∈ Ln,q : f ◦ ϕ ∈ C for all f ∈ C}.
respectively.
Consider the non-degenerate symmetric bilinear form of Fqn over Fq de-
fined by < x, y >= Trqn/q(xy), for each x, y ∈ Fqn . Then the adjoint fˆ of the
linearized polynomial f(x) =
∑n−1
i=0 aix
qi ∈ Ln,q with respect to the bilinear
4
form <,> is fˆ(x) =
∑n−1
i=0 a
qn−i
i x
qn−i . We will refer to fˆ simply as the adjoint
of f , omitting the bilinear form involved. Hence, we may define the adjoint
of a rank distance code C given by a set of linearized polynomials as follows
C⊤ := {fˆ : f ∈ C}.
In [10], the authors proved that the set C = 〈x, xq + xq
3
+ cxq
5
〉Fq6 , q
odd, c2 + c = 1, q ≡ 0,±1 (mod 5) is an Fq-linear MRD-code of L6,q of
dimension 12, minimum distance 5 and left idealiser isomorphic to Fq6. The
right idealiser of C is isomorphic to Fq2 ([36, Appendix B]). In this paper we
further investigate the set C with the same assumption c2 + c = 1 and for
each value of q (odd and even), obtaining the following result.
Theorem 1.1. The set of q-polynomials of L6,q
C = 〈x, xq + xq
3
+ cxq
5
〉Fq6 ,
with c2 + c = 1, is an Fq-linear MRD-code of L6,q with dimension 12, mini-
mum distance 5, left idealiser isomorphic to Fq6 and right idealiser isomorphic
to Fq2, if and only if q is odd. Moreover, when q is odd and q ≡ ±2 (mod 5),
C is not equivalent to the previously known MRD-codes.
Since both the adjoint and the Delsarte dual operations preserve the
equivalence of MRD-codes, we have also that the MRD-codes presented in
Theorem 1.1 are not equivalent neither to the adjoint nor to the Delsarte
dual of any previously known MRD-code.
2 Fq-linear MRD-codes and maximum scat-
tered Fq-subspaces
An Fq-subspace U of rank n of a 2-dimensional Fqn-space V is maximum
scattered if it defines a scattered Fq-linear set of the projective line PG(V,Fqn),
i.e. dimFq(U ∩ 〈v〉Fqn ) ≤ 1 for each v ∈ V \ {0}. Let V = Fqn × Fqn , up to
the action of the group GL(2, qn), an Fq-subspace U of V of rank n can be
written as U = Uf = {(x, f(x)) : x ∈ Fqn}, for some f ∈ Ln,q.
Sheekey in [32] made a breakthrough in the construction of new linear
MRD-codes using linearized polynomials (see also [26]).
In [32], the author proved the following result (which have been general-
ized in [24, Section 2.7] and [34], see also [9, Result 4.7]).
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Result 2.1. C is an Fq-linear MRD-code of Ln,q with minimum distance n−1
and with left-idealiser isomorphic to Fqn if and only if up to equivalence
C = 〈x, f(x)〉Fqn
for some f ∈ Ln,q and the Fq-subspace
UC = {(x, f(x)) : x ∈ Fqn}
is a maximum scattered Fq-subspace of Fqn × Fqn.
Also, two Fq-linear MRD-codes C and C
′ of Ln,q, with minimum distance
n− 1 and with left idealisers isomorphic to Fqn, are equivalent if and only if
UC and UC′ are ΓL(2, q
n)-equivalent.
So far, the known non-equivalent (under ΓL(2, qn)) maximum scattered
Fq-subspaces, yielding to the known non-equivalent Fq-linear MRD-codes
with left idealiser isomorphic to Fqn, are
1. U1,ns := {(x, x
qs) : x ∈ Fqn}, 1 ≤ s ≤ n− 1, gcd(s, n) = 1, see [1, 12];
2. U2,ns,δ := {(x, δx
qs + xq
n−s
) : x ∈ Fqn}, n ≥ 4, Nqn/q(δ) /∈ {0, 1}
1,
gcd(s, n) = 1, see [25] for s = 1, [32, 26] for s 6= 1;
3. U3,ns,δ := {(x, δx
qs + xq
s+n/2
) : x ∈ Fqn}, n ∈ {6, 8}, gcd(s, n/2) = 1,
Nqn/qn/2(δ) /∈ {0, 1}, for the precise conditions on δ and q see [6, Theo-
rems 7.1 and 7.2] 2;
4. U4c := {(x, x
q + xq
3
+ cxq
5
) : x ∈ Fq6}, q odd, c
2 + c = 1, q ≡ 0,±1
(mod 5), see [10].
In this paper, we further investigate the Fq-subspaces Uf arising from the
trinomial
f(x) = xq + xq
3
+ cxq
5
∈ Fq6 [x],
with the same assumption c2+ c = 1 and for each value of q (odd and even),
showing that the Fq-subspace Uf of Fqn × Fqn is maximum scattered also for
q odd and q ≡ ±2 (mod 5), whereas it is not scattered for q even.
To do this, as we will see in Section 4, studying the Delsarte dual of the
code arising from Uf was successful.
1This condition implies q 6= 2.
2Also here q > 2, otherwise L3,ns,δ is not scattered.
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3 The Delsarte dual of an RD-code
In terms of linearized polynomials, the Delsarte dual of a rank distance code
C of Ln,q can be interpreted as follows
C⊥ = {f ∈ Ln,q : b(f, g) = 0 ∀g ∈ C},
where b(f, g) = Trqn/q
(∑n−1
i=0 aibi
)
for f(x) =
∑n−1
i=0 aix
qi , g(x) =
∑n−1
i=0 bix
qi ∈
Fqn[x] and Trqn/q denotes the trace function from Fqn over Fq.
The following result has been proved in [14].
Result 3.1. Let C be an Fq-linear RD-code of Ln,q. Then C is an Fq-linear
MRD-code if and only if C⊥ is an Fq-linear MRD-code.
Let us consider the set of L6,q
C = 〈x, xq + xq
3
+ cxq
5
〉Fq6 ,
with c2 + c = 1. By [10, Theorem 5.1 and Proposition 6.1], C is an Fq-linear
MRD-code of L6,q with dimension 12, minimum distance 5, left idealiser
isomorphic to Fq6 and right idealiser isomorphic to Fq2 when q is odd and
q ≡ 0,±1 (mod 5).
In order to investigate the remaining cases, by Result 3.1, we can consider
the Delsarte dual RD-code of C, which is equivalent to
D = 〈xq, xq
3
,−x+ xq
2
, cqx− xq
4
〉Fq6 .
Our aim is now to establish under which conditions the RD-code
D = 〈xq, xq
3
,−x+ xq
2
, cx− xq
4
〉Fq6
is an MRD-code3.
The Fq-linear RD-code D is an MRD if and only if for each nonzero
element f ∈ D we get dimFq ker f ≤ 3. Since the maximum q-degree of the
polynomials in D is 4 it suffices that do not exist α, β and γ in Fq6 such that
the kernel of
f(x) = αxq + βxq
3
+ γ(−x+ xq
2
) + cx− xq
4
=
3We write c instead of cq, since cq satisfies x2 + x = 1.
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= (−γ + c)x+ αxq + γxq
2
+ βxq
3
− xq
4
has dimension 4. Taking into account the characterization of maximum ker-
nel q-polynomials when k = 4 and n = 6 (cf. [8, Section 3.4]) we have the
following result.
Proposition 3.2. The set of q-polynomials
C = 〈x, xq + xq
3
+ cxq
5
〉Fq6 ,
with c2+c = 1 is an Fq-linear MRD-code of L6,q with dimension 12, minimum
distance 5 and left idealiser isomorphic to Fq6, if and only if the system


α 6= 0
(−γ + c)
q6−1
q−1 = 1
(−γ + c)[−(−γ + c)q
4+q2 + βq
5+q4(−γ + c)q
4+q3+q2 + βq
2+q] = 1
α = −(−γ + c)q+1βq
2
γ = −(−γ + c)q
2+1 + βq
3+q2(−γ + c)q
2+q+1
β = (−γ + c)q
3+q2+1βq
4
+ βq
2
(−γ + c)q
3+q+1 − βq
4+q3+q2(−γ + c)q
3+q2+q+1
(1)
has no solutions α, β and γ in Fq6.
In the next section we will study System (1) when q is odd, q ≡ ±2
(mod 5) and when q is even separately.
4 Proof of Theorem 1.1
In this section we prove the main theorem of the paper, showing that System
(1) has solutions in Fq6 if and only if q is even. By Result 3.1, taking [10,
Theorem 5.1 and Proposition 6.1] into account, System (1) has no solutions
α, β and γ in Fq6 when q ≡ 0,±1 (mod 5). Hence, we have to investigate the
remaining cases. The Appendix shows some computational results obtained
by using the software package MAGMA [2].
4.1 The q odd case, q ≡ ±2 (mod 5)
From [19, Section 1.5 (xiv)] it follows that c ∈ Fq2 \ Fq, and so c and c
q are
the two distinct roots of x2 + x− 1. Also cq+1 = c+ cq = −1.
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Our aim now is to show that the system
{
(−γ + c)[−(−γ + c)q
4+q2 + βq
5+q4(−γ + c)q
4+q3+q2 + βq
2+q] = 1
γ = −(−γ + c)q
2+1 + βq
3+q2(−γ + c)q
2+q+1 (2)
has no solutions in the variables γ and β over Fq6 and as a consequence
System (1) does not have solutions. It is straightforward to see that the
previous system admits solutions if and only if the following system

γ = −γq
3
(−γ + c)q
2+q+1
(
1
−γ+c
− γq
2
) q6−1
q+1
= 1
(3)
admits Fq6-rational solutions in the variable γ. By way of contradiction,
suppose that System (3) admits at least one solution in γ.
Look at each q-power of γ as a distinct variable, and put
B = cq, C = c, D = γ, E = γq, F = γq
2
, G = γq
3
, H = γq
4
, I = γq
5
.
Consider the Frobenius images γq
i
with i = 0, . . . , 5 as variables in System
(3). Hence we have a weaker system in the variables D,E, F,G,H, I. We
want to show that the latter system has no solutions over Fq6. We start by
observing some relations between the new six variables.
Remark 4.1. Note that D 6= 0 and D 6= C. Indeed, if D = C then the
second equation of (1) would not be satisfied. If D = 0, then γ = 0 is a
solution of System (1) and, from Equation 5 of System (1), we get βq
2+qc = 1,
since c 6= 0. Then the order of c divides gcd(q2 − 1, (q2 − q + 1)(q3 − 1)),
which divides (q− 1) gcd(q + 1, q2− q + 1). Therefore, the order of c divides
3(q − 1) and hence c3 ∈ Fq. Furthermore, c
3 = 2c− 1, and since c2 + c = 1,
we have c ∈ Fq, a contradiction. Similarly, EFGHI 6= 0, D 6= C, E 6= B,
F 6= C, G 6= B, H 6= C and I 6= B.
Considering System (3) in the variables B,C,D,E, F,G,H and I we get
a set of twelve equations, which are defined by the polynomials in SET of
Appendix. These equations are obtained as Frobenius images (shifts in the
new variables) of the two equations in (3).
Computing the factorization of these polynomials (see Appendix), it is
clear that the equation
COND1 := B2CD−B2DH−BCDG−BCDI+BDGH+BDHI+CDGI−DGHI+G = 0
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should be satisfied and the coefficient of G cannot be zero, otherwise B = 0,
a contradiction by Remark 4.1. So, we may compute the resultants of all
the polynomials in SET with COND1 w.r.t. the variable G. Denoting by
R1 the set of all these resultants and looking at their factorizations we get a
further necessary condition that should be satisfied, i.e.
COND2 := B2CH−B2FH−BCDE−BCEH+BDEH+BEFH+CDEI−DEHI+E = 0.
Again by Remark 4.1, the coefficient of E cannot be zero. For this reason, we
may compute again the resultants of all the polynomials in R1 with COND2
w.r.t. the variable E. We denote the set containing all these resultants with
R2. From their factorization we get a further necessary condition
COND3 := BC2I−BCDF−BCFI−BCHI+BDFH+BFHI+CDFI−DFHI+F = 0.
Since the coefficient of F is not zero, we can evaluate the resultants of all
the polynomials in R2 with COND3 w.r.t. the variable F , and denote this
set by R3. Now, we look at the factorization of one of the elements in R3,
which is
I · E1 · E2,
where
E1 := BCD − BDH − CDI +DHI − 1
and
E2 := B3C3−B3C2D−B3C2H+B3CDH−B2C3I+B2C2DI+B2C2HI−B2CDHI+
+BCD +BCH +BCI −BDH − BHI − CDI +DHI − 1.
By Remark 4.1, I cannot be zero and hence we have to distinguish two cases.
Case 1: E1 = 0
Since the coefficient of I in E1 cannot be zero, we may compute the resultants
between the polynomials COND1, COND2 and COND3 with E1 w.r.t. I.
The factors of one of them are B,D,C−H , which cannot be zero by Remark
4.1, i.e. COND1, COND2, COND3 and E1 cannot have a common root.
Therefore, this case cannot happen.
Case 2: E2 = 0
Suppose that the coefficient of I in E2 is not zero (otherwise we have Case
3, see below). We may compute the resultants between the polynomials of
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the following set SET = {COND1, COND2, COND3} with E2 w.r.t. I.
We denote the set of their resultants by RCOMP . By their factorization we
get the polynomials C −H,B and
COND4 := B2CD−B2DH−BC2G+BCDH+BDGH−CDGH−D+G.
By Remark 4.1, we have that COND4 is zero. Since −BC2G + G 6= 0, we
get that the coefficient of D in COND4 cannot be zero and hence we can
compute the resultants of the polynomials in RCOMP with COND4 w.r.t.
D. One of the factorizations of a such element gives two further conditions
and at least one of them should be zero:
E3 := B2C −B2H +BCH − 1;
E4 := B2CH−B2FH−BCEH−BCGH+BEFH+BFGH+CEGH−EFGH+E.
Hence two further subcases have to be investigated. Before considering them,
in SET we also add the polynomials obtained by CONDiqj which correspond
to the (CONDi)q
j
and written in terms of B,C,D,E, F,G,H, I. In the same
way, we add in SET the polynomial E2 and its q-powers.
Case 2.1: E3 = 0
Denote by SET2 the set SET in which we have added the polynomial E3
and all its q-powers written in terms of B,C,D,E, F,G,H, I. Since the
coefficient of H in E3 is different from zero, we may compute the resultants
of the elements in SET2 with E3 w.r.t. H . One of the factorizations of this
polynomial is
(B − I)(BC2 − 1)(B2C2 −B2CD −B +D),
hence we have a further necessary condition
E31 := B2C2 −B2CD −B +D.
Now, we consider the set SET3 obtained joining SET2 with E31 and all
its q-powers written in terms of B,C,D,E, F,G,H, I. We can compute the
resultants of the polynomials in SET3 with E31 w.r.t. D and one of the
factorizations its
(BC +B + 1)(B2C2 − B2C +B2 − BC − B + 1).
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Since BC +B + 1 = Bq+1 +B + 1 6= 0, otherwise B ∈ Fq a contradiction, it
follows that
E32 := B2C2 − B2C +B2 − BC −B + 1 = 0,
which would imply that B ∈ Fq, again a contradiction.
Case 2.2: E4 = 0
As in the previous case, we add to the set SET the condition E4 and all its
q-powers written in terms of B,C,D,E, F,G,H, I, which we denote again by
SET. Then we may evaluate the resultants of the polynomials in SET with
E4 w.r.t. H . By looking to their factorizations we get again
(BC +B + 1)(B2C2 − B2C +B2 − BC − B + 1) = 0.
Hence, the same contradiction as in the previous case is obtained.
Case 3: Coefficient of I in E2 is zero
Since the coefficient of I in E2 is zero, we have the following two conditions:
−B2C3 +B2C2D+B2C2H −B2CDH +BC −BH −CD+DH = 0, (4)
B3C3−B3C2D−B3C2H +B3CDH +BCD+BCH −BDH − 1 = 0. (5)
Also, Equation (4) can be written as follows
(C −H)(B2C2 − B2CD − B +D) = 0,
and since C 6= H we get that
B2C2 − B2CD − B +D = 0.
Since B 6= C then we can compute the resultant between B2C2 − B2CD −
B +D and the polynomial in (5) w.r.t. D; hence we get
B2C − B2H +BCH − 1 = 0, (6)
since B2C 6= 1 (see also Case 3 in Section 6). We can then compute the
resultant between the polynomials in (4), (5) and the polynomial in (6) w.r.t.
I and we get that
B2C2 − B2CD − B +D = 0.
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By the last equation we get that D ∈ Fq2 and so D = F = H and E = G = I,
from which it follows that the polynomial in (5) is
B3C3 − 2B3C2D +B3CD2 + 2BCD −BD2 − 1,
and we can compute the resultant between the previous polynomial and
B2C2−B2CD−B+D w.r.t. D, from which we get that one of the following
conditions should be satisfied
BC +B + 1 = 0,
B2C2 − B2C +B2 − BC −B + 1 = 0.
The first equation cannot hold because of the definitions of B and C. In
order to get a contradiction also from the second equation, we compute the
resultant of C2+C − 1 (the polynomial that defines the condition on c) and
B2C2 − B2C +B2 − BC −B + 1 w.r.t. C and we get
4B4 − 8B3 + 5B2 − B + 1 = 0.
Then we compute the resultant between 4B4 − 8B3 + 5B2 − B + 1 and
B2 + B − 1 w.r.t. B and we get 4 · 19, which cannot be zero since q is odd
and q ≡ ±2 (mod 5).
Therefore we have proved that System (1) has no solution in Fq6, for q
odd and q ≡ ±2 (mod 5).
4.2 The q even case
Differently from what happens in the case q odd, we want to show that, when
q is even, System (1) admits at least a solution of type (α, β, 0) ∈ F3q6, with
α and β not zero. Indeed, substituting the value γ = 0 in System (1) we get


α 6= 0
c
q6−1
q−1 = 1
c[cq
4+q2 + βq
5+q4cq
4+q3+q2 + βq
2+q] = 1
α = cq+1βq
2
0 = cq
2+1 + βq
3+q2cq
2+q+1
β = cq
3+q2+1βq
4
+ βq
2
cq
3+q+1 + βq
4+q3+q2cq
3+q2+q+1
(7)
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We note that the conditions on α will be automatically satisfied once we
define α := cq+1βq
2
forcing β 6= 0. Also, the second equation is trivially
satisfied since c ∈ F∗4 and c ∈ Fq2 . Hence System (7) has solutions if and only
if the following system admits solutions


c[cq
4+q2 + βq
5+q4cq
4+q3+q2 + βq
2+q] = 1
1 = βq
3+q2cq
β = cq+2βq
4
+ βq
2
c2q+1 + βq
4+q3+q2c2(q+1)
(8)
Since c2 + c + 1 = 0, then c ∈ Fq2 and c
3 = 1. Then there exists β ∈ Fq6
such that βq+1 = 1/cq. Hence βq
3+q2 = (1/cq)q
2
= 1/cq and the second
equation of (8) is satisfied. Also, the first equation of System (8) reads,
1 = c
[
c2 +
1
cq
cq+2 +
1
c
]
,
and hence it is fulfilled. At this point the third equation of (8) becomes
1 = cq+2βq
4−1 + c2q+1βq
2−1 + βq
4+q3+q2−1c2(q+1),
and using that βq+1 = 1/cq and c3 = 1, we get that it is satisfied.
4.3 The right idealiser of RD-codes of Theorem 1.1
Following the computations in [36, Appendix B]), we show that the right
idealiser of the RD-codes presented in Theorem 1.1 are isomorphic to Fq2 .
Indeed, let ϕ(x) be an element of R(C). Since C contains the identity map
ϕ(x) ∈ C and hence there exist α, β ∈ Fq6 such that ϕ(x) = αx + βx
q +
βxq
3
+ βcxq
5
. Also,
(xq + xq
3
+ cxq
5
) ◦ ϕ(x) = ϕ(x)q + ϕ(x)q
3
+ cϕ(x)q
5
∈ C
implying the existence of a, b ∈ Fq6 such that
αqxq + βq(xq
2
+ xq
4
+ cqx) + αq
3
xq
3
+ βq
3
(xq
4
+ x+ cq
3
xq
2
)
+c(αq
5
xq
5
+ βq
5
(x+ xq
2
+ cq
5
xq
4
)) = ax+ b(xq + xq
3
+ cxq
5
),
which is a polynomial identity in x. By comparing the coefficients of terms
of degree q and q3 we get α ∈ Fq2 , and by comparing the coefficients of the
terms of degree q2 and q4 taking into account that c ∈ Fq2 , we get
βq + cqβq
3
+ cβq
5
= 0 and βq + βq
3
+ cq+1βq
5
= 0.
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Subtracting the second equation to the first one, we get (cq−1)(βq
3
−cβq
5
) =
0. Since c 6= 1, then βq
4
= cqβ and this equation admits a nonzero solution
β ∈ Fq6 if and only if c
3 = 1, contradicting the condition c2 + c− 1 = 0.
4.4 The equivalence issue
We want to finish this part of the paper showing that the Fq-linear MRD-
codes of L6,q defined in Theorem 1.1 are not equivalent to the previously
known MRD-codes.
From [6, Section 6] and [10, Theorem 6.1], the previously known Fq-linear
MRD-codes of L6,q with dimension 12, minimum distance 5 and left idealiser
isomorphic to Fq6, up to equivalence, arise from one of the following maximum
scattered subspaces of Fq6 × Fq6 : U
1,6
s , U
2,6
s,δ , U
3,6
s,δ and U
4
c . Also, from Result
2.1, two Fq-linear MRD-codes C and C
′ of L6,q, with minimum distance 5 and
with left-idealisers isomorphic to Fq6, are equivalent if and only if UC and UC′
are ΓL(2, q6)-equivalent.
The stabilisers of the Fq-subspaces above in the group GL(2, q
6) were
determined in [6, Sections 5 and 6] and in [10, Proposition 5.2]. They have
the following orders:
1. for U1,6s we have a group of order q
6 − 1,
2. for U2,6s,δ and U
4
c we have a group of order q
2 − 1,
3. for U3,6s,δ we have a group of order q
3 − 1.
Also, since the ΓL(2, q6)-equivalence preserves the order of such stabilisers
and since the results of [10, Propositions 5.2 and 5.3] do not depend on the
congruence of q odd, using the same arguments we prove the last part of
Theorem 1.1.
5 New maximum scattered Fq-linear sets of
PG(1, q6)
A point set L of a line Λ = PG(W,Fqn) = PG(1, q
n) is said to be an Fq-linear
set of Λ of rank n if it is defined by the non-zero vectors of an n-dimensional
Fq-vector subspace U of the two-dimensional Fqn-vector space W , i.e.
L = LU := {〈u〉Fqn : u ∈ U \ {0}}.
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One of the most natural questions about linear sets is their equivalence. Two
linear sets LU and LV of PG(1, q
n) are said to be PΓL-equivalent (or simply
equivalent) if there is an element in PΓL(2, qn) mapping LU to LV . In the
applications it is crucial to have methods to decide whether two linear sets
are equivalent or not. This can be a difficult problem and some results in
this direction can be found in [11, 3].
Linear sets of rank n of PG(1, qn) have size at most (qn − 1)/(q − 1). A
linear set LU of rank n whose size achieves this bound is called maximum
scattered. For applications of these objects we refer to [31] and [21].
To make notation easier, by Li,ns , L
i,n
s,δ and L
4
c we will denote the Fq-linear
set defined by U i,ns , U
i,n
s,δ and U
4
c , respectively. The Fq-linear sets PΓL(2, q
n)-
equivalent to L1,ns are called of pseudoregulus type. It is easy to see that
L1,n1 = L
1,n
s for any s with gcd(s, n) = 1 and that U
2,n
s,δ is GL(2, q
n)-equivalent
to U2,nn−s,δ−1 .
In [25, Theorem 3] Lunardon and Polverino proved that L2,n1,δ and L
1,n
1 are
not PΓL(2, qn)-equivalent when q > 3, n ≥ 4. For n = 5, in [4] it is proved
that L2,52,δ is PΓL(2, q
5)-equivalent neither to L2,51,δ′ nor to L
1,5
1 .
In [10, Theorem 4.4], the authors proved that for n = 6, 8 the linear sets
L1,n1 , L
2,n
s,δ and L
3,n
s′,δ′ are pairwise non-equivalent for any choice of s, s
′, δ, δ′.
Also in [10, Theorem 5.4] it has been proved that the linear set L4c for q odd
and q ≡ 0,±1 (mod 5) is not equivalent to the aforementioned maximum
scattered linear sets of PG(1, q6). This result has been obtained by [10,
Proposition 5.3], where the congruences of q odd plays no role. Hence, using
the same arguments, we have the following result.
Theorem 5.1. The Fq-linear set Lc of rank 6 of PG(1, q
6) defined by the
Fq-subspace of Fq6 × Fq6
Uc = {(x, x
q + xq
3
+ cxq
5
) : x ∈ Fq6},
with c2 + c = 1, is scattered if and only if q is odd. Also, when q ≡ ±2
(mod 5) Lc is not PΓL(2, q
6)-equivalent to the previously known maximum
scattered Fq-linear sets of PG(1, q
6).
Final remark
In this paper we have proved that the RD-code C = 〈x, f(x)〉Fq2n of L2n,q,
with f(x) = xq+xq
3
+ cxq
5
∈ Fq6 (n = 3) and c
2+ c+1 = 0, is an MRD-code
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with dimension 12, minimum distance 5 and left idealiser isomorphic to Fq6
if and only if q is odd. Computational results show that, for suitable choices
of c ∈ Fq6 \(Fq2∪Fq3) the previous trinomial produces MRD-codes also when
q ≤ 64 is even.
We strongly believe that the previous MRD-codes belong to a larger class
of MRD-codes, arising from polynomials of type f(x) = xq+
∑n−1
i=1 a2i+1x
q2i+1 ∈
Fq2n [x], under suitable assumptions on the coefficients aj ’s. In Table 1 we pro-
vide some explicit examples. They are the results of our successful searches
using the software package MAGMA [2] for small values of n and q. When
a parameter ai appears in a row of the table it means that there exist ex-
plicit values of ai ∈ Fq2n for which the polynomial f(x) gives rise to an
MRD-code. Certainly, a careful study of the corresponding Fq-subspaces of
Fq2n × Fq2n should be undertaken in order to establish whether the MRD-
codes are equivalent to the previously known ones. The authors are currently
beginning work on these two projects.
n q f(x)
3 q ≤ 64, even xq + xq
3
+ a5x
q5
3 3, 5 xq − xq
3
+ a5x
q5
3 3, 5, 7 xq + a3x
q3 + a23x
q5
4 3, 5 xq + xq
3
+ xq
5
− xq
7
4 4 xq + a23x
q3 + a3x
q5 + xq
7
5 3 xq + a3x
q3 + a5x
q5 + a7x
q7 + a9x
q9
Table 1: Computational results
17
6 Appendix
K<B,C,D,E,F ,G,H, I> := PolynomialRing ( In t eg e r s ( ) , 8 ) ;
X:=1−F∗(−D+C) ;
Xq:=Evaluate (X, [ C,B,E,F ,G,H, I ,D ] ) ;
Xq2:=Evaluate (Xq , [ C,B,E,F ,G,H, I ,D ] ) ;
Xq3:=Evaluate (Xq2 , [ C,B,E,F ,G,H, I ,D ] ) ;
Xq4:=Evaluate (Xq3 , [ C,B,E,F ,G,H, I ,D ] ) ;
Xq5:=Evaluate (Xq4 , [ C,B,E,F ,G,H, I ,D ] ) ;
Y:=−D+C;
Yq:=Evaluate (Y, [ C,B,E,F ,G,H, I ,D ] ) ;
Yq2:=Evaluate (Yq , [ C,B,E,F ,G,H, I ,D ] ) ;
Yq3:=Evaluate (Yq2 , [ C,B,E,F ,G,H, I ,D ] ) ;
Yq4:=Evaluate (Yq3 , [ C,B,E,F ,G,H, I ,D ] ) ;
Yq5:=Evaluate (Yq4 , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ1:=Xq5∗Xq3∗Xq∗Yq4∗Yq2∗Y−(Yq5∗Yq3∗Yq∗Xq4∗Xq2∗X) ;
EQ1q:=Evaluate (EQ1 , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ1q2:=Evaluate (EQ1q , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ1q3:=Evaluate (EQ1q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ1q4:=Evaluate (EQ1q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ1q5:=Evaluate (EQ1q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ2:=D+G∗Yq2∗Yq∗Y;
EQ2q:=Evaluate (EQ2 , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ2q2:=Evaluate (EQ2q , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ2q3:=Evaluate (EQ2q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ2q4:=Evaluate (EQ2q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
EQ2q5:=Evaluate (EQ2q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
SET:={EQ1,EQ1q,EQ1q2 , EQ1q3 , EQ1q4 , EQ1q5 ,EQ2,EQ2q,EQ2q2 ,
EQ2q3 , EQ2q4 , EQ2q5 } ;
{Fac t o r i z a t i on ( pol ) : po l in SET | pol ne 0} ;
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COND1:=Bˆ2∗C∗D − Bˆ2∗D∗H − B∗C∗D∗G − B∗C∗D∗ I + B∗D∗G∗H + B∗D∗H∗ I +
C∗D∗G∗ I −D∗G∗H∗ I + G;
Fac t o r i z a t i on (Bˆ2∗C∗D − Bˆ2∗D∗H − B∗C∗D∗ I + B∗D∗H∗ I ) ;
[<D, 1>,<C − H, 1>,<B, 1>,<B − I , 1>]
R1:={Resultant ( pol ,COND1,G) : po l in SET} ;
{Fac t o r i z a t i on ( pol ) : po l in R1 | pol ne 0} ;
COND2:=Bˆ2∗C∗H − Bˆ2∗F∗H − B∗C∗D∗E − B∗C∗E∗H + B∗D∗E∗H + B∗E∗F∗H
+ C∗D∗E∗ I −D∗E∗H∗ I + E;
Fa c t o r i z a t i on (Bˆ2∗C∗H − Bˆ2∗F∗H) ;
[<H, 1>,<C − F, 1>,<B, 2>]
R2:={Resultant ( pol ,COND2,E) : po l in R1} ;
{Fac t o r i z a t i on ( pol ) : po l in R2 | pol ne 0} ;
COND3:=B∗Cˆ2∗ I − B∗C∗D∗F − B∗C∗F∗ I − B∗C∗H∗ I + B∗D∗F∗H + B∗F∗H∗ I
+ C∗D∗F∗ I − D∗F∗H∗ I + F ;
R3:={Resultant ( pol ,COND3,F ) : po l in R2} ;
SET3:=[ Fa c t o r i z a t i on ( pol ) : po l in R3 | pol ne 0 ] ;
SET3 [ 1 ] ;
[< I , 1>,<B∗C∗D − B∗D∗H − C∗D∗ I + D∗H∗ I − 1 , 1> ,
<Bˆ3∗Cˆ3 − Bˆ3∗Cˆ2∗D − Bˆ3∗Cˆ2∗H + Bˆ3∗C∗D∗H − Bˆ2∗Cˆ3∗ I
+ Bˆ2∗Cˆ2∗D∗ I +Bˆ2∗Cˆ2∗H∗ I − Bˆ2∗C∗D∗H∗ I + B∗C∗D
+ B∗C∗H + B∗C∗ I − B∗D∗H − B∗H∗ I −C∗D∗ I + D∗H∗ I − 1 , 1>]
E1:=B∗C∗D − B∗D∗H − C∗D∗ I + D∗H∗ I − 1 ;
E2:=Bˆ3∗Cˆ3 − Bˆ3∗Cˆ2∗D − Bˆ3∗Cˆ2∗H + Bˆ3∗C∗D∗H
− Bˆ2∗Cˆ3∗ I + Bˆ2∗Cˆ2∗D∗ I + Bˆ2∗Cˆ2∗H∗ I
− Bˆ2∗C∗D∗H∗ I + B∗C∗D + B∗C∗H + B∗C∗ I − B∗D∗H
− B∗H∗ I − C∗D∗ I + D∗H∗ I − 1 ;
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//CASE 1 : E1 =0
SET1:={COND1, COND2, COND3, E1} ;
R5:={Resultant ( pol , E1 , I ) : po l in SET1} ;
{Fac t o r i z a t i on ( pol ) : po l in R5 | pol ne 0} ;
[<D, 1>,<C − H, 1>,<B, 1>]
//CASE 2 : E2=0
SET:={COND1,COND2,COND3,E2} ;
Rcomp:={Resultant ( pol , E2 , I ) : po l in SET} ;
{Fac t o r i z a t i on ( pol ) : po l in Rcomp | pol ne 0} ;
[<C − H, 1>,<B, 1> ,
<Bˆ2∗C∗D − Bˆ2∗D∗H − B∗Cˆ2∗G + B∗C∗D∗H + B∗D∗G∗H
− C∗D∗G∗H − D + G, 1>]
COND4:=Bˆ2∗C∗D − Bˆ2∗D∗H − B∗Cˆ2∗G + B∗C∗D∗H
+ B∗D∗G∗H − C∗D∗G∗H − D + G;
Rcomp1:={Resultant ( pol ,COND4,D) : po l in Rcomp} ;
{Fac t o r i z a t i on ( pol ) : po l in Rcomp1 | pol ne 0} ;
[<C − H, 1>,<B, 1>,<B∗Cˆ2 − 1 , 1> ,
<Bˆ2∗C − Bˆ2∗H + B∗C∗H − 1 , 1> ,
<Bˆ2∗C∗H − Bˆ2∗F∗H − B∗C∗E∗H − B∗C∗G∗H
+ B∗E∗F∗H+ B∗F∗G∗H + C∗E∗G∗H −E∗F∗G∗H + E, 1>]
COND1q:=Evaluate (COND1, [ C,B,E,F ,G,H, I ,D ] ) ;
COND1q2:=Evaluate (COND1q, [ C,B,E,F ,G,H, I ,D ] ) ;
COND1q3:=Evaluate (COND1q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND1q4:=Evaluate (COND1q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND1q5:=Evaluate (COND1q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND2q:=Evaluate (COND2, [ C,B,E,F ,G,H, I ,D ] ) ;
COND2q2:=Evaluate (COND2q, [ C,B,E,F ,G,H, I ,D ] ) ;
COND2q3:=Evaluate (COND2q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
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COND2q4:=Evaluate (COND2q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND2q5:=Evaluate (COND2q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND3q:=Evaluate (COND3, [ C,B,E,F ,G,H, I ,D ] ) ;
COND3q2:=Evaluate (COND3q, [ C,B,E,F ,G,H, I ,D ] ) ;
COND3q3:=Evaluate (COND3q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND3q4:=Evaluate (COND3q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND3q5:=Evaluate (COND3q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND4q:=Evaluate (COND4, [ C,B,E,F ,G,H, I ,D ] ) ;
COND4q2:=Evaluate (COND4q, [ C,B,E,F ,G,H, I ,D ] ) ;
COND4q3:=Evaluate (COND4q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND4q4:=Evaluate (COND4q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
COND4q5:=Evaluate (COND4q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
E2q:=Evaluate (E2 , [ C,B,E,F ,G,H, I ,D ] ) ;
E2q2:=Evaluate (E2q , [ C,B,E,F ,G,H, I ,D ] ) ;
E2q3:=Evaluate (E2q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
E2q4:=Evaluate (E2q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
E2q5:=Evaluate (E2q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
SET:=SET j o i n {E2 , E2q , E2q2 , E2q3 , E2q4 , E2q5 ,COND1q, COND1q2,
COND1q3,COND1q4,COND1q5, COND2q, COND2q2,
COND2q3,COND2q4,COND2q5, COND3q, COND3q2,
COND3q3,COND3q4,COND3q5,COND4q, COND4q2,
COND4q3,COND4q4,COND4q5} ;
//CASE 2 . 1 : E3=0
E3q:=Evaluate (E3 , [ C,B,E,F ,G,H, I ,D ] ) ;
E3q2:=Evaluate (E3q , [ C,B,E,F ,G,H, I ,D ] ) ;
E3q3:=Evaluate (E3q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
E3q4:=Evaluate (E3q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
E3q5:=Evaluate (E3q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
SET2:=SET j o i n {E3 , E3q , E3q2 , E3q3 , E3q4 , E3q5 } ;
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Rcompa:={Resultant ( pol , E3 ,H) : po l in SET2} ;
{Fac t o r i z a t i on ( pol ) : po l in Rcompa | pol ne 0} ;
[<B − I , 1>,<B∗Cˆ2 − 1 , 1>,<Bˆ2∗Cˆ2 − Bˆ2∗C∗D − B + D, 1>]
E31:=Bˆ2∗Cˆ2 − Bˆ2∗C∗D − B + D;
E31q:=Evaluate (E31 , [ C,B,E,F ,G,H, I ,D ] ) ;
E31q2:=Evaluate (E31q , [ C,B,E,F ,G,H, I ,D ] ) ;
E31q3:=Evaluate (E31q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
E31q4:=Evaluate (E31q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
E31q5:=Evaluate (E31q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
SET3:=SET2 j o i n {E31 , E31q , E31q2 , E31q3 , E31q4 , E31q5 } ;
Rcompa:={Resultant ( pol , E31 ,D) : po l in SET2} ;
{Fac t o r i z a t i on ( pol ) : po l in Rcompa | pol ne 0} ;
[<B∗C + B + 1 , 1>,<Bˆ2∗Cˆ2 − Bˆ2∗C + Bˆ2 − B∗C − B + 1 , 1>]
E32:=Bˆ2∗Cˆ2 − Bˆ2∗C + Bˆ2 − B∗C − B + 1 ;
E4q:=Evaluate (E4 , [ C,B,E,F ,G,H, I ,D ] ) ;
E4q2:=Evaluate (E4q , [ C,B,E,F ,G,H, I ,D ] ) ;
E4q3:=Evaluate (E4q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
E4q4:=Evaluate (E4q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
E4q5:=Evaluate (E4q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
SET:=SET j o i n {E4 , E4q , E4q2 , E4q3 , E4q4 , E4q5 } ;
Rcomp:={Resultant ( pol , E4 ,H) : po l in SET} ;
{Fac t o r i z a t i on ( pol ) : po l in Rcompa | pol ne 0} ;
[<B∗C + B + 1 , 1>,<Bˆ2∗Cˆ2 − Bˆ2∗C + Bˆ2 − B∗C − B + 1 , 1>]
//CASE 2 . 2 : E4=0.
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E4q:=Evaluate (E4 , [ C,B,E,F ,G,H, I ,D ] ) ;
E4q2:=Evaluate (E4q , [ C,B,E,F ,G,H, I ,D ] ) ;
E4q3:=Evaluate (E4q2 , [ C,B,E,F ,G,H, I ,D ] ) ;
E4q4:=Evaluate (E4q3 , [ C,B,E,F ,G,H, I ,D ] ) ;
E4q5:=Evaluate (E4q4 , [ C,B,E,F ,G,H, I ,D ] ) ;
SET:=SET j o i n {E4 , E4q , E4q2 , E4q3 , E4q4 , E4q5 } ;
Rcomp:={Resultant ( pol , E4 ,H) : po l in SET} ;
{Fac t o r i z a t i on ( pol ) : po l in Rcompa | pol ne 0} ;
[<B∗C + B + 1 , 1>,<Bˆ2∗Cˆ2 − Bˆ2∗C + Bˆ2 − B∗C − B + 1 , 1>]
//CASE 3 : Co e f f i c i e n t o f I in E2 zero
Fa c t o r i z a t i on ( Resultant (Bˆ2∗Cˆ2 − Bˆ2∗C∗D − B + D,
Bˆ3∗Cˆ3 − Bˆ3∗Cˆ2∗D − Bˆ3∗Cˆ2∗H
+ Bˆ3∗C∗D∗H + B∗C∗D + B∗C∗H − B∗D∗H −1,D) ) ;
[<Bˆ2∗C − 1 , 1>,<Bˆ2∗C − Bˆ2∗H + B∗C∗H − 1 , 1>]
{Fac t o r i z a t i on ( Resultant (Bˆ2∗C − Bˆ2∗H + B∗C∗H − 1 , t ,H) ) :
t in Co e f f i c i e n t s (E2 , I ) } ;
[<B, 1>,<B∗Cˆ2 − 1 , 1>,<Bˆ2∗Cˆ2 − Bˆ2∗C∗D − B + D, 1> ] ,
[<B∗Cˆ2 − 1 , 1>,<Bˆ2∗Cˆ2 − Bˆ2∗C∗D − B + D, 1>]
{Fac t o r i z a t i on ( Evaluate ( t , [ B,C,D,E,D,E,D,E ] ) ) :
t in Co e f f i c i e n t s (E2 , I ) } ;
[<Bˆ3∗Cˆ3 − 2∗Bˆ3∗Cˆ2∗D + Bˆ3∗C∗Dˆ2 + 2∗B∗C∗D − B∗Dˆ2 − 1 , 1> ] ,
[<C − D, 1>,<Bˆ2∗Cˆ2 − Bˆ2∗C∗D − B + D, 1>]
F a c t o r i z a t i on ( Resultant (Bˆ2∗Cˆ2 − Bˆ2∗C∗D − B + D,Bˆ3∗Cˆ3
− 2∗Bˆ3∗Cˆ2∗D + Bˆ3∗C∗Dˆ2 + 2∗B∗C∗D − B∗Dˆ2 − 1 ,D) ) ;
23
[<B∗C + B + 1 , 1>,<Bˆ2∗C − 1 , 1> ,
<Bˆ2∗Cˆ2 − Bˆ2∗C + Bˆ2 − B∗C − B + 1 , 1>]
F a c t o r i z a t i on ( Resultant (Cˆ2+C−1,Bˆ2∗Cˆ2 − Bˆ2∗C
+ Bˆ2 − B∗C − B + 1 ,C) ) ;
<4∗Bˆ4 − 8∗Bˆ3 + 5∗Bˆ2 − B + 1 , 1>
Resultant (4∗Bˆ4 − 8∗Bˆ3 + 5∗Bˆ2 − B + 1 ,Bˆ2+B−1,B) ;
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