Multi-view subspace clustering aims to divide a set of multisource data into several groups according to their underlying subspace structure. Although the spectral clustering based methods achieve promotion in multi-view clustering, their utility is limited by the separate learning manner in which affinity matrix construction and cluster indicator estimation are isolated. In this paper, we propose to jointly learn the self-representation, continue and discrete cluster indicators in an unified model. Our model can explore the subspace structure of each view and fusion them to facilitate clustering simultaneously. Experimental results on two benchmark datasets demonstrate that our method outperforms other existing competitive multi-view clustering methods.
INTRODUCTION
In real-world applications, images always own multiple views as they are represented by multiple ways. For instance, three typical views are pixel intensity, LBP feature, and Gabor coefficients. Unsupervised clustering of images based on their multiple views has attracted increasing attention recently [1, 2, 3] . Compared with single-view clustering (SVC) [4, 5, 6, 7, 8, 9, 10] that performs clustering relying on a single type of feature, multi-view clustering (MVC) exploits the complementary information among views to facilitate clustering.
Multi-view clustering can be divided into three categories, co-training MVC [11, 12, 13] , multiple kernel learning MVC [14, 15] , and subspace learning MVC [4, 16, 17, 18, 19, 20, 21] . Co-training based methods pursue the optimal clustering in each view while minimize the disagreement among them simultaneously. Multiple kernel learning based methods claims that the distinct information from each view can be integrated with a linear combination of multiple kernels to promote clustering performance. Subspace learning based methods model data views as distinct low-dimensional subspaces. In this paper, we focus on subspace MVC because of it's simplicity in computation and stability in performance.
Subspace learning based MVC clustering methods rely on affinity matrix learning followed by cluster indicator prediction. However, these two procedures are accomplished separately, resulting that they are hardly optimal for clustering. Besides, the desired discrete clustering indicator is approximated by a continuous matrix for the convenience in model solving. This incurs the loss in cluster information, as reported by [22, 23] for single view clustering.
To address the above issues, we proposed a joint learning model for MVC in this paper. It can jointly learn subspace representations, continuous labels, and discrete labels from the multi-view data. In solving the optimization problem, continuous clustering label is only used as intermediate product. The main contributions of our work is to combine subspace learning, continuous label learning, and discrete label learning to obtained multi-view affinity matrices constantly updated with the inherent interactions between three steps.
RELATED WORK
SPC [22] selects the most informative to perform standard spectral clustering algorithm. SSC [6] aims to find a sparse representation from the data, then the final clustering result can be obtained by spectral clustering. S3C [9] executes clustering on each view and selects the best performance. MinDis [11] aims to minimize the disagreement of two-view by generating a bipartite graph and uses spectral clustering to obtain the clustering results. ConvexReg SPC [24] learns a common representation for all views, and executes the standard spectral clustering to get clustering results. RMSC [25] is robust multi-view spectral clustering method and uses a Markov chain to cluster. Di-MSC [16] adopts the HSIC criterion norm to obtain the diverse representations of different views with considering the complementary information, then uses spectral clustering to generate the clustering result. LT-MSC [17] obtains the final clustering result by capturing high-dimension information of multi-view data. ECMSC [20] considers complementary information with exclusivity term and guarantees the consistency with a common indicator and uses the spectral clustering algorithm to obtain clustering results. CSMSC [21] tries to explore a common representation and specific representation from multi-view data, and the clustering result can be obtained by spectral clustering.
Beyond the above methods estimate discrete cluster indicators with continuous indicators, [26, 23] learn discrete label and then use discrete cluster labels directly for clustering in single-view. s for as we have known, the issue of discrete and continuous cluster indicator has not been touched in the case of multi-view clustering. We propose to simultaneously learn subspace representation, continuous indicator and discrete indicator for multi-view clustering, rather than straightly extend [26, 23] from single view clustering to multiple view clustering.
THE PROPOSED METHOD

Formulation
with V views, where N is the number of samples, and d v is the sample dimension of view v. The self-representation of samples for a single view is written as
where
Under the principle of spectral clustering, the discrete indicator is obtained by
K×N is the discrete cluster indicator matrix with each column f i ∈ {0, 1} K×1 contains only one element 1 indicating the cluster the sample is assigned to. The L in (2) is graph Laplacian matrix with the affinity matrix
. In practice, the following model is solved instead as model 2 is NP-hard
where P ∈ R K×N is the relaxed continuous indicator, and the orthogonal constraint is to prevent from trivial solutions.
Take formula (1)(2)(3) into consideration, we have the following model for multi-view subspace clustering arg min
where λ 1 ,λ 2 and λ 3 are positive hyper-parameters. The first and second term are associated with the self-representation in each view. The third term is related to continuous indicator seeking so as to avoid NP-hard issue in computation. The fourth term build a linear relation between the continuous indicator the desired discrete indicator with matrix Q ∈ R c×c to ensure these two indicators are consistent with each other.
Optimization
We solve model (4) by alternative optimization strategy, i.e. optimizing one variable by fixing the previous values of other variables. To facilitate the narrative, we omit the subscript of view tentatively. Update Z. When E,F , P , and Q are fixed, we have arg min
By defining Y ij = P i − P j 2 2 and using the definition of L, we solve (5) by seek a optimal column of Z at one time based on the following optimal model arg min
where Z i , Y i and X i are the i-th column of Z,Y , and X respectively, and
So far, we can get closed form solution based on (6) for that if j = i, we have Z ji = 0, and if j = i, we have
Update E. When Z,F ,P , and Q are fixed, we seek the optimal E using the same column-wise strategy as Z. Specifically, for a single column E i of E, we have arg min
Where (X − XZ) i is the i-th column in the matrix. The solution is provided by
Update P. When Z, F, E, and Q are fixed, the model becomes
The model can be efficiently solved by the algorithm proposed by [27] .
Algorithm 1 The proposed MVC method
Perform spectral clustering using affinity matrix W . Output: Clustering result.
Update Q. When F, Z, E and P are fixed, the model becomes
It is a orthogonal Procrustes problem [28] , whose solution is given as
where U and V are the left and right singular value matrices of F T P . Update F. When Z, E, P and Q are fixed, the model becomes
whose optimal solution can be obtained as follows
In summary, the proposed method can be expressed in Algorithm 1.
EXPERIMENT
Experimental Settings
Dataset Description. We adopted two face image datasets in the experiments which are used widely in image clustering [17, 18, 25] . In our experiment, each image sample has three views: intensity, LBP [28] , and Gabor [29] . Statistics of the datasets are summarized in [6] , S3C [9] ) and seven multi-view methods (Min-Dis [11] , ConvexReg SPC [24] , RMSC [25] , Di-MSC [16] , LT-MSC [17] , ECMSC [20] , CSMSC [21] ). The optimal parameters of the proposed method are set empirically based on grid searching. Specifically, for ORL dataset, the parameters are set as: Table 1 and Table 2 respectively. From Table 1 , we observe that compared with Di-MSC, we achieve improvements around 0.3%, 4.8%, 2.9%, 2.8%, 4.0%, and 1.2% in terms of NMI, ACC, ARI, F, P, and Re. Compared with ECMSC, we achieve improvements around 3.2%, 2.1%, 1.4%, 2.0%, and 0.9% in terms of ACC, ARI, F, P, and Re, because the affinity matrix is constantly updated due to add learning about discrete labels. Compared with latest method (CSMSC), our experimental results improve around 1.8%, 0.4%, 0.4%, and 6.4% in terms of ACC, ARI, F, Re. The reason is that we consider the relationship between subspace learning and spectral clustering. But our results are lower than CSMSC in NMI and P, it seems that we did not consider the complementary information of multiple views. Table 2 shows that the multi-view clustering results on Yale dataset. The method LT-MSC has a significant improvement. It seems that low-rank tensor is suitable for images clustering. Di-MSC considers the diversity representations of different views. Compared with Di-MSC, we achieve improvements around 5.5%, 8.3%, 9.5%, 8.0%, 7.3%, 7.5% in terms of NMI, ACC, ARI, F, P, Re, respectively. The major reason is that we put subspace representation and spectral clustering into an optimization model. Compared with ECMSC, we achieve improvements around 0.9%, 2.1%, 3.0%, 3.7%, 3.2%, 0.8% in six metrics, respectively. The reason is that our method does not use continuous label to up- can see simultaneously learn subspace representations of each view, continuous labels, and discrete labels will be beneficial for multi-view subspace clustering. As shown in Fig. 2 , "objvalue" represents the value of the objective function; "steps" is the number of iterations. We show the convergence of our method on ORL and Yale datasets. We can see that our algorithm converge quickly on both datasets.
CONCLUSIONS
We propose a novel multi-view image clustering approach by jointly learning the self-representation of images and cluster indicators. The two processes promote each other to achieve complementary information confusion for multi-view clustering. The experimental results of multi-view face images clustering demonstate that our method outperforms other existing competitive multi-view clustering algorithms.
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