Abstract. We study limits of convergent sequences of string graphs, that is, graphs with an intersection representation consisting of curves in the plane. We use these results to study the limiting behavior of a sequence of random string graphs. We also prove similar results for several related graph classes.
Introduction
Given a graph property P, it is interesting to study the structure of a typical graph that satisfies P. A natural definition of a "typical" graph is a graph chosen uniformly at random from all graphs of a given order that satisfy P. One can choose a sequence of random graphs in this way and then study its limiting behavior. The theory of graph limits concerns the asymptotic behavior of certain sequences of graphs, and therefore provides a natural framework for studying the structure of a typical graph with a given property. In this paper, we will study the structure of string graphs. We will study graph limits of string graphs and of related graph classes and draw some conclusions about random string graphs and random elements of these other classes.
A planar curve is the image of a continuous function f : [0, 1] → R 2 . The points f (0) and f (1) are called the endpoints of the curve. A string representation of a graph G is a collection of planar curves {A v : v ∈ V (G)} such that A u ∩ A v = ∅ if and only if uv ∈ E(G). We say that a graph G is a string graph if it has a string representation and we let SG denote the family of string graphs. String graphs have been studied by many authors, see e.g. [27, 9, 19, 25] and the further references given there.
It is intuitively clear that a graph has a string representation if and only if it has an intersection representation consisting of arcwise-connected sets. Alternatively, we may assume that the curves in the definition are homeomorphic images of [0, 1] , and there are several other variations of the definition that give the same class of graphs. Although such equivalences are well-known, we have not found a detailed proof of these equivalences in the literature, so we give a proof in Appendix A.
As mentioned above, we will also study several special classes of string graphs. First, an outer-string representation of a graph G is a string representation such that all of the curves A v lie in a disk and such that each A v has an endpoint on the boundary of the disk. We say that a graph G is an outer-string graph if it has an outer-string representation and let OSG denote the family of outer-string graphs. (Outer-string graphs were first so called in [18] , but were studied in the monograph [19] , there denoted N g 0 . Sinden [27] studied a special case in which the strings are required to meet the boundary of the disk in a prescribed order.) It is clear from the definition that every outer-string graph is a string graph. It was shown in [19] that the converse does not hold; one consequence of our results is that only a very small fraction of all string graphs are outer-string graphs (see Remark 4.5) .
Next, we consider the class of graphs with an intersection representation consisting of strings lying between two parallel segments, with one endpoint on each segment. It has been discovered several times [12, 19, 21 ] that this class is equal to the class of incomparability graphs. (Recall that if < is a partial order on [n] , then the incomparability graph of < is the graph with vertex set [n] in which x ∼ y if and only if neither x < y nor y < x.) We let ICG denote the class of incomparability graphs.
Finally, we say that a graph is a two-clique graph if it is the disjoint union of at most two cliques. We let T CG denote the class of two-clique graphs.
It is easy to see that all of these classes are hereditary. They are related by the following theorem [19, Theorem 5.8] . For k ≥ 1, the authors of [19] defined kN G to be the set of graphs G with the property that if H 1 , . . . , H k are cliques such that the vertex sets of G and of the H i are all pairwise disjoint, then any graph F with V (F ) = V (G ∪ H 1 ∪ · · · ∪ H k ) and E(F ) ⊇ E(G ∪ H 1 ∪ · · · ∪ H k ) is a string graph.
Theorem 1.1 ([19]). We have the following characterizations of the classes kN G. (i) 1N G equals the class OSG of outer-string graphs; (ii) 2N G equals the class ICG of incomparability graphs; (iii) 3N G equals the class T CG of two-clique graphs.
Moreover, 4N G = {K 0 }, where K 0 denotes the null graph, and kN G = ∅ for k ≥ 5.
It is easy to see that kN G ⊆ (k − 1)N G for all k ≥ 2, and it is shown in [19] that (for k ≤ 5) all of these inclusions are strict.
1.1. Preliminaries. As noted above, we will use the theory of graph limits to study these graph classes. For the basic notions of graph limits, see the recent book by Lovász [22] or, e.g., [4, 8, 23] . We recall that certain sequences of graphs (G n ), with |V (G n )| → ∞, are defined to be convergent. A convergent sequence of graphs has a limit, a graph limit ; these objects can be defined in several different ways. A graphon is a (measurable) symmetric function [0, 1] 2 → [0, 1]. Each graphon W defines a unique graph limit Γ (we say that W represents Γ), and every graph limit is represented by some graphon; however, the representing graphon is not unique. We say that two graphons W and W ′ are equivalent, and write W ∼ = W ′ , if they represent the same graph limit. (Hence, the graph limits correspond to equivalence classes of graphons, and may be defined in this way.)
The entropy of a graphon W is defined as
is the usual binary entropy function, see [14] and [6] . The entropy Ent(Γ) of a graph limit Γ is the entropy of any representing graphon; equivalent graphons have the same entropy, so this defines Ent(Γ) uniquely. If P is a graph class (or graph property, we do not distinguish between these), then P denotes the set of all graph limits Γ such that there exists a sequence G n ∈ P with G n → Γ. We will also, slightly abusing the notation, let P denote the set of all graphons that represent such a graph limit. Furthermore, let P * denote the set of graph limits (or graphons) in P with maximal entropy. (This set is nonempty, except in the trivial case when the graph class P is finite, see [14] .) For the importance of the set P * of maximum-entropy graph limits, see [14] .
We define some special graphons and sets of graphons, see further [14] . For convenience, we define them on [0, 1) 2 instead of [0, 1] 2 ; this is clearly immaterial.
(i) Let R k be the set of all graphons W such that W (x, y) = 1/2 on i =j I i × I j and W (x, y) ∈ {0, 1} on each I i × I i . We also let R ∞ consist of the constant graphon W = 1/2. (ii) For s ∈ {0, . . . , k}, let W * k,s be the graphon that is 1/2 on i =j I i × I j , 1 on each I i × I i , i ≤ s, and 0 on each 
Given t ≥ 1 and 0 ≤ s ≤ t, we define C(t, s) to be the set of graphs whose vertex sets can be partitioned into s (possibly empty) cliques and t − s (possibly empty) independent sets. In particular, C(t, 0) is the class of t-colorable graphs. If P is a hereditary property, the coloring number of P, denoted col(P), is the largest t for which C(t, s) ⊆ P for some s ≤ t, see e.g. the survey [2] . (We define col(P) = ∞ if P is the class of all unlabeled finite graphs; otherwise, col(P) is finite.)
Let U denote the set of unlabeled finite graphs and let U n denote the set of unlabeled graphs on n vertices. Given a graph property P, let P n = P ∩ U n and let P L n denote the set of labeled graphs in P with vertex set [n] . The function n → |P n | is called the (unlabeled) speed of P. (The labeled speed is defined similarly. For our purposes, it does not matter whether we consider labeled or unlabeled graphs, since the difference is at most a factor n! = 2 o(n 2 ) , which will be negligible.) The speed of graph properties has been studied in many papers, see e.g. [1, 3, 2, 25] .
Hatami, Janson, and Szegedy [14, Theorem 1.9] proved the following result that relates the maximum-entropy graph limits of a hereditary property P, the speed of P, and the coloring number of P.
Theorem 1.3 ([14])
. If P is a hereditary class of graphs, there exists r ∈ N ∪ {∞} such that max Γ∈ P Ent(Γ) = 1−1/r and every graph limit Γ ∈ P * can be represented by a graphon W ∈ R r ; hence P * = P ∩ R r . Moreover, r = sup{t : W * t,s ∈ P for some s ≤ t} = sup{t : C(t, s) ⊆ P for some s ≤ t} = col(P).
Moreover,
We note that (1.2) was originally proved independently by Alekseev [1] and by Bollobás and Thomason [3] .
1.2. Main Results. One of our aims is to classify maximum-entropy graph limits of string graphs and of related families of graphs. In order to do so, we prove a somewhat more general result about the maximum-entropy graph limits of certain hereditary properties. Before we can state this result, we need to define a few special graphs.
Let k ≥ 3. We define three graphs, each with vertex set consisting of the k + 
and recall that the induced subgraph density of G in W is defined as
We further say that the graph G is W -constructible if there exist (not necessarily distinct) points 
This is thus a condition for a.e. x, while we have defined G to be not W -constructible if Ψ * G,W (x) = 0 for every x. This looks like a minor technical difference, and indeed it is (although this turns out to be non-trivial to prove). Petrov's general removal lemma [26, Theorem 1] shows that if the properties in (1.7) hold, then W can be modified on a null set such that then Ψ * G,W = 0 everywhere, i.e., G is not Wconstructible. (Note that the properties in (1.7) are preserved if W is modified on a null set, and more generally if W is replaced by an equivalent graphon, but the property that G is (not) W -constructible is not.) Let P be a hereditary class. It is easily seen, see [15, Theorem 3.3] , that if W is a graphon, then W ∈ P if and only if p(G; W ) = 0 for every graph G / ∈ P. In particular, see Diaconis, Holmes, and Janson [7, Theorem 3.2] , if H is a set of graphs and P = Forb * (H), then Γ ∈ P if and only if p(H; Γ) = 0 for all H ∈ H. We will need the following extension of this, which is a consequence of Petrov's removal lemma [26, Theorem 1] , see Section 7.
Lemma 1.10. Let P be a hereditary class of graphs. If Γ ∈ P, then there exists a graphon W representing Γ such that if a graph G is W -constructible, then G ∈ P. Moreover, if Γ ∈ P * and r = col(P), then there exists
We conclude this section with a special class of graphons that will be needed in the proof of Theorem 1.4. A disjoint clique graphon is a graphon of the form W = α∈A 1 Aα×Aα for a family (A α ) α∈A of non-empty pairwise disjoint subsets of [0, 1].
Here the index set A may be finite, countably infinite or uncountable. We say that W has parts A α , α ∈ A.
Since a graphon is assumed to be (Lebesgue) measurable, the section {y : W (x, y) = 1} is measurable for a.e. x ∈ [0, 1]. In particular, if W is a disjoint clique graphon and A α one of its parts, then either A α is a null set, and thus measurable, or there exists x ∈ A α such that {y : W (x, y) = 1} is measurable. Since the latter set equals A α , we see that in both cases A α is measurable. In other words, the parts of a disjoint clique graphon are all measurable. Remark 1.11. It is easy to see that up to equivalence, we may eliminate all parts with measure 0, leaving only a countable number of parts A n . Moreover, up to equivalence, a disjoint clique graphon is uniquely determined by the sequence |A n | of measures of these parts, arranged in (weakly) decreasing order. It is also easy to see that if DC is the family of disjoint clique graphs, i.e. graphs that are disjoint unions of cliques, then the set of all disjoint clique graphons equals DC. See further Janson [15, Section 7] .
The rest of this paper is organized as follows. In Section 2, we prove Theorem 1.4. In Sections 3, 4, and 5, we prove Theorems 1.5, 1.6, and 1.7, respectively. In Section 6, we derive one more result each about the structure of typical string graphs and the structure of typical outer-string graphs, and make several conjectures. Finally, in Section 7, we prove Lemma 1.10.
Proof of Theorem 1.4
The plan of the proof of Theorem 1.4 is straightforward. We want to show that if P is as in the statement of the theorem, then any maximum-entropy element Γ of P can be represented by a graphon W that has a number of desirable properties, eventually leading to the conclusion that W ∼ = W r a for some a. We use Lemma 1.10 to find a "nice" version of W ; then, in each case, we will show that if W does not have the desired property, then this implies that P contains at least one of the graphs G r+1 , B r+1 , and H r+1 , which is a contradiction.
Proof of Theorem 1.4. Suppose that Γ ∈ P
* has entropy 1−1/r and let W ∈ R r be the graphon representing Γ whose existence is guaranteed by Lemma 1.10. Thus, every graph that is W -constructible belongs to P. In particular, our assumption on P implies that G r+1 , B r+1 , and H r+1 are not W -constructible. For (notational) convenience, we let all graphons be defined on [0, 1) in this section.
Let W i denote the restriction of W to I i ×I i . By rescaling the interval I i to [0, 1), we may regard W i as a graphon. Recall that by the definition of R r , W i takes only the values 0 and 1. Claim 1: At most one of the sets I i can contain some point x such that W (x, x) = 0. If not, then without loss of generality there exist x ∈ I 1 and y ∈ I 2 such that W (x, x) = W (y, y) = 0. Let F be a bipartite graph. If (A, B) is a bipartition of V (F ) with |A| = n 1 and |B| = n 2 , then we can construct a witnessing vector for F by choosing n 1 copies of x and n 2 copies of y. Thus, we may conclude that F is W -constructible. In particular, B r+1 is W -constructible, which is a contradiction.
Claim 2: W = 1 along the diagonal. If not, then without loss of generality there exists z ∈ I 1 such that W (z, z) = 0. We then partition the vertex set of G r+1 as follows: let V 1 = {1, 2, 3}, let V 2 = {{1, 2}, {1, 3}, {2, 3}}, and for ℓ = 3, . . . , r, let V ℓ = {{ℓ+1, j} : 1 ≤ j ≤ ℓ+1}. (Here, we write {i, i} for {i}.) Observe that each of V 2 , . . . , V r induces a complete graph, while V 1 induces an empty graph. For j = 2, . . . , r, let v j ∈ I j be arbitrary. By Claim 1, for each j, we have W (v j , v j ) = 1. Then we can construct a witnessing vector for G r+1 by choosing three copies of z and j + 1 copies of the point v j for j = 2, . . . , r. Thus, G r+1 is W -constructible, which is a contradiction.
Claim 3: If x, y, z ∈ I 1 and W (x, y) = W (y, z) = 1, then W (x, z) = 1. We partition the vertex set of G r+1 in a different way. Let U 1 = {1, 2, {1, 2}} and for ℓ = 2, . . . , r, let U ℓ = {{ℓ + 1, j} : 1 ≤ j ≤ ℓ + 1}. Observe that U 1 induces a copy of P 3 and that each of U 2 , . . . , U r induces a complete graph. Suppose that there exist x, y, z ∈ I 1 such that W (x, y) = W (y, z) = 1 but W (x, z) = 0. For ℓ = 2, . . . , r, let u ℓ ∈ I ℓ be arbitrary and note that, by Claim 2, W (u ℓ , u ℓ ) = 1. Then the vector consisting of x, y, z, and ℓ + 1 copies of each point u ℓ is a witnessing vector for G r+1 , which implies that G r+1 is W -constructible. This contradiction proves the claim.
is symmetric since W is, reflexive by Claim 2, and transitive by Claim 3; hence it is an equivalence relation. Denote the equivalence classes by (A α ) α∈A ; then
Claim 5: Each W i has at most two parts A i,α . If not, then without loss of generality W 1 has at least three parts A 1 , A 2 , A 3 . We partition the vertex set of G r+1 using the partition (V 1 , . . . , V r ) defined in the proof of Claim 2 above. Let a i ∈ A i for i = 1, 2, 3 and observe that W (a i , a j ) = δ ij . For j = 2, . . . , r, let v j ∈ I j be arbitrary. Observe that the vector consisting of a 1 , a 2 , a 3 , and j + 1 copies of each point v j is a witnessing vector for G r+1 . Thus G r+1 is W -constructible, which is a contradiction.
Claim 6: W = 1 on at least r − 1 of the squares I i × I i . If not, there are at least two restrictions W i such that the partitions (A i,α ) in Claim 4 have at least two parts, i.e., |A i | ≥ 2. Suppose without loss of generality that |A 1 |, |A 2 | ≥ 2, and let A 1 , A 2 be parts of W 1 and B 1 , B 2 be parts of W 2 . First, suppose that r ≥ 3. We claim that H r+1 is W -constructible. To show this, we partition V (H r+1 ) as follows. Let X 
, and, for ℓ = 3, . . . , r, let x ℓ ∈ I ℓ . Let x denote the vector consisting of two copies of x , and ℓ+1 copies of x ℓ for ℓ = 3, . . . , r. Observe that x is a witnessing vector for H r+1 . Thus H r+1 is W -constructible, which is a contradiction. If r = 2, we may repeat the argument above to show that B 3 is W -constructible, which is again a contradiction. This proves the claim.
To summarize, we have shown that if Γ ∈ P * , then Γ may be represented by a graphon W ∈ R r such that there exists a measurable set Proof. The result for B 5 has been discovered several times [27, 9, 19] , while the result for G 5 was shown in [25, Lemma 3.2] . The argument that we give is a slight modification of the proof used in [25] .
in which no two independent edges cross, which contradicts the Hanani-Tutte theorem [13, 29] .
Let G be a graph and let C = {V 1 , . . . , V k } be a clique covering of G. We can define a graph 
as proved by Pach and Tóth [25] .
A graph G is a convex intersection graph if it has an intersection representation consisting of convex sets in the plane. Let CVX denote the class of convex intersection graphs. It is easy to see that CVX is hereditary and that CVX ⊆ SG. It is shown in [19, Proposition 8.3 .1] that CVX is in fact a proper subclass of SG. However, the next result shows that CVX has the same asymptotic speed as the larger class SG and furthermore shows that CVX has the same maximum-entropy graph limits as SG, i.e. CVX * = SG * . (The sets of all graph limits for these classes differ, i.e., CVX SG. For example, if G ∈ SG \ CVX , then the adjacency matrix of G defines a graphon, and thus a graph limit, that easily is seen to belong to SG \ CVX , cf. [ 
Lemma 4.2 ([25]
). If r ≥ 1, then G r+1 ∈ C(r + 1, s) for s = 0, . . . , r + 1. In particular, if P is a hereditary property and P ⊆ Forb * ({G r+1 }), then col(P) ≤ r. C(3, 3) is an outer-string graph. Moreover, every graph that admits an outerplanar clique covering is an outer-string graph.
Lemma 4.3. Every graph in the class
Proof. As stated above, the corresponding results for string graphs were proved in [19, Theorem 2.3] and in [14, Example 2.4]. We modify the construction given in the latter.
Let G be a graph whose vertex set can be covered by three cliques V 1 , V 2 , and V 3 . Place distinct points v 1 , v 2 , and v 3 on the boundary of a disk D. For each x ∈ V i and y ∈ V j with i = j, add a curveÃ xy ⊂ D between v i and v j . We may place the curves in such a way that different curves do not meet apart from their endpoints. For each x ∈ V i and y ∈ V j with i = j, choose a point a xy ∈Ã xy that is different from both v i and v j . LetÃ * xy denote the portion ofÃ xy between v i and a xy and letÃ * yx denote the portion ofÃ xy between v j and a xy . Let, for x ∈ V i ,
It is easy to see that the collection of curves {A v : v ∈ V (G)} gives an outer-string representation of G. (We can regard each A x as a curve starting and ending at v i , traversing eachÃ * xy in both directions, with these parts in arbitrary order.) In general, if G admits an outerplanar clique covering with C = {V 1 , . . . , V k }, we may place k distinct points on the boundary of the disk and repeat the construction described above to define an outer-string representation of G. Remark 4.5. Because G 4 ∈ C(4, 4) ⊆ SG, G 4 is an example of a string graph that is not an outer-string graph. There are many others: (3.1) and (4.1) imply that almost every string graph is not an outer-string graph.
Proof of Theorem 1.6. One inclusion is immediate from Lemma 4.1, Lemma 4.4, and Theorem 1.4. For the other, let a ∈ [0, 1]. As in the proof of Theorem 1.5, one can define a sequence of graphs G n = G(n, W 3 a ) such that for each n, with probability one, G n admits a clique covering C such that G C = K 4 − e, and such that G n → W Proof. Observe that B 3 = C 6 and that G 3 is the complement of a triangle with a pendant edge attached to each vertex. It is a well-known result of Gallai [11] (see also [28] ) that neither of these graphs is an incomparability graph.
Alternatively, suppose that G 3 or B 3 had an intersection representation consisting of strings between two parallel segments. By arguing as in the proof of Lemma 4.1, we could extend this representation to an outer-string representation of G 4 or B 4 , a contradiction.
Lemma 5.2. We have col(ICG) = 2 and
Remark 5.3. The asymptotic speed of the class of incomparability graphs (equation (5.1)) was first determined by Kleitman and Rothschild [16, 17] .
Proof of Lemma 5.2.
It is easy to see that every bipartite graph is a comparability graph, which is equivalent to the statement that C(2, 2) ⊆ ICG. It follows that col(ICG) ≥ 2. Lemmas 5.1 and 4.2 then imply that col(ICG) = 2. Finally, (5.1) follows from (1.2).
In the proof of Theorem 1.7, instead of directly proving our results about incomparability graphs, we will find it convenient to prove the corresponding results for comparability graphs. We let CG denote the class of comparability graphs. For a ∈ {0, 1}, the result follows from the fact that every bipartite graph is a comparability graph. Hence, we may suppose that a ∈ (0, 1). For each n, we let
and B n = {i : X i ∈ [1/2, 1)}. Observe that with probability one, each of A n , B n , and C n is an incomparable set, and A n ∪ C n is a complete bipartite graph. Hence, if we orient edges from A n to B n , from A n to C n and from B n to C n , then if ab and bc are directed eges, then ac is almost surely a directed edge. Thus, each G n is almost surely a comparability graph. Because G n → 1 − W 2 a almost surely and col(CG) = col(ICG) = 2, it follows from Theorem 1.3 that 1 − W 2 a ∈ CG ∩ R 2 = CG * , as claimed.
Random string graphs
Let P be any graph class. The next result says that if the maximum entropy of an element of P determines the speed of P, then the maximum-entropy elements of P also determine the asymptotic structure of a typical element of P. This was proved in [14, Theorem 1.6] in the special case when P * consists of a single element. Since the proof of the general case is nearly identical to the argument given in [14] , we omit it. Given δ > 0, let A δ (P) = {Γ ∈ U : δ (Γ, P * ) < δ}, where δ is the standard metric on the space of graph limits, see e.g. [22] .
Theorem 6.1. Let P be a class of graphs and suppose that
For each n, let G n be a uniformly random unlabeled element of P n . For any δ > 0,
Moreover, the same conclusion holds if we let each G n be a uniformly random labeled element of P n .
Remark 6.2. By Theorem 1.3, equation (6.1) holds whenever P is a hereditary property.
It is immediate from Theorem 6.1 and Theorems 1.5 and 1.6, respectively, that if G n is a uniformly random (unlabeled or labeled) string graph, then G n converges in probability as n → ∞ to the set {W 4 a : a ∈ [0, 1]}, and similarly that a sequence of uniformly random outer-string graphs converges in probability to the set {W 3 a : a ∈ [0, 1]}. In principle, it is possible that the sequence G n converges in distribution to a limit that is a non-degenerate random graph limit in {W We believe that these results should hold for two reasons. First, in the proof of Theorem 1.5, the value a = 1/2 gives the largest number of partitions of the vertex set. (And similarly for outer-string graphs, see the proof of Theorem 1.6.) Second, the corresponding results for incomparability graphs (at least in the labeled case) and for two-clique graphs are known to hold. The result for labeled incomparability graphs follows from the corresponding result for partial orders, which was proved in [17] (see also [5] ). We believe that the same result should hold for unlabeled incomparability graphs; it is a folklore result that almost every partial order has trivial automorphism group, and we believe that the same is true of incomparability graphs, but we do not know a proof of this statement. The result for two-clique graphs is trivial; for a sketch of a nearly identical argument, see [15, Example 7.9 ]. It is easy to see that the limiting distribution of a uniformly random string graph, if it exists, determines the limiting distribution of the edge density of a uniformly random string graph (and similarly for outer-string graphs). It also determines the limiting distribution of the proportion of vertices of degree approximately cn, where c ∈ [0, 1] is a constant; it is convenient to state this using the distribution of the degree of a uniformly random vertex. (See e.g. [7, Section 4] .) Thus, Conjectures 6.3 and 6.4 imply the following conjectures, including the somewhat suprising statement that the degree distribution of a typical string graph (and of a typical outer-string graph) is bimodal.
Given a graph G on n vertices, let X n denote the degree of a uniformly random vertex of G.
Conjecture 6.7. If, for each n, G n is a uniformly random unlabeled element of SG n , then
Furthermore, X n /n converges in distribution to a random variable Y such that y ∈ {1/2, 5/8} almost surely and such that
Moreover, the same conclusions hold if each G n is a uniformly random labeled element of SG L n . Conjecture 6.8. If, for each n, G n is a uniformly random unlabeled element of OSG n , then
Furthermore, X n /n converges in distribution to a random variable Y such that y ∈ {1/2, 2/3} almost surely and such that
Moreover, the same conclusions hold if each G n is a uniformly random labeled element of OSG L n . Let us also remark that because W 4 1/2 has minimum edge density in the set {W 1.1) ), the assertion (6.2) is actually equivalent to Conjecture 6.3; moreover, (6.2) is also equivalent to saying that the edge density of a random string graph converges in expectation to 19/32. Similarly, (6.3) is equivalent to the analogous statements about outer-string graphs.
Proof of Lemma 1.10
We find it convenient to make two new definitions, closely related to concepts in Section 1.3 but from a slightly different point of view. Recall (1.3)-(1.4) . Definition 7.1. Let W be a graphon and G a graph with vertex set [n] .
(i) W is G-free if p(G; W ) = 0. By (1.4), this is equivalent to
(ii) W is completely G-free if
In other words, G is not W -constructible.
We emphasize that in (ii), the sequence x 1 , . . . , x n is completely arbitrary, and may contain repetitions. In particular, we require Ψ * G,W (x, . . . , x) = 0 for every x ∈ [0, 1], which by (1.3) implies W (x, x) ∈ {0, 1} for every x ∈ [0, 1].
As said in the introduction, by [15, Theorem 3.3] , if P is hereditary, then a graphon W ∈ P if and only if p(G; W ) = 0 for every graph G / ∈ P; in other words, if and only if W is G-free for every G / ∈ P. The following theorem says that this can be strengthened to completely G-free. 
Then there exists a graphon W representing Γ that is completely G-free for every G / ∈ P and is such that (7.3) holds.
Obviously, it suffices to assume that (7.3) holds for a.e. (x, y) ∈ A k × A l , since we can begin by redefining W on a set of measure 0 so that (7. 3) holds for all (x, y) ∈ A k × A l . For this, suppose that Γ is represented by a graphon W that is G-free for every G / ∈ P. Let I be the set of all pairs ij = (i, j) of distinct positive integers, and for
Furthermore, define
If G / ∈ P, then W is assumed to be G-free, which by (1.3) and (7.4) means that the infinite vector (W (x i , x j )) ij ∈ M G for a.e. sequence x 1 , x 2 , · · · ∈ [0, 1] (with the product measure). Since the number of labeled graphs is countable, it follows that (W (x i , x j )) ij ∈ M for a.e. ′ also represents Γ) and moreover (W ′ (x i , x j )) ij ∈ M for all x 1 , x 2 , · · · ∈ [0, 1]. By (7.4)-(7.5) and (1.3), it follows that W ′ is completely G-free for every G / ∈ P, which proves (iv).
For the final statement, we may, by a suitable measure-preserving bijection x 2 ) , I x,m = {y : ⌊my⌋ = ⌊mx⌋} (an interval of length 1/m containing x), and µ is Lebesgue measure in the plane, then
and thus
, φ(y)) equals W a.e., is completely G-free for every G / ∈ P, and satisfies (7.3).
Remark 7.3. We derived the last statement in Theorem 7.2 by using the proof by Petrov [26] . It is also possible to use only the statement together with a more complicated construction, which we sketch here: Consider the finite set B = {i, j} : ∈ P together with conditions corresponding to (i) g(x, y) ∩ g(x, z) = ∅; (ii) g(x, y) = {i, j} and g(y, z) = {i, k} with j = k =⇒ g(x, z) = {j, k}; (iii) g(x, y) = {k, l} and (k, l) ∈ E =⇒ W (x, y) = a kl . Petrov's theorem yields W ′ and g ′ satisfying corresponding conditions everywhere, and it can be seen that (at least if r ≥ 3, as we may assume by splitting some
We omit the details. This argument can also be used when the condition W (x, y) = a kl in (7.3) is replaced by W (x, y) ∈ A * kl for some compact sets A * kl . Proof of Lemma 1.10. By Theorem 7.2, there exists a graphon W representing Γ that is completely G-free for every G / ∈ P. If G is W -constructible, then W is not completely G-free, so G ∈ P.
Moreover, if Γ ∈ P * and r = col(P), then Theorem 1.3 shows that there exists a representing graphon W ∈ R r . If r = ∞, i.e., P = U, then it is easy to see that the constant graphon W = 1/2 possesses the required properties. Otherwise, we can apply the last statement in Theorem 7.2 with A k = I k = [(k − 1)/r, k/r), E = {(k, ℓ) : k = ℓ} and a kℓ = 1/2 for (k, ℓ) ∈ E. This shows that there exists a representing graphon W ′ that is completely G-free for every G / ∈ P with Recall that a topological space is pathwise-connected if any two points in it can be connected by a curve, and arcwise-connected if any two points can be connected by a simple curve. These notions are actually equivalent for Hausdorff spaces (and thus for subsets of the plane), see [10, Problem 6.3.12] . Any open connected set in the plane is pathwise-connected. (v) =⇒ (i),(ii),(iii),(iv). Suppose that G has an intersection representation consisting of pathwise-connected sets {A v : v ∈ V (G)}. For convenience, we may assume that G has no isolated vertices, since these can be added at the end (or by trivial modifications in the argument below). For each i, choose a point p i ∈ A i . For each j = i such that A i ∩ A j = ∅, choose a point p ij ∈ A i ∩ A j . By hypothesis, for each i and for each j = i such that A i ∩ A j = ∅, we may choose a curve C j i ⊆ A i with endpoints p i and p ij . (Note that this notation is not symmetric: in general,
is pathwise-connected and compact, and {A ′ i } yields an intersection representation of G. Hence, by replacing A i by A ′ i , we may assume that each set A i is compact, which implies that there exists ε > 0 such that if A i ∩ A j = ∅, then d(A i , A j ) ≥ 3ε. Furthermore, we may at each point p ij add a small line segment (of length less than ε and with p ij as one endpoint) to both A i and A j without creating any new intersecting pairs of sets; this guarantees that any pair of sets that intersects will intersect in infinitely many points.
We now start again with these modified sets A i and choose new points p i ∈ A i and p ij ∈ A i ∩A j , for each j = i such that A i ∩A j = ∅. We choose these points such that p ij = p ji when these points are defined. However, we require that p ij = p kl otherwise; that p i = p jk for all i, j, and k; and that p i = p j for i = j. (Note that this is possible by the modifications above.) Once again, choose a curve C is a union of polygonal curves, and D i is connected. Furthermore, viewing D i as a graph, each vertex has degree 2 or 4, so the graph is Eulerian. Moreover, viewing an Eulerian circuit as a directed curve, it is easy to see that the graph has an Eulerian circuit that does not properly cross itself. Hence, making a small modification at each point where D i intersects itself, we may replace D i by a piecewise-linear simple closed curve γ i , without creating or destroying any other intersections.
This yields an intersection representation {γ i } of G consisting of piecewise-linear simple closed curves (as in (iv)), which furthermore satisfies the properties in the
