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Abstract 
The advent of modern railway signalling and train control technology allows the 
implementation of advanced real-time railway management. Optimisation algorithms 
can be used to: minimise the cost of delays; find solutions that recover disturbed 
scenarios back to the operating timetable; improve railway traffic fluidity on high 
capacity lines; and improve headway regulation. A number of researchers throughout 
the world have previously considered the problem of minimising the cost of train 
delays and have used various optimisation algorithms for differing scenarios. 
However, little work has been carried out to evaluate and compare the different 
approaches.  
Firstly, the author of this thesis compares and contrasts a number of optimisation 
approaches that have been used previously and applies them to a series of common 
scenarios. The approaches considered are: brute force, first-come-first-served, Tabu 
search, simulated annealing, genetic algorithms, ant colony optimisation, dynamic 
programming and decision tree based elimination. It has been found that simple 
disturbances (i.e., one train delayed) can be managed efficiently using straightforward 
approaches, such as first-come-first-served. For more complex scenarios, advanced 
methods are found to be more appropriate. For the scenarios considered in this 
comparison, ant colony optimisation performed well: the delay cost is decreased by 
30% compared with first-come-first-served.  
Secondly, in order to improve the currently available algorithm so that it can find 
more reliably optimal or close to optimal results within a practical computation time, 
               
 
a new hybrid algorithm, has been developed based on ant colony optimisation. In 
order to evaluate the new approach, 100 randomly generated delay scenarios were 
tested, and a comparison is made between the results of the new algorithm and first-
come-first-served, brute force and standard ant colony optimisation. It is shown that 
the hybrid algorithm has an improved performance in terms of optimality and 
computation speed. 
Finally, a new multi-stage rescheduling approach for finding an optimal solution over 
multiple junctions is proposed. A case study is considered, and it is shown that the 
proposed approach performs well.    
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Chapter 1:   Introduction 
1.1  Background 
Railway timetabling and rescheduling play a central role in day-to-day railway 
operations. Trains on a railway network are scheduled and controlled according to a 
timetable. Timetables are designed to be conflict free, that is, they should not contain 
any situations where a train is restricted in its scheduled movement by another train. 
However, in practice not all trains run according to the timetable due to delays such as 
excessive dwell times at stations, infrastructure and/or train faults, and the late arrival 
of crew. When trains do not operate according to the timetable, even by only a few 
seconds, there is an increased likelihood that they will cause conflicts with other trains, 
resulting in those trains also being delayed. Railway operators therefore attempt to run 
trains to timetable, or, failing this, they try to minimise the cost of delays. 
Generally, in today’s railways, most train control is carried out by human operators – 
signallers. They are able to control the operation of signals to reschedule and prioritise 
traffic flows. In simple scenarios, signallers are able to manage the flow of traffic 
effectively. However, it has been shown that, as situations become more complex, 
there is an increased likelihood of signallers making sub-optimal traffic management 
decisions. This is particularly likely in significantly disturbed situations (Balfe et al., 
2007).  
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In the UK, 49% of trains arrive at their destination ‘on time’ i.e., on or before their 
scheduled timetable time (Best and Hyland, 2012). This means that 51% of trains are 
late. Signallers need support in deciding upon the most appropriate train rescheduling 
(train speed and sequences) to minimise the potential for further delays. 
 
Figure 1-1: Statistics of train lateness in 2010/11by Network Rail (Best and Hyland, 2012)  
In recent years, railway operators have sought to find technology based solutions that 
can help signallers make improved decisions. Such decision support or automatic 
control systems have been deployed on many networks (Stolk, 1998). In general they 
rely on straightforward heuristic algorithms. These simple algorithms are able to 
provide useful solutions in many cases, but, as situations become more complex, they 
do not perform well (Albrecht, 2009). Therefore, many researchers throughout the 
world have considered the use of more advanced algorithms as part of real-time 
optimisation systems for railway traffic management. 
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1.2  Introduction to Railway Traffic Management 
Railway traffic management involves three basic elements: the railway timetable, the 
signalling system and the train control system. The principles of these elements are 
introduced in this section.   
1.2.1   Brief Introduction to Railway Timetabling  
A railway timetable should perform five main functions (Hansen and Pachl, 2008): 
1. Plan the train paths and the use of infrastructure;  
2. Give information to passengers and facilitate the sale of tickets; 
3. Avoid train traffic conflicts and increase the traffic capacity; 
4. Provide arrangements for traffic control, locomotive and rolling stock usage 
and crew scheduling;  
5. Provide sufficient time for energy efficient driving by the driver or for 
automatic train operation.   
Planning the train paths and the use of infrastructure must consider the track itself, 
junctions and platforms in stations. A timetable ought to provide conflict-free 
movement at all junctions which the trains need to pass. Timetables should be 
designed to maximise the traffic capacity without conflicts. Rolling stock, train crew 
and signallers also need to be scheduled effectively.   
1.2.2   Railway Signalling System 
The railway signalling system is an important element of the railway which ensures 
the safety of trains. Trains travel along track to reach their destination, with their 
movement controlled by the signalling system. The railway track is often split into a 
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series of sections, known as block sections, which normally require there to be only 
one train in a block section to ensure that trains remain a safe distance apart. The 
signalling system protects trains from colliding by using block sections. Otherwise, 
more than one train could pass through a block section at the same time. The 
signalling system also controls switches (or points), where a single track splits into 
two tracks, or two tracks merge into a single track.  
1.2.3   Railway Train Control System 
Train control systems generally contain one or both of the following function 
subsystems: 
1. An automatic train control system (as well as automatic train protection and 
automatic train operation), which uses intermittent communication via Eurobalise or 
continuous communication via Global System for Mobile communication - Railway 
(GSM-R) to locate trains and provide advice on driving speed. This technology can be 
used to replace fixed block sections and line side signalling (Theeg and Vlasenko, 
2009). Using the automatic train control system, a ‘moving block’ strategy is used 
which is able to provide dynamic control to the railway system and thus increase 
capacity. 
2. A train rescheduling or automatic route setting system that either controls 
(regulates) the speed of trains through junctions to minimise conflicts (Mazzarello and 
Ottaviani, 2007) or helps signallers decide on an appropriate sequence of trains 
through junctions (Kuhn, 1998).  
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As discussed previously, the train timetable is designed to be conflict-free, with the 
initial sequence of trains through junctions known. However, when trains do not 
operate according to the timetable, conflicts can arise. In this scenario a signaller must 
provide a new train time plan and possibly changes to the order of trains through 
some junctions. Once a train’s journey is disturbed, it may not be able to regain the 
lost time. Signallers, therefore, are not only responsible for conflict-free rescheduling, 
but also try their best to minimise the delay loss from timetable disturbances.   
It is impossible for signallers to give an optimal rescheduling solution to reach the 
objectives by using their expertise alone, since an optimal solution requires a large 
amount of computation. A train rescheduling system (also called decision support 
system) can be used to assist with the rescheduling task, as shown in Figure 1-2. The 
details of a disturbance detected by the train control system must be sent to the 
rescheduling system so that an optimal rescheduling solution can be found. This must 
be returned within a limited time to enable a new control strategy (sequence, dispatch 
times, timing points) to be put in place.  
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Initial Timetable
Network Data
(Distance, Gradient and 
Speed Limited, etc.)
Train Parameters
(Traction Parameters, 
Mass, Priority Leave, 
Delay Penalty, etc.)
Rescheduling System
Control Centre
Optimal
Conflict-free 
Timetable 
Disturbance Event 
Information
(train positions, speeds...)
To signaller
From train control system
  
Figure 1-2: Train rescheduling system (Fan)  
Train control is implemented in one or more control centres, an example of which is 
shown in Figure 1-3. In the UK, Network Rail has a number of control centres which 
are responsible for control regions (Gibson et al., 2002). By contrast, Sweden has 
only one control centre which is responsible for the whole country's network (Lawson 
et al., 2001).  
 
Figure 1-3: Example of a railway control centre  
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1.3  The Purpose of Train Control and Rescheduling Systems 
In order to find an optimal solution, railway traffic control has to have a rescheduling 
‘objective’ for a particular network, for example, minimising overall delay, 
emphasising train connections on an airport express line, or minimising journey times 
on metros. There are six common objectives of timetable rescheduling that have been 
considered in previous research: 
 To reduce the sum of all delays of all the considered trains (Ho and Yeung, 
2001); 
 Minimise the number of delayed passengers / the delay minutes per passenger 
(Weston et al., 2006); 
 To minimise energy consumption (Bocharnikov et al., 2007); 
 Emphasise train and other connections for passengers who need to change 
train or mode of transport (Albrecht, 2004); 
 To decrease the total delay cost, where the delays of different train types have 
different weights (Chou et al., 2007); 
 To decrease the delay cost of the most delayed train (Corman et al., 2012). 
In order for any of the rescheduling approaches to attempt to find an optimal solution 
in the control centre, there must be some way of modelling the set of possible 
solutions to the train rescheduling optimisation problem, such that the most 
appropriate ones may be selected. To be able to select the best solution, a function 
that measures the quality of possible solutions, the ‘cost function’, must be formulated. 
The model format must therefore contain the information which informs the signaller 
Chapter 1: Introduction              
 
8              
 
of the sequence in which the approaching trains must be rescheduled through the 
junction area.   
Consider how a junction conflict is actually resolved: when a queue forms at a 
junction trains are rescheduled from the junction inputs until there are no longer any 
trains waiting at the inputs to the junction. It can be inferred that for a given starting 
set of trains at a junction, there is a finite number of train sequences.  
1.4  Motivation and Research Objectives 
The motivation for the research is to provide signallers with better decision support 
than is currently available in operational control systems. In this thesis, existing 
algorithms for optimal train rescheduling are reviewed and a new algorithm is 
developed. In which rescheduling approaches discussed in this thesis, only deal with 
timetable disturbances and does not include rerouting of trains.  
In certain circumstances, if only one train is delayed, and only a small local area is 
considered, train rescheduling can be a straightforward problem. However, as the 
number of trains and the geographic area under consideration increase, the problem 
becomes more complex. Furthermore, each of the trains may be of a different type 
(high speed, commuter or freight). This means that each train will have different 
accelerating and braking rates and a different top speed. The problem of deciding 
upon an optimal solution then becomes even more complex, even for a simple 
scenario.  
There are many different algorithms that can be used for optimisation; each has its 
own strengths and weaknesses. For real-time train control, in practice, there is a trade-
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off between computation time and the identification of an optimal solution, i.e., the 
best possible solution. It is not straightforward to choose the most suitable algorithm 
to reduce the delay. The early chapters of this thesis therefore aim to compare and 
discuss a number of potential algorithms suitable for real-time railway control, in 
terms of required computation time and solution optimality. Eight optimisation 
algorithms are selected for testing on four railway rescheduling benchmark scenarios.  
Based on a comparison and discussion of the algorithms’ implementation, the 
strengths and weaknesses of these algorithms are concluded with respect to the 
railway rescheduling problem. The approach with the best performance is selected for 
further study. In order to have a better resolution in a shorter computing time, further 
research and analysis is carried out on the selected approach.   
Finally, a new approach to optimal multi-junction rescheduling for a control region is 
developed and tested, and then refined.  
For all of the rescheduling approaches discussed in this thesis, it is very important to 
estimate the running time as accurately as possible. Therefore, a multi train simulator 
is designed and built is this thesis. Since a significant amount of work was conducted 
on this simulator, the concepts and functions are introduced in Section 2.5.3 and the 
techniques and the equations are illustrated in detail in Appendix A. In addition, the 
rescheduling solutions are further examined by means of the Railway Traffic 
Controller (RTC) software which is the American standard software to plan and 
control railway traffic.  
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1.5  Thesis structure 
 Chapter 1 introduces the background, research motivation, research objective, 
railway timetabling, signalling, traffic control and the structure of this thesis. 
 Chapter 2 classifies and reviews related literature of railway real-time 
rescheduling and introduces benchmark scenarios for testing these reviewed 
algorithms and the cost function of this research. 
 Chapter 3 details the use of fundamental and graphical algorithms in 
benchmark scenarios in a single junction case study. 
 Chapter 4 shows the application of evolutionary algorithms for the same 
benchmark scenarios in a single junction case study, and then the performance 
and results are discussed. 
 Chapter 5 introduces a new approach to single junction rescheduling using the 
same case study. 
 Chapter 6 describes the design and application of a multi junction 
rescheduling approach.  
 Chapter 7 presents conclusions and comments on further work.  
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Chapter 2:   Review of Algorithms for Rail-
way Rescheduling and the Development of a 
Benchmark Scenario for Algorithm Com-
parison 
This chapter reviews the application of optimisation algorithms to railway 
rescheduling and related areas. Researchers have applied a variety of optimisation 
algorithms to different case studies to evaluate their approaches. In Chapters 3 and 4, 
therefore, a benchmark scenario for the single junction case is tested and compared.   
2.1  High Level Partition of Rescheduling Optimisation Algorithms  
In this thesis, the process of optimisation is considered to involve finding the best 
practical solution to a problem given a number of constraints, e.g. the maximum speed 
of the trains, the required distances between trains, etc.. The definition of ‘best’ is 
defined by a cost function, which will be discussed later in Section 2.5.4.  
In railway rescheduling a variety of optimisation algorithms have been applied, 
namely: Brute Force (BF), First-Come-First-Served (FCFS), Rule Based Method 
(RB), Dynamic Programming (DP), Decision Tree Based Elimination (DTBE), Tabu 
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Search (TS), Simulated Annealing (SA), Genetic Algorithms (GA) and Ant Colony 
Optimisation Algorithm (ACO). Table 2-1 shows a high level partitioning of the 
optimisation algorithms for railway rescheduling considered in this thesis. The 
algorithms can be divided into broadly three sets: fundamental methods, graph-based 
methods and evolutionary methods.  
Fundamental Algorithms Graph-based Algorithms Evolutionary Algorithms 
BF DP SA 
FCFS DTBE GA 
RB ACO TS 
Table 2-1: High level partition of the optimisation algorithms  
A summary of research work in a variety of optimisation application areas is shown in 
Table 2-2. The table is split into two main areas: 
(1) Railway Rescheduling Optimisation, which has two categories: (a) references 
where the objective has been to minimise the delay; and (b) references where the 
objective has been to optimise some other operational parameter, for example, 
minimising the traction energy consumption or maximising traffic throughput. 
(2) General Optimisation, which also has two categories: (a) classical problems, 
which includes references to problems commonly considered in optimisation 
literature. Since railway timetable rescheduling can be understood as a mathematical 
combinatorial problem, it is useful to undertake a review of and draw lessons from 
this type of work. Examples are: Travelling Salesman Problem (TSP) (Padberg and 
Rinaldi, 1987), Quadratic Assignment Problems (QAP) (Gambardella et al., 1999), 
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Job Shop Problem (JSP) (Mascis and Pacciarelli, 2002a) and N-Queens Problem 
(NQP) (Sosic and Gu, 1994). (b) Relevant problems that are similar in formation to 
the railway rescheduling problem are also considered in this thesis. 
Applications  
\  
Algorithms 
Railway Rescheduling 
Optimisation 
General Optimisation 
(a) Objective to 
minimise delay 
(b) General 
operational 
objectives 
(a) Classical 
problems 
(b) Relevant 
problems 
BF (Cheng, 1998a)  (Ciancarini and 
Favini, 2010) 
(Kodeekha, 2007) 
RB  (Fay, 2000) 
 
  
FCFS  (D'Ariano, 
2008) 
 (Schmid and 
Blieberger, 1992) 
DP (Ho et al., 1997)  (Lew and Mauch, 
2007) 
(Albrecht and 
Oettich, 2002) 
DTBE (Weston et al., 
2006) 
(D'Ariano et al., 
2007a) 
(Lopez and Tunon, 
2005) 
(Goossens et al., 
2004) 
TS (Ho and Yeung, 
2001) 
(Corman et al., 
2009) 
(Pham and Karaboga, 
2000) 
(Qi et al., 2008) 
SA (Tornquist and 
Persson, 2005) 
 (Zheng et al., 2006) (Tornquist and 
Persson, 2005) 
GA (Ho and Yeung, 
2000) 
(Wegele et al., 
2008) 
(Rothlauf, 2006) (Wanner et al., 
2007) 
ACO (Fan et al., 2011) (Zidi and 
Maouche, 2006) 
(Dorigo and Stützle, 
2004) 
(Albrecht, 2009) 
Table 2-2: The key applications of optimisation algorithms  
2.2  Fundamental Algorithms 
Fundamental algorithms are straightforward to implement. Three such algorithms are 
considered here: BF, RB and FCFS. 
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Brute force (sometimes known as exhaustive search or enumeration) evaluates every 
valid sequence of trains. BF will therefore always find the optimal solution. For 
simple problems this is an effective approach, however, as the number of potential 
solutions increases, so does the computational burden, hence increasing the time 
required to find the solution.   
An application of BF is discussed by Cheng (1998a), who introduces a simulation-
based train traffic rescheduling approach to resolve timetable conflicts. The conflict-
free solution is found using the BF method after all possible solutions have been 
simulated. Kodeekha (2007) has used the BF method to solve the JSP, which is 
similar in nature to that of railway rescheduling.  
For solving very complex optimisation problems within a limited time, such as these 
occupy in railway rescheduling, Rule Baed (RB) or knowledge-based approaches are 
adopted in order to find a solution quickly. Such RB approaches are similar in nature 
to the decisions carried out by a human controller in a control centre (Peng and Ying, 
2008). Normally, the rules are constructed from previous experience, business case 
driven decisions or an abstraction of a mathematical model. Commonly used rules 
include: retaining the train sequence of the timetable and allowing the most recent 
train to proceed through a junction first. This latter approach is used by the Railway 
Traffic Controller (RTC) which is used by rail freight marshalling in North America 
(Dingler, 2008).  
Cheng (1996) presents a RB method that uses a train’s predicted time to destination to 
determine which train should pass through a junction first. This approach provides 
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consideration of a train’s whole journey, rather than just the train’s time to pass 
through a junction. Chiang (1998) further developed this RB method by developing a 
more precise train simulation model. Fay (2000) proposes a fuzzy RB system where 
trains are rescheduled at junctions by a decision support system based at the control 
centre.  
FCFS is a simple ‘rule-of-thumb’ approach based on an a priori understanding of the 
railway system. A simple heuristic rule is applied that states that the first train to 
approach the junction area should be allowed to pass first. FCFS can be considered as 
one of the RB methods, but since it is a method used common in railway operations, it 
is introduced separately here. FCFS is always computationally fast, but it will 
generally not find the optimal solution. FCFS is particularly ineffective at finding 
solutions in complex scenarios where multiple trains are experiencing minor delays 
(D'Ariano et al., 2007a). Researchers usually compare the results of their methods 
with FCFS to show how much of an improvement their studies could make, for 
example (D'Ariano, 2008) and (Chen et al., 2010).   
Fundamental algorithms provide a straightforward technique for solving very 
complex problems in railway rescheduling. BF will always provide the optimal 
solution but after significant computation time. Other fundamental algorithms cannot 
guarantee the optimality of the solution, although they have shorter computation times.  
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2.3  Graph-based Algorithms 
Graph-based algorithms attempt to organise the solution space to provide a structured 
way of searching for solutions. Three main transformations are used: Stage-to-Stage 
Transformations (SST), Decision Trees (DT) and Alternative Graphs.  
2.3.1   Stage-to-Stage Transformations 
A SST is created to model a shortest path problem which is used to find the shortest 
distance between two localities, which means the lowest cost in railway rescheduling 
problems. DP is one of the most common shortest path algorithms and it uses SST 
(Lew and Mauch, 2007). As shown in Figure 2-1, the railway junction problem can be 
structured as a series of ‘Stages’. Starting at Stage 0, each subsequent stage shows the 
possible next states (where one state is one sequence, or partial sequence, of trains). 
The links are each given a value to enumerate the cost of moving from one stage to 
the next. The optimal solution can be found by finding the lowest cost (i.e., shortest 
path) of moving from the first to the last stage (Cormen et al., 2001). SST generates 
all valid solutions, and therefore, the optimal solution can always be found. DP is 
computationally more efficient than the BF algorithm, as solutions are decomposed 
into a series of interconnected states that can be evaluated sequentially. The optimal 
solution is found by undertaking a critical path analysis; details of this technique can 
be found in Lockyer and Gordon (1991).  
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Figure 2-1: Example of Stage-to-Stage transformation model  
Ho and Haugland (2011) introduce a traffic controller which is based on SST and DP. 
This traffic controller uses a cost function based on total weighted train delay to 
determine an optimal train sequence.  
DP can also be used in dynamic schedule synchronisation for connecting the railway 
with other public transport (Albrecht and Oettich, 2002). The travel time between 
each station is structured as a multi-stage process. The cost function is considered to 
be the passenger waiting time between services.  
2.3.2   Decision Trees 
Decision trees are commonly used in operations research to structure the solution 
space. As shown in Figure 2-2, the root of the inverted tree is the state where no trains 
have passed the junction. The first level of branches represents all possible first trains 
through the junction. Subsequent branches represent successive trains. The leaves of 
the tree show all valid solutions. A leaf node represents an intermediate or final state, 
when some or all of the trains have passed the junction. 
Stage 0 Stage 1 Stage 2 Stage 3 Stage 4
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1 
2
3 
4 
1
2 3
3 4 2
4 3 4
2
1 4
3 4 1
4 3 3
 
Figure 2-2: Example of a decision tree  
Depending on the optimisation algorithm, more or less of the tree will be generated. 
For example, a decision tree is generally used to identify valid solutions for the Brute 
Force algorithm. In this case the whole tree is generated and every node on the tree is 
evaluated. Conversely, Shah and Sastry (1999) propose a pruning technique for 
decision trees. The nodes are evaluated by a function and if they do not meet a 
predetermined threshold the branch is not grown further. Such an approach requires 
less computation time, but increases the risk of not finding the optimal solution.   
DT is widely used in similar routing problems, such as internet routing problems. 
Ismail et al. (2010) propose a DT to improve the peer-to-peer (P2P) search 
performance, i.e., which resources on the internet should be connected to one another. 
The destination of routing queries is modelled as a DT; the solution is found from the 
DT model within a practical response time.  
In a railway rescheduling study, DT was used to minimise the train delays on a mixed 
traffic railway network (Weston et al., 2006). In this study, the measure of passenger 
delay minutes is used as the cost function.   
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The branch and bound algorithm, which is one of the developed DT methods, has also 
been considered for train rescheduling by D'Ariano et al. (2007a). The authors apply a 
branch and bound algorithm to reschedule a bottleneck area of the Dutch rail network, 
in a simple two train problem with an alternative graph formulation. The results give 
proven optimal or near optimal solutions within short time limits. A related algorithm, 
branch and cut, is normally used for searching for optimal or near-optimal solutions 
by bounding or cutting some of the possible branches (Ju  nger, 2001). In the railway 
research domain of strategic phase in the planning process of a railway operator, 
Goossens et al. (2004) propose to use branch and cut to solve railway line planning 
problems in order to reduce the total operating cost.  
The application of ACO in this thesis is also based on decision trees. ACO emulates 
ants searching their territory for food. Solutions can be evaluated by determining the 
“pheromone level” of a path, where high pheromone levels are found on paths that 
have been passed by many ants. ACO can also be classified as an evolutionary 
algorithm.  
2.3.3   Alternative Graph Model 
The alternative graph model is designed to ensure that task (or job) orders meet 
certain constraints. This is commonly referred to as the job shop problem (Mascis and 
Pacciarelli, 2002a), which is similar to the railway timetable rescheduling problem. 
Mascis and Pacciarelli (2002b) have developed this model to solve railway traffic 
management problems. Later, D'Ariano (2008) developed the model further by using 
a number of different evolutionary algorithms.   
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In a railway timetable rescheduling application, the alternative graph is based on the 
original track map, as shown in Figure 2-3. The station to station journey can be 
divided into many block sections and the running times to pass different sections are 
fixed. In each section, trains have two options: stay in the current section or go to the 
next section. For a conflict-free journey, the journey shown in Figure 2-3 would be 1-
2-3 and the journey time would be the sum of the fixed running time of these three 
sections. However, if there is a conflict in section 3, the journey would be adjusted by 
repeating one of the sections such as: 1-1-2-3 or 1-2-2-3 etc.  
A
1 2 3
 
Figure 2-3: Alternative graph model with one train  
For example, as shown in Figure 2-4, there is a conflict between train A and train B if 
they run as normal, A1-A2-C1-C2 and B1-B2-C1-C2.  
B
B 1 B 2 C 1
A 2
A
A 1
C 2
 
Figure 2-4: Alternative graph model with two trains  
An adjustment policy (algorithm) must be applied here to decide which train may pass 
into block sections C1 and C2 first. However, all studies which are based on this 
alternative graph model simply provide a valid solution, which is unlikely to be the 
optimal solution with minimal delays. The reason for this is that the alternative graph 
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model is focused on the block sections but not the journey time. Furthermore, it is 
difficult to simulate a large number of trains in a network using the alternative graph 
model. Therefore, the alternative graph model is not considered further in this study.  
2.4  Evolutionary Algorithms 
Traditional algorithms can be inefficient in complex scenarios because they evaluate 
all possible solutions, resulting in significant computational times. Evolutionary 
algorithms have been created to improve computation times. The operation of 
evolutionary algorithms is based on behaviours inspired by nature. They find 
solutions through iterative improvement. Generally, an optimal solution will be found 
eventually; however, in practice, solutions must be found within a limited time, so 
final solutions are often sub-optimal.   
There are many different types of evolutionary algorithm. Tabu Search (TS), 
Simulated Annealing (SA) and Genetic Algorithms (GA) are considered in this thesis. 
TS is a variation of the local search method (Reeves, 1993) that includes a heuristic 
rule that changes the search area when a local minimum is found, making it 
particularly good for combinatorial problems. SA initially evaluates solutions in a 
wide search area; as candidate solutions are identified, the search area is refined. GAs 
mimic biological evolution; each solution (gene) is changed to find better solutions 
through a set of predetermined functions (cross-over, mutation and selection). 
Although ACO could also be treated as an evolutionary algorithm, in this thesis it has 
been used as a tree based method.   
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Some of the evolutionary algorithm application studies are very relevant to this 
research. For example, Qi et al. (2008) describes an application of a TS algorithm for 
solving a vehicle routing problem.   
D'Ariano et al. (2007b) present the idea of using TS coupled with an alternative graph 
model to solve conflicts by adjusting train speeds. A central control centre 
communicates with trains that will potentially conflict and suggests revised speed 
profiles for them to avoid conflict. The rescheduling regime uses TS to find optimal 
speeds for trains based on the standard time for a train to pass a signalling block. 
However, this train speed adjustment approach can only solve simple problems since 
it is based on the alternative graph model. In addition, Corman et al. (2009) further 
developed the speed adjustment approach, proposing a new method called green wave, 
which lets trains wait at stations, rather than wait at junctions. This approach is 
analysed using a busy Dutch railway network, and is shown to improve capacity. 
Furthermore, Corman et al. (2010) used TS in their real-time railway traffic controller 
on parts of the Dutch railway network. The results concluded that an optimal solution 
was found in a small number of instances, however, a close to optimal solution was 
found in the majority of cases.  
Brown et al. (1992) applied both SA and GA to determine, off-line, train routes and 
train paths over a freight rail network, and concluded that SA is better than GA in the 
same case study, when computation time is not considered. Isaai and Singh (2001) 
used TS and SA in a railway timetabling simulation study for passenger trains of 
Iran’s railway system. The authors show the success of the generated schedules which 
Chapter 2: Review of Algorithms for Railway Rescheduling and the Development of a 
Benchmark Scenario for Algorithm Comparison              
 
23              
 
outperforms the manual timetabling method. Tornquist and Persson (2005) also tested 
two algorithms, SA and TS, by running the two algorithms in parallel to determine 
solutions for railway rescheduling. The best solution was selected from the two 
algorithms; it was found that TS outperformed SA most of the time.  
Applications in real-time railway rescheduling of GA are introduced by Ho and 
Yeung (2000). In their studies, all trains are assumed to be of the same type. The 
conflict is resolved at the junction by assigning a right-of-way sequence, with the 
objective of minimising the total delay and minimising the search time. The algorithm 
is improved further by modifying the initially selected solutions, as well as the 
application of TS and SA, to achieve a better solution in a shorter search time (Ho and 
Yeung, 2001).   
In most of the real-time railway rescheduling case studies, evolutionary algorithms 
cannot guarantee to find the optimal solution. However, using these algorithms is the 
only way to achieve a near optimal solution within a reasonable time.   
2.5  Benchmark Scenario to the Single Junction Case Study 
As discussed in the previous section, there are many different optimisation algorithms 
that can be used for optimal train rescheduling; each has its own strengths and 
weaknesses. For real-time train control, in practice, there is a trade-off between 
computation time and the identification of an optimal solution. Based on the current 
literature, it is difficult to choose the best optimisation algorithm to reduce the delay. 
In order to allow comparison of the reviewed optimisation algorithms, a benchmark 
scenario is introduced here.   
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2.5.1   Junction and Benchmark 
A layout based on the North Stafford and Stenson Junctions on the Derby to 
Birmingham line in the UK is considered in the following three chapters. Figure 2-5 
shows the layout with 12 approaching trains, numbered 1 to 12. The letters (shown in 
brackets) are of the form (origin, destination). It is assumed that the ‘junction area’ is 
initially clear. 
 
Figure 2-5: Example layout - North Stafford and Stenson junctions  
The junction area speed limit is 48 km/h, so trains should slow down to the speed 
limit before running into the junction area and, for leaving the junction area, they 
must accelerate to the maximum allowed speed, which depends on the line speed 
limits and the designed speed limit of the vehicle. The conflict-free timetabled arrival 
times and train-specific delay penalties are shown in Table 2-3. Four scenarios are 
considered:  
Scenario (1): Train 1 is delayed by 3 minutes - for this scenario a single train, the first 
train to pass through the junction area, is delayed; 
Junction Area
1 (A, D)
A
B C
D
7 (A, C)
12 (A, D)
3 (B, C)5 (B, D)10 (B, C)
8 (C, A)  9 (C, A) 11 (C, B)
2 (D, A)
4 (D, B)
6 (D, B)
500 m
1 Km
North
Stafford Jn
Stenson Jn
Current Controlled by Derby PSB (DY)
To Sheet Stores Jn
To Wichor Jn & Tamworth
To Uttoxeter
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Scenario (2): Train 1 is delayed by 5 minutes – for this scenario the order of Train 1 
and Train 7 is reversed; 
Scenario (3): Train 1 is delayed by 5 minutes, resulting in Train 7 being delayed by 
3 minutes – for this scenario the delay of Train 1 results in a knock-on delay to 
Train 7; 
Scenario (4): Train 1 is delayed by 4 minutes, Train 2 is delayed by 4 minutes and 
Train 3 is delayed by 4 minutes – for this scenario multiple trains in both directions 
are delayed and knock-on delays occur.  
Train 
number 
Train 
type 
Delay 
penalty 
(£/min) 
Initial distance 
from junction 
area 
(km) 
Destination Scheduled 
arrival time 
at destination 
station 
1 Class 150 20 3 D 12:14 
2 Class 220 40 3 A 12:13 
3 Freight 10 4 C 12:27 
4 Class 220 40 5 B 12:27 
5 Freight 10 5 D 12:31 
6 Class 150 20 7 B 12:17 
7 Freight 10 9 C 12:19 
8 Class 150 20 9 A 12:17 
9 Class 220 40 11 A 12:25 
10 Class 220 40 10 C 12:28 
11 Freight 10 13 B 12:29 
12 Class 150 20 13 D 12:31 
Table 2-3: The conflict-free timetable and train delay penalties  
In order to compare the solutions and computation times of the different algorithms, 
each of the four scenarios will be solved by each of the algorithms. The algorithms 
have been implemented using Matlab 2011a on a Dell Optiplex 755 computer (Intel 
Core 2 Duo CPU E8400 @ 3.00 GHZ, 1.96 GB of RAM). It is acknowledged that it 
would be possible to decrease computation times if the algorithms were implemented 
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using a lower level programming language. For each of the algorithms, the results for 
each scenario are shown in Chapters 3 and 4. The optimal solutions are marked with 
an asterisk.   
2.5.2   Introduction to the Trains in this Case Study 
There are three types of train in this case study, namely commuter train of Class 150, 
intercity train of Class 220 and freight train of the F2-mixed.  
The Class 150, with the family name 'Sprinter', and are diesel multiple units, built by 
British Rail Engineering Limited from 1984-87. Class 150 trains are currently 
operated in Northern England, South-West England and the Midlands by Northern 
Rail, First Great Western and London Midland.   
The Class 220, which has the family name, 'Voyager', is a diesel-electric, high-speed 
multiple-unit train, built by Bombardier Transportation between 2000 and 2001. The 
Class 220 is currently operated on UK Cross Country Routes by CrossCountry and 
Virgin Trains.  
F2-mixed is a freight train, which is operated all over Europe. This is a diesel train 
which can deliver a 1041 tonne payload; it is normally used to deliver mail, coal and 
fuel oil.   
The maximum running speed, Davis parameters (Rochard and Schmid, 2000), total 
masses, total train lengths, traction forces and braking rates of these three trains are 
shown in Table 2-4 and these parameters are used in the train running time estimation. 
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The values given in the last row of this table, ‘Traction Force/Mass’, gives a general 
idea of the acceleration rate when the train speed is 0.  
Parameter Class 150 
(Hillmansen et al., 
2008) 
Class 220 
(Hillmansen et 
al., 2009) 
F2-mixed 
(Lukaszewicz, 
2007) 
Davis Parameters: 
A 
B 
C 
 
2.09 kN 
0.00983 kN/ms
-1 
0.00651 kN/m
2
s
-2
 
 
3.4537 kN 
0.0767 kN/ms
-1 
0.0043 kN/m
2
s
-2
 
 
11.5 kN 
0.258 kN/ms
-1 
0.037 kN/m
2
s
-2
 
Total Mass 76.4 tonnes 213.19 tonnes 1041 tonnes 
Total Train Length 125 m 195 m 355 m 
Power at Rails 374 kW 1568 kW 2036 kW 
Maximum Speed 120 km/h 200 km/h 110 km/h 
Maximum traction force 40.5 kN 136 kN 187 kN 
Maximum braking rate 0.49 ms
-2
 0.25 ms
-2
 0.19 ms
-2
 
Number of seats 124 188 none 
Number of coaches 2 4 24 (wagons) 
Dwell Time 30 seconds 120 seconds 10 minutes 
Traction Force / Mass 0.53  0.64 0.18 
Table 2-4: Parameters of trains in the benchmark case studies   
2.5.3   Introduction to the Simulator and Train Running Time Estimation 
In the existing railway rescheduling approaches to traffic control introduced above, 
the majority of researchers use fixed running times for railway real-time rescheduling 
studies in order to reduce the overall computation time. In these studies, the journey 
time for trains to pass through a junction and the running time from a junction area to 
the final station are fixed. The final total running time is achieved by the summation 
of the junction passage time, the fixed running time plus any waiting time. However, 
the results from such calculations are only approximations of real operations and the 
results are commonly not realistic.   
For all of the rescheduling methods in this thesis, it is very important to estimate the 
running time as accurately as possible, when the sequence of the trains to pass the 
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junction area is under consideration, This is because the correctness of estimation 
strongly affects the veracity of the rescheduling. The estimation should also calculate 
the running time in a very short time, as the estimation will often run multiple times, 
as required by some of the search methods.   
Therefore, a multi train simulator is designed here. The principle, details and 
corresponding equations of this simulator are illustrated in detail in Appendix A. The 
train running time estimation in this simulator consists of four main elements:  
1. Right of way signalling time calculation: Before estimating the train journey 
times one by one, according to a known order past a junction area in the 
simulation, it is essential to introduce the time superposition method first. This 
time superposition method is used before the sequence is fixed and when more 
than one train could pass the junction area at the same time. By using this 
method, the right of way signal time for each train can be given by the time 
the first of the front trains leave the junction area. The results of the 
superposition method will show which train is the front train.  
2. Track information: The real track information data (e.g., the length and speed 
limit of each track section) is used in this simulator, to ensure the train 
travelling time calculation close to the real operational time as possible.   
3. Vehicle information and traction system: In real operation, trains travel 
according to their own traction characteristics, in which the acceleration rate, 
braking rate, resistance etc. are variables. Therefore, homogeneous strip 
modelling is used here. In homogeneous strip modelling, each moving section 
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is divided into many small sections, and it is assumed that the variables (e.g. 
acceleration rate, braking rate, resistance and etc.) are constant in each small 
section. The running time of each train is simulated section by section to 
achieve an accurate estimation of their travelling times.  
4. Train protection: In this simulator, the legal positions of the trains are always 
being considered. It is designed as a block section based simulation. The safe 
distances (legal headway) are calculated not only in the junction area, but also 
for the whole journey until trains arrive at their destinations.  
2.5.4   Cost Functions 
A number of possible solutions can be found to solve a rescheduling problem, giving 
different arrival times for the trains at their destination stations. The control centre is 
responsible for identifying an appropriate solution. The identification of an 
appropriate solution could include the consideration of: delay minutes, delayed 
passenger numbers, energy consumption, transport connections and financial delay 
penalties.  
The rescheduling objective is measured by cost in the United Kingdom. There is a 
compensation policy for rail network delays, whereby Network Rail pays a fine to 
train companies for network control delays, which is calculated from delay minutes. 
Consequently, the cost function to be minimised in this thesis is the delay penalty of 
all the considered trains, which is: 
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                                                        (2-1)  
where n is the number of trains to be considered, DTi is the delay time for the ith train 
in minutes at its destination, DPi is the delay penalty per minute for the ith train,   is 
the sequence of trains through the junction and      is the total delay cost of each 
solution. The optimal sequence,   , i.e. the sequence with the lowest delay cost, is 
given by: 
                                                                        (2-2)  
2.6  Conclusions 
This chapter has introduced the algorithms commonly used in research for train 
rescheduling. The algorithm types range from rule based (RB) type approaches that 
are computationally efficient, but do not usually find the optimal solution, to graph 
based algorithms, where the search time is reduced for the same solution, to 
evolutionary algorithms, which cannot guarantee to find the true optimum, but do give 
a quick solution which is practical for railway operations.  
Before computer control was applied to railway rescheduling, trains were rescheduled 
by human operators. Fundamental algorithms were the first method used to solve the 
rescheduling problem. RB rescheduling not only offers a solution in a short time, but 
it is also easy to implement by either manual or automatic systems.   
Shortest-path optimisation algorithms such as BF and DP have been considered. 
However, since these algorithms are full search algorithms, the computing time is 
dependent on the complexity of the problem. Due to their computation time, they are 
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unsatisfactory for real-time rescheduling in complex junctions or for situations where 
a large number of trains are involved in the delay.  
With the intention of improving the application of the full search algorithms, 
graphical methods, such as DT and SST, were studied since they have the potential to 
improve the application of the full search algorithms. These graphical method 
algorithms can offer a different understanding of the railway rescheduling problem 
which could be used in conjunction with other algorithms. For example, DP can only 
be carried out with SST, from which a shortest path can be found. Through the use of 
a DT, BF can be constrained to only consider feasible solutions. By using these graph 
based algorithms, the search time can be reduced. Nevertheless, the improvement is 
not significant; the graph-based search algorithms are still unsatisfactory for practical 
real-time rescheduling.  
Evolutionary algorithms can give a good solution within a reasonable time, which 
meets the requirements of real-time train rescheduling. Solutions are obtained through 
iterative processing that utilises memory analysis. The memory analysis gives 
important feedback to the algorithm itself, which can lead to finding better solutions 
and help to avoid evaluating high cost solutions. Evolutionary algorithms cannot 
guarantee to find the true optimum, but they give a quick solution to meet the 
demands of railway operations.  
The next chapter will present a numerical benchmark of fundamental and graphical 
algorithms. 
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Chapter 3:   Solutions of the Benchmark 
Problem Using Fundamental and Graphical 
Algorithms  
In this chapter, four of the fundamental and graphical optimisation algorithms will be 
considered, namely: Brute Force (BF), First-Come-First-Served (FCFS), Dynamic 
Programming (DP), and Decision Tree Based Elimination (DTBE). All of these 
approaches will be applied to minimising the cost of disturbances.   
3.1  Brute Force 
3.1.1   Introduction to Brute Force Algorithm 
BF, known as exhaustive enumeration, search consists of enumerating all possible 
candidate solutions for the problem and evaluating whether each candidate satisfies 
the problem statement. BF can be used in the domain of routing problems, 
reconfiguration problems and combinational problems. The most commonly used 
application area for BF is in cryptography attack; all possible keys are tried one by 
one in an encryption system until the correct key is found (Paar and Pelzl, 2010). In 
train rescheduling studies, BF searching generates and evaluates all possible 
sequences to find the minimal delay cost sequence.  
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3.1.2   Study of Brute Force Algorithm in Railway Rescheduling 
BF can be described in two main steps in train rescheduling applications:  
1. Enumerating all possible sequences;  
2. Evaluating all sequences 
There are a number of ways to enumerate. However, many infeasible sequences are 
generated if the full permutation method is used. For example, train 3 physically 
cannot pass the junction before train 1 in the example junction shown in Figure 3-1. In 
practical problems the overwhelming majority of the sequences are infeasible.  
 
Figure 3-1: Simple example of conflict at junction  
3.1.2.1 Feasible and Infeasible Solutions 
The number of different sequences can be calculated by factorial study. According to 
the full permutation principle, if there are n trains at the junction, the number of total 
sequences, which includes all feasible and infeasible sequences, can be worked out by: 
                                                                  (3-1) 
Based on Equation 3-1, the feasible sequences can be calculated by combination 
theory (Alexander, 2003). Suppose if there are n trains on m different tracks at the 
junction, the number of trains on the same track is   ,   ,   ,   , with    
 
     
 . The number of different conflict-free solutions is: 
24
13
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                        (3-2)  
For the example junction shown in Figure 3-1, there are 4 trains at the junction, and 
there are 2 trains on two different tracks. The number of feasible sequences can be 
found by Equation 3-2: 
   
     
                                                              (3-3) 
Therefore, there are 6 feasible sequences for these 4 trains to pass the junction area.  
For another more complex example, such as the main case study, introduced in the 
previous chapter (Figure 2-5), there are 12 trains at the junction, with 3 trains each 
from four different directions. The number of feasible sequences can be found by 
Equation 3-2: 
    
               
                                                      (3-4) 
There are 369,600 feasible sequences for these 12 trains to pass the junction area, but 
the number of total sequences is 479,001,600 which can be found by Equation 3-1. 
This means only 0.077 % of the total sequences are feasible.  
3.1.2.2 The Application of BF in Train Rescheduling 
By using a decision tree, the enumeration method can be refined so that it only 
generates feasible solutions (Anany, 2003). The orders in which the trains arrive at the 
junction from each direction constrain the solutions. In this example, as there are four 
directions from which trains can approach the junction, four queues, QA to QD, are 
formed, as shown in Figure 3-2.  
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1 7 12
3 5 10
8 9 11
2 4 6
Q A
Q B
Q C
Q D
1 2 3
 
Figure 3-2: Necessary sequence of trains for the benchmark problem (Fan)  
1
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5
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Q A Q B Q C Q D
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7
12
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4
6
8 9
11
3
5
10
Q A Q B Q C Q D
… ...
1 7 122 4 68 9 113 5
10
Q A Q B Q C Q D
 
Figure 3-3: Example solution using the enumeration method (Fan)  
To decide which train should pass the junction first, solutions are formed that 
commence with the first element of any queue. Elements must always be picked in the 
order that they appear in their queue. Respecting these two rules, the elements may 
then be selected in any order; see example in Figure 3-3.  
Individual solutions are considered complete when all queues are empty (as shown in 
Figure 3-3). A complete set of solutions is formed when all permutations have been 
exhausted. The cost function is used to identify the solution with the lowest delay cost.  
3.1.3   Results and Summary 
Using BF, all the possible solutions are enumerated and their costs are computed. The 
solution with the least cost can then be found. If the lowest cost applies to more than 
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one solution, any of these solutions can be chosen. The BF method will always find 
the optimal solution.   
The result of the BF method when used to solve scenarios 1 to 4 is shown in Table 3-1. 
Optimal solutions are marked with an asterisk. 
 Computation Time 
(s) 
Total Delay Cost 
(£ ) 
Sequence and Delay Cost 
Scenario 1 1692 90 * Order: 2, 4, 3, 1, 5, 6, 7, 8, 9, 10, 11, 12 
Delay: 1 (£60), 5 (£10), 8 (£20) 
Scenario 2 1692 230 * Order: 2, 3, 4, 5, 6, 7, 8, 1, 9, 10, 11, 12 
Delay: 1 (£120), 9(£40), 10(40), 11(£10), 12 
(£20) 
Scenario 3 1692 290 * Order: 2, 3, 4, 5, 1, 6, 8, 9, 10, 11, 7, 12 
Delay: 1(£80), 6(£20), 8(£20), 9(£40), 10(£40), 
11(£10), 7(£40), 12(£40) 
Scenario 4 1692 370 * Order: 8, 1, 2, 9, 3, 4, 5, 6, 7, 10, 12, 11 
Delay: 1(£60), 2(£120), 3(£10),4(£40),5(£10), 
6(£20), 7(£10), 10(£40), 12(£20), 11(£40) 
Table 3-1: Results of BF for each scenario  
The BF method can take a considerable time to find the optimal solution, due to the 
number of solutions that must be enumerated. Even in this simple case, 369,600 
solutions are evaluated for every feasible solution; the computation times are 
therefore always the same (approximately 28 minutes). Such processing times are not 
practical for real-time railway operations.   
Brute Force is the most straightforward approach to find the optimal solution. It 
cannot be implemented in real-time rescheduling due to the considerable computing 
time. However, brute force may be the best approach when a super-computer is 
applied in the future.  
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3.2  First-Come-First-Served  
3.2.1   Introduction to the First-Come-First-Served Algorithm 
The FCFS algorithm is the simplest rescheduling algorithm; trains are rescheduled 
according to their arrival time. The FCFS algorithm is commonly used in many areas 
to achieve fairness, such as queuing in our daily life and communications engineering 
(Loher, 1998). In communications, the packet which arrives first should also be the 
packet first transmitted. However, FCFS is unfair in the sense that long jobs make 
short jobs wait and unimportant jobs make important jobs wait (Brucker, 2007).   
3.2.2   Study of First-Come-First-Served in Railway Rescheduling 
FCFS is also the simplest algorithm in railway rescheduling applications. Trains are 
allowed through the junction in the order in which they arrive (Schmid and Blieberger, 
1992). In the case studies considered in this thesis, the trains will pass the junction in 
the order in which they reach the edge of the junction region.   
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3.2.3   Results and Summary 
 Computation Time 
(s) 
Total Delay Cost 
(£ ) 
Sequence and Delay cost 
Scenario 1 0.005 150 Order: 2, 3, 4, 5, 1, 6, 7, 8, 9, 10, 11, 12, 
Delay: 1(£80), 9(£40), 11(£10), 12(£20) 
Scenario 2 0.005 340 Order: 2, 3, 4, 5, 6, 7, 1, 8, 9, 10, 11, 12 
Delay: 1(£120), 8(£40), 9(£80), 10(£80), 
11(£20) 
Scenario 3 0.005 360 Order: 2, 3, 4, 5, 6, 8, 1, 9, 10, 7, 11, 12 
Delay:1(£100), 9(£80), 10(£80), 7(£40), 
11(£20), 12(£40) 
Scenario 4 0.005 570 Order: 8, 9, 11, 1, 2, 3, 4, 5, 6, 7, 10, 12 
Delay: 1(£80), 2(£160), 3(£40), 4(£80), 
5(£20), 6(£40), 7(£10) , 10(£80), 12(£40) 
Table 3-2: Results of FCFS for each scenario  
The results of the FCFS method applied to the four scenarios are shown in Table 3-2. 
No optimal solutions are found. Owing to the nature of the method, in every case only 
one solution is considered; the computation times are therefore always the same.   
FCFS is commonly used in railway control centres around the world. FCFS is simple 
to understand, gives a quick response time and can either be simply carried out by a 
signaller or by an automatic control system. Therefore, FCFS should primarily be 
used as an initial solution to initiate other methods or as a fallback solution if 
insufficient time is available to use other methods. Furthermore, FCFS should be used 
as a general ‘rule-of-thumb’ for signallers.  
3.3  Dynamic Programming 
3.3.1   Introduction to Dynamic programming 
DP is one of the most common shortest path algorithms. It was first proposed and 
later developed by Richard Bellman in the 1950s (Dreyfus, 2002). DP is normally 
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understood as a divide-and-conquer method which solves problems by combining the 
solutions to subproblems (Cormen et al., 2001). The dividing is based on the 
definition and structure of the problem into multi-stages of time or space, like the 
shortest path problem shown in Figure 3-4. The shortest path between A and G can be 
found by dividing it into six stages; there are many different states in each stage. The 
subproblems are solved by either going forwards stage to stage (A to B, B to C, --- ---, 
F to G) or backwards (G to F, F to E, --- ---, B to A).  
 
Figure 3-4: Example of a shortest path problem (Lew and Mauch, 2007)  
The optimal solutions of the subproblems can be found by evaluating the path length 
to reach each state of the stage. The longer path(s) are no longer saved. For example, 
to reach state C2, there are two paths: AB1C2 (length = 8) and AB2C2 (length 
= 11). The optimal solution to reach state C2 is AB1C2 (length = 8).   
3.3.2   Study of Dynamic programming in Railway Rescheduling 
The first step of DP is to restructure the problem as a graph. The first stage of the 
graph represents the initial conditions of the problem, e.g., in Figure 3-5 four trains 
are waiting to pass the junction. The next stage shows all the possible states with three 
trains remaining to pass the junction, i.e., one train having passed. The graph is 
continued until all trains have passed the junction.  
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Figure 3-5: An example of the shortest path problem (Fan)  
DP can either work forwards or backwards, but it is more common to see DP working 
backwards. However, in railway rescheduling studies, backwards processing cannot 
be carried out as the running time of the final trains to pass through the junction are 
not known at the outset.   
In this forward Stage-to-Stage model of railway rescheduling, there are many 
different partial sequences that can reach the same state. In dynamic programming, 
each state has only one cost because only the optimal path to reach each state is saved. 
In Figure 3-6 one of the states of Stage 2 is shown; both partial sequence 1-2 and 2-1 
result in this state being reached, but only the partial sequence with the lowest cost is 
used.  
 
Figure 3-6: An example state of dynamic programming process (Fan) 
To reduce the delay cost, in a railway rescheduling problem, using this method would 
lead to errors. For example, the partial sequence 1-2 gives the lowest delay cost at an 
intermediate stage due to the penalty costs of the specific train types, but this partial 
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sequence solution could then potentially cause a longer delay time for later trains. 
Therefore, all partial sequences and their delay costs, together with total journey time 
and section journey times must be considered.  
The application of the dynamic programming algorithm in railway rescheduling 
comprises four steps:   
Step 1: Identification of the number of stages. This is one more than the number of 
trains, numbered from stage 0.  
Step 2: Identification of the states in each stage. Starting at Stage 0, the states in each 
stage are found by identifying all of the possible next configurations if one 
train is allowed to pass the junction. This finalises the formation of the graph. 
Step 3: Calculation of the cost of each stage change. The cost is found by simulating 
the current train, plus previous trains, that have passed through the junction. 
By doing this, all partial sequences are evaluated once only.  
Step 4: In the last stage, the lowest cost is known, then, the sequence of the lowest 
cost can be found by tracing back to the first stage.  
3.3.3   Results and Summary 
The results of dynamic programming are shown in Table 3-3. Optimal solutions are 
marked with an asterisk.  
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 Computation Time 
(s) 
Total Delay Cost 
(£ ) 
Sequence and Delay Cost 
Scenario 1 318.092 90 * Order: 2, 4, 3, 1, 5, 6, 7, 8, 9, 10, 11, 12 
Delay: 1 (£60), 5 (£10), 8 (£20) 
Scenario 2 318.099 230 * Order: 2, 3, 4, 5, 6, 7, 8, 1, 9, 10, 11, 12 
Delay: 1 (£120), 9(£40), 10(£40), 11(£10), 12 
(£20) 
Scenario 3 318.106 290 * Order: 2, 3, 4, 5, 1, 6, 8, 9, 10, 11, 7, 12 
Delay: 1(£80), 6(£20), 8(£20), 9(£40), 10(£40), 
11(£10), 7(£40), 12(£40) 
Scenario 4 318.086 370 * Order: 8, 1, 2, 9, 3, 4, 5, 6, 7, 10, 12, 11 
Delay: 1(£60), 2(£120), 3(£10),4(£40),5(£10), 
6(£20), 7(£10), 10(£40), 12(£20), 11(£40) 
Table 3-3: Results of dynamic programming for each scenario  
The sequences (and hence the costs) are the same as the brute force method. However, 
the computation time is about 5 times quicker than brute force. The main reason is 
that DP evaluates each partial sequence just once and saves its cost, thereby avoiding 
the work of recalculating the cost every time it evaluates each sub-problem. For 
example, there are 1680 different feasible sequences which start with the partial 
sequence 1-2-3-4. The delay cost of this partial sequence 1-2-3-4 is evaluated just 
once rather than the 1680 times explained in BF.    
3.4  Decision Tree Based Elimination  
3.4.1   Introduction to Decision Tree Based Elimination 
Since the search times of BF and DP are unsatisfactory for real-time rescheduling, 
Decision Tree Based Elimination (DTBE) is considered for this application. The 
approach is designed to reduce the search time by pruning the decision tree according 
to some heuristic rules. These rules are based on an evaluation of the costs of partial 
paths of decision trees; the partial paths with higher costs are restricted from 
generating any further branches. In the DTBE process, the high cost nodes are pruned 
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at each stage / layer until each branch from the root node is terminated with a leaf 
node and no further branching is required. DTBE can also be understood as a 
development of the branch and cut algorithm in combinatorial optimisation, see 
Section 2.3.2.  
From the railway rescheduling point of view, evaluating partial tree paths does not 
necessarily give a reliable indication of the value of the full sequence. For example, in 
an sequence where the first three trains are late, but the next nine are on time, a partial 
evaluation of three trains would indicate that this is a poor solution, while overall it 
may be optimal or close to optimal.  
Furthermore, in a full evaluation of all possible solutions the top three levels would 
only contain a few nodes, which can be fully evaluated in a short computing time. 
Therefore, for railway rescheduling, DTBE is designed such that the first three layers 
are fully generated and evaluated, and then the pruning starts with the evaluated nodes 
in the third layer.  
3.4.2   Study of Decision Tree Based Elimination in Railway Rescheduling 
Referring to Figure 3-7, the generalised algorithm can be described in a number of 
steps:  
Step 1: The first three layers of the decision tree are generated; this corresponds to the 
first three trains passing the junction area.  
Step 2: The delay cost for each leaf node is calculated, and the most costly 30% of the 
nodes are eliminated.  
Step 3: The next layer of the tree is generated. 
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Step 4: Repeat Steps 2 and 3 until all trains have passed the junction. The lowest 
delay cost solution can then be found.  
 
Figure 3-7: DTBE algorithm technique (Fan) 
3.4.3   Results and Summary 
The results of the DTBE method applied to scenarios 1 to 4 are shown in Table 3-4. 
Optimal solutions are marked with an asterisk. 
 Computation Time 
(s) 
Total Delay Cost 
(£ ) 
Sequence and Delay Cost 
Scenario 1 70.356 90 * Order: 2, 4, 3, 1, 5, 6, 7, 8, 9, 10, 11, 12 
Delay: 1 (£60), 5 (£10), 8 (£20) 
Scenario 2 70.437 300 Order: 2, 3, 4, 5, 6, 7, 8, 1, 9, 10, 11, 12 
Delay: 1(£120), 9(£80), 10(£80), 11(£20) 
Scenario 3 70.341 310 Order: 2, 3, 4, 5, 6, 8, 9, 10, 11, 1, 7, 12 
Delay: 1(£160), 7(£50), 12(£100) 
Scenario 4 70.652 570 Order: 8, 9, 11, 1, 2, 3, 4, 5, 6, 7, 10, 12 
Delay: 1(£80), 2(£160), 3(£40), 4(£80), 5(£20), 
6(£40), 7(£10) , 10(£80), 12(£40) 
Table 3-4: Results of DTBE for each scenario  
Due to the elimination approach, the method is not guaranteed to produce the optimal 
solution. For problems with 12 trains, only 4% (i.e. 0.7
(12 – 3)
 x 100%) of the possible 
solutions are fully generated. This results in a comparatively fast computation time, as 
70%
70%
70%
70%
Layer 1
Layer 2
Layer 3
Layer 4
Layer 5
Layer 6
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shown in Table 3-4. However, the earlier stages still require full computation of the 
partial costs.   
The other main point for consideration is the percentage of the nodes that are 
eliminated in each layer. This percentage chosen is a trade off between search quality 
and computation time. This percentage can be adjusted depending on the complexity 
of the junction and the number of trains at the junction. For the case study, 10%, 20%, 
30% and 40% have been tried, with 30% performing the best. The results for 30% are 
shown in this thesis.  
3.5  Conclusion 
For this chapter, the author introduced the application of four fundamental and 
graphical algorithms to a benchmark problem.  
Brute force is an exhaustive search algorithm, and hence will always find the optimal 
solution. It can be concluded that due to the computation time required which is 
consistently longer than that of the other algorithms considered, BF is most 
appropriate to be implemented in simple scenarios. However, this may change as 
computer processing capabilities increase.   
FCFS is the quickest and simplest algorithmic method and it is the best method to use 
for manual rescheduling by signallers. However, compared with the other methods 
considered in this chapter, the results are significantly suboptimal. The FCFS 
rescheduling method is unfair in the sense that a train which has a large built in 
recovery time may pass, whilst a tightly scheduled train may be forced to wait. 
Because it cannot efficiently reduce high delay costs, replacing FCFS is an inevitable 
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part of accomplishing control centre modernisation for railway rescheduling problems. 
Nevertheless, the FCFS solution can be used to initialise evolutionary algorithms.  
Dynamic programming not only gives the optimal solution, but also reduces the 
computation time compared with BF. However, the computation time is still long. 
Using this method, it is difficult to obtain a quick operational decision in complex 
railway rescheduling problems.   
DTBE gives a solution with the second shortest computing time of the 4 algorithms 
considered in this chapter. However, it cannot guarantee to give the optimal solution, 
as the optimal solution may be eliminated during the pruning of an early layer. The 
implementation of DTBE is quite simple compared to other methods. Furthermore, 
the search quality of the DTBE method can be improved by adapting it to the specific 
problem being considered.  
In addition, DP and DTBE do not have a solution until the algorithm finishes, whereas 
other algorithms can be stopped at any time and the current best answer taken during 
an urgent dispatch.   
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Chapter 4:   Solutions of the Benchmark 
Problem Using Evolutionary Algorithms 
Evolutionary algorithms, which are also called metaheuristic algorithms in some 
textbooks, are used in the fields of management science, information systems, 
business informatics and computer science. For this chapter, the author describes the 
use of four evolutionary algorithms applied to the benchmark problem. After this, all 
eight optimisation algorithms, including the four fundamental and graphical 
algorithms applied in the previous chapter, are discussed and compared.  
4.1  Local Search and Solution Adjustment 
4.1.1   Local Search 
Local search method is a class of elementary evolutionary algorithms. It is necessary 
to introduce these algorithm first as they are used to form more advanced algorithms, 
such as the Tabu search and simulated annealing.  
Local search is referred to as a guided random search approach. The principle of local 
search is to modify repeatedly, within a local region, candidate solutions until some 
termination condition is reached, such as the maximum number of iterations or until 
no further improvement over a finite number of iterations can be found (Maniezzo et 
al., 2009). The concept of “local” is defined by using neighbourhoods. in railway 
Chapter 4: Solutions of the Benchmark Problem Using Evolutionary Algorithms 
48              
 
rescheduling, a neighbouring solution is defined as one where the order of a pair of 
trains changes. There are three common ways to find a neighbouring solution:   
The first method is normally applied in nonlinear, multi-parameter searching 
problems. A neighbouring solution is found by altering one or more parameter values 
according to a certain method (Abido, 2001), such as increasing or decreasing specific 
parameter values by a certain amount.  
A second is generally used in combinational and routing problems, such as the classic 
travelling salesman problem and the N-Queens Problem (Gu and Huang, 1994, Sosic 
and Gu, 1994). In these cases, the solution is in the form of a sequence. To develop a 
new solution, part of the sequence of an existing solution is transplanted into a new 
position. This approach is used in the genetic local search algorithm (Liu, 2011, Merz 
and Freisleben, 1997).  
The third method involves swapping two parts of the solution. This is the most 
common procedure used in the domain of scheduling problems, including railway 
rescheduling (Yeung and Ho, 2000). 
The use of local search methods for railway junction conflict resolution can be 
explained in three steps. A simple example where 6 trains are required to pass through 
a junction is shown in Figure 4-1, is used to illustrate the method.  
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Figure 4-1: A simple junction conflict  
Step 1: Select an sequence,   , (it is common to use FCFS as an initial sequence), and 
calculate the delay cost,      . 
Step 2: Randomly, select two different trains from   . The positions of these two trains 
are then swapped (pairwise exchange) to achieve a new sequence,  , see 
Figure 4-2. If the sequence is infeasible, then it should be converted to a 
feasible solution (see Section 4.1.2). When a feasible solution is found, the 
delay cost of the new sequence,     , should be calculated. If      
                .  
1 3 2 4 5 6 3 4
Randomly select 
a train in the 
ordering
Randomly select 
another train in 
the ordering
1 4 2 3 5 6
Swap the trains allocated 
to these  positions
 
Figure 4-2: Local search technique in railway rescheduling study (Fan)  
Step 3: Repeat Step 2 until some stopping criterion is met.  
In evolutionary algorithms, the initial solution is important. A good start not only 
helps to achieve better solutions, but also reduces the computation time. The 
effectiveness of using FCFS as the start is demonstrated by Ho and Yeung (2001).   
24
13
6
5
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4.1.2   Solution Feasibility and Adjustment 
In the local search application, random pairwise exchanges do not always, or even 
usually, result in feasible sequences. In the case study, train 3 cannot pass the junction 
before train 1, therefore swapping the positions of trains 1 and 3 in the sequence is not 
feasible. In principle, it would be possible to choose random pairwise exchanges until 
the new sequence is feasible but, in practice, a lot of possible swaps are not feasible so 
a lot of time can be wasted trying new possibilities. Therefore, a simple infeasible to 
feasible sequence converter has been constructed by the author (this converter can 
also be understood as elimination).   
To convert an infeasible sequence to one that is feasible: 
1. Firstly, the order of arrival of trains from each direction into the junction area 
is identified. These are referred to as the sequence constraints. 
2. The candidate sequence is then examined, starting with the first train, to 
identify whether it meets the sequence constraints (i.e., is it feasible?). 
3. If a train is identified as not meeting the sequence constraints, it is ‘pushed 
back’ in the sequence to the first point where the constraint is satisfied. 
The approach is illustrated in Figure 4-3. The process begins by considering whether 
the first train in the sequence satisfies the sequence constraints (in this case it does as 
Train 1 is the first train in one of the constraint sequences). Trains are considered in 
turn and, if trains that do not meet the sequence constraints are found, the train is 
‘pushed back’ to a feasible position; for example, Train 5 must be ‘pushed back’.  
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1 5 2 4 3 6infeasible solution
Orderings constraints
1 3 5
2 4 6
check with the 
orderings’ constraints
1 5 2 4 3 6
1 2 4 3 5 6
Track 1
Track 2
 
Figure 4-3: Solution adjustment technique (Fan) 
4.1.3   Local Minima 
In many studies it has been found that local search algorithms tend to get trapped into 
local minima (for combinatorial problems a local minimum is a solution from which 
an improved solution cannot be found in one step) (Elmihoub et al., 2004). Improved 
evolutionary algorithms such as TS and SA have been developed to overcome the 
local minimum problem.  
4.2  Tabu Search 
4.2.1   Introduction to Tabu Search 
The principle of TS was presented by Glover (1989, 1990) to solve large scale 
combinatorial optimisation problems. It has been shown that TS is more effective than 
local search (Reeves, 1993). TS enhances the performance of the local search method 
by using memory structures: once a potential solution or swap has been determined, it 
is marked as ‘tabu’ and saved in a tabu list. If a swap is present in the tabu list it 
cannot be repeated.   
4.2.2   The Application of Tabu Search in Railway Rescheduling 
Many researchers, such as (Pham and Karaboga, 2000), recommend that the length of 
the tabu list should be kept at around 20 to 30% of the number of possible swaps to 
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avoid all possible swaps appearing in the list and deadlock occurring. As a results, the 
number of possible swaps for a 12 train case study is:  
   
            
The length of the tabu list should therefore be kept at between 26 and 40 for this case 
study. In the particular study, the tabu list is chosen to be of length 40 and is 
partitioned into four, with each partition relating to one iteration. Each tabu list 
partition is a      matrix. Once a swap has occurred it is added to the current 
partition. Once an iteration is complete (i.e., 10 swaps from the same seed have been 
carried out) the current partition is saved in memory for a further three iterations and 
then discarded.  
1 2 4 3 5 6
Tabu List 
Partition 1
X X
X X
X X
X X
1 2 3 4 5 6
4 3
Randomly 
select a train
Randomly select 
another train
Carryout the swap
Check if swap is in the tabu list
X X
X X
X X
X X
X X
X X
If the swap is not in 
the tabu list
Order numerically 3 4
If the swap is in the tabu list 
select another two random 
trains
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
X X
Make infeasible 
solutions feasible
1 2 4 3 5 6
Evaluate the delay cost 
of this new ordering
θ
θ 1
J (θ 1)
Add the swap to the current tabu list partition
3 4
X X
X X
X X
X X
X X
X X
X X
X X
X X
Tabu List 
Partition 2
Tabu List 
Partition 3
Tabu List 
Partition 4
  
Figure 4-4: The technique of tabu search (Fan) 
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The application of the TS algorithm in railway rescheduling comprises four steps:  
Step 1: Select the FCFS sequence    as the initial solution and evaluate its 
delay cost,      . 
Step 2: As shown in Figure 4-4, two different trains are randomly selected 
from sequence   . These two trains are then arranged in ascending order. If this 
swap is in the tabu list, another two trains are randomly selected until a swap 
that is not in the tabu list is found. The positions of the selected trains are 
swapped to generate a new sequence,   . The feasibility of this sequence is 
checked and, if the sequence is found to be infeasible, it is made to be feasible. 
The corresponding delay cost       is calculated and the swap is added to the 
tabu list.   
Step 3: Repeat Step 2 until the tabu list partition is full. Find the lowest     . 
If                      .  
Step 4: Go back to Step 2 unless the termination criterion has been met.  
There are many termination criteria for evolutionary algorithms, two of which are 
introduced here: 
1. The total number of iterations termination criterion (e.g., stop the 
algorithm after 20 iterations). 
2. The no improvement termination criterion (e.g., stop the algorithm if no 
improvement is made after 5 consecutive iterations). 
The no improvement termination criterion is used in this thesis.  
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4.2.3   Results and Summary 
The result of the TS applied to scenarios 1 to 4 is shown in Table 4-1. Optimal 
solutions are marked with an asterisk. 
 Computation Time 
(s) 
Total Delay Cost 
(£ ) 
Sequence and Delay Cost 
Scenario 1 71. 642 150 Order: 2, 3, 4, 5, 1, 6, 7, 8, 9, 10, 11, 12 
Delay: 1(£80), 9(£40), 11(£10), 
12(£20) 
Scenario 2 68. 546 230 * Order: 2, 3, 4, 5, 6, 7, 8, 1, 9, 10, 11, 12 
Delay: 1 (£120), 9(£40), 10(£40), 
11(£10), 12 (£20) 
Scenario 3 72. 642 360 Order: 2, 3, 4, 5, 6, 8, 1, 9, 10, 7, 11, 12 
Delay: 1(£100), 9(£80), 10(£80), 
7(£40), 11(£20), 12(£40) 
Scenario 4 69.267 570 Order: 8, 9, 11, 1, 2, 3, 4, 5, 6, 7, 10, 12 
Delay: 1(£80), 2(£160), 3(£40), 4(£80), 
5(£20), 6(£40), 7(£10) , 10(£80), 
12(£40) 
Table 4-1: Results of TS for each scenario  
4.3  Simulated Annealing 
4.3.1   Introduction to simulated annealing 
Simulated Annealing (SA) was first introduced by Kirkpatrick et al. (1983). Like the 
Tabu Search, SA is a development of a local search. The algorithm is based on the 
annealing process used in metallurgy, where heating and controlled cooling of metal 
is used to control the size of crystal formation. From an initial seed, a new candidate 
solution is identified, based on a local search. If the candidate solution is an 
improvement on the original solution it is retained. If the candidate solution is worse, 
the candidate may still be selected based on a probabilistic function whereby the 
likelihood of accepting a worse solution is dependent on the cost difference and 
length of time the algorithm has been running (temperature). Such an approach allows 
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the SA algorithm the ability to move around the search space when the temperature is 
high, which prevents the algorithm being trapped at a local minimum.  
4.3.2   Study of Simulated Annealing in Railway Rescheduling 
For SA, each possible solution,   , in the search space represents a state of the system, 
and the objective is to find   that minimises the cost,      (Pham and Karaboga, 
2000). 
In SA, the temperature decreases from 1 to 0. The common method used to decrease 
the temperature is the power function,   , where   is the rate of temperature decrease, 
which should be in the range of      , and   is the iteration count, starting from 
0.   is normally chosen to be bewteen 0.90 and 0.99 in order to prevent the 
temperature decreasing too rapidly (Azizi and Zolfaghari, 2004). 0.95 has been used 
for the examples presented in this thesis.   
The algorithm can be summarised in the following steps: 
Step 1：Set the initial solution,   , to be the FCFS solution and set  , the 
iteration number, to 0.  
Step 2：  is selected using the local search method. If the newly proposed 
sequence is infeasible, the solution is modified until it becomes feasible. The 
difference in cost between the two (feasible) solutions is calculated by 
             .  
If       , or       and      
  
  
   random (0, 1) then     , where Tj = 
  , else continue. Increment   by 1.  
Step 3: Go to Step 2 unless the termination criterion has been met.  
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4.3.3   Results and Summary 
The results for using SA to solve the benchmark problem are shown in Table 4-2. 
Optimal solutions are marked with an asterisk. 
 Computation Time 
(s) 
Total Delay Cost 
(£ ) 
Sequence and Delay Cost 
Scenario 1 216.865 90 * Order: 2, 4, 3, 1, 5, 6, 7, 8, 9, 10, 11, 12 
Delay: 1 (£60), 5 (£10), 8 (£20) 
Scenario 2 223.214 230 * Order: 2, 3, 4, 5, 6, 7, 8, 1, 9, 10, 11, 12 
Delay: 1 (£120), 9(£40), 10(£40), 
11(£10), 12 (£20) 
Scenario 3 208.396 290 * Order: 2, 3, 4, 5, 1, 6, 8, 9, 10, 11, 7, 12 
Delay: 1(£80), 6(£20), 8(£20), 9(£40), 
10(£40), 11(£10), 7(£40), 12(£40) 
Scenario 4 227.951 370 * Order: 8, 1, 2, 9, 3, 4, 5, 6, 7, 10, 12, 11 
Delay: 1(£60), 2(£120), 
3(£10),4(£40),5(£10), 6(£20), 7(£10), 
10(£40), 12(£20), 11(£40) 
Table 4-2: Results of SA for each scenario  
4.4  Genetic Algorithms 
4.4.1   Introduction to Genetic Algorithms 
Genetic Algorithms (GA) can trace their history back to the 1950s, to the work of 
mathematician Nils Aall Barricelli. More recently, Genetic Algorithms were deve-
loped further by Holland (1975). The Genetic Algorithm is loosely modelled on the 
principles of evolution via natural selection, as shown in Figure 4-5. The evolution of 
a population of individuals is carried out through competition, mating and variation. 
In a GA, competition is carried out by comparison and selection, and mating is carried 
out by genetic operators such as mutation and recombination (Rushton, 2004). A 
fitness function is used to evaluate individuals, and reproductive success varies with 
fitness. Over the last 20 years, the GAs have become very popular. 
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Variation
Selected 
Population
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Offspring
  
Figure 4-5: Organic evolution cycle (Reeves, 1993)  
4.4.2   Study of a Genetic Algorithm in Railway Rescheduling 
The GA can be described in a number of steps:  
Step 1: 80 train sequences are generated for the initial GA population, and 
their costs are computed. The first sequence is the FCFS solution, while the 
other 79 are randomly generated.   
In order to keep the competitiveness of the populations, the size of the initial 
population is normally chosen to be between 40 to 120, depending on the complexity 
of the problem. The number is kept the same for every generation (Rothlauf, 2006). In 
this thesis 80 sequences are selected. This has been arrived at through 
experimentation. It has also been found that using the FCFS solution increases the 
chances of finding a lower cost solution.  
Step 2: The 40 lowest cost sequences are ordered from the lowest to the 
highest cost and saved as   
 ,   
 ,   
 , … ,    
 , where the superscript is the 
generation number and the subscript number is the rank.   
Step 3: From the 40 lowest cost sequences, pairs of solutions are selected to 
parent a new solution until 80 offspring are produced. The new solutions are 
produced by using a two-point crossover operator, where, as shown in Figure 
4-6, two points, X and Y, are randomly selected and the part of the solution 
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between these two points is swapped. Any illegal solutions (where trains are 
missing or repeated in an sequence) are further evolved to make legal 
solutions. The parents cannot be the same for an sequence, and each of the 80 
new sequences must be unique. 
1 2 3 4 5 6 7
4567 3 12
X Y
4521 3 6 7
7 6 43 5 12
Parent A
Parent B
Offspring A
Offspring B
Crossover
 
Figure 4-6: GA two-point crossover operator  
In GA, the evolution of solutions not only depends on the selection operation, but is 
also likely to depend on the quality of the parents. In each pair, therefore, one of the 
parents is randomly selected from the five lowest cost sequences.   
In GA studies, there are many crossover techniques, such as one-point crossover (as 
shown in Figure 4-7), two-point crossover (as shown in Figure 4-6), cut and splice 
crossover (as shown in Figure 4-8) and uniform crossover (as shown in Figure 4-9), 
etc. (Back, 1996). 
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1 2 3 4 5 6 7
4312 6 75
X
4321 6 5 7
2 1 43 5 76
Parent A
Parent B
Offspring A
Offspring B
One-Point Crossover
 
Figure 4-7: GA one-point crossover operator 
1 2 3 4 5 6 7
4312 6 75
X
5321 7
2 1 3
Cut and Splice Crossover
Y
4 6
X
4 5 6 7
Y
Parent A
Parent B
Offspring A
Offspring B
 
Figure 4-8: GA cut and splice crossover operator 
1 2 3 4 5 6 7
3765 4 12
X
4761 4 6 7
5 2 43 5 12
Parent A
Parent B
Offspring A
Offspring B
Uniform Crossover
Y Z Q
 
Figure 4-9: GA uniform crossover operator  
The cut and splice crossover method cannot be used in railway rescheduling problems 
since it produces variable length solutions. The other three operators provide the 
correct length solutions but they may not provide legal solutions. For example, as 
shown in Figure 4-9, the offspring A and B, which are illegal solutions, are achieved 
Chapter 4: Solutions of the Benchmark Problem Using Evolutionary Algorithms 
60              
 
by using the uniform crossover operator. Trains 4, 6 and 7 are repeated twice, and 
trains 2, 3 and 5 are missing. Although these illegal solutions can be adjusted 
according to some rules, if the offspring include too many repeated trains and missed 
trains, the genetic algorithm is likely to lose its original meaning, which is the 
inheritance of the parents’ characteristics. The two-point crossover operator, therefore, 
is used in this study since it provides the smallest change compared with the others.  
Nonetheless, a two-point crossover operator could still guarantee an illegal solution 
which includes repeated trains and missed trains. Therefore, a converter has been 
designed to restructure the illegal solution.  
1 2 3 4 5 6 7
4732 1 65
X Y
4721 1 6 7
2 3 43 5 65
Parent A
Parent B
Offspring A
Offspring B
Crossover
Find the repeated trains 4721 1 6 7
Find the missing trains and 
arrange them as Parent A 
53
4332 5 5 6
Find the missing trains and 
arrange them as Parent B 
17
Converter
4721 3 6 5
4732 5 1 6
New 
Offspring A
New 
Offspring B
Replace the repeated train by 
missing train as their sequence  
Figure 4-10: The GA infeasible offspring converter (Fan) 
As Figure 4-10 shows, if an illegal solution is found by a GA two-point crossover 
operator, the repeated trains are found and their positions in this offspring sequence 
are recorded. Then, the missing trains are found and arranged according to the 
sequence of a parent; offspring A is referred to parent A and offspring B is referred to 
parent B. After this, the repeated trains are replaced by the missing train(s) according 
to the arranged sequence. Finally, since this converter only deals with repeated trains 
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and missing trains for the offspring, the solution feasibility is checked and any further 
solution adjustment is made if necessary.  
Step 4: If the lowest cost solution has remained the same for five consecutive 
iterations, the algorithm is terminated, otherwise, go to step 2.   
4.4.3   Results and Summary 
The result of the GA applied to scenarios 1 to 4 is shown in Table 4-3. Optimal 
solutions are marked with an asterisk. 
 
 Computation Time 
(s) 
Total Delay Cost 
(£ ) 
Sequence and Delay Cost 
Scenario 1 93.349 90 * Order: 2, 4, 3, 1, 5, 6, 7, 8, 9, 10, 11, 12 
Delay: 1 (£60), 5 (£10), 8 (£20) 
Scenario 2 87.328 230 * Order: 2, 3, 4, 5, 6, 7, 8, 1, 9, 10, 11, 12 
Delay: 1 (£120), 9(40), 10(40), 11(£10), 12 
(£20) 
Scenario 3 84.564 290 * Order: 2, 3, 4, 5, 1, 6, 8, 9, 10, 11, 7, 12 
Delay: 1(£80), 6(£20), 8(£20), 9(£40), 10(£40), 
11(£10), 7(£40), 12(£40) 
Scenario 4 88.268 410 Order: 8, 1, 2, 3, 4, 9, 5, 6, 7, 10, 12, 11 
Delay: 1(£60), 2(£120), 3(£10), 4(£40), 9(£40), 
5(£10), 6(£20), 7(£10), 10(£40), 12(£20), 
11(£40) 
Table 4-3: Results of GA for each scenario 
The GA provides the optimal solution in three out of the four scenarios.   
4.5  Ant Colony Optimisation Algorithm 
4.5.1   Introduction to Ant Colony Optimisation 
The ant colony optimisation (ACO) algorithm was first proposed by Dorigo in his 
PhD thesis (Dorigo, 1992). In ACO algorithms, artificial ants construct solutions by 
probabilistically making a sequence of local decisions, following paths on a graph. At 
Chapter 4: Solutions of the Benchmark Problem Using Evolutionary Algorithms 
62              
 
each node on an ant’s path, the ant follows one branch to extend the current partial 
solution (Dorigo et al., 1999, Dorigo et al., 2002). Each node is assigned a 
‘pheromone’ coefficient, according to the cost of a solution passing through this node.  
ACO has been studied in the railway domain in recent years, such as optimisation for 
rescheduling in the network (Zidi and Maouche, 2006), optimisation of train-speed 
trajectory and control by Ke et al. (2011) and freight train blocking problems by 
Yaghini et al. (2011). All these studies have a point in common, they all use a 
decision arc model, as shown in Figure 4-11.  
BA C D
arcs arcs arcs
stage stage stage stage
 
Figure 4-11: ACO decision arcs model 
The decision arc model divides the processing of ant travel into several stages, and the 
optimal solution is found from the link of these optimal arcs between stages. For 
example, the arcs can be set as motoring, coasting and braking points when 
optimising train trajectories to minimise time and/or energy (Ke et al., 2011); arcs can 
also be set as train block plans in a freight train blocking problem (Yaghini et al., 
2011). In the area of train rescheduling, Zidi and Maouche (2006) set arcs as the 
amount of time a train must wait at a red signal time and the stages are set as trains. 
However, this work can only find a conflict-free solution, not an optimal solution. A 
decision arc model cannot be used for finding an optimal rescheduling solution with 
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the purpose of minimising the delay cost. If train sequence is set as the stages, 
solutions that may be illegal or infeasible solution are likely to be created. Therefore, 
a decision tree is introduced here into ACO (Fan et al., 2011), where the decision tree 
is constructed as described previously in Section 3.4.2.  
4.5.2   Study of Ant Colony Optimisation Algorithm in Railway Rescheduling 
The ant colony optimisation algorithm has been adapted to carry out a search on the 
decision tree for routing trains through a junction – called the Decision Tree Based 
Ant Colony Optimisation Algorithm (DTBACO). The full decision tree is constructed 
as the first step of this algorithm. Ants travel from the top node to one of the leaf 
nodes according to a probability related to the pheromone coefficient at each of the 
possible next nodes. Initially, the pheromone coefficients of all nodes in the tree are 
set to 1.   
The FCFS solution is selected as the path of the first ant in the first iteration, while the 
remaining ants select paths randomly, as at this stage the pheromone coefficients of 
all nodes are the same. The number of ants remains fixed throughout the solution 
process; one iteration is considered complete when all ants have travelled on a path 
between the top node and a bottom node.  
At the end of the iteration all paths are evaluated using the cost function and the 
pheromone coefficient of any node which has been visited is reduced. In this thesis 
we will use a pheromone coefficient decrease rate of 0.5. The pheromone coefficients 
for the nodes on the lowest cost path are set to 1.  
Chapter 4: Solutions of the Benchmark Problem Using Evolutionary Algorithms 
64              
 
0.5 0.25 0.251
0.5 0.5 1 1 11 0.50.5 1 0.5 0.5 0.5
BA C D
E F G H I J K L S J O P
 
Figure 4-12: A partial decision tree representing ACO after two iterations (Fan) 
During subsequent iterations each ant follows a path through the decision tree, 
choosing at each level the branch to be followed according to the pheromone 
coefficients on the potential next nodes. The probability of choosing one particular 
branch is in line with the pheromone coefficients of each potential next node. The 
probability, r, is chosen randomly between 0 and the sum of pheromone coefficients 
of all possible next nodes: 
               
 
     
            -------------------- node    is chosen 
   
   
       
 
  ---------- node    is chosen 
where    is the pheromone coefficient on each node, and   is the total number of 
connected branches on the next level. For example, in Figure 4-12, the current 
pheromone coefficients are shown on the right of each node. For level 2 of this 
decision tree, each ant has a 1 in 4 probability of choosing A, a 1 in 8 probability of 
choosing B, a 1 in 2 probability of choosing C and a 1 in 8 probability of choosing D 
as its next step (Dorigo and Stützle, 2004).   
Each iteration results in n ants choosing n paths from the top level node to the leaf 
level nodes, which aligns with n different sequences of trains through the junction 
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(two or more ants may follow identical paths, but this is unlikely in such a complex 
problem). These steps are repeated until convergence, which is defined as when the 
best solutions are the same for five consecutive iterations.   
The number of ants used in the examples presented in this thesis has been selected in 
line with the travelling salesman problem considered by Dorigo and Stützle (2004). In 
this book, the authors suggest that the maximum number of ants is made equal to the 
number of cities in the travelling salesman problem; these can be considered to be 
comparable to the number of trains in the train rescheduling problem. The authors 
also suggest using 0.5 as the pheromone coefficient decrease rate. Other work by 
(Handl et al., 2004) suggests undertaking experiments to refine parameter settings. By 
undertaking similar experiments, it was decided that the number of ants for the train 
rescheduling problem should be 10, while the pheromone coefficient decrease rate 
should be set to 0.5.   
4.5.3   Results and discussion 
The results are shown in Table 4-4. Optimal solutions are marked with an asterisk. 
Chapter 4: Solutions of the Benchmark Problem Using Evolutionary Algorithms 
66              
 
 Computation Time 
(s) 
Total Delay Cost 
(£ ) 
Sequence and Delay Cost 
Scenario 1 78.942 90 * Order: 2, 4, 3, 1, 5, 6, 7, 8, 9, 10, 11, 12 
Delay: 1 (£60), 5 (£10), 8 (£20) 
Scenario 2 80.643 230 * Order: 2, 3, 4, 5, 6, 7, 8, 1, 9, 10, 11, 12 
Delay: 1 (£120), 9(40), 10(40), 11(£10), 12 
(£20) 
Scenario 3 76.534 310 Order: 2, 3, 4, 5, 6, 8, 9, 10, 11, 1, 7, 12 
Delay: 1(£160), 7(£50), 12(£100) 
Scenario 4 73.326 370 * Order: 8, 1, 2, 9, 3, 4, 5, 6, 7, 10, 12, 11 
Delay: 1(£60), 2(£120), 3(£10),4(£40),5(£10), 
6(£20), 7(£10), 10(£40), 12(£20), 11(£40) 
Table 4-4: Results of ACO algorithm for each scenario  
In three of the scenarios, the optimal solution is found, in the other scenario 
(Scenario 3), the cost is only £20 greater than the lowest cost, found by BF. ACO has 
also been found to converge much quicker than the other search methods previously 
considered.   
4.6  Comparisons and Discussions  
Table 4-5 shows the delay cost results for all eight methods for the four scenarios 
considered in Chapter 3 and Chapter 4. In Table 4-5 the methods are ordered by the 
sum of the total solution cost over all four scenarios. Similarly, Table 4-6 shows the 
results of each method ordered by sum of the sum of the computation time over all 
four scenarios.  
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 Method Scenario 1 Scenario 2 Scenario 3 Scenario 4 
BF £90 £230 £290 £370 
DP £90 £230 £290 £370 
SA £90 £230 £290 £370 
ACO £90 £230 £310 £370 
GA £90 £230 £290 £410 
TS £150 £230 £360 £370 
DTBE £90 £300 £310 £570 
FCFS £150 £340 £360 £570 
Table 4-5: The delay costs for all eight methods for each scenario 
 
 
Method 
Scenario 1 Scenario 2 Scenario 3 Scenario 4 
FCFS 0.005 s 0.005 s 0.005 s 0.005 s 
DTBE 70 s 70 s 70 s 70 s 
TS 72 s 68 s 73 s 69 s 
ACO 79 s 81 s 76 s 73 s 
GA 93 s 87 s 84 s 88 s 
SA 217 s 223 s 208 s 228 s 
DP 318 s 318 s 318 s 318 s 
BF 1692 s 1692 s 1692 s 1692 s 
Table 4-6: The computation time for all eight methods for each scenario  
 
Figure 4-13 shows the results for all eight methods for all four scenarios. Note the 
discontinuity in the x-axis from 350 to 1400 seconds. 
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Figure 4-13: The delay cost vs computation time for all eight approaches for all four scenarios  
BF and DP are both exhaustive search algorithms, and hence will always find the 
optimal solution. For all of the scenarios BF takes a significantly longer time than the 
DP algorithm to find the optimal solution. This is due to the manner in which the 
problem is formulated when using DP. However, both of these approaches are 
consistently slower than the other algorithms considered.  
The evolutionary-based and graph-based approaches all perform relatively similarly. 
However, it can be seen that SA generally takes a longer time than the other 
algorithms to find a solution. The TS method is fast compared with the other 
evolutionary algorithms, but commonly finds a solution no better than FCFS. DTBE 
performs slightly better than the TS, but again, particularly as the scenarios become 
more complex, finds solutions only marginally better than FCFS. The GA commonly 
found similar results to the SA approach, but took less computation time. ACO gives 
the closest results to the optimum and has a computation time comparable with that of 
the fastest methods.   
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Apart from the length of computation time and amount of delay cost, there are two 
other important criteria for these approaches: terminability and controllability. When 
the rescheduling algorithm can be terminated at any time and the current best solution 
is available, an algorithm is referred to as being terminable. This is important because 
some algorithms have a high convergence time and, in train rescheduling scenarios, 
often only a limited response time is available. Of the approaches considered, BF, TS, 
SA, GA and ACO are terminable algorithms.  
When the balance point between solution optimality and computation time can be 
controlled, the algorithm is referred to as being controllable. The following algorithms 
considered in this thesis are controllable: DTBE by adjusting the elimination 
percentage; SA by the temperature deceasing rate, and ACO through the pheromone 
coefficient reduction rate.   
4.7  Conclusions 
Chapter 3 and Chapter 4 compare eight different algorithms for the optimisation of 
train sequence through railway junctions when a timetable becomes disturbed. Using 
an example junction area, four scenarios were considered and the results are 
compared.  
TS, as for the other evolutionary algorithms, cannot guarantee to find the optimal 
solution. For the four scenarios considered, the average delay cost using the TS 
algorithm is the highest of the four evolutionary algorithms. However, TS has the 
shortest computation time, compared with the other evolutionary algorithms. 
Therefore, TS can be considered suitable for dealing with large rescheduling problems 
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where computation time is important, such as complex junction or station 
rescheduling.  
SA gives the optimal solution for all four scenarios considered; however, it is not 
expected to find the optimal solution in every scenario. SA takes the longest 
computation time, compared with the other evolutionary algorithms considered.   
In addition, although SA is terminable and controllable, it will not necessarily provide 
a good solution if the algorithm is terminated at an early stage. Furthermore, SA 
generally takes a long computation time for simpler scenarios, which can make it 
unsuitable for the railway rescheduling problem.  
GA provides a good solution with a reasonable computation time in the four scenarios 
used in this study. Since GA evaluates 80 sequences in each generation and saves the 
best sequences, it can give a good solution if the algorithm is terminated at any time. 
GA is also a strong, independent method; it does not require a parallel programming 
which needs updating in every generation, such as a tabu list or annealing 
temperature. Therefore, GA is not only suitable to be used singly in a railway 
timetable rescheduling application, but it is also suitable for parallel working with 
other algorithms or it could be part of a hybrid algorithm which could improve the 
searching efficiency. For example, Wegele et al. (2008) propose an algorithm which 
hybridises GA with a branch and bound algorithm for railway automatic rescheduling, 
and Zheng et al. (2006) propose an algorithm with parallel GA and SA for task 
schedules. Both of the results proved better than using a single algorithm.  
ACO gives the closest solution to the optimum and takes the second shortest 
computation time of the evolutionary algorithms in these four scenarios; ACO gives 
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the optimal solution in three quarters of these scenarios. Compared with GA, ACO 
achieved a better solution with a shorter computation time. Furthermore, ACO is not 
only a terminable algorithm, but also a controllable algorithm, so ACO is appropriate 
to be implemented at any junction and in any scenario. Therefore, it can be concluded 
that ACO is the most appropriate algorithm for further research and implementation. 
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Chapter 5:   Single Junction Rescheduling 
with Hybrid Algorithm  
In the last chapter, ACO has been shown to perform well in single junction 
rescheduling. Following this approach, in order to find more consistently a better 
solution which is optimum or close to optimum, while to reduce the computation time, 
a new algorithm is designed and introduced in this chapter that improves the 
searching efficiency. The author considers a modification of ACO that has a reduced 
computation time and also tends to provide good solutions.  
5.1  Introduction 
5.1.1   Local Minima of ACO 
Based on the discussion in the last chapter the performance of ACO offers a good 
compromise between convergence speed and quality of solution. It has been found to 
converge in a short time relative to the other tested evolutionary algorithms (it is the 
second fastest of the four tested), whilst on average it gives the second best solutions, 
relative to the optimum, found by BF. In the ACO case study with 12 trains, the 
decision tree has 13 levels. A reasonable computation time is obtained because all but 
one of the pheromone coefficients on the nodes on levels 2—4 reduce rapidly, making 
it unlikely that different nodes to the FCFS solution will be selected on levels 2—4. 
This effectively reduces the size of the search space at an early stage.  
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However, the main disadvantage of ACO is also obvious: the optimal path might start 
with a choice of nodes that initially have low pheromone coefficients. As an example, 
the first four levels of a decision tree and corresponding pheromone coefficients after 
three complete iterations are shown in Figure 5-1.   
In this example, the attempted best sequences always starts with the third node of the 
second level, which then retains the pheromone coefficient “1”, while the pheromone 
coefficients of the other three nodes of the second level are reduced three times to 
“0.125”. However, the optimal solution is illustrated as a dashed line, which starts the 
pheromone coefficient “0.125” of its first node. After three iterations, the possibility 
of choosing this node is only 9%, and the possibility of choosing the whole optimal 
path is much lower than this. At the same time, the possibility of choosing the third 
node which has pheromone coefficient “1” is 73%. Therefore, at the termination of 
the algorithm, the best solution is likely to be found to start with this node. For this 
reason, the best solution found by ACO can frequently be a local minimum rather 
than the global minimum. 
0.125 0.125 0.1251
0.25 0.5 1 1 10.5 0.50.5 0.5 0.5 0.25 0.5
 
Figure 5-1: Partial decision tree with pheromone coefficients after three iterations  
In theory, decreasing the pheromone coefficient decrease rate can enlarge the search 
space of ACO, which gives a higher probability of finding the optimum. However, 
this is at the cost of increasing the computation time. An improvement is introduced 
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here which is capable of finding a better solution, without increasing the computation 
time.  
5.1.2   Methodology of Stepping Out From Local Minima in ACO 
The local minima problem of ACO also has been found in many other studies, such as 
travelling salesman problems (Shang et al., 2007) and the quadratic assignment 
problem (Qi et al., 2009). Researchers have proposed to use a new algorithm which 
could hybridise with ACO, in order to step out from local minima, without increasing 
the search time.   
Shang et al. (2007) propose GA hybridised with ACO for travelling salesman 
problems. The authors also tried the standard SA, the standard GA and the standard 
ACO for the same problem. The hybrid algorithm was shown to be more effective 
than the three above-mentioned algorithms. Furthermore, there are many other 
researchers who show hybrid ACO and GA to provide a more effective search. Chen 
et al. (2005) and Liu and Meng (2008) studied this hybrid algorithm for continuous-
space/domain optimisation problems. However, none of these ACO applications are 
based on a decision tree.   
In the mathematical model of ACO used in this thesis, a GA could aggravate decision 
tree based ACO into dropping into local minima.  
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Figure 5-2: Example of ACO-GA hybrid where the GA uses the results of ACO 
When ACO drops into local minima, the first several trains of the current best 
sequences tend to be the same. Using any kind of GA crossover operator is likely to 
only swap the middle part or the latter part of the current sequences. An example is 
given in Figure 5-2; GA could change the first several trains of the current best 
sequences with a very low probability (for two-point crossover, the first train will be 
changed 8% of the time; the second train will be changed 16% of the time). 
Furthermore, after the processing of the GA, every time the pheromone coefficients of 
the new current best solution will be updated to 1. GA, therefore, increases the 
likelihood of ACO dropping into local minima. Therefore, another algorithm is 
introduced to enable the solution to escape from local minima, which is a type of local 
search.   
Gambardella and Dorigo (2000), who first proposed the concept of ACO, describe a 
hybrid ACO and local search algorithm for improving the search quality of ACO 
without increasing the computational time and complexity. The authors also apply a 
hybrid algorithm, which is built on a feasible solution model similar to a decision tree 
model, in travelling salesmen problems. The random swapping nature of local search 
can help ACO to step out from local minima, and the hybrid algorithm works much 
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more effectively than using standard ACO. Furthermore, Qi et al. (2009) analyse the 
constructive procedure of ACO and local search algorithm, and then the authors 
describe the complementarities of the two algorithms. They then demonstrate the 
results of the hybrid of local search and ACO, which is found to be competitive in 
travelling salesmen problems.  
5.1.3   Review of Local Search and Its Local Minima 
As stated in the introduction to local search in Chapter 3 (Section 3.1), the solution of 
local search can also frequently be a local minimum rather than the global minimum. 
This local minimum, nevertheless, is very different from the local minimum found by 
ACO.  
In a local search algorithm, a local minimum means that there is no better solution 
which can be found in one iteration from the current solution, but some solution exists 
which is better; the current solution is then called the local minimum of a local search.   
5.2  Hybrid Concept of ACO and Local Search 
Based on the different strengths and weaknesses of the two algorithms, the 
shortcomings can cancel each other out by hybridising the algorithms. The local 
search is inserted between iterations of the ACO.   
The starting point for the local search is the current best solution, which may or may 
not be trapped in a local minimum. If the ACO search has become trapped in a local 
minimum, the random nature of local search within the hybrid algorithm will 
potentially allow the search to step out of the local minimum, which would not be 
possible by ACO alone.  
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From the current best solution generated by ACO, a number of neighbouring solutions, 
k, is generated. From each of these, a further neighbouring solution is generated, 
resulting in 2k new potential solutions. Their costs are evaluated and the pheromones 
updated in the same way as in the ACO algorithm. By this hybridising, the algorithm 
can take full advantage of the rapid convergence of ACO, while stepping out from 
local minima by using local search.   
In selecting an algorithm to hybridise with ACO, the main aim is to be able to step 
away from local minima into different areas of the search space. The simplicity of 
local search is advantageous because it can provide this function quickly and simply. 
If another of the evolutionary algorithms such as TS or SA were selected for use in 
the hybrid algorithm it would be less efficient. If SA were selected, the algorithm 
would certainly be slowed down, while the lack of randomness of TS would prove 
inefficient in moving away from local minima.  
5.3  Study of Hybrid Algorithm  
The steps for the hybrid algorithm are given below. 
Step 0: Set the number of iterations,       
Construct the decision tree. Set all pheromone coefficients to 1. 
Select the FCFS sequence and   other randomly selected possible 
sequences. Then go to step 1 (step 0 is only the start of this algorithm). 
This step is selection of the initial solutions. Since this hybrid algorithm will also be 
tested using the case study introduced in Chapter 2, 10 ants per iteration is still used 
here, and the FCFS sequence is selected as one of the initial sequences.  
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Step 1: From the top node, the branches are selected one by one until the 
bottom node is reached.  
To select each node a random number, r, is chosen,                
 
     
            -------------------- node    is chosen 
   
   
       
 
  ---------- node    is chosen 
where    is the pheromone on the node   , and   is the total number of 
branches on the next lower level.   
This step is exactly the same as ACO, which is introduced in Chapter 4 (Section 4.5).  
Step 2: Evaluate the cost of each sequence,       to       . 
Identify the sequence with the lowest cost:   , and list the decision tree 
nodes of this sequence. 
List all decision tree nodes of all other evaluated sequences. Divide 
their corresponding pheromone coefficients by 2. 
The pheromone coefficients of nodes on the    path are set to 1.  
This step is also the same as ACO, and with the intention of taking full advantage of 
rapid convergence, the pheromone coefficient decrease rate is set to 0.5.   
Step 3: Five neighbourhood sequences of    are chosen:             
                 . A neighbourhood sequence is selected by swapping 
two trains in the sequence randomly. The feasibilities of these five 
neighbourhood sequences are checked, and infeasible sequences are converted 
using the method described in Section 4.1.2. - 
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Another neighbourhood sequence of each of the last five is chosen randomly: 
                              . Any infeasible sequence is 
converted. 
Evaluate the cost of these 10 sequences. 
Identify the lowest cost sequence:     
Divide by 2 the pheromone coefficients of the nodes visited on 10 tree paths 
corresponding to N1 to N10. 
If              , list the decision tree nodes of    , and set its pheromone 
coefficients to 1.  
This step is the local search part of the hybrid, which potentially helps ACO to step 
out from its local minima. In hybrid algorithm theory, the local search should be 
based on the current best solution of ACO, and the number of local search individuals 
should be the same as the ACO (Dorigo and Stützle, 2004), which is 10 individuals 
per iteration. In order to increase the possibility of stepping out from the local minima 
of ACO, the local search is done twice on 5 individual solutions. The first five new 
individuals are from the current best solution of ACO, and the other five are based on 
these five individuals.   
As noted before, local search may lead to infeasible sequences, therefore the 
infeasible-feasible converter is used here. Then the best solution from these 10 new 
solutions is selected and compared with the best ACO solution; the better of these two 
solutions is kept for later use and the pheromone coefficients of all nodes are updated 
based on this.  
Step 4: Increment   by 1. 
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Go back to step 1 unless the best solution has remained the same for 5 
consecutive iterations, in which case, terminate the algorithm. 
Termination criteria of the same solution for 3, 4, 5, 6, 7, 8, 9 and 10 iterations were 
tested, before adopting 5.   
5.4  Results and Discussion: Case Study Scenarios 
In this section, the hybrid algorithm is applied to the four case study scenarios that 
were introduced in Section 2.5. The result of the hybrid algorithm in each case is 
shown in Table 5-1. Optimal solutions are marked with an asterisk. 
 Computation time 
(s) 
Total delay cost 
(£) 
Sequence and Delay cost 
Scenario 1 68.236 90 * Order: 2, 4, 3, 1, 5, 6, 7, 8, 9, 10, 11, 12 
Delay: 1 (£60), 5 (£10), 8 (£20) 
Scenario 2 74.891 230 * Order: 2, 3, 4, 5, 6, 7, 8, 1, 9, 10, 11, 12 
Delay: 1 (£120), 9(£40), 10(40), 11(£10), 12 
(£20) 
Scenario 3 80.274 290 * Order: 2, 3, 4, 5, 1, 6, 8, 9, 10, 11, 7, 12 
Delay: 1(£80), 6(£20), 8(£20), 9(£40), 10(£40), 
11(£10), 7(£40), 12(£40) 
Scenario 4 77.402 370 * Order: 8, 1, 2, 9, 3, 4, 5, 6, 7, 10, 12, 11 
Delay: 1(£60), 2(£120), 3(£10),4(£40),5(£10), 
6(£20), 7(£10), 10(£40), 12(£20), 11(£40) 
Table 5-1: Results of hybrid algorithm for each scenario 
The hybrid algorithm gives the optimal solution in each scenario. The delay costs and 
computation times are compared with BF, local search algorithm and standard ACO, 
and are shown in Table 5-2 and Table 5-4. 
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 Method Scenario 1 Scenario 2 Scenario 3 Scenario 4 
BF £90 £230 £290 £370 
Local Search £150 £300 £360 £370 
ACO £90 £230 £310 £370 
Hybrid Algorithm £90 £230 £290 £370 
Table 5-2: The delay costs for the hybrid algorithm for each scenario 
 
Method Scenario 1 Scenario 2 Scenario 3 Scenario 4 
BF 1692 s 1692 s 1692 s 1692 s 
Local Search 91 s 82 s 93 s 79 s 
ACO 79 s 81 s 76 s 73 s 
Hybrid Algorithm 68 s 75 s 80 s 77 s 
Table 5-3: The computation time for the hybrid algorithm for each scenario  
Compared with the delay cost of standard local search and standard ACO, the hybrid 
algorithm gives a better solution. From a computation time point of view, although 
the computation time of the hybrid algorithm is slightly longer than standard ACO in 
scenarios 3 and 4, the average computation time of the hybrid algorithm over the four 
scenarios is the shortest compared with the standard local search algorithm and 
standard. For these four scenarios, the average computation time of the hybrid 
algorithm is 75 s; the average computation time of ACO is 77 s.   
5.5  Results and Discussion: 100 Random Scenarios of the Case Study 
As a simple statistical test, 100 different delay scenarios were randomly generated by 
choosing a delay for each train from independent uniform distributions from -4 to 9 
minutes (negative value means a train running before its timetabled time). This 
interval was selected by referring back to Figure 1-1, where it is shown that about 80% 
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of trains arrive at their destination within a interval of early arrival by 4 minutes to 
late arrival by 9 minutes. This range of delays is large enough, compared to the 
spacing between trains in the nominal timetable, to cause some trains to approach the 
junction in a different order from normal. The train positions and the headways are 
checked in each random scenario; if two or more trains overlap or have an illegal 
headway, the following trains are adjusted to the legal headway position with the 
corresponding number of delay minutes.  
The results of rescheduling each randomly generated delay scenario using the hybrid 
algorithm, BF, ACO and FCFS methods are shown in Table 5-4. Four differences are 
calculated and are also shown in Table 5-4:  
                                                        
                                                          
                                                                       
                                                                         
Scenario BF FCFS ACO Hybrid D1 D2 D3 D4 
1 290 320 290 290 30 0 0 0 
2 380 410 400 400 30 20 20 0 
3 150 300 150 150 150 0 0 0 
4 50 380 50 50 330 0 0 0 
5 340 400 340 340 60 0 0 0 
6 200 220 200 200 20 0 0 0 
7 290 420 320 290 130 30 0 30 
8 290 390 390 290 100 100 0 100 
9 180 180 180 180 0 0 0 0 
10 280 380 300 280 100 20 0 20 
11 270 340 320 320 70 50 50 0 
12 230 230 230 230 0 0 0 0 
13 90 120 110 90 30 20 0 20 
14 220 230 230 220 10 10 0 10 
15 320 380 370 320 60 50 0 50 
16 180 230 180 180 50 0 0 0 
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17 310 320 320 310 10 10 0 10 
18 290 360 360 360 70 70 70 0 
19 410 420 410 410 10 0 0 0 
20 130 310 230 130 180 100 0 100 
21 150 340 150 150 190 0 0 0 
22 170 230 180 170 60 10 0 10 
23 20 100 60 20 80 40 0 40 
24 270 270 270 270 0 0 0 0 
25 240 360 330 270 120 90 30 60 
26 160 290 200 160 130 40 0 40 
27 180 300 180 180 120 0 0 0 
28 200 390 390 200 190 190 0 190 
29 140 410 140 140 270 0 0 0 
30 100 350 310 100 250 210 0 210 
31 50 140 110 50 90 60 0 60 
32 60 310 230 190 250 170 130 80 
33 400 420 410 400 20 10 0 10 
34 210 330 230 210 120 20 0 20 
35 320 410 320 320 90 0 0 0 
36 140 400 290 140 260 150 0 150 
37 10 270 230 10 260 220 0 220 
38 260 260 260 260 0 0 0 0 
39 160 200 180 160 40 20 0 20 
40 280 280 280 280 0 0 0 0 
41 360 420 380 360 60 20 0 20 
42 50 230 50 50 180 0 0 0 
43 250 390 350 250 140 100 0 100 
44 250 330 260 250 80 10 0 10 
45 220 320 290 220 100 70 0 70 
46 200 290 200 200 90 0 0 0 
47 410 420 420 410 10 10 0 10 
48 80 380 250 80 300 170 0 170 
49 240 360 240 240 120 0 0 0 
50 270 310 310 270 40 40 0 40 
51 20 130 110 20 110 90 0 90 
52 270 300 300 270 30 30 0 30 
53 360 400 360 360 40 0 0 0 
54 170 370 240 170 200 70 0 70 
55 190 380 220 190 190 30 0 30 
56 40 350 150 80 310 110 40 70 
57 250 290 280 250 40 30 0 30 
58 370 410 410 370 40 40 0 40 
59 90 300 110 90 210 20 0 20 
60 40 130 110 40 90 70 0 70 
61 80 210 80 80 130 0 0 0 
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62 290 350 340 290 60 50 0 50 
63 310 370 340 310 60 30 0 30 
64 270 350 270 270 80 0 0 0 
65 200 270 200 200 70 0 0 0 
66 140 220 150 140 80 10 0 10 
67 270 380 280 270 110 10 0 10 
68 240 410 280 240 170 40 0 40 
69 280 360 300 280 80 20 0 20 
70 60 270 190 60 210 130 0 130 
71 290 390 290 290 100 0 0 0 
72 290 340 340 340 50 50 50 0 
73 400 410 410 400 10 10 0 10 
74 350 390 350 350 40 0 0 0 
75 80 400 170 80 320 90 0 90 
76 400 410 410 400 10 10 0 10 
77 90 300 180 90 210 90 0 90 
78 100 250 130 100 150 30 0 30 
79 10 240 160 10 230 150 0 150 
80 130 140 130 130 10 0 0 0 
81 120 360 130 120 240 10 0 10 
82 250 370 270 250 120 20 0 20 
83 170 220 180 170 50 10 0 10 
84 0 80 0 0 80 0 0 0 
85 170 360 250 170 190 80 0 80 
86 70 270 240 70 200 170 0 170 
87 350 400 370 350 50 20 0 20 
88 70 290 70 70 220 0 0 0 
89 290 390 370 290 100 80 0 80 
90 320 410 320 320 90 0 0 0 
91 0 40 0 0 40 0 0 0 
92 60 100 80 60 40 20 0 20 
93 20 310 150 20 290 130 0 130 
94 340 380 350 340 40 10 0 10 
95 20 280 20 20 260 0 0 0 
96 280 370 300 280 90 20 0 20 
97 200 350 250 230 150 50 30 20 
98 340 340 340 340 0 0 0 0 
99 160 220 170 160 60 10 0 10 
100 20 80 40 20 60 20 0 20 
Average 200.8 309.9 240.7 205.0 109.1 39.9 4.2 35.7 
Occurrence Frequency of “0” 6 32 92 36 
Table 5-4: The costs of different algorithms across 100 delay scenarios, in £   
The average computation time of using each algorithm is shown in Table 5-5. 
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Algorithm BF FCFS ACO Hybrid 
Average Computation 
Time 
1692 0.005 74 72 
Table 5-5: The average computation time of different algorithms in 100 delay scenarios, in 
seconds  
The BF results give the lowest possible cost for each scenario, as all 369,600 possible 
solutions were checked. This computation took 1692 seconds. The minimum cost 
given by BF is not necessarily £0 – in these 100 scenarios, only two of the initial 
delays can be fully recovered. The hybrid algorithm never gives a higher cost than 
FCFS, as FCFS is used as one of the initial sequences in this algorithm. In some 
scenarios, the BF, FCFS, ACO and hybrid algorithms give the same cost. In these 
cases the hybrid algorithm necessarily stops after the first 5 iterations as FCFS is the 
optimum result and is also one of the starting sequences.   
In average value analysis, the average cost for BF is £201, for FCFS it is £310, for 
ACO it is £241 and for the hybrid algorithm it is £205. The BF cost is the best that 
can be achieved for each scenario. The average hybrid algorithm cost is very close to 
that of BF, but the average computation time is improved by a factor of 23.5. The 
average cost for the hybrid algorithm is £35.7 lower than ACO, equivalent to a 14.8% 
improvement. The computation time is slightly better on average; 72 seconds for the 
hybrid algorithm compared to 74 seconds for ACO.  
By using probability analysis, in Table 5-4, the occurrence frequency of “0” for D1, 
D2 and D3 is 6, 32 and 92. FCFS has a possibility of 6% of achieving the optimal 
solution; for ACO the possibility is 32% and the hybrid algorithm has a possibility of 
92% of achieving the optimal solution. The occurrence frequency of “0” for D4 is 36, 
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which means that the hybrid algorithm has a possibility of 64% of selecting a better 
solution than ACO.  
In the worst case analysis, the largest difference between BF and the hybrid algorithm 
is in scenario 32 (£130). Although the result of the hybrid algorithm is £190, which is 
about three times as high as the BF results (£60), the result of the hybrid algorithm is 
still much better than the FCFS result (£310) and significantly (25.8%) better than the 
ACO results (£230) for the same scenario.   
5.6  Conclusions 
The ACO algorithm easily becomes trapped in local minima. Generally, this is 
because all but one of the pheromone coefficients of the upper level nodes decrease 
significantly within a few iterations, resulting in all but one potential solution paths 
being unlikely to be tried later on.   
The local search gives a change in train sequence, moving to a different part of the 
search space, but on its own the local search also tends to get trapped into local 
minima. The hybridisation of DTBACO with the local search helps to escape local 
minima.   
A comparison between ACO, BF, and FCFS using randomised train delays shows the 
improvement that is possible using the hybrid approach. Over the 100 scenarios 
considered here, the hybrid algorithm has a possibility of 92% of achieving the 
optimal solution, and it gives an average cost very close to BF and much better than 
FCFS. Furthermore, this hybrid algorithm only takes 4% of the computing time of BF. 
In terms of the quality of the solution, the hybrid algorithm shows a significant 
improvement over ACO alone, while the speed of convergence remains similar.   
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Chapter 6:   Optimal Multi-junction 
Rescheduling and Rescheduling Region 
As is well known, a delayed train can cause knock-on delays, which may lead to a 
whole network delay. An optimal rescheduling decision of the trains at one junction 
area may not be the optimal decision for the whole network. Therefore, a new 
approach is introduced in this chapter to find the optimal solution for multi-junction 
train rescheduling.   
6.1  Introduction to Multi-junction Rescheduling 
6.1.1   Difference between Single-junction Rescheduling and Multi-junction 
Rescheduling 
As discussed in the last few chapters, the aim of optimal single-junction rescheduling 
is to find the optimal train sequence for a single junction area. However, trains may 
have one or more conflicts at another junction area during the remainder of their 
journey after the single junction rescheduling has taken place.   
In the simulator used in this thesis, single junction rescheduling gives no further 
intelligent instructions to the trains after they have passed the junction area under 
consideration, and it is assumed that they travel to their destination according to their 
legal possible maximal speed. The newly rescheduled order and relative positions of 
trains may be inappropriate for following junctions and could cause a more serious 
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conflict than at the original junction area. Only considering one junction area may 
therefore lead to a higher overall network delay cost, which is produced by disturbed 
trains at other junctions.  
Optimal multi-junction rescheduling (OMJR) takes a control region into account, 
within which there may be more than one junction area. A multi-junction train 
rescheduling system optimises a series of rescheduling solutions with the aim of 
finding the lowest delay cost for all disturbed trains which travel through this region. 
OMJR emphasises reducing the delay of the whole control region rather than reducing 
individual junction area delay.  
6.1.2   Review of Multi-junction Rescheduling Approaches  
Multi-junction rescheduling is an extremely complex problem, and it cannot be fully 
described by one decision tree. The number of possible solutions for a multi-junction 
rescheduling problem is more than the product of the number of solutions for each 
single junction. There is not much published literature focused on this problem. While 
it seems clear that Rule Based (RB) approaches and alternative graph based 
approaches can give a conflict-free solution for multi-junction rescheduling or even 
whole network control (Cheng, 1998b, D'Ariano, 2008), they frequently do not 
provide optimal or even close to optimal solutions. Therefore, agent-based modelling 
methods are proposed to break down the multi-junction rescheduling problem.   
The majority of reported multi-junction rescheduling is based on the agent-based 
modelling system, which is composed of decentralised individual agents (e.g. train 
control centres) and exchanges of their localised information (Teodorovic, 2008). This 
localised information exchange uses the achieved results from each agent as inputs to 
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the multi-junction rescheduling problem. Davidsson et al. (2005) introduces a survey 
of existing research on agent-based approaches to traffic control, and concludes that 
agent-based approaches are suitable for the traffic control domain.  
In the railway multi-junction rescheduling domain, Proenca and Oliveira (2004) 
suggest a multi-agent system for communications based railway traffic control. Their 
modelling system is composed of two independent layers: 'Control' and 'Learning'. 
'Control' is responsible for single-junction rescheduling and station control. 'Learning' 
considers an optimal global solution by coordinating the results of the 'Control' layer. 
Chou (2009) introduces a similar rescheduling approach by using the multi-agent train 
traffic control principle for solving the multi-junction rescheduling problem. In his 
study, the multi-junction rescheduling solution is achieved by adjustment of the 
solution of each single-junction area until it does not produce further conflict in the 
overall control region. These agent based methods are more successful than RB 
methods and alternative graph based methods, but cannot be guaranteed to find 
solutions that acceptably close to optimal, in most cases.  
A study of the agent-based modelling approach shows that the multi-junction 
rescheduling problem can be solved by rescheduling in individual junction areas 
(agents). However, it is unlikely to provide an optimal solution. As shown in  
Figure 6-1, each single-junction area can be considered as being controlled by an 
independent agent, such that junction area A is controlled by agent A; junction area B 
is agent B. In the agent-based modelling approach, the optimal multi-junction solution 
is searched for by adjustment of the solution of each agent using a method such as 
local search or similar. The important fact is that the solution of agent A can cause 
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conflict with the solution of agent B, and that at least some conflict is unavoidable in 
a busy railway. 
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Figure 6-1: The principle of agent-based modelling approach (Fan) 
The design of a novel OMJR approach is introduced in the next section.  
6.2  Concept of Optimal Multi-junction Rescheduling Design 
In the OMJR approach design in this thesis, the system is addressed as a single control 
problem which contains many time stages, rather than a series of communications 
based distributed individual control problems. In other words, the OMJR system is 
broken down by units of time, based on the size of the individual junctions and the 
characteristics of the trains under consideration, as follows.  
In each time stage, trains can be rescheduled no more than once since they can only 
reach one junction area during any stage due to the choice of the unit time. Trains will 
be rescheduled stage by stage to give the best chance of optimality, while ensuring 
that they are conflict-free. This OMJR will finally give a series of rescheduling 
solutions with the lowest overall delay cost of all disturbed trains which travel within 
this region.  
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6.2.1   Unit Time 
It is important to first know the length of the unit time in this OMJR system. This unit 
time is found by a simple train running time evaluation: all trains which are 
timetabled to cross two or more junction areas within the control region are selected, 
and the corresponding conflict-free running times from their starting positions to the 
edge of their first timetabled junction area are evaluated for maximum legal speed. 
For example, for Train 1 in Figure 6-2, the running time for the distance between the 
current position of Train 1 and the border line of junction area B is evaluated. After 
all running times are evaluated, the train with the shortest running time is deduced, 
and this time n is chosen to be the unit time used to divide the stages. 
A B C
1
2
3
4
5
01 (24)
02 (23)
03 (15)
04 (32)
05 (14)
06 (41)
07 (15)
08 (42)
09 (31)
10 (32)
11 (52)
12
 (4
1)
  
Figure 6-2: A control region example of optimal multi-junction rescheduling (Fan) 
6.2.2   Trains in the Control System 
After the unit time is known, the trains which must be considered in this optimal 
multi-junction rescheduling can be calculated. These trains can be found by a simple 
train running time evaluation, as follows. The conflict-free running times of all trains 
timetabled to travel within the multi-junction control area from their starting position 
at the designated initial time to the border line of the edge of the first junction area 
reached are evaluated. The longest of these running times, m, is selected. Then all the 
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trains that can arrive at the edge of any of the junction areas within time m are 
selected for consideration in this train rescheduling. This guarantees that all of the 
conflicts and potential conflicts can be fully solved for a timetable disturbance in the 
control region.  
6.2.3   Control Stages 
The number of control stages S is found from the longest running time m and the 
shortest time n from one junction area to another: 
               
 
 
                                                       (6-1)  
Based on the unit time, all considered trains are allocated to different control stages. 
In each stage, trains allocated to it at each junction area are rescheduled using a 
synchronous single-junction rescheduling approach.   
The control stage allocation is also found from the train running time evaluation. All 
considered trains are evaluated S times to find their positions at 
times              . If they can reach or cross their next scheduled junction areas 
within a given time interval, they are allocated to the corresponding stage.   
For example, in Figure 6-2, assume that Train 11 can reach junction area C within 
time n, then it is considered for rescheduling. If it cannot reach junction area C within 
time n, Train 11 is then not considered in stage 1 of this optimal multi-junction 
rescheduling. If Train 11 can reach or cross junction area C between time n and 2n 
and reach or cross junction area B between time 3n and 4n, then Train 11 will be 
considered for rescheduling in stage 2 and stage 4.  
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6.2.4   Control System 
Once the unit time, trains in the control area and the control stages are known, the 
optimal multi-junction rescheduling system can be built, as shown in Figure 6-3. All 
considered trains are rescheduled stage by stage until stage S. The running time and 
delay penalties of all considered trains will be evaluated according to the rescheduling 
results of every stage by train running time estimation. At the end of each stage, this 
estimation calculates the positions of trains. The position information is passed from 
one stage to the next until stage S. Additionally, the total running time and associated 
delay cost from each train is calculated when the train has passed all its timetabled 
junction areas in this control region. The running time estimation calculation method 
used by the simulator is explained in detail in Appendix A. 
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Figure 6-3: Multi-junction rescheduling system (Fan) 
This OMJR system is designed using an evolutionary approach; the total delay cost at 
the end of every iteration (corresponding to rescheduling in each of the S stages) is 
compared, updated and analysed with the previous cost. It is derived from the basic 
evolutionary algorithms that were introduced in Chapter 4. These basic algorithms can 
be understood as feedback control systems which analyse and update the current best 
solution by methods such as tabu list, annealing function or pheromone coefficient.  
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6.2.5   Summary 
This OMJR approach design is composed of two main steps: “prediction” and 
“control”. In the “prediction” step, the unit time, considered trains and the control 
stages are calculated by conflict-free train running time predictions. In the “control” 
step, a rescheduling algorithm is used to search for the optimal rescheduling solution, 
which contains a series of rescheduling solutions by stage.  
The allocation of trains to stages for rescheduling means that once a feasible sequence 
has been calculated, no further conflict will occur within the given stage. This is 
because the unit time is calculated such that all trains may only reach a maximum of 
one junction area during a unit time. Therefore the stage by stage division of the multi 
junction rescheduling problem is capable of producing good quality, conflict-free 
solutions.  
6.3  Introduction to Multi-junction Case Study 
6.3.1   Introduction to the Multi-junction rescheduling Region 
The multi-junction case study is an extension of the single-junction case study (North 
Stafford Junction and Stenson Junction) introduced in Chapter 2. The control area t is 
located on the Derby to Birmingham Line, and is shown in Figure 6-4. A detailed 
track diagram of this region is shown in Appendix C. There are six junctions 
considered in this region, namely, Branston Junction, Birmingham Curve Junction, 
Leicester Junction, North Stafford Junction, Stenson Junction and Melbourne Junction. 
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Figure 6-4: Multi-junction case study on the Derby-Birmingham line  
The single junction case study rail infrastructure considered previously is a junction 
area consisting of two simple adjacent junctions (North Stafford Junction and Stenson 
Junction). In the multi junction case study, four further simple junctions in two 
distinct junction areas are added. Junction area A contains Branston Junction, 
Birmingham Curve Junction and Leicester Junction; Junction area B contains North 
Stafford Junction and Stenson Junction; Junction area C contains only Melbourne 
Junction.  
6.3.2   Introduction to the Initial Timetable and Delay Scenarios 
In order to test the OMJR approach in depth, the original timetable is set to be busier 
than real operations in this region. With the purpose of describing this case study 
clearly, all of the considered trains are shown at their timetabled initial positions on 
the simplified track map of the control region, in Figure 6-5. The seven directions are 
named A to G; the junction areas are named X, Y and Z; and trains are numbered 1 to 
31. The letters (shown in brackets) are of the form (origin, destination). An origin 
may be either a direction or a junction area, while a destination may only be a 
direction. When the initial position of a train is between two junction areas, the origin 
is marked as the junction area it has just passed to distinguish its position. 
Uttoxeter Marchington Tutbury Hatton
Burton on Trent
Willington
Peartree
N Stafford Jn
Melbourne Jn
Leicester Jn
Stenson Jn
Branston Jn 
Birmingham 
Curve Jn
Junction Area A
Junction Area B
Junction Area C
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E
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14 (CF)
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22 (DA) 23 (DB)
D24 (DC)
 
Figure 6-5: Considered trains in simplified track diagram of example OMJR control region   
The initial conflict-free timetable of these 31 trains is shown in Table 6-1. The same 
three types of train considered previously are used again here, although the delay 
penalties are different. The distances between current position and next timetabled 
junction area, and the directions in which the destinations lie are given. The table also 
shows an ordered list of junction areas that trains need to pass.   
Train 
number 
Train type Delay 
penalty 
(£ /min) 
Initial distance 
from next junction 
area 
(km) 
Destination 
direction 
Junction areas 
to cross 
1 Class 150 20 1 F X, Y, Z 
2 Class 220 40 8 G X, Y, Z 
3 Freight 10 11 B X 
4 Class 150 20 13 F X, Y, Z 
5 Class 220 40 3 F X, Y, Z 
6 Class 220 40 7 A X 
7 Freight 10 11 D X, Y 
8 Class 150 20 16 F X, Y, Z 
9 Class 220 40 3 A X 
10 Class 220 40 9 F Y, Z 
11 Freight 10 10 B X 
12 Class 150 20 3 G Y, Z 
13 Class 150 20 1 D Y 
14 Class 220 40 7 F Y, Z 
15 Freight 10 14 G Y, Z 
16 Class 220 40 16 F Y, Z 
17 Freight 10 5 G Z 
Chapter 6: Optimal Multi-junction Rescheduling and Rescheduling Region Discussion 
97              
 
Train 
number 
Train type Delay 
penalty 
(£ /min) 
Initial distance 
from next junction 
area 
(km) 
Destination 
direction 
Junction areas 
to cross 
18 Class 150 20 5 C Y 
19 Freight 10 5 F Z 
20 Class 150 20 6 B Y, X 
21 Class 220 40 1 E Z 
22 Class 220 40 1 A Y, X 
23 Freight 10 3 B Y, X 
24 Class 150 20 10 C Y 
25 Class 150 20 8 F Z 
26 Freight 10 14 G Z 
27 Class 150 20 3 A Z, Y, X 
28 Class 220 40 1 B Z, Y, X 
29 Class 220 40 6 B Z, Y, X 
30 Freight 10 11 C Z, Y 
31 Class 150 20 14 A Z, Y, X 
Table 6-1: The conflict-free timetable and train delay penalties  
Four scenarios are considered, as follows:  
Scenario (1): Train 1 is delayed by 3 minutes, resulting in a conflict with Train 9 in 
junction area X - for this scenario, the first train to pass through junction area X is 
delayed. In this scenario, different rescheduling decisions could cause different delay 
scenarios and conflicts in the other junction areas.  
Scenario (2): Train 1 is delayed by 7 minutes and Train 22 is delayed by 7 minutes– 
for this scenario, the delay happens at two junction areas; the order of Train 1 and 
Train 2 is reversed and Train 22 and Train 23 is reversed. 
Scenario (3): Train 1 is delayed by 5 minutes and Train 27 is delayed by 5 minutes, 
resulting in Train 2 being delayed by 2 minutes and Train 29 is delayed by 4 minutes 
– for this scenario, the delays of Train 1 and Train 27 result in a knock-on delay to 
Train 7 and Train 29 at two junction areas.  
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Scenario (4): Train 5 is delayed by 4 minutes, Train 13 is delayed by 4 minutes, Train 
22 is delayed by 4 minutes and Train 28 is delayed by 4 minutes – for this scenario 
multiple trains at all three junction areas travelling in four directions are delayed and 
knock-on delays occur.   
6.4  Implementation of the Optimal Multi-junction Rescheduling 
Approach 
The steps for the optimal multi-junction rescheduling approach are given below. An 
example illustrating the steps is also included in the description. 
Step 1 
Identify the different track distances between entrance points to all pairs of junction 
areas. 
An example is shown in Figure 6-6.   
Save the distances as             .  
The sequence of the distances, Di, is unimportant.  
1
2
3
4
D4
D3
X
Y
Entrance Points of 
Junction Area Border Line 
Entrance Point of Another 
Junction Area Border Line 
Entrance Points of 
Junction Area Border Line 
Entrance Point of Another 
Junction Area Border Line 
D1
D2
 
Figure 6-6: Distance between entrance points of pairs of junction areas  
Deduce which Di apply to each train by observing which junction areas they need to 
pass and save as   .  
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The junction areas that need to be passed in this example are shown in Table 6-1. For 
example, Train 1 needs to cross junction areas X, Y and Z, so                 ; Train 31 
needs to cross junction area Z, Y and X; it is saved as                   . If a train only 
needs to cross one junction area in this control region no    will be saved, e.g., for Train 6, 
        .  
For each    use the simulator to evaluate the conflict-free running time over each of 
its corresponding distances.  
The simulator must use the appropriate track and train parameters, e.g. line speed limit, train 
class.   
Amongst all evaluated running times between pairs of junctions, select the shortest 
running time, and declare it to be the unit time, n.  
Evaluate the total running time of every train for the distance between its starting 
position and the exit point of the last junction area that it needs to cross. 
Select the longest running time and denote it m.  
Find the number of stages S using Equation 6-1:                   .  
For each train, calculate the distances between their starting position and the entrance 
point to every junction area that the train needs to cross and list in the variable    .  
For example, Train 1 needs to pass junction areas X, Y and Z.          
    
    
  , where 
  
  is the distance from the starting position of Train 1 to the entrance point of junction area 
X;   
  is the distance from the starting position of Train 1 to the entrance point of junction 
area Y;   
  is the distance from the starting position to the entrance point of junction area Z.  
Using the    of each train, evaluate the conflict-free running time, Rt, of each distance 
K and save as    .  
For example, Train 1 needs to pass junction areas X, Y and Z.           
     
     
  , 
where    
  is the running time of Train 1 for distance   
 ;    
  is the running time of Train 1 
for distance   
  and    
  is the running time of Train 1 for distance   
 .  
It is always true that for any of the trains             .  
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For each train, identify the interval in which each Rt falls from [0, n), [n, 2n), 
[2n, 3n),…, [(S-1)n, Sn] and saved as                 ; where, if                , 
         for all i between 0 and S-1.  
Trains cannot be rescheduled more than once in a single stage.  
For example, if       seconds, S = 5, and           
     
     
                    , 
then           
    
    
          , which means: train 1 will be rescheduled in stage 2 at 
junction area X, in stage 3 at junction area Y and in stage 5 (which is the final stage, S) at 
junction area Z.  
List all trains corresponding to each rescheduling stage and junction area in a series of 
functions       , where   is the number of the stage,   is the junction area.  
For example, if                  , it means that Train 1, Train 5, Train 9 and Train 11 
will be rescheduled at junction area X in stage 1; if                      , then Train 4, 
Train 8, Train 16, Train 26 and Train 31 will be rescheduled at junction area Y in stage 3.  
Generate a two dimensional matrix sequence constraint function, CONS.  
The rows of this matrix correspond to each of the train lines within the control area and the 
trains are listed in the order in which they lie on the line at the beginning of the stage. Trains 
listed within any given row of the constraint matrix cannot overtake one another during any 
given stage. 
This sequence constraint function will be updated after every rescheduling stage with the new 
train positions. An example sequence constraint function for this case study is:  
21
CONS =
19 17 12 10 01 02 03 04
09 11 18 20 28 30 31 NAN NAN
05 06 07 08 NAN NAN NAN NAN NAN
13 14 15 16 NAN NAN NAN NAN NAN
20 23 24 NAN NAN NAN NAN NAN NAN
25 26 NAN NAN NAN NAN NAN NAN NAN
27 29 NAN NAN NAN NAN NAN NAN NAN
 
This corresponds to the initial sequence shown in Figure 6-5.  
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Create an independent ant path function         for every junction area at every 
stage.         is an Lc by Lc matrix, where Lc is the length of        and every 
row is a copy of       . 
Since there are three junction areas in the example shown here, there are     ant path 
functions created here. Each element in AP can be understood as equivalent to a decision 
tree node since a path between nodes from the top to the bottom provides a potential solution.   
Create the corresponding pheromone coefficient functions         for each 
       . Every pheromone coefficient function is an       matrix. 
Set the initial value of all         elements to 1.  
Every value of         represents the corresponding pheromone coefficient of the train in 
the same position of        . Figure 6-7 shows an example of an ant path function and 
corresponding initial pheromone coefficient function. 
1 5 63 8
1 5 63 8
1 5 63 8
1 5 63 8
1 5 63 8
1 1 11 1
1 1 11 1
1 1 11 1
1 1 11 1
1 1 11 1
C(3,Y) = 1 3 5 6 8
AP(3,Y) PC(3,Y)
An example function C The corresponding 
ant paths
The corresponding 
pheromone coefficient
 
Figure 6-7: An example of function C and its corresponding ant path pheromone coefficient 
function in the initial setting (Fan) 
As introduced previously, this optimal multi-junction design is composed of two main steps: 
'prediction' and 'control'; Step 1 is the completed 'prediction' step. All the preparation work 
before train rescheduling is done in this step. The important outputs for later use in this step 
are: the number of stages, S, which are a unit time n in duration; the stage to which each 
train is allocated and at which junction, which is contained in the three-dimensional matrix 
      , the sequence constraint function CONS and the pheromone coefficient function 
       . Only the sequence constraint function CONS and the pheromone coefficient 
function PC are variables, which will be updated after every stage and for each iteration as 
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the train positions change. All four other outputs S, n, C and AP are constant, for later use 
once the final rescheduling solution is found.   
Step 2 
Set the number of iterations,         
Select the FCFS sequence and another nine randomly selected feasible sequences for 
the trains in each junction area of stage 1 (the number of ants is selected refer to 
Section 4.5.2). 
For the first junction area in stage 1 the sequences are 
  
         
         
            
      , where,   
       is the FCFS sequence of 
      ; and the other nine sequences are random feasible sequences of       . Similarly, 
the ten sequences for the other junctions areas for stage 1 are 
  
         
         
            
       and   
         
         
            
      .   
Construct the first rescheduling solution   
  of stage 1 as 
   
         
         
        , which is also known as the FCFS solution.  
Construct the remaining nine rescheduling solutions of the first stage,   
  
   
         
         
        , …,    
      
          
          
        .  
Update the sequence of the rescheduling constraint function CONS to reflect the new 
positions of the trains based on the rescheduling solutions   
  to    
 ..  
Since different rescheduling solutions give different sequence constraints, the sequence 
constraints are saved as ten functions:                        . Figure 6-8 shows 
an example of the junction area and corresponding constraint function for two different 
example stages.  
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Figure 6-8: An example of sequence constraints in two different stages (Fan) 
Increase the stage by 1. For the trains in the next stage,               and       , 
select the FCFS sequence   
  that includes FCFS sequences for each junction area: 
  
         
         
      . Randomly select the other nine sequences,   
  to    
 , so 
that they satisfy respectively the sequence constraints                  . Update 
                  with the new train positions in   
  to    
    
Repeat the last sub-step until stage = S.  
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In every sub-step, ten rescheduling sub-solutions have been achieved. In total, there are 
     sub-solutions. The ith full solution consists of the ith sub-solution of every stage.   
For each of the ten full solutions, estimate the running time of each train from its 
initial position to its destination using the simulator.  
Evaluate the delay cost of all full solutions and save the solution with the lowest delay 
cost as:   .  
This    contains a series of optimal rescheduling sub-solutions for each stage and every 
junction area (   
        
  ).  
Finally, update the pheromone coefficient functions         so that any node which 
has been visited is reduced by multiplying with 0.5.  
Set the pheromone coefficients for the nodes on the lowest cost path,   , to 1.  
An example is shown in Figure 6-9. Firstly, list the FCFS and randomly selected sequences. 
Then, the elements that have appeared in each row of the listed sequences are selected. 
Compare these elements with the corresponding ant path function AP. The corresponding 
elements of pheromone coefficient function    of the listed are divided by 2. Finally, the 
corresponding pheromone coefficients of the best solution are reset to 1.  
1
Evaluated Orderings
1
5
911
95 11
1 95 11
1 95 11
1 95 11
1
5
9
11
1
9
1
5
11
9
11
5
9
1
5
11
9
11
1
5
Best
1 9
5 9 1 11
9 5 11 1
11 5
List elements which have 
appeared in each row
An example junction area in stage 1 
junction area X: 
O1  (1, X)
Find the position in function AP
0.5 0.51 1
0.5 0.50.5 0.5
0.5 0.50.5 0.5
1 10.5 0.5
Reduce the corresponding 
pheromone coefficient functions  PC
O11  (1, X) O
1
2  (1, X) O
1
3  (1, X) O
1
4  (1, X) O
1
5  (1, X)
1 95 11
95 111
95 11
1 95 11
Find the position of the best 
solution in function AP
1
0.5 11 1
1 0.50.5 0.5
0.5 0.51 0.5
1 10.5 1
Based on the updated PC, reset the 
corresponding pheromone coefficient 
functions  PC of the best solution to 1
 
Figure 6-9: The technique of updating pheromone coefficient functions (Fan) 
As introduced previously in the concept of this multi-junction rescheduling (section 6.2), the 
aim of this step is to initialise the rescheduling approach. Nine rescheduling solutions 
together with FCFS solution are evaluated and compared. The pheromone coefficient 
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functions are updated for the first time here. In later steps, ACO will be used and ants will 
select their path based on the updated pheromone coefficient functions.  
Step 3 
Increase   by 1 
Reset the sequence constraint functions CONS to the initial train positions.  
Reset the rescheduling stage to 1. 
Select ten new different sequences   
        
  from the current optimal sequence    
  by 
using the hybrid algorithm, which was described in detail in Section 5.2.  
Update                   according to the positions of trains in   
  to    
 .  
In this multi-junction rescheduling approach, the hybrid algorithm cannot be used in exactly 
the same way as in Chapter 5. This is because the sequence of constraints CONS is a variable 
when multiple junction areas are involved. Therefore, the hybrid algorithm is modified here. 
Since the infeasible-feasible converter is used after local search and it makes reference to the 
updated sequence of constraints in every stage, the different constraint sequence functions 
do not affect the local search part of the hybrid algorithm. Therefore, only the ACO part 
needs to be modified.   
In the modified ACO, every train is generated in each row of AP (similar to a single level of 
a decision tree; see Section 2.3.2) as shown in Figure 6-10. Every train in each level has its 
corresponding pheromone coefficient function        . In the search processing, only the 
next possible trains are generated, based on the updated sequence constraints. After this, the 
possibility of choosing the next train is based on the pheromone coefficient, in the same way 
as introduced for DTBACO in Chapter 5. Finally, the pheromone coefficients are updated 
based on the comparison of the new solution and the solution from the previous iteration. 
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1 2 3 4 5
1 2 3 4 5
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1
3
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Ordering 
Constraints
1 3
2 4 5
2 3 4 51
1 4 532
2 3 4 51
4 5321
32 41 5
Example AP (α, β)
ants travel from
 top to the bottom
Choices of first train 
according to ordering 
constraints 
Selection of first train 
and choices of second 
train 
Selection of first train 
and second train and 
choices of third train 
 
Figure 6-10: The technique of ACO in multi-junction control (Fan) 
Select ten sequences,   
  to    
 , for the next stage from    
  using the hybrid algorithm. 
Update                   according to the positions of trains in   
  to    
 . 
Repeat the last sub-step until stage = S. 
After this sub-step has been completed, ten new rescheduling solutions have been generated.   
Estimate the running time of each train to its destination and evaluate the delay costs 
of all solutions. 
Select the solution   with the lowest delay cost. If             then         
Reset the sequence of constraints CONS to the initial train positions. 
Update the pheromone coefficient functions         by dividing the pheromone 
coefficients of visited nodes by 2 and resetting the pheromone coefficients of nodes 
on the    path to 1.  
Step 3 executes an iteration of the modified hybrid algorithm, in which one iteration contains 
three sub-steps: 1. finding ten new rescheduling solutions based on the value of the 
pheromone coefficients; 2. using local search and solution adjustment to achieve an 
improvement; 3. updating the pheromone coefficient functions of the evaluated solutions for 
the next iteration. This step of the algorithm will be repeated until the termination criterion is 
met, as described in Step 4 below. In this modified hybrid algorithm, with the intention of 
taking full advantage of rapid convergence, the pheromone coefficient decrease rate is set to 
0.5.    
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Step 4 
Go back to step 3, unless the best solution has remained the same for 10 consecutive 
iterations, in which case, terminate the algorithm.  
6.5  Results and Discussion of the Optimal Multi-junction 
Rescheduling Approach 
In this section, the OMJR approach is applied to the four delay scenarios described in 
Section 6.3.2. For each of the delay scenarios, the total number of stages, S, is 4. 
Table 6-2, Table 6-3, Table 6-4 and Table 6-5 show the results of these four scenarios, 
including the rescheduling results of each stage and the delay cost for each delayed 
train. 
 Junction area Order in which the trains pass the junction 
area 
Stage 1 X 
Y 
Z 
09, 01, 05, 02, 06 
13, 22, 12, 23, 18, 20 
21, 28, 27, 29, 19 
Stage 2 X 
Y 
Z 
03, 11, 07, 04, 22 
10, 14, 28, 01, 24 
17, 25, 12, 30, 31 
Stage 3 X 
Y 
Z 
04, 23, 08, 20, 28 
15, 27, 05, 29, 02, 16 
26, 10, 14, 01 
Stage 4 X 
Y 
Z 
27, 29 
07, 30, 04, 31, 08 
15, 05, 02, 16 
Delayed Trains (Delay Cost in 
£) 
01(40), 02(80), 05(40), 07(30), 14(40), 27(40) 
Total Delay Cost £ 260 
Table 6-2: The results of scenario 1 of the OMJR approach 
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 Junction area Order in which the trains pass the junction 
area 
Stage 1 X 
Y 
Z 
09, 05, 02, 06, 01 
13, 12, 23, 18, 22, 20 
21, 28, 27, 29, 19 
Stage 2 X 
Y 
Z 
03, 11, 07, 04, 22 
10, 14, 28, 01, 24 
17, 25, 12, 30, 31 
Stage 3 X 
Y 
Z 
03, 11, 07, 04, 23 
10, 14, 28, 02, 24,  
17, 25, 12, 30, 31 
Stage 4 X 
Y 
Z 
27, 29 
07, 30, 04, 31, 08 
15, 05, 02, 01, 16 
Delayed Trains (Delay Cost in 
£) 
1(120), 3(20), 7(20), 22(200), 08(20), 20(30) 
Total Delay Cost £ 410 
Table 6-3: The results of scenario 2 of the OMJR approach 
 
 Junction area Order in which the trains pass the junction area 
Stage 1 X 
Y 
Z 
09, 05, 01, 06, 
13, 22, 12, 23, 18, 20 
21, 28, 19, 27 
Stage 2 X 
Y 
Z 
29, 17, 25, 12, 30, 31 
10, 14, 28, 24, 27 
02, 03, 11, 07, 04, 22 
Stage 3 X 
Y 
Z 
4, 23, 8, 20, 28 
15, 05, 01, 16, 29, 02 
26, 10, 14, 01 
Stage 4 X 
Y 
Z 
27, 29 
07, 30, 04, 31, 08 
15, 05, 01, 02, 16 
Delayed Trains (Delay Cost 
in £) 
1(100), 2(80), 03(20), 06(80), 27(100), 29(80), 
17(20), 19(20), 25(20) 
Total Delay Cost £ 520 
Table 6-4: The results of scenario 3 of the OMJR approach 
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 Junction area Order in which the trains pass the junction area 
Stage 1 X 
Y 
Z 
01, 09, 02, 05, 06, 
12, 22, 23, 18, 20, 13 
21, 27, 28, 29, 19 
Stage 2 X 
Y 
Z 
03, 11, 07, 04 
10, 14, 01, 24,  
17, 25, 12, 30, 31 
Stage 3 X 
Y 
Z 
04, 22, 08, 23, 20, 
26, 10, 14, 01 
15, 27, 28, 29, 02, 16, 05 
Stage 4 X 
Y 
Z 
15, 02, 16, 05 
07, 30, 04, 31, 08 
27, 28, 29 
Delayed Trains (Delay 
Cost in £) 
05(160), 06(80), 13(120), 22(160), 23(40), 28(200), 
29(80), 18(40), 20,(40), 19(30) 
Total Delay Cost £ 930 
Table 6-5: The results of scenario 4 of the OMJR approach  
In order to compare the differences between this optimal multi-junction rescheduling 
approach and FCFS, the delay costs of the FCFS solutions for these four scenarios are 
shown in Table 6-6. The FCFS solutions are achieved without dividing the problem 
into stages. 
Scenarios 
Method 
Scenario 1 
 
Scenario 2 
 
Scenario 3 
 
Scenario 4 
 
FCFS £ 420 £ 690 £ 780 £ 1410 
OMJR £ 260 £ 410 £ 520 £ 930 
Table 6-6: The delay costs of FCFS and optimal multi-junction rescheduling approach for the 
four scenarios introduced in Section 6.3.2  
It can be seen from Table 6-6 that the OMJR approach is always significantly better 
than FCFS in these four scenarios in terms of delay cost.   
In the OMJR problem the sequence constraints differ from stage to stage. The 
graphical algorithms such as conventional decision tree and SST cannot be used when 
the constraints are different. Furthermore, evolutionary algorithms such as TS and GA 
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struggle to guide the search direction to the optimum when the constraints are 
different. In TS, the better swapping pairs cannot be distinguished for different 
constraints and they are may be saved in tabu list; and even in the worst case scenario, 
new sequence constraints could lock every possible swap. In GA, changes to the 
constraint function are high likely to produce illegal and infeasible solutions. GAs 
will lose some of their advantage when the illegal-legal and infeasible-feasible 
converter must forced to be applied. Therefore, the modified hybrid algorithm is used 
here since it can readily give new solutions with different constraints. This modified 
hybrid algorithm also can be used to full advantage in each single junction area within 
each iteration since it will not produce illegal and infeasible solutions since the 
appropriate decision tree is re-generated in each iteration.    
6.6  Control Region Discussion 
The optimal multi-junction rescheduling approach has been proved to be better than 
FCFS in four delay scenarios in the previous section. In this section the results of 
extensive further testing are analysed; 100 random delay scenarios were generated 
and tested using multiple junction rescheduling, single junction rescheduling and 
FCFS approaches and the results are discussed.  
These 100 delay scenarios were generated within 10 different delay intervals. The 
control region, the number and type of trains and their initial timetables are the same 
as in the case study which was introduced in Section 6.3.2.  
In these 100 scenarios, a negative number of delay minutes means the early arrival of 
a train. The resulting positions of trains and the headways are checked for each of the 
delay scenarios; if two or more trains overlap or have an illegal headway, the 
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following trains are adjusted to the legal headway position with the corresponding 
number of delay minutes.  
These 100 delay scenarios are rescheduled by FCFS, the optimal single-junction 
rescheduling approach (applied separately to any junction areas in which delays are 
introduced) and the optimal multi-junction rescheduling. The resulting delay costs and 
the obtained delay cost differences are shown in Table 6-7 to Table 6-16 as follows.  
                                                     
                                                    
                                                           
After this, the improvement over FCFS of the OSJR approach and the OMJR 
approach are given, where: 
  ′  
                                                  
                        
 
  ′  
                                                 
                        
 
  ′  
                                                        
                                
 
1. Randomly select one junction area out of the three; randomly delay every train 
which must pass this junction area by a number of minutes between -2 and 2. 
Repeat this process another nine times to make 10 delay scenarios (Scenarios 
1 to 10).  
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Scenario FCFS OSJR  OMJR D1 D2 D3 
1 280 270 260 10 20 10 
2 340 190 150 150 190 40 
3 410 410 410 0 0 0 
4 320 280 200 40 120 80 
5 370 340 210 30 160 130 
6 120 70 0 50 120 70 
7 310 280 260 30 50 20 
8 350 190 120 160 230 70 
9 320 320 300 0 20 20 
10 110 60 50 50 60 10 
Average 293 241 196 52 97 45 
Occurrence Frequency of “0” 2 1 1 
Performance Improvements 
 
D1’ 
18% 
D2’ 
33% 
D3’ 
19% 
Table 6-7: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 1-10, in £  
2. Randomly select two junction areas out of the three; randomly delay every 
train which needs to pass at least one of these two junction areas by between 
−2 and 2 minutes. Repeat for the process another nine times to make 10 delay 
scenarios (Scenarios 11 to 20). 
Scenario FCFS OSJR  OMJR D1 D2 D3 
11 500 410 370 90 130 40 
12 870 830 750 40 120 80 
13 720 610 550 110 170 60 
14 440 420 420 20 20 0 
15 530 520 490 10 40 30 
16 410 340 170 70 240 170 
17 390 320 320 70 70 0 
18 300 220 180 80 120 40 
19 450 450 390 0 60 60 
20 530 410 360 120 170 50 
Average 514 453 400 61 114 53 
Occurrence Frequency of “0” 0 1 1 
Performance Improvements 
 
D1’ 
12% 
D2’ 
22% 
D3’ 
12% 
Table 6-8: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 11-20, in £   
3. Randomly delay every train by between -2 and 2 minutes. Repeat another nine 
times to make 10 delay scenarios (Scenarios 21 to 30). 
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Scenario FCFS OSJR  OMJR D1 D2 D3 
21 600 590 540 10 60 50 
22 530 430 390 100 140 40 
23 1040 810 710 230 330 100 
24 960 920 920 40 40 0 
25 720 690 650 30 70 40 
26 730 730 730 0 0 0 
27 1130 1030 940 100 190 90 
28 330 330 290 0 40 40 
29 650 540 410 110 240 130 
30 630 620 360 10 270 260 
Average 732 669 594 63 138 75 
Occurrence Frequency of “0” 2 1 2 
Performance Improvements 
 
D1’ 
9% 
D2’ 
19% 
D3’ 
11% 
Table 6-9: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 21-30, in £    
4. Randomly select one junction area out of the three; randomly delay every train 
which needs to pass this junction area by between 2 and 6 minutes. Repeat 
another nine times to make 10 delay scenarios (Scenarios 31 to 40). 
Scenario FCFS OSJR  OMJR D1 D2 D3 
31 720 710 650 10 70 60 
32 1080 960 850 120 230 110 
33 870 860 530 10 340 330 
34 810 740 600 70 210 140 
35 1290 1270 1120 20 170 150 
36 1130 1020 870 110 260 150 
37 990 850 660 140 330 190 
38 1390 1380 1240 10 150 140 
39 970 640 640 330 330 0 
40 1580 1340 1140 240 440 200 
Average 1083 977 830 106 253 147 
Occurrence Frequency of “0” 0 0 1 
Performance Improvements 
 
D1’ 
10% 
D2’ 
23% 
D3’ 
15% 
Table 6-10: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 31-40, in £   
5. Randomly select two junction areas out of the three; randomly delay every 
train which needs to pass this junction area by between 2 and 6 minutes. 
Repeat another nine times to make 10 delay scenarios (Scenarios 41 to 50). 
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Scenario FCFS OSJR  OMJR D1 D2 D3 
41 630 620 620 10 10 0 
42 1430 1400 1110 30 320 290 
43 960 510 470 450 490 40 
44 1340 1240 1080 100 260 160 
45 1640 1460 1270 180 370 190 
46 930 900 870 30 60 30 
47 1760 1710 1560 50 200 150 
48 810 800 680 10 130 120 
49 1400 1360 1330 40 70 30 
50 1500 1360 1270 140 230 90 
Average 1240 1136 1026 104 214 110 
Occurrence Frequency of “0” 0 0 1 
Performance Improvements 
 
D1’ 
8% 
D2’ 
17% 
D3’ 
10% 
Table 6-11: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 41-50, in £   
6. Randomly delay every train by between 2 and 6 minutes. Repeat another nine 
times to make 10 delay scenarios (Scenarios 51 to 60). 
Scenario FCFS OSJR  OMJR D1 D2 D3 
51 3670 3670 3130 0 540 540 
52 1690 1680 1650 10 40 30 
53 2630 2630 2190 0 440 440 
54 1300 1180 1180 120 120 0 
55 1720 1740 1690 -20 30 50 
56 2660 2660 2660 0 0 0 
57 2580 2570 2560 10 20 10 
58 1510 1280 960 230 550 320 
59 900 900 830 0 70 70 
60 1350 1330 1210 20 140 120 
Average 2001 1964 1806 37 195 158 
Occurrence Frequency of “0” 4 1 2 
Performance Improvements 
 
D1’ 
2% 
D2’ 
10% 
D3’ 
8% 
Table 6-12: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 51-60, in £   
7. Randomly select one junction area out of the three; randomly delay every train 
which needs to pass this junction area by between 6 and 10 minutes. Repeat 
another nine times to make 10 delay scenarios (Scenarios 61 to 70). 
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Scenario FCFS OSJR  OMJR D1 D2 D3 
61 1490 1390 1350 100 140 40 
62 1700 1700 1700 0 0 0 
63 1580 1470 1160 110 420 310 
64 1670 1580 1500 90 170 80 
65 1280 1280 1020 0 260 260 
66 1920 1960 1710 -40 210 250 
67 1230 920 680 310 550 240 
68 860 830 720 30 140 110 
69 1450 1240 1010 210 440 230 
70 1810 1670 1640 140 170 30 
Average 1499 1404 1249 95 250 155 
Occurrence Frequency of “0” 2 1 1 
Performance Improvements 
 
D1’ 
6% 
D2’ 
17% 
D3’ 
11% 
Table 6-13: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 51-60, in £   
8. Randomly select two junction areas out of the three; randomly delay every 
train which needs to pass this junction area by between 6 and 10 minutes. 
Repeat another nine times to make 10 delay scenarios (Scenarios 71 to 80). 
Scenario FCFS OSJR  OMJR D1 D2 D3 
71 1880 1810 1590 70 290 220 
72 2740 2730 2700 10 40 30 
73 1390 1250 950 140 440 300 
74 950 940 870 10 80 70 
75 1460 1370 1290 90 170 80 
76 1940 1800 1730 140 210 70 
77 3120 3040 2920 80 200 120 
78 2340 2380 2200 -40 140 180 
79 1870 1750 1720 120 150 30 
80 2930 2870 2840 60 90 30 
Average 2062 1994 1881 68 181 113 
Occurrence Frequency of “0” 0 0 0 
Performance Improvements 
 
D1’ 
3% 
D2’ 
9% 
D3’ 
6% 
Table 6-14: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 71-80, in £   
9. Randomly delay every train by between 6 and 10 minutes. Repeat another nine 
times to make 10 delay scenarios (Scenarios 81 to 90). 
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Scenario FCFS OSJR  OMJR D1 D2 D3 
81 2170 2210 1980 -40 190 230 
82 1250 1240 1240 10 10 0 
83 3710 3700 3660 10 50 40 
84 1240 1190 1070 50 170 120 
85 1970 1970 1970 0 0 0 
86 4870 4870 4860 0 10 10 
87 2250 2330 2120 -80 130 210 
88 1210 1120 1110 90 100 10 
89 3010 2920 2860 90 150 60 
90 2890 2910 2890 -20 0 20 
Average 2457 2446 2376 11 81 70 
Occurrence Frequency of “0” 2 2 2 
Performance Improvements 
 
D1’ 
0.4% 
D2’ 
3% 
D3’ 
3% 
Table 6-15: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 81-90, in £   
10. Randomly delay every train by between -2 and 10 minutes. Repeat another 
nine times to make 10 delay scenarios (Scenarios 91 to 100). 
Scenario FCFS OSJR  OMJR D1 D2 D3 
91 3030 2900 2720 130 310 180 
92 2180 2110 1650 70 530 460 
93 1210 1140 810 70 400 330 
94 2450 2440 2380 10 70 60 
95 2910 2980 2790 -70 120 190 
96 1120 1120 1120 0 0 0 
97 1180 1170 1160 10 20 10 
98 1220 1140 990 80 230 150 
99 2780 2690 2670 90 110 20 
100 1670 1640 1590 30 80 50 
Average 1975 1933 1788 42 187 145 
Occurrence Frequency of “0” 1 1 1 
Performance Improvements 
 
D1’ 
2% 
D2’ 
9% 
D3’ 
8% 
Table 6-16: The costs of FCFS, OSJR and OMJR approaches in delay scenarios 91-100, in £   
After this, the overall results of these 100 delay scenarios are shown in Table 6-17. 
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Scenario FCFS OSJR  OMJR D1 D2 D3 
Total 
Average 
 
1385.6 
 
1321.7 
 
1214.6 
 
69.2 
 
165.7 
 
107.1 
Total Occurrence Frequency of “0” 
 
 
13 
 
8 
 
12 
Total Occurrence Frequency of Negative 
Value 
 
6 
 
0 
 
0 
Total Performance Improvements 
 
D1’ 
5% 
D2’ 
12% 
D3’ 
8% 
Table 6-17: The overall results of FCFS, OSJR and OMJR approaches in 100 delay scenarios, 
in £   
The average computation time of different rescheduling approaches are shown in 
Table 6-18. 
Rescheduling Approach FCFS OSJR OMJR 
Average Computation 
Time 
0.005 59 107 
Table 6-18: The average computation time of different rescheduling approaches in 100 delay 
scenarios, in seconds  
Based on the average rescheduling performance improvements of these 100 delay 
scenarios, both the OSJR approach and the OMJR approach provide a better solution 
than FCFS, by 5% (D1’) and 12% (D2’), respectively. However, since a negative 
value of D1 is recorded 6 times, the OSJR approach has a possibility of 6% of 
producing a higher delay cost solution than FCFS in these scenarios. The total 
occurrence frequency of a negative value of D2 and D3 is 0, which means that OMJR 
is always at least the same or better than both the FCFS and OSJR approaches. In 
these scenarios the OMJR approach produces a better solution than FCFS in 92% of 
cases and the same solution 8% of the time.  
The delay cost obtained from OSJR has the potential to be higher than the FCFS 
solution. This is the case in 6 out of 100 of these delay scenarios. This proves the 
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early hypothesis of this chapter that an optimal rescheduling decision of the trains at 
one junction area may not be the optimal decision for a multi junction region.   
From the point of view of the OSJR and OMJR approaches, the OMJR approach 
gives a better solution than OSJR in 88% of cases, and in the other 12% they are the 
same. On average for these 100 delay scenarios, the OMJR approach improves the 
delay cost by £107 compared to the OSJR approach.  
The average computation time for each rescheduling approach is shown in Table 6-18. 
Because the number of trains at each junction area is less than the 12 train case studies 
in previous chapters, the computation time of OSJR is lower than the average 
computation time of the single junction rescheduling case studies. In Table 6-18 the 
computation time shown for OSJR is for junction area Y, which is the longest of the 
three single junction rescheduling areas (where the average OSJR computation time 
for junction area X is 41 seconds; the average OSJR computation time for junction 
area Y is 59 seconds and the average OSJR computation time for junction area Z is 47 
seconds). Although the computation time of OMJR is the longest of these three 
rescheduling approaches, OMJR solves the rescheduling problem completely for a 
given control area and gives a conflict-free solution. OSJR can only solve the problem 
at single junction areas and is likely to produce further conflicts at other junction areas. 
In addition, in order to make the computation time of OMJR acceptable for use in a 
real railway control system, it could be reduced by using better computer, a lower 
level programming language (e.g., C++) and parallel computation. This OMJR is 
implemented in Matlab 2011a on a Dell Optiplex 755 computer (Intel Core 2 Duo 
CPU E8400 @ 3.00 GHZ, 1.96 GB of RAM).  
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The average delay costs obtained by using FCFS, OSJR and OMJR for the 10 
different delay intervals are shown in Figure 6-11. The average delay cost increases as 
the number of delay minutes and delayed junction areas increases.  
 
Figure 6-11: Average delay costs (in £ ) obtained by using FCFS, OSJR and OMJR for the 10 
different delay intervals   
 
Figure 6-12: The performance improvements obtained by using FCFS, OSJR and OMJR for 
the 10 different delay intervals on average  
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Finally, the performance improvements (D1’, D2’ and D3’) from each delay interval 
are shown in Figure 6-12. It is clear that the OMJR approach achieves a better 
solution in every delay interval than FCFS. Furthermore, it can achieve more than 30% 
benefit in slight delay intervals and gives about 20% benefit in moderate delay 
interval. In delay interval 9 (scenarios 81 to 90), every train in the control region is 
delayed, and so FCFS is highly likely to provide a good solution which can make the 
trains run as according to their initial plan (timetable). In this case, OSJR only can 
improve 0.2%, but OMJR can still achieve an improvement of 3% over FCFS. 
Furthermore, OMJR always achieves a better solution than OSJR in these case studies.  
6.7  Conclusions 
Optimal multi-junction rescheduling is a complex problem. A timetable disturbance 
could cause knock-on delays at more than one junction area. This chapter introduced a 
real-time optimal multi-junction rescheduling system that can deal with very busy 
control regions. Trains can be rescheduled by time stage and it is capable of providing 
an updated timetable for the current stage and dealing with newly ordered trains 
arriving in the following stages.  
Since the stages and the number of trains at the junction are variable in the new 
system, methods such as the traditional decision tree cannot be generated, as well as 
graphical algorithms (e.g. STS). The hybrid algorithm is modified here, and the FCFS 
solutions of each stage are used as a start of the search to improve the searching 
quality since it provides reasonable initial solutions.  
By using the OMJR approach in the 100 delay scenarios, the delay cost can be 
reduced by an average of £166 compared with FCFS. In addition, the delay cost can 
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be reduced by an average of £107 compared with the OSJR approach. Moreover, by 
comparing the 100 delay scenarios within the 10 different delay intervals, an 
important conclusion can be made that, as the initial delay time of the trains or the 
number of delayed trains increases, the rescheduling effects become closer to the 
FCFS results. In other words, the FCFS solution is likely to cause a knock-on delay 
and provide a high overall delay cost in slight delay scenarios. The OMJR approach, 
can give much better solutions than FCFS in slight delay scenarios.   
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Chapter 7:   Conclusion and Further Work 
7.1  General Development 
In this thesis, a number of existing railway rescheduling optimisation approaches have 
been introduced and applied to a series of common scenarios for minimising the delay. 
Typically, researchers compare only one or two rescheduling algorithms to FCFS. To 
the best of the author’s knowledge, this thesis presents the first extensive comparative 
study of different railway rescheduling algorithms to a common benchmark case 
study. The results have determined the appropriate applications for each approach by 
comparing them in the same delay scenarios.   
It can be concluded that, due to the computation time required, currently, it is most 
appropriate to implemented brute force and dynamic programming in simple 
scenarios. However, they could be used in more demanding cases as computers 
increase in capacity. FCFS is the quickest and simplest method, however, compared 
with the other methods considered in this comparison, the results are suboptimal. 
FCFS should primarily be used as an initial solution to initiate other methods, or as a 
fallback solution if insufficient time is available to use other methods.   
DTBE and TS perform well in complex scenarios where little computation time is 
available. However, a compromise must be made on the quality of the solution since 
GA, SA and ACO all perform comparably well with regard to solution optimality, 
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however, for the scenarios considered in this comparison, ACO provides close to 
optimum solutions within practical computation times.  
In the comparison, ACO on average gives the closest solution to the optimum and 
takes the second shortest computation time of the evolutionary algorithms in the four 
case study delay scenarios. ACO gives the optimal solution in three quarters of these 
scenarios. Compared with GA, it has been shown that ACO can achieve a better 
solution with a shorter computation time. Furthermore, ACO is not only a terminable 
algorithm, but also a controllable algorithm, so it is appropriate to implement ACO at 
any junction and in any scenario. ACO could be terminated and the current best result 
taken at any time; the computation speed can be controlled by the parameter settings 
based on the time available to produce a rescheduling response. Therefore, it can be 
concluded that ACO is the most appropriate of the currently available algorithms for 
implementation in railway rescheduling problems and as the subject of further 
research.  
7.2  Main Achievement 
Based on the conclusions of the comparison of the studied railway rescheduling 
approaches, ACO has been selected for further study. In this research, the focus was 
upon eliminating or reducing the weakness of ACO, which is that ACO is easily 
trapped in local minima. Generally, this is because all but one of the pheromone 
coefficients of the upper level nodes decrease rapidly within a few iterations, resulting 
in potential solution paths being unlikely to be explored later on. Local search gives a 
change in train order, mixing up the search, but on its own local search also tends to 
get trapped into local minima. However, the hybridisation of the DTBACO with the 
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local search helps the combined algorithm to escape local minima, while effectively 
guiding the search towards a good or optimal solution.   
A comparison between ACO, BF, and FCFS using randomised train delays shows the 
improvement that is possible using the hybrid approach. The comparison results have 
confirmed the strength of the hybrid algorithm using a discussion of average value 
analysis, possibility analysis and worst case analysis. Over the 100 considered 
scenarios, the hybrid algorithm has a probability of 92% of achieving the optimal 
solution, and it gives an average cost very close to that achieved with BF and much 
better than FCFS. Furthermore, this hybrid algorithm only takes 4% of the computing 
time of BF. In terms of the quality of the solution, the hybrid algorithm shows a 
significant improvement over ACO alone, while the speed of convergence remains 
similar.  
From the previous discussion it is known that a delayed train could cause knock-on 
delays, which may lead to a whole network delay. An optimal rescheduling decision 
of the trains at one junction area may not be the optimal decision for the whole 
network. Therefore, a novel approach is designed in this thesis to solve the optimal 
multi-junction train rescheduling problem.  
This novel real-time optimal multi-junction rescheduling approach is composed of 
two main steps: “prediction” and “control”. In the prediction step, the unit time, 
considered trains and the control stages are calculated by conflict-free train running 
time predictions. In the control step, a multi-junction rescheduling system searches for 
the optimal rescheduling solution, which contains a series of rescheduling solutions 
by stage.  
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The hybrid algorithm is used in the control step. However, since the stages and the 
number of trains at the junction are variable in the new system, methods such as 
traditional decision tree cannot be generated. Furthermore, evolutionary algorithms 
such as TS and GA struggle to guide the search direction to the optimum when the 
constraints are different. Therefore, the modified hybrid algorithm is used here since it 
can readily give new solutions with different constraints. This modified hybrid 
algorithm also can be used to full advantage in each single junction area within each 
iteration since it will not produce illegal and infeasible solutions since the appropriate 
decision tree is re-generated in each iteration.   
This OMJR approach is designed for dealing with any delay scenarios in any control 
region. It has been shown that it provides a better solution than FCFS in four typical 
delay scenarios. Further testing of the OMJR approach in 100 random delay scenarios 
showed that the delay cost was reduced by an average of £166 compared with FCFS. 
Furthermore, an average improvement in delay cost of £107 over the OSJR approach 
was obtained. It is important to recognise that all the above improvements are based 
on a small control region of Britain’s railway network and that only 30 minutes of 
operations time are covered. It is expected that larger control regions and longer time 
durations will result in a significantly better performance, once OMJR is applied.  
7.3  Further Work 
Based on the introduction and case studies of the optimal single-junction rescheduling 
approach and the optimal multi-junction control approach, there are two areas of 
further work that can be developed from this thesis:  
1. Further work on the rescheduling approach; and  
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2. Further work taking optimal energy consumption into account.  
Although the hybrid OSJR approach was shown to be more effective than the other 
algorithms in the case studies, it could be improved by developing a multi-started 
parallel computing processing. This means two or more algorithms run at the same 
time, possibly with from different initial solutions, and their current best solutions are 
compared to each other every few iterations. Progress is then made from the best of 
these. By doing this, it will increase the probability of finding the optimal solution, as 
well as making progress more quickly.   
Furthermore, the algorithms themselves can be made parallel. For example, in ACO, 
ten ant paths could be processed in parallel, and so the computation time of ACO 
could be significantly reduced in this way (Ling et al., 2012).   
With the increasing concern for the environment and energy efficiency, the 
transportation industry is facing increasing pressure to improve the energy 
performance of its vehicles. Oil and electricity prices have increased sharply in the 
last 10 years. It is imperative to optimise the rail network for energy efficiency. 
Avoiding unnecessary train stops and providing driving instructions to drivers could 
lead to carbon emission reduction and performance improvement. An energy efficient 
driving strategy can be designed as another constraint of these. In the train running 
estimation modelling of this thesis (which is detailed in Appendix A), since the train 
parameters, gradients, braking rate and running times are known, the energy 
consumption of each section (acceleration, coasting and braking) can be worked out. 
Therefore, the optimal train running trajectory of each train considered during 
rescheduling could be studied in combination with delay cost reduction.
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Appendix A: Train Running Time Estimation 
For all of the rescheduling methods in this thesis, when the sequence of the trains to 
pass the junction area is given, it is very important to estimate the running time as 
closely to the real operational time as possible since the correctness of estimation 
significantly affects the accuracy of the rescheduling. In addition, the simulator 
should estimate the running time quickly; this is because the simulator will run as 
many times as the search method requires. In this chapter, an accurate and speedy 
train running time estimation method is introduced.  
A.1 Brief Overview of Traction System 
7.3.1   A.1.1 Traction Effort and Vehicle Resistance 
Train performance calculations are based on the relationship defined in Newton’s 
Second Law (Hill, 1994a, Hill, 1994b). The factors in this equation are explained 
below. 
             
   
   
  
                                       
            
    (A-1)  
A.1.1.1 Train Resistance 
Train motion is opposed by friction of various sorts, principally bearing friction and 
aerodynamic drag. Bearing friction is mostly characterised by a constant component 
proportional to weight and a viscous term proportional to speed and weight. 
Aerodynamic drag also exhibits viscous characteristics but tends to be mostly 
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proportional to speed squared or even cubed. Davis gives an equation based on rolling 
stock measurements (Rochard and Schmid, 2000). 
                                                         (A-2) 
where a, b, and c are Davis coefficients for particular stock in particular conditions.  
A.1.1.2 Gradient 
If a train is on a slope, there is an angle α between the vertical force   and the 
horizontal, which can be resolved into        along the track and        
perpendicular to the track.   
A.1.1.3 Effective Mass 
When a train accelerates along a track, the total mass is accelerated linearly but the 
rotating parts are also accelerated in a rotational sense.  
                                                                                      (A-3) 
The value of the rotary allowance varies from 5% to 15% depending on the number of 
motored axles, the gear ratio and the type of vehicle construction.   
7.3.2   A.1.2 Moving Sections 
A train running trajectory is made up of four moving sections as shown in Figure A-1 
acceleration, cruising, coasting and braking.  
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Figure A-1: An example of a train running trajectory (Fan) 
In general, an energy efficient driving strategy is applied according to the timetable. 
However, in most delay cases, delay penalties are much more expensive than energy 
costs. Energy efficient driving, therefore, is not considered in this simulator. This 
means that the train will run as fast as possible, at maximum acceleration, maximum 
cruising speed under the speed limit and service braking.   
A.1.2.1 Acceleration Section 
Since the various resistances depend on the velocity, as equations A-1 and A-2 show, 
if a constant acceleration rate is used in this simulator, it will greatly affect the 
estimation correctness. Therefore, in the acceleration part, all the available tractive 
effort is used when the shortest running time is calculated. In order to have simulation 
results as close to actual train running performance as possible, the tractive effort is 
set as constant at its maximum value in the acceleration section.   
In order to find the acceleration time quickly during rescheduling, two homogeneous 
strip modelling methods are often used to replace the differential equations. Namely, 
distance homogeneous strip and acceleration homogeneous strip modelling. In this 
T
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simulator, the acceleration is updated at every speed increase of 1 km/h, since the 
initial speed (  ) and final speed (  ) are known. For example, when a train is 
accelerated from 0 to 80 km/h, the acceleration is partitioned by 80 fractions; the 
running distance and time are found from sum of these fractions. In this simulator the 
gradient is ignored; the equation of acceleration time    and distance   is: 
            
 
                             
       
 
    
       
 
   
                                      
   
     
                 (A-4) 
            
         
                             
       
 
    
       
 
   
                                      
   
     
                (A-5)  
A.1.2.2 Cruising Section 
When trains reach their speed limit and are constantly running at the speed limit, this 
constant speed running section gives constant resistance and is simplified by Newton's 
formula: 
                                                      (A-6) 
where the distance   is known from railway track information, and running speed   is 
known from the speed limits. The running time in the cruising section, then, is found 
simply from equation A-6.  
A.1.2.3 Coasting Section 
Although coasting is not applied in this simulator, it is necessary to introduce it here 
since the coasting section is an important technique for energy efficient driving. As is 
well known, the coasting section is the only section without effort; reducing energy 
consumption could be simply understood as making the coasting section as long as 
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possible. In actual operations, the reiteration of acceleration-coasting-acceleration-
coasting is normally used to reduce the energy costs in the time permitted.  
A.1.2.4 Braking Section 
Theoretically, the braking section can be understood and calculated as the acceleration 
section backwards. In most train simulators, however, constant braking acceleration 
rates are usually used because braking is a short process compared with acceleration 
and the results are very similar. Therefore, constant brake acceleration rate   is used 
in this calculation, the braking time    and distance    is: 
           
     
 
                                                     (A-7) 
            
  
    
 
  
                                             (A-8) 
where    is the initial speed of this braking section and    is the terminal speed.  
A.2 Right of Way Signalling Time Calculation 
Before estimating the train journey times one by one according to the order of passing 
a junction area in the simulation when sequence is known, it is essential to introduce 
the time superposition method first. This time superposition method is used when 
more than one train could pass the junction area at the same time. By using this 
method, the right of way signal time for each train can be given by the time one of the 
front trains leaves the junction area, and the results of the superposition method will 
show which train is the front train. Figure A-2 shows an example junction and Figure 
A-3 presents the related right of way signal time of the sequence 1-2-3-4-5-6-7-8-9-
10-11-12; the white block is the right of way signal time for each train; the black 
block is the train running time of passing the junction area. The outputs of using the 
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superposition method are finding the exact front train that the current train should 
follow.  
 
Figure A-2: Example junction (Fan) 
 
Figure A-3: Related right of way signal time of the example junction (Fan) 
The aim of this time superposition technique is to create a conflict-free function and a 
comparison function. The conflict-free function      (where   is the train number) 
gives all conflict-free trains in a set (For example, if train 1 could run with train 2, 4 
or 6 at the same time as Figure A-3 shows:               ). The comparison 
function checks trains that could run at the same time with previous trains from the 
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second to the last, as ordered by the conflict-free function. If the train has a conflict 
with a previous train or the previous train has already been matched with previous 
trains, this train will be compared with the next. This procedure will repeat one by one 
until all trains are checked in the sequence.   
For example, the results of sequence 1-2-3-4-5-6-7-8-9-10-11-12 are as shown in 
Figure A-4. The vertical bar isolates the trains which are conflict-free, in other words, 
this sequence is the exactly same as the sequence of 2-1-4-3-6-5-8-7-9-11-10-12. The 
arrows indicate the train that is followed. In this sequence, because train 4 is conflict-
free with train 1, which is from the opposite direction, train 4 follows train 2 (namely, 
the right of way signal waiting time for train 4 is only dependent on the leaving 
junction area time of train 2). Train 3, however, follows both train 1 and train 2 (it 
needs to wait for both trains to leave the junction area) since train 3 has conflict with 
train 2, this is why the arrow points to the middle of train 1 and train 2. This result is 
saved as                                    for later use. 
 
Figure A-4: Conflict-free check results (Fan) 
A.3 Equations of Running Time Estimation 
Based on these equations, the entire journey time is found out in different situations. 
If there is no conflict in the junction area (the train does not need to wait for a right of 
way signal), the trains will brake to the junction area speed limit and accelerate to the 
maximum speed, then brake for the station, which is shown in Figure A-5. 
1 12111098765432
Appendix A: Train Running Time Estimation 
144              
 
 
Figure A-5: Traction effort and speed characteristic for propulsion (Fan) 
Where the length of the train is   , the current speed   , junction area limited speed   , 
maximum speed   , distance to the junction area    , distance of the junction area    
and distance from junction area to the station    are known, the total journey time 
from this control region to the next station is: 
                                                           (A-9) 
   
     
  
    
 
  
  
  
     
 
  
      
  
              
                        
  
          
(A-10) 
When it is not conflict-free at the junction area (the train needs to wait for right of 
way signal before junction area), trains are normally stopped before the signal and 
accelerate from 0 again.  
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Figure A-6: Traction effort and speed characteristic for propulsion (Fan) 
Since the right of way signal waiting time    is known from the front trains, it is not 
impossible to find out the running trajectory before the junction area. The journey 
time in this situation is: 
                                                         (A-11) 
               
              
  
            
                        
  
          (A-12) 
From the automatic train protection (ATP) point of view, the safe distance    can be 
found by the braking distance and the front train length   
 
 (the superscript f means 
front train): 
    
  
   
  
    
                                            (A-13) 
The headway    is: 
   
  
  
                                                      (A-14) 
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Figure A-7: Traction effort and speed characteristic for propulsion (Fan) 
When the following train could run faster than the front train, the following train will 
be speeded up to follow the front train by ATP. The ATP system works (another 
journey time calculation equation is used) when the critical function       
  , the 
journey time for the following train is: 
      
  
  
   
                                          (A-15) 
In Figure A-7, the red line is the speed profile of a front train; the black line is the 
speed profile of following train; the blue line shows that they run as the same speed 
while maintaining a safe distance.  
By using this simulator, every journey time from the control region to the destination 
can be calculated when the sequence is given.  
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Appendix B: Railway Traffic Controller 
The Railway Traffic Controller (RTC) is the American standard software which is 
used to plan and control the traffic. All of the train rescheduling results are checked 
with the RTC.  
 
Figure B-1: RTC interface of the case study diagram (Fan) 
As Figure B-1 shows, the considered control area is built in the RTC according to real 
track characteristics, and the parameters of each train are the same as a practical 
vehicle. The rescheduling solutions of both OSJR and OMJR are tested in the RTC, 
and the simulated travel time of each train and the corresponding delay cost are 
almost the same as the simulator for the examples considered in this thesis.   
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Appendix C: Railway Track Diagram of the Multi-junction Case Study 
 
Figure C-1: Railway track diagram of the multi-junction case study (Jacobs, 2005) 
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The distances of single junction area, junction area to junction area, junction area to station are shown in Figure C-2. In the multi-junction case 
study, the destinations of considered trains are Lichfield Trent Valley Station, Uttoxeter Racecourse Station, Birmingham New Street Station, 
Nottingham Station and Derby Station. 
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Figure C-2: Distances between junction areas and next station (Fan) 
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