Abstract-The existing morphological auto-associative memory models based on the morphological operations, typically including morphological auto-associative memories (auto-MAM) proposed by Ritter et al. and our fuzzy morphological auto-associative memories (auto-FMAM), have many attractive advantages such as unlimited storage capacity, one-shot recall speed and good noise-tolerance to single erosive or dilative noise. However, they suffer from the extreme vulnerability to noise of mixing erosion and dilation, resulting in great degradation on recall performance. To overcome this shortcoming, we focus on FMAM and propose an enhanced FMAM (EFMAM) based on the empirical kernel map. Although it is simple, EFMAM can significantly improve the auto-FMAM with respect to the recognition accuracy under hybrid-noise and computational effort. Experiments conducted on the thumbnailsized faces (28 23 and 14 11) scaled from the ORL database show the average accuracies of 92%, 90%, and 88% with 40 classes under 10%, 20%, and 30% randomly generated hybrid-noises, respectively, which are far higher than the auto-FMAM (67%, 46%, 31%) under the same noise levels.
I. INTRODUCTION

I
N RECENT years, a number of different morphological neural network models and applications have emerged [1] - [9] . Morphological neural networks can be characterized as neural networks which calculate a maximum or a minimum of a sum at each node. The focus of this paper is morphological auto-associative memory. The existing models include morphological auto-associative memories (auto-MAM) [4] proposed by Ritter et al. and our fuzzy morphological auto-associative memories (auto-FMAM) [8] . MAM is based on the lattice algebra or morphological operation, where the symbols and denote the binary operations of maximum and minimum, respectively. MAM behaves more like human associative memories than the traditional semilinear models such as the Hopfield net [4] . Once a pattern has been memorized, recall is instantaneous when the MAM is presented with the pattern. In the absence of noise, an auto-MAM will always provide perfect recall for any number of patterns programmed into its memory! The auto-MAM is extremely robust in recalling patterns that are distorted due to erosive changes, while auto-MAM is extremely robust in recalling patterns that are distorted due to dilative changes [4] . Originated from the basic ideas of MAM, the fuzzy morphological associative memory (FMAM) uses two basic morphological operations , instead of fuzzy operation in fuzzy associative memory [8] . FMAM solves MAM's fuzzy rules memory problem. Under certain conditions, FMAM can be viewed as a new encoding way of fuzzy associative memory such that it can embody fuzzy operators and the concepts of fuzzy membership value and fuzzy rules [8] . Besides, auto-FMAM has the same attractive advantages as auto-MAM, such as unlimited storage capacity, one-shot recall speed and good noise-tolerance to either erosive or dilative noise.
The previous advantageous properties make auto-MAM and auto-FMAM appropriate for face recognition, especially for the large scale real-world face databases. However, it is impossible for an actual face image to only exhibit erosive or dilative noise. When the images exhibit both erosive and dilative noise, both auto-MAM and auto-FMAM suffer from the extreme vulnerability, which brings the difficulty to distinguish among a number of people and, thus, weakens the practicality of auto-MAM and auto-FMAM.
It should be mentioned that perfect recall of Boolean noisy patterns using the idea of kernels was settled [4] . But the definition of kernel given by Ritter et An additional development that uses the notion of dual kernels to enhance the error-correction capability of binary auto-associative morphological memories has been introduced [10] . For the small-dimension toy problem, the new MAM models exhibit better error-correction capabilities than and and a reduced number of spurious memories which can be easily described in terms of the fundamental memories.
It is easy to see that both Ritter and Sussner managed to design kernel from patterns themselves. However, the previous kernel methods are problem-dependent. That is to say, the kernels varies with the change of Boolean input patterns set and, thus, their determination is generally difficult and also experience-dependent. And at present the recording or encoding strategies based on such kernels are not designed yet in order to deal with arbitrary noise. Therefore, their practicality is still not ideal enough.
1045-9227/$20.00 © 2005 IEEE Thus, our task is to develop a new morphological associative recall memory, which is robust in the presence of random noise (i.e., both dilative and erosive random noise) and help to distinguish among a number of people represented by examples. According to the pattern recognition theory, first of all, we should find an appropriate representation of objects. One of the possible representations is based on similarity or dissimilarity relations between objects. When properly defined, it might be advantageous for solving class identification problems.
The widely-used kernel [11] - [13] can be thought of as a nonlinear similarity measure that corresponds to the dot product in the associated feature space. In this paper, we will introduce a kind of kernel called empirical kernel map [14] into auto-FMAM and develop an Enhanced FMAM (EFMAM). Due to achieving double noise tolerance without destroying the original associative memory structure and encoding strategies, EFMAM not only inherits the good properties of auto-FMAM but also solves the hybrid-noise problem. Experimental results show that EFMAM could achieve far higher accuracy than auto-FMAM under the same hybrid-noise level.
It should be mentioned that the fundamental idea of constructing EFMAM can be easily and straightforwardly applied to MAM. Thus, we only focus on the EFMAM in this paper.
The rest of this paper is organized as follows. A brief introduction to FMAM and its disadvantages are given in Section II. Our EFMAM is detailed in Section III. Section IV presents the experimental results of the proposed method on different datasets and comparisons of EFMAM and auto-FMAM. It is found that in case of noise, the EFMAM correctly recognizes 95% of the thumbnail-sized face images scaled from the Olivetti Research Laboratory (ORL) face database [15] with 40 classes. The conclusions are given in Section V.
II. FMAM AND ITS DISADVANTAGES
For completeness of presentation, we first introduce our FMAM in this section. It should be noted that although we only give the properties of auto-FMAMs, the following theorems can be easily generalized to hetero-FMAMs.
The basic computations used in FMAM are based on the algebraic lattice structure
. If the input vector is defined in , by using some transformation, for example, (acting on each component of ), the input vectors can be transformed into . Therefore, the output vectors must be in . Set , with each pair of , the two new morphological memories and are as follows:
where (3) . 
The proof is presented in the Appendix. Theorem 4: Let , suppose denote a noisy version of the input pattern , then if and only if (7) and for each row index there exists a column index such that
The proof is presented in the Appendix. In sum, the auto-FMAMs encoded, respectively, with and have unlimited storage capacity, one-shot recall speed and good noise tolerance.
However, there are still some application-related problems with the auto-FMAMs and . Among them, the most prominent is the incapability of to dilative noise while to erosive noise. Theorem 3 and 4 state that if , , then, in general, the conclusion does not hold, and while if , , then we have a high probability that . Hence, dilative noise destroys perfect recall for while erosive noise destroys perfect recall for . In fact, for pattern recognition problem, there is no need for us to get the perfect recall. Observing the process of human recognition and categorization, human beings usually take the nearest similarity as the recognition result. That is to say, the crucial factor is similarities, which can be considered as an inherent connection between perception and higher level knowledge [16] - [18] . Thus, in Section III, we will introduce a nonlinear similarity measure called empirical kernel into FMAM and induce an enhanced FMAM.
III. ENHACED FMAM BASED ON EMPIRICAL KERNEL MAP
A. Empirical Kernel Map
There are many ways to discriminate between objects represented by (dis)similarities. A traditional one is the nearest neighbor method (NN) [19] . However, it suffers from a number of limitations, e.g., high-computational complexity, a potential loss of accuracy when a small set of prototypes is used, and sensitivity to noise. The novelty of EFMAM lies in interpreting kernel here as a representation of a similarity space.
To construct EFMAM on similarities, the training set of size (having objects) will be used. is a set of prototypes covering all classes present. In the learning process, the recognizer is built on the similarity matrix , relating all training objects to themselves. The information on a set of test objects is provided in terms of their similarities to , i.e., as an matrix . In particular, is treated as a description of a space where each dimension corresponds to the similarities to a prototype.
In general, defines a vector consisting of similarities found between the object and all the objects in the training set , i.e., if then , where denotes a transpose for matrix or vector. Therefore, is seen as a mapping onto an -dimensional similarity space. In this convention, neither nor refers to points in a feature space. Instead, they refer to the objects themselves. Such a feature map sometimes called the empirical kernel map [20] .
B. EFMAM
The architecture of EFMAM is shown in Fig. 1 . EFMAM includes an empirical kernel map and an auto-FMAM. Since there is auto-FMAM here, as many associations as desired can be encoded into the memory; one step convergence and perfect recall of Boolean and gray-level noisy patterns using the idea of kernels will also be settled.
The input to the recognizer is the vector and each output of the empirical kernel map nodes represents the similarity between the object and a certain object in the training set , for all . Since we feed into auto-FMAM the -dimension similarity vector between the object and all the objects in the training set , in the testing stage, we also get the similarity vector from auto-FMAM. Thus, a max arbitrator is defined after auto-FMAM.
The training of EFMAM is a two-stage process. The first stage is trained using an empirical kernel map and the second stage is then trained using the auto-FMAM algorithm.
It is important to remark that the similarity measure is optional. In this paper, the similarity measure between two vectors and is defined as follows:
where , is the dimension of vectors , . In our case, . EFMAM has at least six advantages. First, besides the auto-FMAM, empirical kernel map itself is robust to noise. Thus, EFMAM possesses double noise-tolerance: one is due to the empirical kernel map itself and the other due to the auto-FMAM itself. So, EFMAM is expected to work better than auto-FMAM under the hybrid-noise cases. Second, due to the introduction of the kernels, EFMAM can deal with great-dimension pattern problem. If the training set is small, it has the third advantage that only a small set of similarities has to be computed for the following auto-FMAM, while it may still keep the original accuracy. Fourthly, in this paper, since we take exponent-type similarity measure, there is no need for us to linearly transform the input vectors into like auto-FMAM. Thus, the EFMAM memories do not restrict the domain of the input vectors in any way. The experiments in the next section also demonstrate the equivalence between EFMAM and . It becomes the fifth advantage, especially benefit for the real application. Because, in fact, we are not given in priori which type of noises corrupts the unknown images. Therefore, what only we can do is to try both auto-FMAM and then select the better one, but for EFMAM we need to compute only one memory. The last advantage is that we can more easily incorporate inherent relationships among patterns into the empirical kernels to facilitate problem solving [20] . All those above make EFMAM more suitable for application problem than MAM and FMAM.
IV. EXPERIMENTS
A number of experiments are conducted to compare the performance of the EFMAM and FMAM. They are designed to observe and analyze the behavior of these recognizers in relation to different kinds and levels of noise.
A. Toy Dataset-Characters
The patterns represented the entire alphabet of capital and lower case letters together with some Chinese characters. Some of them are shown in Fig. 2 .
Each pattern image is an 18 18 pixels Boolean image. Concatenating the columns of the image together, using the intensity of each pixel as a single item, each pattern image can be converted into a pattern vector by defining white black Using the FMAM and for these patterns does not result in perfect recall even if a hybrid-noise pattern corrupted with a little probability is presented to the memory. The second and third rows of Fig. 3 , respectively, show the corresponding outputs of and when presented with the images in the top row. Obviously, the patterns " ", " " and " " all converged to the configurations not represented by any of those patterns in Fig. 2 , especially for the third row. The reason for this is the extreme sensitivity of and to hybrid-noise. The recognition accuracies for the test patterns with different levels of salt and pepper noise are shown in Table I .
It is obvious that either or of EFMAM can distinguish patterns under different levels of hybrid-noise very well. In contrast, the performance of FMAM decreases greatly with the noise increasing.
B. Real Dataset-ORL
In order to assess the application performance of the proposed method, experiments were carried using the ORL database, which includes 40 distinct subjects and ten different images per subject. These subjects are of different gender, age and race. For some of the subjects, the images were taken at different times. There are variations in facial expression (open/closed eyes, smiling/nonsmiling) and facial details (glasses/no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright frontal position, with tolerance for some tilting and rotation of up to about 20 . There is some variation in scale of up to about 10%. Examples of images for two subjects are shown in Fig. 4 .
Here our main concern is to recognize thumbnail-sized face image, which takes less storage memory and recognition time. These excellent properties lead to its widely application such as display and retrieval on mobile device. But the original images are grayscale with a resolution of 112 92. So we scaled the 112 92 size images to 14 11 and 28 23, respectively. For the training and testing of the recognizer, the grayscale was transformed to lie within by being divided by 255. All experiments were performed using 5/4/3 training images and 5/6/7 test images per person for a total of 200/160/120 training images and 200/240/280 test images. There was no overlap between the training and test sets. Since the recognition performance will be affected by the selection of training images, the reported results were obtained by training 20 times for each recognizer with different training examples (random selection of 5/4/3 images from ten per each subject) and selecting the average error over all the results. The recognition accuracies for the test images under 14 11 and 28 23 resolutions without noise are shown in Table II .
Obviously, on the whole, the performance of EFMAM is better than that of FMAM under no noise.
The previous experiment without involving noise addition is just a typical and conventional one on ORL database. However, for associative memory models, such experiments are not sufficient. What is more important is to examine their error-correction capability and compare the recognition performance of the EFMAM proposed in this paper with that of FMAM under different types of random noises, especially the case of both dilative and erosive noises added. In the following experiments we first corrupted any of the test images from ORL database with 10%, 20%, and 30% randomly generated noise, respectively, which exhibits a major difference to the conventional experiment without regard to noise addition. There are three types of noises: salt noise (i.e., patterns pixels turned white randomly, pixel by pixel), pepper noise (i.e., patterns pixels turned black randomly, pixel by pixel) and salt and pepper noise. One test image and its corresponding three different noisy versions are shown in Fig. 5 .
The recognition accuracies for the test images under 14 11 and 28 23 resolutions with different noises are shown in Tables III-V, where either results of EFMAM and is labeled as EFMAM. The reason why we can make such a label is that the recognition accuracies are equivalent for EFMAM and . Although Table IV reveals that EFMAM is, in recognition performance, equivalent or even slightly inferior to FMAM under the same condition for pepper noise case, Tables III and V demonstrate that EFMAM achieves far higher recognition accuracy than FMAM for salt noise and salt and pepper noise cases. For example, the average accuracies of EFMAM are 92%, 90%, and 88% with the hybrid-noises of 10%, 20%, and 30%, respectively, far higher than FMAM (67%, 46%, 31%) under the same noise cases, which indicates that EFMAM is quite suitable for recognizing so-called thumbnail face images. For the same recognizer, the recognition accuracy becomes smaller and smaller as the noise increases. But such influence on recognition performance of EFMAM is less than that of FMAM. In other words, EFMAM is much more robust to noise, especially the hybrid noise. Comparing the experimental results of the two resolutions, we can also easily find that the greater the resolution, the better the recognition accuracies of EFMAM. Hence, it is reasonably expected that EFMAM can also work well for the original resolution of ORL database (112 92).
V. CONCLUSION
The basic goal of the artificial associative memories is the retrieval of complete stored patterns from noisy or incomplete input pattern keys. However, the existing morphological associative memory models, including MAM and our previous FMAM, have a common disadvantage: the extreme vulnerability to hybrid-noise. In this paper, we propose an enhanced FMAM based on empirical kernel map. The fundamental idea of EFMAM is to introduce an empirical kernel map into FMAM to achieve double noise-tolerance. Although the improvement trick itself is simple, experiments reveal that EFMAM does increase FMAM on accuracy greatly without sacrificing its structure simplicity and computational effort much. Therefore, we believe that EFMAM is an alternative solution to hybrid-noise problems. 
APPENDIX
Proof of Theorem 1
. Equivalently (14) Now, let us prove , . In terms of (10), for any -perfect for , we have
Since is always positive, so i.e.
According to (1), the following immediately holds:
In terms of (14) and Definition 1, we have Hence, Similarly, we also have (17) for any -perfect for . Up to now, we have proved that is the least upper bound of all -perfect recall memories and is the greatest lower bound of all -perfect recall memories for . Next, let us prove that auto-FMAM always exists as shown in the equation at the bottom of the page, i.e., is -perfect memory for . Similarly, it is also true for .
Proof of Theorem 2
Suppose , since , so (18) In terms of the definition of in , we have thus
Since , in terms of (19), we immediately have , and Thus i.e.,
According to (18) and (20), we have . Similarly, we can easily prove .
Proof of Theorem 3
1) If , then
Thus, in terms of (1) and (21), we have This shows that (5) holds. From (5), we immediately have (22) where , . Now, let us assume that there exists a row index such that then in terms of (1) So, which contradicts the hypothesis that .
In other words, (6) follows.
2)
In terms of the above, it is easily to see holds if and only if i.e., i.e.,
i.e.,
Now, consider in terms of (6) which means that
In terms of (23) and (24), we immediately have .Thus, this theorem is proved.
Proof of Theorem 4
Thus, in terms of (2) In terms of (27) and (28), we immediately have .Thus, this theorem is proved.
