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Abstract 
Given a square matrix A, we discuss the problem of seeking some constrained matrix 
C which satisfies (i) A + C =M and (ii) AC=M where M is symmetric, or nearly so. 
Typical constraints on C include low rank, orthogonality and low-rank departures from 
a unit matrix. Graphical representation is discussed. 0 1998 Published by Elsevier 
Science Inc. All rights reserved. 
Keywords: Matrix approximation; Orthogonal matrices; Skew-symmetric matrices; Graphical 
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1. Introduction 
A general approach [I] to the statistical analysis of a square asymmetric ma- 
trix A of order n, is based on the well-known decomposition 
A=M+N, (1) 
where M = ;(A + A’) is symmetric and N = i (A - A’) is skew-symmetric. 
Writing ]]A// for the sum-of-squares of the elements of the matrix A, (1) satisfies 
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IAll = IIMII + IINII (2) 
showing that the total sum-of-squares may be partitioned into independent 
parts attributable to symmetry and skew-symmetry. It follows that, within 
the context of least-squares, symmetry and skew-symmetry may be analysed 
separately. This makes statistical sense when, as is often the case, different 
mechanisms control symmetry and departures from it. 
An alternative approach is to base analysis on the polar decomposition 
A = M,Q = QM,, (3) 
where Mi and M2 are symmetric, positive semi-definite, and Q is orthogonal. 
Now we have 
IIAII = IMII = IIM2ll. (4) 
The polar decomposition derives trivially from the singular value decomposi- 
tion 
A = UZV’, 
where U and V are orthogonal and C is diagonal with non-negative elements, 
assumed arranged in descending magnitude along the diagonal. Hence, 
Ml = UXJ’ and M2 = VW’. The interesting property of the polar decomposi- 
tion is that Q = VU’ is the same matrix whether occurring in the pre- or post- 
multiplying position in Eq. (3). Thus, just as N measures departures from sym- 
metry in an additive sense, so Q may be regarded as measuring departures from 
symmetry in a multiplicative sense. 
1.1. Notation 
In the following, certain diagonal block matrices occur and it is convenient 
to represent them by the special notation 
to denote a sequence of scalars p followed by a sequence of 2 x 2 diagonal 
blocks, and then a series of scalars q. Any, but not all, of these block-types 
may be absent. The blocks are assumed to be mutually exclusive and to ac- 
count for all the diagonal positions. The value [r] denotes a scalar r that ap- 
pears in the final position when n is odd. The number of such blocks, 
including the unit blocks for scalars, is denoted by m. The ith block will be 
written Br and as Bi when it is augmented by units along the diagonal. Thus 
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B: = 
B; = 
0 0 ... a, bj ... 0 
0 0 ... c, dj ... 0 
....... ....... ....... 
1 0 0 ... 0 0 ... 0 
1 0 ... 0 0 ... 0 
0 1 “’ 0 0 “’ 0 
0 0 “’ 0 0 “’ 0 
0 0 “’ 0 0 “’ 0 
....... ....... ....... 
....... ....... ....... 
0 0 ... a, 6, ... 0 
0 0 ... c, d; ... 0 
....... ....... ....... 
0 0 “’ 0 0 ‘.’ 1 
where it is to be understood that a scalar p, q or Y, may be written in place of 
the 2 x 2 block. The following results are immediate: 
B=pBr and B=fiB,=pBi-(m-1)1. 
i-l ,:I i=l 
(6) 
2. Matrix approximation 
Statistical analyses require low-rank approximations to the matrices of 
Eqs. (1) and (3). The Eckart-Young theorem is the fundamental result for 
least-squared matrix approximations; for completeness we quote it here. 
Theorem 1 (Eckart-Young [2]). The matrix A, of rank p which minimises 
[IA - A, 11 is given by A, = U&V where I& is obtainedfrom C by setting the$nal 
n - p diagonal values to zero. The adequacy of the p-dimensional,fit is given by, 
the ratio of llApli = Cf”lgf to I/A/I = Cyzl~f. 
The approximation of symmetric matrices is very well-developed and is the 
concern of multidimensional scaling (see e.g. [3]) and will not be discussed 
further here. The following discussion is concerned with approximations to 
N and Q. 
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2.1. Skew-symmetric matrices 
In [l] analysis is based on the Eckart-Young theorem associated with the 
special form taken by the singular value decomposition for skew-symmetric 
matrices. Theorem 2 and the following discussion summarises the results. 
Theorem 2 (Gower [l]) and Gower and Zeilman [4]). Any skew-symmetric 
matrix N has singular value decomposition 
N = VZJV’, (7) 
where E = diag(o, ,oi ,02,02,. . .) and 
J= {( “, ;)$I}. 
When the order of N is odd, then the last diagonal element of C must be zero and 
then it is a convenient convention to set the corresponding value of J to one; also, 
the convention is adopted that for any zero pair of singular values of N, the cor- 
responding block of J will be assumed to be set to 
0 1 
C ) -1 0 
These two conventions ensure that J is orthogonal, so that JV’ is orthogonal, as is 
required in a singular value decomposition. 
This result is given without proof in [l]; a direct proof, based on the well- 
known property of skew matrices that their eigenvalues occur in conjugate 
imaginary pairs +io, is given in [4]. 
The relationship between rank and geometrical dimensionality allows ap- 
proximations to be represented graphically by configurations of points and this 
is especially convenient when the rank is two, in which case the configurations 
are two-dimensional. From Eq. (7) it is clear that the singular value decompo- 
sitions of skew-symmetric matrices have the same pre- and post-vectors, apart 
from changes of sign and pairwise permutation. The rows of the scaled singular 
vector matrix, VI;‘/2, may be plotted in as many dimensions as required and as 
justified by the adequacy of the retained singular values expressed as a propor- 
tion of the sum-of-squares of all the singular values. However, because the sin- 
gular values occur in equal pairs, it only makes sense to consider fits in an even 
number of dimensions [l]. Indeed, the best rank-2 fit given by the two dimen- 
sions associated with cri is cl (vivk - v;v~) so that the interpretation is non-Eu- 
&dean and the interaction between the ith andjth rows of (v,,v2), the first two 
columns of V, is 201 times the area of a triangle formed from the points with 
coordinates (vii, vzi), (au, Vet) and the origin. Similar areas may be associated 
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with the remaining pairs of singular values and evaluated in sets of two-dimen- 
sional spaces that have been termed bimensions. Although bimension is well 
established, we prefer hedron (from the Greek for a plain) and shall use it here. 
The decreasing pairs of singular values impose a natural ordering on the hedra 
in decreasing order of importance; a single hedron, i.e. a single two-dimension- 
al space, may suffice for adequate approximation. The sign to be associated 
with each area is conventionally taken to be positive in the anti-clockwise 
sense, thus reproducing the skew-symmetry. An approximation to N that is 
of special importance is when it can be written in the linear form In’- nl’, 
which is a special case of a rank-two skew-symmetric matrix, that is often 
termed one-dimensional skew-symmetry because the points plotted from the 
first two columns of V are collinear; the least-squares estimate of n is the vector 
of row-means of N. 
2.2. Approrvimuting an orthogonul mutrix 
The approximation of Q raises new problems. For any orthogonal matrix V. 
we may write Q=QV(I)V’, which is in singular value decomposition form. 
Thus, all the singular values of an orthogonal matrix are unity and it is futile 
to seek least-squares reduced rank approximations. This is to be expected, be- 
cause when A is symmetric, then Q := I in the polar decomposition so, in the 
general case, it is natural to seek matrices that approximate Q that are con- 
strained to differ from the unit matrix by some matrix of reduced rank. Thus 
we seek to minimise 1lQ - (I + R,,)ll w h ere R, is of rank p and this requires 
the singular value decomposition of Q - I. We term a fit like I + R,, to Q a unit 
plus runk-p approximation. Interestingly, although Q, being an orthogonal ma- 
trix, has all its singular values equal to unity and hence has no unique singular 
value decomposition, Q - I, not being orthogonal, generally has many unequal 
singular values and so has a better structured singular value decomposition, 
which we show below. 
Theorem 3 (see e.g. [5], vol. 2, p. 23, or [4]). A classical decomposition is that far 
all orthogonul Q there exist orthogonal matrices W and H such that 
Q = WHW’. (8) 
rl,here 
The mutrices in 8, represent rotations through an angle Oi in the plane determined 
by the two corresponding columns of W, while the diagonul values of - 1 deter- 
mine reflections in the planes normal to the corresponding column-vectors of W. 
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Thus, using Eq. (6), Eq. (8) allows Q to be interpreted as a product of ele- 
mentary orthogonal transformations, 
Q = WHW’ = fi(WHiW’). (9) 
i=l 
Also from Eq. (6), Q may be expressed as a sum, 
Q = e(WHiW’) - (m - l)I. 
i=l 
(10) 
Theorem 4. 
1. The singular value decomposition of Q - I is given by 
Q - I = WRLW’, (11) 
where the singular values are given by SZ=diag(2,2,. . .,2, w~,wI,w~, 
02,. , .,o,o,. . .,O), with oi = 2 sin i Bi, and 
L= -1, - 
{ ( 
sin i 0, cost Bj 
) 1 
,l . - cosifli -sin;& 
2. 
3. 
In Theorem 3, H is given by 
H=I+52L. (12) 
The best rank-p plus unit@t to Q is an orthogonal matrix given by 
I + R, = WH,W’, (13) 
where H, = I + sZ,L and 52, is CJ with all diagonal values set to zero except for 
the first p. 
Proof. Using Eq. (8), we have that 
Q - I = W(H - 1)W’. 
It is elementary that for H defined as in Theorem 3, then H-I = SZL where D 
and L have the forms given in the statement of Theorem 4. Hence Eq. (12) 
is valid and 
Q - I = WIZLW’. 
L is orthogonal and hence Eq. (11) is the singular value decomposition of 
Q - I. 
From the Eckart-Young theorem, the best rank-p fit to Q - I is 
R, = WC&,LW’ and Eq. (13) follows immediately. 0 
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Remark 1. The singular values may be ranked in the usual way. Values of - 1 in 
H and 2 in Sz correspond to reflections and show that, when reflections occur, 
they will give the best transformations towards symmetry. The contribution to 
the fitted sum-of-squares of a rotation (rank 2) is 8 sin* 40, = 4( 1 - cos Oi), 
which may exceed the contribution of 4 from a reflection (rank 1). When there 
are no reflections, or when reflections are to be excluded, the best approxi- 
mation is given by one or more plane rotations. Plane rotations are two- 
dimensional so the concept of hedra occurs as with skew-symmetric matrices 
and similarly their rank 2 contributions should be respected and not split. If a 
rotation is split then the single component chosen is not unique and I + R,, is 
not orthogonal. 
Remark 2. Note that the singular value decomposition of Q - I is unrestricted 
but the fit of I + R,) to Q turns out to be orthogonal. Thus, the unrestricted 
rank-p plus unit fit to Q is orthogonal and better cannot be done by 
considering general non-orthogonal linear transformations in the plane (for a 
discussion of plane transformations including elementary orthogonal trans- 
formations. see [6]). 
Remark 3. The result (13) shows that the decomposition of Theorem 3 gives all 
the information needed for determining rank-p plus unit fits to Q, while 
Eq. (12) gives a simple method for computing the decomposition. 
3. Skew-symmetry and orthogonality 
In the middle of the nineteenth century, Cayley showed that if N is skew 
then 
Q = (I - N)(I + N)-’ 
is orthogonal. Also if Q is orthogonal, then 
N = (I + Q)-‘(I - Q) 
is skew, provided the inverses exist. Because sign affects neither orthogonality 
nor skewness properties, the signs associated with both Q and N may be inter- 
changed; the forms chosen here are mutually consistent. Substituting the singu- 
lar value decomposition of N into Cayley’s formula for Q gives 
Q = VHV’, 
where 
(14) 
H= 
cos 8, sin Bi 
_ sin di cos 8, 
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with cos 8i = (1 - $)/(I + 0:) and sin 0; = -20,/(1 + c~f). If pi > aj then 
cos ei > cos ej. Eq. (14) is essentially Theorem 3 and H may be interpreted 
in terms of matrices Hi giving rotations through an angle Bi in the plane deter- 
mined by the vectors v(~;_~) and ~(2~). These planes of rotation coincide with 
those which define the hedra of skew-symmetry. Note however, that when N 
is obtained from Eq. (1) and Q from Eq. (3) the hedra differ as, probably, 
do the number of hedra. When oi = 0, Hi becomes a unit matrix and has no 
effect but as 0; ---) 00, Hi has two values of -1 on its diagonal which correspond 
to two reflections rather than a single rotation. These two reflections are in the 
planes whose normals are v(2i-l) and v(~~), respectively. Of course, two reflec- 
tions are equivalent to a rotation through rr but Eq. (14) when derived from 
Cayley’s formulae, cannot accommodate this possibility for any finite gi. Then, 
Q + I is singular and Cayley’s formulae fail. 
Cayley’s formulae are deceptively simple. Doubling N induces a complicated 
change in Q. This effect is easily parameterised by noting the generalization 
Q= @I-N)(kI+N)-‘, 
N = k(I + Q)-‘(I - Q), 
where k is an arbitrary non-zero scalar, showing that the symmetry of Cayley’s 
form is a consequence of choosing k = 1. Thus for given N a whole range may 
be obtained of related orthogonal matrices Q. Choosing different values of k 
leaves the hedra of V invariant (planes of rotation) but influences the scaling 
of N and the angles of rotation in Q. The latter now become 
cos Bj = (k’ - cJ;)/(@ + 02) and sin 8; = -2koi,/(k2 + of). The question is 
open as to whether there are any advantageous choices, such as k= cr1 or 
k2 = l[Njl. Note that the possible singularity of I + Q remains a difficulty. 
4. Geometrical representation 
The polar decomposition and its approximation, as described in Section 3 
has an algebraic validity in terms of providing a parsimonious model for de- 
scribing departures from symmetry which has a geometrical interpretation in 
terms of plane rotations and reflections. To be really useful, this geometrical 
interpretation should have a characterisation that allows data to be exhibited 
in an attractive way that aids interpretation. In analogy with the additive de- 
composition outlined in Section 1, in which skew-symmetry is represented by 
areas generated from 12 points in one or more hedra, each of the plane rotations 
of the canonical decomposition of Q can be represented in a hedron. Writing 
Wk = (WI ,w2) for the two columns of W associated with a rotation angle fIk, 
then I - Q is approximated by w~W~L;WL and its ijth element is given by 
- qij = COS 0 (WlrWZi +W*jW2j) + sin B(WliW2j - W2jWlj). (15) 
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Thus if we plot the points Pi(Wri,Wzr), i = 1,2,. . .,n then Eq. (15) gives the formu- 
la for reconstructing qii. At first sight this looks as if it requires a complicated 
composition of linear combinations of inner-products, for the term in cos 0, 
and areas, for the term in sin 8, but closer examination shows that this is not so. 
Fig. 1 shows the two points P, and Pj subtending an angle c+ at the origin 0. 
Writing ri for the length OPi, then Eq. (15) becomes 
- qij = UriY, sir+ COS Ccij + tor,r, COS$ sin cl;_j = WY,Yj Sill(C$j + $I) 
and similarly -qji = orirj sin(aLj - ! 0): where o is the dominant singular value 
from the decomposition of Eq. (10). The matrix (I - Q) is asymmetric and this 
is represented by noting that the angle 4 8 is to be added or subtracted, depend- 
ing on the order of the suffices in qij. Thus, as with skew-symmetry, the repre- 
sentation is interpreted in terms of areas, as is shown in Fig. 1. Corresponding 
to every point Pi is a point P,* obtained by rotating OP, through an angle f d in, 
say, a clockwise direction. The element qij is then approximated by the area of 
the triangle OPiP/~ and qji by OPjP,*. Alternatively, an anti-clockwise conven- 
tion could be adopted, in which P,* transforms to P,** and then ql, is approxi- 
mated by the area OPiP,?‘. In practice, there is no need to plot any of the 
transformed points because the effects of a simple rotation on area are easily 
assessed by eye. On the diagonal -qii in the above formulae should be replaced 
by l-411. 
w2 -axis / 
/ 
w, -axis 
Fig. 1. This demonstrates the approximation of the element y,, as the area of triangle OP,y in the 
plane of the vectors w, and wr. OP, has to be rotated clockwise through the angle i 0 to position 
Oy. Alternatively, rotate OP, anticlockwise through :O to a position OP,* and take the triangle 
OP,?. To represent q,C requires either 0 p: to be obtained by rotating Or anticlockwise through 
i Cl or by rotating OP, clockwise through 4 0 to a postion OP,‘. 
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Apart from the singular value ok, the component HE of I - Q represents a 
rotation through an angle i 6 in the exhibited hedron. Being a rigid body trans- 
formation this ensures that rotated configurations are the same as the unrotat- 
ed configurations. Thus straight lines transform into straight lines, circles into 
circles and so on; moreover, distances remain unaltered by transformation. All 
points Pi predicting the same value of qij for fixed P, must lie on a line through 
4* parallel to OPj. Because of the rigid body property, corresponding to the 
locus of P{ is another line which is the locus of Pk. Furthermore, the two lines 
must be inclined at the angle of rotation, or, equivalently, because of the par- 
allelism, the locus of Pk makes this angle with OPj as is shown in Fig. 1. 
The values of Q have to be 
may not be easy, but examples 
be conveyed by representations 
h hedra, we have 
related to those of A by multiplication. This 
given in [4] show that useful information can 
based on the geometry shown in Fig. 1. With 
A = MQ = M - M(1 - Q) = M - MWS2LW’ N M - MxUkWLkW’. 
k=l 
This implies that multiplicative departures from symmetry may be viewed and 
interpreted as the sum of separate simple multiplicative terms WkLkWk. 
In analogy with the additive model where M and N are analysed indepen- 
dently and secondarily an attempt may be made to combine the two parts, 
perhaps the best thing is to analyse the matrices M and Q of the polar 
decomposition independently and not worry too much about models that share 
the same parameters for describing symmetry and departures from symmetry. 
A hedron representation for combining information from M and Wk is discussed 
in [4]. 
5. Conclusion 
In the above, some results on the approximation of orthogonal matrices 
have been derived and how these might be used to assess asymmetry in a square 
matrix has been discussed. An exposition has been given of the links between 
orthogonality and skew-symmetry. Forms of graphical display have been 
suggested that are of potential use but novel graphical methods are notoriously 
difficult to assimilate; experience in their application is now needed. 
One of the ways of arriving at the additive decomposition outlined in 
Section 1, is to ask what unit-rank matrix ab’, when added to A gives the greatest 
symmetry. This requires the minimum of lj(A - ab’) - (A - ab’)‘ll, so we have to 
minimise I/N - i (ab’ - ba') 11 which immediately leads to the singular-value 
decomposition of N and thence its rank-2 hedron properties. 
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Similarly we could ask what unit-rank matrix would give the greatest sym- 
metry when post multiplying A. This requires Aab’ = M, to be as symmetric as 
possible and has the trivial solution of selecting any a and setting b = Aa. This 
approach must be modified in some way if it is to lead to anything useful. We 
have chosen the unit plus rank-p approximation to the orthogonal matrix Q of 
the polar decomposition of A. What we have not done is to find the orthogonal 
matrix Q which makes AQ as symmetric as possible. This, in a variant of the 
orthogonal Procrustes problem, requires the minimisation of IlAQ - Q’A’II. 
which is the same as the maximisation of Tr(AQAQ). If Q were not con- 
strained. the minimum of zero would be attained by deriving Q from the polar 
decomposition. In the spirit of this paper the obvious constraint is that Q 
should be a unit plus rank-p orthogonal matrix but we have been unable to 
solve this problem and doubt if a closed-form algebraic solution exists. In a dif- 
ferent approach [7], a &ago& matrix D is chosen such that DA is as symmetric 
as possible. To avoid trivial solutions a further size constraint must be imposed 
and in [7] the choices are (i) 1'Dl = 1, leading to a matrix inverse solution or (ii) 
[IDAII = llAl\. leading to a symmetric eigenvalue solution. The motivation for (i) 
is that when A is assumed to be a conditional proximity matrix then Dl may be 
regarded as estimating probabilities of the row-items: this interpretation im- 
poses a further constraint that the elements of Dl must be non-negative. 
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