Some Bayes estimators of the change point for the Pareto Type-II model under right item failure-censoring scheme are proposed. The Bayes estimators are obtained here in two cases, the first is when one parameter is known and second when both parameters are considered as the random variable. The performances of the procedures are illustrated by simulation technique.
Introduction
The Pareto distribution and its close relatives provide a flexible family of fattailed distributions, which may be used as a model for income distribution of higher income group and in socio-economic studies. This distribution has played important role in variety of other problems such as size of cities and firms, business mortality, service time in queuing system. It is often used as a model for analyzing areas including city population distribution, stock price fluctuation, oil field locations and military areas.
It has been found to be suitable for approximating the right tails of distribution with positive skewness. Pareto distribution has a decreasing failure rate, so it has often been used for model survival after some medical procedures (the ability to survive for a longer time appears to increase, the longer one survives after certain medical procedures).
Harries (1968) used this distribution in determining times of maintenance service while Dyer (1981) found that two-parameter Pareto distribution transformation is equivalent to the two-parameter exponential distribution. Madi & Raqab (2004) discussed about the forecasting of the temperatures records by Pareto distribution. Singh et al (2007) discussed about different types of testestimation for the Pareto Model. The length of Bayes prediction limits have been obtained recently by Prakash & Singh (2013) for the Pareto model. Panahi & Asadi (2011) presented stress-Strength model for a Lomax distribution. Some inferences regarding the Lomax distribution under the generalized order statistics has discussed by Moghadam et al. (2012) . Nasiri & Hosseini (2012) presented Bayesian and classical statistical inferences for Lomax model based on record values. Recently, Al-Zahrani & Al-Sobhi (2013) presents some parameter estimation for Lomax distribution under general progressive censoring criterion.
The probability density function of the considered Pareto Type-II model is given as
Here,  is the shape parameter and  is the scale parameter. The proposed
Pareto Type-II model is the result of mixture of the Exponential distribution with the parameter α, and the exponential scale parameter α is distributed as a Gamma with parameters  and  .
This article discusses the Bayes estimation of change point for Pareto Type-II model. The Bayes estimator has been obtained under the right item failure censoring criteria in two cases: the first is when the scale parameter is known and second when both parameters are considered as the random variable. A numerical study was carried out for illustration of the procedures in next section by MCMC technique.
The Change Point
In order to obtain information on their endurance, manufactured items such as mechanical or electronic components are often put to life tests and life times are observed periodically. Physical systems manufacturing the items are often subject to random fluctuations. It may happen that at some point of time, there is a change in the parameter. The objective of study is to find out when and where this change has started occurring, which is called the change point inference problem.
Bayesian model may play an important role in the study of such change point estimation problem and have been studied by Broemeling & Tsurumi (1987) , Jani & Pandya (1999) , Ebrahimi & Ghose (2001) , Goldenshluger, et al. (2006) . Pandya & Jadav (2010) presents Bayesian estimation of change point in mixture of left truncated exponential and degenerate distribution. Some Bayes estimation of shift point in Poisson model was presented by Srivastava (2012) . Recently, Pandya (2013) presented Bayes estimation of auto regressive model with change point.
Consider a sequence of independent random sample of size   (1) as:
Similarly, the probability density function and survival function of remaining () 
In life testing, the observations usually occur in ordered manner such that the weakest items fail first and then second one and so on. Suppose that n items are put to test under the considered model without replacement and only k ( ) n  items are fully measured, while the remaining () nk  items are censored. These () nk  censored items will be ordered separately. This censoring scheme is known as the right item failure-censoring criteria.
The change point criteria was introduced inside the right item-censoring scheme; assume a sequence of ordered independent random sample of size n such as (1) (2)  All n items are tested without replacement and first k ordered items are fully measured while remaining () nk  items are censored. From the first fully measured k
there is a change in the system at some point of time m and it is reflected in the sequence after () ( ) m x m k  by the change in the survival function.
The probability density function of first ( , ) m m k n  random samples
The first remaining group of random samples ( 1) 
The last remaining group of random samples ( 1) 
Under the above scenario the likelihood function for the random sample
Lx shows the likelihood function under the right itemfailure censoring criterion without consideration of change point.
2.
Substitute 12     and kn  in (7) to obtain the likelihood function for complete sample case without consideration of change point.
Change Point Estimation (Scale Parameter Is Known)
From a Bayesian viewpoint; there is clearly no way in which one can say that one prior is better than other. It is more frequently the case that, that a prior is selected to restrict attention to a given natural family of priors, and one is chosen from that family, which seems to match best with one's personal beliefs. A natural family of conjugate prior for shape parameter θ is considered here as a Gamma distribution (when scale parameter is known) with probability density function
Based on change point criterion the prior density (8) is re-parameterized as
A discrete uniform over the set (1, 2,..., 1), k  is considered as the prior distribution of change point m and defined as
The joint prior distribution when scale parameter is considered to be known, is defined as
The joint posterior density function is now obtained as 1 2 1 2 1 1 2 1 1 2 
The choice of the loss function may be crucial in Bayesian analysis. It has always been recognized that the most commonly used loss function, squared error loss function (SELF), is inappropriate in many situations. The Bayes estimator of a parameter under SELF is the posterior mean. If SELF is taken as a measure of inaccuracy then the resulting risk is often too sensitive to the assumptions about the behavior of the tail of the probability distribution. To overcome this difficulty, a useful asymmetric loss function based on the squared error loss function (ISELF) is defined for any estimate  corresponding to the parameter  as   2 1( , )
; .
The Bayes estimator of the change point m under ISELF is obtained as 
Here, the suffix P indicates the expectation taken under the posterior density. When positive and negative errors have different consequences, the use of squared error loss function (SELF) in Bayesian estimation may not be appropriate. In addition, in some estimation problems overestimation is more serious than the underestimation, or vice-versa. To deal with such cases, a useful and flexible class of asymmetric loss function (LINEX loss function (LLF)) is given as
The shape parameter of LLF is denoted by '' a . Negative (positive) value of shape parameter ' ', a gives more weight to overestimation (underestimation) and its magnitude reflect the degree of asymmetry. It is also observed that, for 1, a  the function is very asymmetric with overestimation being more costly than underestimation. For small values of , | a | the LLF is almost symmetric and is not far from the SELF.
Bayes estimator of m under the LLF is obtained as   
A close form of both the estimators does not exist. A numerical method is applied for obtaining the values of their estimates.
Change Point Estimation (Both Parameter Unknown)
In the case of when both the parameters  and  are unknown for the considered Pareto model, there does not exists any joint conjugate prior. Assume that the prior beliefs about the parameters  and  are independent. The natural family of conjugate priors for parameters  and non-informative prior for parameter  are considered independently here. The non-informative prior of the parameter is the limiting form of the appropriate natural conjugate prior. The joint prior distribution when both parameters are unknown is defined as
The prior distribution ( | ) g  is given in equation (8) 
Numerical Analysis One Parameter Known Case
To assess and study the properties of the Bayes estimator for the change point , m a simulation study was performed. The random samples were generated as:
Generate Table 1 shows that when censored sample size k increases, the magnitude of the estimate increases, but increment in magnitude is nominal (robust). A similar trend also noted when scale parameter  increases, however for large value of  ( 1.5)  the magnitude of the estimate decreases. The opposite trend has been seen when set of prior parameter increases.
Using above considered set of parametric values with 0.25, 0.50, 1.00, 2.00; a  (shape parameter of LLF) the magnitude of the Bayes estimate under LLF have been obtained and present in the Table 2 , only for 0.25, 1.00. a  Table 2 shows that when shape parameter  increases, the magnitude of the estimator decreases (except for large prior parametric value). An increasing trend in the magnitude of the estimate also is also noted when '' a increases but the increment in magnitude is robust. Others properties are similar to ISELF.
When Both Parameters Unknown
When both parameters are considered as a random variable, a simulation study was carried out to study the properties of Bayes estimators of change point.
Similarly, a 10,000 random sample of size 15 n  was generated. The Bayes estimate of m under the ISELF and LLF were obtained and are presented in Tables 3-4 respectively for different selected set of values. The behavior of ˆI m was shown to be similar as compare to ˆI m under ISELF. It is also noted that the magnitude of the estimator ˆI m increases as  increases for all selected parametric set of values. Further, the magnitude of the estimate of ˆI m is closer than the estimate of ˆI m except for large value of  . All properties of estimator ˆL m were similar as compared to ˆL m under LLF. For small values of ' ', a the magnitude of estimate of ˆL m is wider than ˆL m for all considered values of  (except for 0.50
 
). For large values of ' ', a the magnitude of estimate of ˆL m becomes narrower than ˆL m for all considered values of  (except for 1.00
). Other properties are the same, as in the case of a known shape parameter.
Remark
In the case when the censored sample size 15, r  the censoring criterion reduces to the complete sample size criterion and, hence, all results are valid for the complete sample case.
