Abstract-A large number of iterations and oscillation are those of the major concern in solving the economic load dispatch problem using the Hopfield neural network. This paper develops two different methods, which are the slope adjustment and bias adjustment methods, in order to speed up the convergence of the Hopfield neural network system. Algorithms of economic load dispatch for piecewise quadratic cost functions using the Hopfield neural network have been developed for the two approaches. The results are compared with those of a numerical approach and the traditional Hopfield neural network approach. To guarantee and for faster convergence, adaptive learning rates are also developed by using energy functions and applied to the slope and bias adjustment methods. The results of the traditional, fured learning rate, and adaptive learning rate methods are compared in economic load dispatch problem.
I. INTRODUCTION
n power system, the operation cost at each time needs to I be minimized via economic load dispatch (ELD).
Traditionally, the cost function of each generator has been approximately represented by a single quadratic cost function.
Practically, operating con&tions of many generating units require that the generation cost function be segmented as piecewise quadratic functions. Therefore, it is more realistic to represent the generation cost function as a piecewise quadratic cost function, and Lin and Viviani [11 presented the hierarchical economic dispatch for piecewise quadratic cost functions using a Lagrangian function.
Hopfield neural networks have been used in many different applications. The important property of the Hopfield neural network is the decrease in energy by finite amount whenever there is any change in inputs [ll] . Thus, the Hopfield neural network can be used for optimization. Tank and Hopfield [4] described how several optimization problem can be rapidly solved by highly interconnected networks of a simple analog processor, which is an implementation of the Hopfield neural network. Park and others [5] presented the economic load dispatch for piecewise quadratic cost functions using the Hopfield neural network. The results of this method were compared very well with those of the numerical method in an hierarchical approach [ 13. King and others [6] applied the Hopfield neural network in the economic and environmental dispatching of electric power systems. These applications, however, involved a large number of iterations and often shown oscillations during transients. This suggests a need for improvement in convergence through an adaptive approach, such as the adaptive learning rate method developed by Ku and Lee 171 for a diagonal recurrent neural network.
ECONOMIC LOAD DISPATCH
The ELD problem is to find the optimal combination of power generation that minimizes the total cost while satisfying the total demand. The cost function of ELD problem is defmed as follows: fuel 2,
where CJP, >: P, :
cost of the ifh generator the power output of generator i cost coefficients of the irh generator for fuel type k.
In minimizing the total cost, the constraints of power balance and power limits should be satisfied: a) Power balance load demand and transmission-line loss:
The total generating power has to be equal to the sum of
where D is total load, and Lis transmission loss.
The transmission loss can be represented by the B-coefficient method as
where Bij is transmission loss coefficient.
b) Maximum and mini" limits of power and it can be expressed as
The generation power of each generator has some limits where -P : the minimum generation power P : the maximum generation power.
-
HOPFIELD NETWORKS AND MAPPING OF ELD.

A. The Hopfield Neurul Networks
The continuous neuron model is a generalized Hopfield network in which the computational energy decreases continuously in time [3, 10] . For a very high-gain parameter (A) of the neurons, continuous networks perform in a way similar to the discrete model. Since the weight parameter vector is symmetric, the energy function of Hopfield neural network is defined as where V , is output value of neuron i, Ii is external input to neuron i, and 0, is threshold bias.
The dynamics of the neurons is defined by
where Ui is the total input to neuron i and the sigmoidal function can be defined as Stability is known to be guaranteed since the energy function is bounded and its increment is found to be nonpositive as Since g,(U,) is a monotone increa term in this sum is nonnegative. Ther zero. The time evolution of the system is a motion in statespace that seeks out minima in E and comes to a stop at such points.
B. Mupping of ELD Into the Hopfield
function is defined by augmenting the objective function (1) with the constraint (2):
Networks
In order to solve the ELD problem, the follow
where aik, bZk, c1k are the cost coefficients as discrete functions of Pi defined in (1).
By comparing (10) wi to be zero, the weight parame neuron i in the network [5] 
where the diagonal weig nonzero. This converts (7) into the following syn Unlike the asynchronous , the synchronous model has fixed points as well as limit cycles as attractors. However, it does not get trapped to local minima as easily as the asynchronous model. synchronous model [9] . The sigmoidal fun meet the power h i t con
IV. ADAPTIVE HOPFIELD NETWORKS
The traditional approach in solving the economic load dispatch @LD) problem using the Hopfield neural network requires a large number of iterations and often oscillates during the transient [5] and [8] . In order to speed up convergence, two adaptive adjustment methods are developed in this paper: slope adjustment and bias adjustment methods.
A. Slope Adjustment Method
In transient state, the neuron input oscillates around the threshold value, zero in Figure 1 . Some neuron inputs oscillate away from the threshold value. If the gain parameter is set too high, the oscillation will occur at the saturation region. If the slope in this region is too low, the neurons can not go to the stable state and will cause in stability.
Since energy is to be minimized and its convergence depends on the gain parameter U,, the gradient-descent method can be applied to adjust the gain parameter as where q, is a learning rate.
From (10) and (13), the gradient of energy with respect to the gain parameter can be computed as (15) The update rule of (14) needs a suitable choice of the learning rate qs. For a small value of qs, convergence is guaranteed but speed is too slow, on the other hand if the learning rate is too big, the algorithm becomes unstable. For faster and to guarantee convergence, a method to compute adaptive learning rates is developed following the procedure in Ku and Lee [7] . It can be shown [7, 8] 
Moreover, the optimal convergence is corresponding to
. "
This show an interesting result that any other learning rate larger than q does not guarantee a faster convergence.
B. Bias Adjustment Method
There is a limitation in the slope adjustment method, in that, slopes are small near the saturation region of the sigmoidal function , Fig 1. If every input can use the same maximum possible slope, convergence will be much faster. This can be achieved by changing the bias to shift the input near the center of the sigmoidal function. The bias can be changed following the similar gradient-descent method used in the slope adjustment method where q b is a learning rate.
The bias can be applied to every neuron as in (8), therefore, from (10) and (13), a derivative of energy with respect to a bias can be individually computed as aei aq sei'
The adaptive learning rate is also developed following the similar procedure [8] . It can be shown that convergence is quaranteed if q b is chosen as where Moreover, the optimal convergence is corresponding to Again, any other learning rate larger than q does not guarantee a faster convergence.
C. Momentum
The speed of convergence can be accelerated by addmg momentum in the update processes. The momentum can be applied when updating the input in (12), the gain parameter in (14) and the bias in (18): For the total load of 2400 MW, the final values (C) compared with those of numerical method (A) are very close when the gain parameter U. is 108. However, this is not the case for the earlier Hopfield network (B) where the output of unit 4 and unit 6 are interchanged. Also note that since the parameters of unit 4 and 8 are identical, the output power should also be the same, which is not the case for the earlier network, Hopfield network 1. When the set to be 100, the output power for different from those of the numerical method and Hopfield network I. However, the cost is lower and the constraints are met. Thus, the gain parameter has to be set to a suitable value and the new Network, Network 11, gives reasonable and better results. In other 1 demand, the gain parameter is set to be 100, and the outpt power is very close to those of other methods. A slightly higher cost for the numerical method is due to the numerical resolution in the earlier simulation reported in [5] .
B. Slope Adjustment with Fined and Adaptive Learning Rates
For slope adjustment method, Table 3 , the number of iterations is reduced to about one half of that of the conventional Hopfield network, Table 4 leaming rate, Results for the bias adjustment method with fixed = 1.0 (A) and adaptive learning rate (B). 
D. Momentum
Momentum is applied to the input of each neuron to speed up the convergence of the system. When the momentum is applied to the system, the number of iterations is drastically reduced. In Table 5 , the momentum factor of 0.9 is applied and the number of iterations is reduced to about 10 percent of those of the conventional Hopfield neural network, while lower momentum factors give slower responses. When the momentum with the same momentum factor is applied to the slope adjustment method with adaptive learning rates, the number of iterations is reduced further to be about 60 percent of that of the Hopfield neural network with the input momentum. The number of iterations, as seen in Table 6 , can be reduced to about one third which is about 3 percent of the Hopfield network without momentum when the momentum factor for the gain parameter is 0.97. (Fig. 5 ) took abou Considering the use of a personal computer rather than a main frame, there is a great potential for the proposed methods; especially, when implemented in hardware.
U
VI. CONCLUSIONS
This paper presents a unified adaptive learning approach in the Hopfield neural network using the slope adjustment and bias adjustment methods for application to economic load dispatch. The methods reduced the transient period drastically. The adaptive learning rate in both methods gives better response compared to the fixed learning rate. The bias adjustment method gives good response especially in the beginning of the process. Both methods reduced the number of iterations to one half of that of the traditional Hopfield neural network. When the momentum is introduced to all methods in either input or gain, the number of iterations and the computation time are reduced in the order of magnitudes. This promises a great potential of the proposed method for real-time economic load dispatch.
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