A downlink cellular network in which base stations (BSs) are distributed according to a homogeneous Poisson point process is considered. Each BS simultaneously serves multiple single-antenna users for downlink transmission; zero-forcing beamforming (ZFBF) is used for spatial division multiplexing. Each user quantizes and feeds back the channel state information (CSI) to the transmitter to ensure that at least partial CSI is available at the transmitter. The net spectral efficiency is introduced as a main performance metric; it measures the net profit achieved by using limited-feedback-based ZFBF. This paper mainly analyzes the optimal number of feedback bits that maximizes the net spectral efficiency. The optimal number is analyzed with respect to various important system parameters by extending and generalizing previous studies. Specifically, this paper analyzes the asymptotic behaviors of the optimal number with respect to the signal-to-noise ratio (SNR) and the channel coherence time; it does so by providing close approximations to the optimal number that is generally satisfied regardless of the values of the SNR, number of users, path loss exponent, and channel coherence time. It is demonstrated by simulation that the proposed approximations are extremely close to the optimal number on the region of interest of the system parameters.
I. INTRODUCTION
Multiple-input and multiple-output (MIMO) systems have been widely studied as promising technologies for increasing the spectral efficiencies of wireless communications. Singleuser (or point-to-point) MIMO systems were first introduced to obtain additional degrees of freedom in the spatial domain by implementing multiple antennas at both sides of the communication systems. Because it can create additional communication resources in the spatial domain, extensive research has been conducted to analyze the achievable performance of single-user MIMO (SU-MIMO) systems [1] - [3] . An important result is that the capacity linearly increases with the minimum number of transmit and receive antennas [1] . The linear gain with respect to the number of multiple antennas is called spatial multiplexing gain. However, in mobile The associate editor coordinating the review of this manuscript and approving it for publication was Wenchi Cheng . communications, it is likely to be highly challenging to increase the number of sufficiently uncorrelated antennas in a user device exclusively for achieving spatial multiplexing gain; this is because of numerous practical limitations including those with regard to the mobility, power consumption, and physical size of the device.
To achieve spatial multiplexing gain without increasing the number of user antennas, multiuser MIMO (MU-MIMO) systems have been proposed. In these systems, an access point or a base station (BS) with multiple antennas simultaneously communicates with multiple users, i.e., with their group of antennas [4] - [6] . By multiplexing multiple data streams over multiple antennas belonging to different users, the capacity of MU-MIMO systems can be linearly increased with the minimum value between the number of BS antennas and the number of total antennas of the user group. Various spatial division multiplexing schemes for MU-MIMO systems have been designed to exploit the inherent gains in MU-MIMO VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ channels; moreover, theoretical results have been proposed to support similar methods [7] - [10] . For the downlink communication of MU-MIMO systems, multiple users in the same communication group cannot perform joint signal processing because technically, they are not located together and socially, security or privacy issues are likely to be present. Thus, the BS must perform spatial division multiplexing for data streams prepared for different users before they are transmitted. To appropriately guide each data stream to its associated user, the transmitter requires channel state information (CSI). Moreover, the accuracy of CSI at the transmitter (CSIT) generally determines the performance of downlink communication in MU-MIMO systems [11] . However, in practical systems, obtaining CSIT is highly challenging, particularly for frequency-division duplex (FDD)based systems; this is because a transmitter in the FDD mode cannot directly track downlink channels. In this case, the downlink channel is estimated at the receiver side, and a form of CSI should be reported to the transmitter by each user. A popular example is limited feedback, in which each user estimates, quantizes, and feeds back its CSI to the transmitter [12] - [15] . If the transmitter perfectly knows the CSI, the transmitter can completely eliminate multiuser interference in the received signal of each user (the capacity achieving technique is also based on interference cancelation). In contrast, if the transmitter only knows partial CSI from the limited feedback with finite-rate quantization, the transmitter cannot completely eliminate multiuser interference in the received signal because finite-rate quantization causes quantization error, and the quantization error disturbs the interference cancelation performed at the transmitter. Thus, with limited feedback, there is inevitable multiuser interference in the received signal, and the amount of multiuser interference directly affects the achievable rate [11] .
Although numerous important studies have demonstrated the benefits of MU-MIMO systems in FDD systems [11] - [17] , they have not been very actively implemented in realistic mobile communication networks. MU-MIMO schemes using limited feedback in downlink have been included in 3GPP LTE standards since release 8 via transmission mode 5. However, the support for downlink MU-MIMO is rather limited, e.g., a simple unitary codebook-based precoding is only considered, where the recommended codebook size is also more or less small [18] , [19] . Moreover, mobile service operators have been focusing mostly on using SU-MIMO systems for achieving the spatial multiplexing gain in communication networks. This is mainly because MU-MIMO schemes require a sophisticated CSI feedback system for downlink communication, if it is operating in FDD mode, such that they are likely to require a significantly large amount of feedback bits to achieve reasonable performance [11] , [15] , [20] . That is, the amount of uplink resources required to convey CSI feedback can surpass the capacity increase achieved by using MU-MIMO systems. Moreover, most fundamental studies of MU-MIMO systems have been performed assuming single-cell networks [16] , [17] , [20] - [23] or multi-cell networks in which only few BSs have an intentionally-fixed deterministic topology [24] - [26] ; such network models cannot effectively simulate a realistic wireless network in which numerous BSs are irregularly scattered in the network. Therefore, to validate the effectiveness of limited-feedback-based MU-MIMO systems for practical applications, we require more quantitative results that demonstrate that they are beneficial in realistic cellular networks also.
To suitably model realistic wireless networks, recent studies have considered stochastic geometry, where the locations of the BSs and users are modeled by using random point process. The performance is averaged with respect to the random locations of the BSs and users; thus, mathematical analysis is feasible independent of the number of cells in the network. Stochastic geometry has been recently used for various applications in wireless communication. For example, in [27] - [30] , the classical performance metrics such as capacity and outage probability of MIMO systems in cellular networks were theoretically analyzed by modeling the locations of the BSs using random point processes, where perfect CSI was assumed at both the transmitter and receiver. In [31] , a cyber insurance framework for physical layer security was developed using homogeneous α−Ginibre point processes for BS and eavesdropper locations. In [32] , [33] , stochastic geometry was used to model heterogeneous networks in mmWave communication. It has also been utilized to model the random locations of the users performing machine-type communications [34] , [35] .
In terms of limited feedback, the authors in [36] provided a common mathematical framework that considered the effects of both the limited CSIT and multi-cell interference in cellular networks. They considered a homogeneous Poisson point process (PPP) for BS topology, and intensive analysis results were provided with respect to various performance metrics including the distribution of signal-to-interference ratio, ergodic rate of the system, and optimal number of feedback bits. In particular, it was claimed that the optimal number of feedback bits increased linearly with the number of transmit antennas and increased logarithmically with the channel coherence time; it increased linearly with the path loss exponent also when multiuser beamforming was used. In [37] , a more rigorous analysis was provided to establish that the scaling rate of the optimal number of feedback bits, proposed in [36] , is asymptotically true. The author in [37] also analyzed the behavior of the optimal number for small values of T c by investigating the valid region of the analytical bounds of the optimal number. Both [36] and [37] provided important insights into the system-level performance of limited-feedback-based MIMO systems in realistic cellular networks; however, the results therein omitted the effect of additive noise by assuming the system to be interference limited. That is, in [36] and [37] , the noise power was implicitly assumed to be negligible compared to the transmit power such that the noise power was assumed to be zero. As a result, all the analysis results therein were independent of the signal-to-noise ratio (SNR). As wireless networks are not always interference limited and the SNR has traditionally been one of the most important performance metric in communications, it will be worthwhile to consider the effect of the SNR on the optimal number of feedback bits. Moreover, when multiuser beamforming is considered, previous studies assumed only the case wherein each BS completely serves the maximum number of users, i.e., the case wherein the number of users is equal to the number of transmit antennas.
In this paper, the spectral efficiency of a MU-MIMO system in a cellular network wherein the BS locations follow a homogeneous PPP is analyzed. Each BS simultaneously communicates with multiple users, and each user quantizes and feeds back its CSI to the associated BS. For spatial division multiplexing, each BS performs zero-forcing beamforming based on the CSI feedback from users. The main focus of this study is to analyze the optimal number of feedback bits that maximizes the net spectral efficiency of the system; here, the net spectral efficiency is defined as the spectral efficiency subtracted by the cost of uplink resource usage. In particular, this paper focuses on the analysis of the effect of the SNR on the optimal number and investigates the asymptotic behavior of the optimal number with respect to the SNR. In the process, close approximations to the optimal number are newly proposed; moreover, they are generally derived for all values of the important parameters including the SNR, channel coherent time, path loss exponent, and number of users. Compared to the previous studies, the novel observations of this paper can be summarized as follows:
• The effect of the SNR on the optimal number of feedback bits is investigated.
• Demonstrates that the scaling rate of the optimal number of feedback bits with respect to the channel coherence time is consistently satisfied regardless of the value of the SNR.
• Generalizes previous studies by further considering multiuser beamforming when the number of users is less than the number of transmit antennas.
• Close approximations for the optimal number of feedback bits are provided for all feasible values of the important system parameters including the SNR, number of users, channel coherent time, and path loss exponent. The approximations are more accurate than those of the previous results. This paper is organized as follows: Section II introduces the system model and performance metrics. Section III describes the performance analysis for the optimal number of feedback bits; SU-MIMO and MU-MIMO systems are separately considered. Section IV presents the simulation results that verify the analysis results in Section III, and Section V concludes the paper.
Notations: Matrices are denoted by upper-case boldface letters, and column vectors are denoted by lower-case boldface letters. The superscript (·) H indicates the complex conjugate transpose of a matrix. · indicates the vector norm, and | · | is the absolute value of a complex number. (·) denotes the Gamma function, Pr(·) denotes the probability of an event, E(·) denotes the expectation, and d = denotes the equality in distribution. A random variable X is denoted as X ∼ Gamma(a, b) if it follows a Gamma distribution with shape a and scale b; it is denoted as X ∼ Beta(a, b) if it follows a Beta distribution with parameters a and b. The sets N, R, and C represent the set of natural numbers, real numbers, and complex numbers, respectively.
II. SYSTEM MODEL A. NETWORK MODEL
Base stations are distributed according to a homogeneous PPP
is the random location of BS i. Each BS has N transmit antennas, and it is assumed that each user in the network is served by the nearest BS. Thus, the coverage region of each BS is characterized by a Voronoi tessellation. In each Voronoi region, K single-antenna users are independently and uniformly distributed, and are served by the BS occupying that region; the distribution of the users are independent of . In this paper, the achievable downlink spectral efficiency is investigated for an arbitrary user in the network. Let x ∈ R 2 be the location of an arbitrary user. Because a homogeneous PPP must be stationary and isotropic [38] , it is invariant over linear transformations. Thus, by applying the linear transformation that maps x to the origin, we have an equivalent system in which the user of interest is located at the origin, and the homogeneous PPP that is equivalent to characterizes the BS topology. In this paper, the user located at the origin after the corresponding linear transformation is denoted by the index k, 1 ≤ k ≤ K , and the serving BS of user k (the one that is nearest to user k) is denoted by b k .
The received signal of user k is represented as
where h k,i ∈ C N ×1 represents the single-tap channel vector from BS i to user k,
represents the beamforming matrix of BS i, and s i represents an information symbol vector prepared for K users served by BS i. The channel is assumed to be block fading, where fading in each block is independent of fading in other blocks. In each channel block, each BS simultaneously transmits K independent symbols in s i to K users served by the BS. The independent data symbols are properly guided by the beamforming matrix. The entries of the channel vector follow independent and identically distributed (i.i.d.) Gaussian distributions with zero mean and unit variance, and z k is the additive Gaussian noise at user k with zero mean and unit variance. It is assumed that the path loss exponent α > 2 and an equal amount of power is allocated to all the users such that E[s i s H i ] = P K · I K , where I m denotes an m×m identity matrix. P denotes the total transmit power of each BS; moreover, as the noise variance is normalized to 1, P measures the transmit SNR of the system also.
For simplicity, the index b k , which denotes the serving BS of user k, is omitted unless otherwise specified, such that
B. LIMITED FEEDBACK MODEL
To implement an appropriate beamforming strategy at the transmitter, each BS requires a form of downlink channel information. This paper considers a well-known finite-rate quantization and feedback model [12] , [13] . That is, assuming perfect channel estimation at the receiver side, user k quantizes the channel direction information (CDI) by using the codebook C k = c k,1 , . . . , c k,2 B ; the codebook is fixed beforehand and is known to its associated BS. Each codeword is a unit vector in C N ×1 and is different from all the other codewords; B is the number of feedback bits per user. The quantized CDI is given bŷ
where d(·, ·) is a distance measure; the chordal distance is commonly used to quantize a uniformly distributed vector channel [13] . The index ofĥ k is reported to BS b k , and b k identifies the quantized CDIĥ k from the codebook by using the received index. Similarly, each user in the network quantizes and feeds back CDI to its associated BS. As the number of quantization bits is finite, the performance is limited by the quantization error, which can be characterized as
where θ k ∈ [0, π 2 ] is the angle betweenĥ k andh k . Then, the CDI is represented as
with a unit vector g k that is isotropically distributed in the left null-space ofĥ k and with angle φ satisfying e φ
Rather than constructing an explicit codebook C k , this paper adopts the quantization upper bound model used in [15] , [39] and denotes the model by spherical-cap approximation of vector quantization (SCVQ) as in [36] . The SCVQ is known to provide the performance upper bound in terms of codebook construction, and the bound is very tight particularly when B is large; SCVQ is widely used to analyze the performance of limited-feedback-based MIMO systems.
With SCVQ, the cumulative distribution function (CDF) of quantization error is given by [15] 
where δ is a function of B, i.e., δ(B) = 2 − B N −1 . From the CDF, we know that
C. ZERO-FORCING BEAMFORMING For spatial division multiplexing, zero-forcing beamforming (ZFBF) is used at the transmitter of each BS. ZFBF is a simple and near-optimal transmission strategy that permits each BS to simultaneously serve multiple users K ≤ N [7] . To obtain ZFBF vectors, BS b k takes the pseudo-inverse matrix of quantized CDIs such that
The j-th column vector v j of the precoding matrix V is given by the normalized j-th column vector of H inv such that v j = 1, 1 ≤ j ≤ K . Similarly, each BS constructs its own ZFBF matrix V i based on the quantized CDIs received from its serving users. Note that if we consider single-user communication per BS, i.e., K = 1, the precoding matrix is reduced to the quantized CDI between the user and BS. For example, if K = 1, k must be 1, and for user 1, we have
Beamforming with (9) is known as the maximum ratio transmission.
D. PERFORMANCE METRIC
From (2), the received signal-to-interference-plus-noise ratio (SINR) is given by
where the term including the intra-cell multiuser interference is defined as
and the term including the inter-cell interference plus noise is
The downlink (ergodic) spectral efficiency of user k is given by
If the number of feedback bits increases, the spectral efficiency increases correspondingly; however, more uplink resources are required to convey a larger number of feedback bits. Thus, realistic systems should consider a balance between downlink and uplink resource usages, i.e., consider a performance metric that measures the net profit achieved by using spatial division multiplexing based on limited feedback. In this context, this paper also focuses on the following net spectral efficiency [36] 
along with R(B, P, K ).
In (15), T c represents the number of downlink symbols that share the same channel fading. For convenience, T c is called the channel coherence time in this paper (in practical cases, coherent symbols can also spread over other domains, e.g., frequency domain). The symbol group sharing the same channel fading is called channel coherence block and B bits are used to quantize each coherence block. Therefore, R Net multiplied by T c is equivalent to the sum spectral efficiency in a channel coherence block subtracted by the number of feedback bits used for the uplink feedback of that channel. That is, R Net measures the average net spectral efficiency per downlink symbol that takes into account both the downlink spectral efficiency and the uplink number of feedback bits.
III. PERFORMANCE ANALYSIS
In [36] , the entire analysis was achieved assuming that the effect of noise is negligible; i.e., the noise term was eliminated while defining both the SINR and the corresponding spectral efficiency. That is, the system was constrained to be interference limited, which is achieved only when the transmit power is sufficiently large. However, the transmit power has been the most important resource in communications systems and a practical environment will not always be interference limited. For this reason, this paper does not impose a similar restriction on the transmit power; thus, the analysis results in this study are satisfied for all the feasible values of the transmit power. Moreover, this paper also considers the cases of deficient users, 1 < K < N , which were not investigated in previous studies.
For the optimality of B, the following maximization problem is considered:
As this problem is NP hard, it is more convenient to relax the domain of B into a real number rather than directly considering the problem:
Assuming B ∈ R, the critical point can be evaluated by differentiating it.
The special case K = 1 is first considered. In this case, pointto-point communication is performed between each BS and its serving user. Moreover, multiuser interference is absent if K = 1; i.e., I U (B, 1) = 0. Thus, for each BS i, the precoding matrix V i is reduced to the beamforming vector v (i) 1 as in (9). Hence, the SINR can be re-expressed as
with
where v (i) 1 is the precoding vector of BS i as defined in Section II-A. To determine the optimal number of feedback bits, the critical points of R Net is investigated. A critical point of a function can be determined by differentiating it, if the function is differentiable. Thus, the following lemma is first considered to obtain the derivative of R Net .
Lemma 1: The derivative of R satisfies
and it is a decreasing function of B.
where the last inequality follows from E [β 1 ] = N −1 N , and
The expectations E 1 N h 1 2 I CN (P,1)+ h 1 2 in (22) and (23) can be characterized using an improper integral as described in the following lemma. (24) in which the double improper integral converges to a finite value. In (24), 2 F 1 (a, b, c, z) denotes the Gausshypergeometric function, which is represented in the integral form as
for Re(c) > Re(b) > 0, provided that z is not a real number greater than or equal to one [41] .
Proof: See Appendix B. With (22) and (23), this lemma implies that
As both the inequalities are obtained by replacing 1 − δ with 1 in the corresponding places in (21) and (22), respectively, they become tight as B increases. That is, both the bounds shrink and converge to ∂R ∂B as B increases; the simulation results reveal that both the bounds converge very fast, so they are already very tight for moderate values of B (Fig. 1 ). With ψ SU (P), the optimal number of feedback bits can be characterized as follows. Theorem 1 characterizes the growth rate of the optimal solution B * Real with respect to the channel coherence time T c . It increases logarithmically with respect to T c , and asymptotically, we have
for all fixed N and P. This follows from the squeeze theorem of limiting values because both the upper and lower bounds in Theorem 1 divided by (N − 1) log 2 T c , converge to 1 as T c → ∞. Therefore, Theorem 1 proves that the optimal number of feedback bits increases at the rate of (N − 1) log 2 T c as T c increases, regardless of the values of N and P. Note that an identical scaling rate (N − 1) log 2 T c , compared with the rate derived in the interference-limited regime [36] , is consistently satisfied regardless of the value of the SNR. This paper further investigates the behavior of B * Real (P, 1) with respect to P for fixed values of N and T c . In deriving (28) , ψ SU (P) has been treated as a constant because it is invariant with respect to T c . However, as ψ SU (P) is given by a function of P (24), we need to analyze the improper integral used to express ψ SU (P) to investigate the behavior of B * Real (P, 1) with respect to P. Unfortunately, the improper integral cannot be completely removed to provide an explicit function of P. We may at least consider two extreme cases separately to estimate the rate of increase of B * Real with respect to P. First, as P increases, e − 1 P r α t gradually increases and converges to 1 such that ψ SU (P) converges as
and is bounded by the limiting value: ψ SU (P) ≤ ψ upper SU for all P; note that ψ upper SU is invariant with respect to P. Therefore, we know that the amount of increase in B * Real with respect to P will be gradually reduced as P increases and then be bounded by (N − 1) log 2 (1 + T c · ψ upper SU ), which is obtained by substituting ψ upper SU into (27) (see Fig 2-(b) ). To further investigate the behavior of B * Real in the low SNR region, we derive the limiting value of ψ SU (P) as P → 0 in the following lemma. Since the derivative of ψ SU (P) characterizes ∂ ∂B R(B, P, 1), this lemma can be used to characterize the behavior of B * Real for a sufficiently small P. Lemma 3: As P approaches 0, lim P→0 ψ SU (P)
.
Proof: With variable change y = 1 P r α t, we obtain
where (a) follows from the variable change s = 1 1+t . Because
, the proof is completed.
This lemma implies that for sufficiently small P (for noise limited regime), B * Real can be closely approximated as a linear function of P 2 α . Using big-O notation [40] , it follows that
as P → 0. In conclusion, from (27) , (29) , and (33), it is likely that B * Real logarithmically increases with P in the low SNR region; then, the rate of increase is gradually reduced until it is bounded by (N − 1) log 2 (1 + T c · ψ upper SU ). It will be further discussed with corresponding simulation results in Section IV.
In this subsection, the optimal number of feedback bits is investigated when ZFBF is used for spatial multiplexing of K data streams prepared for K users, 1 < K ≤ N . For this purpose, the derivative of the spectral efficiency is first investigated.
Lemma 4: For 1 < K ≤ N , the derivative of R satisfies
Proof: See Appendix C. We subsequently derive the Laplace transform of I CN , as it can be used to further calculate the expectation term of this lemma. Let L I CN (s; P, K ) denote the Laplace transform of I CN (P, K ). Then, with the notation
the Laplace transform of I CN is characterized by the following lemma.
Lemma 5: Suppose that the component terms |h H k,i v (i) j | 2 , j = 1, · · · , K , which construct I CN in (13) , are mutually independent. Then, for fixed N and P, and 1 < K ≤ N ,
where the improper integral 
Now, using Lemma 4 and Lemma 5, the derivative of the spectral efficiency can be characterized as follows. The derivative is then used to analyze the optimal number of feedback bits. Theorem 2: Suppose that the component terms |h H k,i v (i) j | 2 , j = 1, · · · , K , are mutually independent as in Lemma 5. Suppose further that the component terms |h H k v k | 2 , 1 ≤ k = k ≤ K , which construct I U in (11) , are also mutually independent. Then, for fixed N and P, and 1 < K ≤ N ,
Proof: See Appendix E. In deriving Theorem 2, the following two assumptions are imposed:
are mutually independent. Although the component terms are not completely independent when ZFBF is used, previous studies have verified that both are highly reasonable assumptions and provide a close approximation to the spectral efficiency [36] , [37] , [42] . Accordingly, Theorem 2 implies that ∂ ∂B R(B, P, K ) ≈ δ for a sufficiently large B, where the part that is independent of both P and B is denoted as
for simplicity. The approximation in (39) can be used to characterize the asymptotic behavior of B * Real (P, K ) with respect to T c . That is, by solving
assuming B is sufficiently large, we have
for a sufficiently large T c . More formally, the scaling rate of B * Real can be characterized as
for any fixed N and P, and 1 < K ≤ N . Therefore, the optimal number of feedback bits scales at the rate of α 2 (N − 1) log 2 T c with increasing T c regardless of the values of N , P, and K . Now, this paper further investigates how B * Real (P, K ) behaves with respect to P for fixed values of N , K , and T c , as done in the previous subsection. Similar to the single-user case, the two extreme cases are examined. First, the exponential term e − K P r α t gradually increases and converges to 1 such that ψ MU (P, K ) converges as 
and is bounded by the limiting value: ψ MU (P) ≤ ψ upper MU for all P, where ψ upper MU is invariant with respect to P. That is, the amount of increase of B * Real with respect to T c will be gradually reduced as P increases and then be bounded by as P → 0. Therefore, from (42), (44) , and (45) , it is likely that B * Real logarithmically increases with P in the low SNR region and that following this, the rate of increase is gradually reduced until it is bounded by α 2 (N − 1) log 2 T c · ρ(K )ψ upper MU (K ) , assuming that T c is sufficiently large to validate the approximation in (42) . The simulation results in the following section further verify these observations.
IV. SIMULATION RESULTS
In this section, the simulation results are presented to verify the main results described in the previous section. For BS geometry, a homogeneous PPP with density λ = 10 −5 /π is considered, and the path loss exponent α = 4. In the simulation, SCVQ is assumed to generate a quantized channel as described in Section II-B. With SCVQ,ĥ k can be obtained for each B ∈ R; certain simulation results consider B ∈ R to directly verify the corresponding analysis. For simplicity in description, an average receive SNR is defined in this section as
where the PDF of d expressed in (52) of [36] is used for (a). As communication performance is more directly affected by the received SNR, P r is used rather than P for simplicity, when the analysis results with respect to P are verified by simulation. Note that the graph depicted using P r on an axis just corresponds to a linear transition of the graph depicted using P on the same axis.
A. SINGLE-USER BEAMFORMING WHEN K = 1
In Fig. 1 , the derivative of the spectral efficiency, ∂ ∂B R (B, P, 1) , is depicted for various simulation setups; here, simulation results of ∂ ∂B R(B, P, 1) are obtained from (20) . As indicated in Section III-A, both the upper and lower bounds become very tight as B increases, and they are almost negligible if ∂ ∂B R(B, P, 1) < 0.025 for all N = 2, 3, 4. This implies that if T c is at least greater than 1 0.025 = 40, the optimal number of feedback bits that maximizes R − B T c can be characterized by both bounds accurately. Fig. 2-(a) supports such an expectation, in which both the upper and lower bounds of B * Real , which are given in (27) and derived from the respective bounds of ∂ ∂B R, are very close to B * Real . The scaling rate in (28) can be verified by Fig. 2 -(a) also. Furthermore, in Fig. 1 , both the bounds adequately approximate ∂ ∂B R(B) even for small B; therefore, it is likely that Theorem 1 provides reasonably close bounds for all fixed values of T c . Fig. 2-(b) exhibits the optimal number of feedback bits, together with its upper and lower bounds derived in Theorem 1, with respect to P r ; P r is defined by a linear transformation of P as described in (49). This figure shows that both the upper and lower bounds are very tight regardless of the value of the SNR. From (30) and (33) , ψ SU (P) can be approximated as ψ SU (P) ≈ C · P 2 α for a sufficiently small P;
. Then, applying (27) , we have max 0, (N − 1) log 2 as P approaches 0. Provided that the lower approximation is sufficiently close, as in Fig. 2-(b) , B * Real can be approximated by the logarithm of P in the low SNR region. Thus, in Fig. 2-(b) , B * Real linearly increases with respect to P r , which is expressed in dB scale when the SNR is very low. As the SNR increases, the rate of increase in B * Real is gradually reduced; finally, it is upper bounded by (N − 1) log 2 (1 + T c · ψ upper SU ), which is a constant with respect to P. (34) . This figure verifies the result of Theorem 2 and the corresponding approximation in (39) , which is satisfied for a sufficiently large B. In Fig. 3 , the approximation is very close if B is greater than approximately 8 or the value of ∂ ∂B R(B) is below approximately 0.04. This implies that if at least FIGURE 4. Verification of analytical bounds on the optimal number of feedback bits when multiuser beamforming is used. The optimal number of feedback bits is depicted with respect to the channel coherence time.
FIGURE 5.
Verification of analytical bounds on the optimal number of feedback bits when multiuser beamforming is used. The optimal number of feedback bits is depicted with respect to the average receive SNR P r . T c > 1/0.04 = 25, the approximation (42) for B * Real will also provide a reasonably close approximation. This can be verified by Fig. 4 , which depicts the optimal number of feedback bits, B * Real , with respect to T c . The analysis result accurately tracks the optimal number of feedback bits on the entire region exhibited in Fig. 4 . When K = N = 4 in Fig. 4-(b) , we observe a slight mismatch between the analysis and simulation results. This is because the analysis results in this study are obtained assuming that multiuser interference terms are independent. Since they are not completely independent [37] , and the amount dependency increases as K increases, the mismatch also increases as K increases. Moreover, we can observe that the increasing rate in the optimal number of feedback bits is much larger with an increasing N than with an increasing K . This is because the optimal number of feedback bits increases linearly with respect to N −1 as derived in (43) . Fig. 5 exhibits the optimal number of feedback bits, together with its approximation given in (42) , with respect to P r ; here, P r is represented in the dB scale. The analysis results are generally close to the simulation results. When K = N = 4 in Fig. 5-(b) , we observe a slight mismatch when P r is very low. The reason for this mismatch is the same as that for the mismatch in Fig. 4-(b) . It should be noted that our analysis results still provide close approximations. In Figs. IV-B -IV-C, it is also demonstrated that the analysis results in this study are much more precise than the existing results obtained in previous studies. From (45) , ψ MU (P) can be approximated as ψ MU (P) ≈ as P → 0. This implies that B * Real can be approximated by the logarithm of P in the low SNR region provided that the approximation in (42) is sufficiently close. Thus, in Fig. 4-(b) , B * Real linearly increases when P r is very low, as P r is given in dB scale; then, the rate of increase is gradually reduced as FIGURE 6. Ergodic net spectral efficiency comparison between the case using limited feedback with the optimal number and the case without using limited feedback. The number of transmit antennas is fixed to 4, i.e., N = 4. the SNR increases, until it is finally upper bounded by α 2 (N − 1) log 2 T c ρ(K )ψ upper MU (K ) , as determined in (44) . Fig. 6 compares the net spectral efficiency obtained by using the optimal number of feedback bits (B = B * Real ) and that obtained without using limited feedback (B = 0). In Fig. 6-(a) , the gap gradually increases as the SNR increases because the effect of multiuser interference increases as the SNR increases. Thus, we can achieve higher benefit by using limited feedback in an interference-limited regime. In Fig. 6-(b) , the comparison results with respect to T c are provided. As the achievable net spectral efficiency is almost invariant, the performance gap is also almost invariant with respect to T c . The net spectral efficiency achieved with the optimal limited feedback is substantially higher than that achieved without using limited feedback, in the entire region of interest.
C. BENEFITS OF USING THE OPTIMAL NUMBER OF FEEDBACK BITS
In Figs. IV-B -IV-C, the analytical approximations in previous studies are compared with the results of this study. In Fig. IV-B , the analysis result of this study and the upper bound obtained in [37] are closest to the optimal number of feedback bits obtained by the simulation, and their approximation errors are negligible. Two lower bounds in previous studies also provide close approximations. However, as the previous studies assumed an interference-limited regime, which was obtained by assuming P → ∞, the results therein are accurate only when P is sufficiently large. Consequently, in Fig. IV-B , the results of previous studies are inaccurate because P r is set to a lower value (-10 dB). Moreover, the previous studies only considered the case when K = N ; thus, the corresponding results are more inaccurate if K < N as demonstrated in Fig. IV-C . Since the analysis results in this study are obtained without imposing any restrictions on the values of P and K , the approximation in (42) is accurate for all figures.
V. CONCLUSION
The optimal number of feedback bits that maximizes the net spectral efficiency of a multi-antenna system in a cellular network was analyzed in this paper. To closely capture both the effect of the inter-cell interference in realistic cellular networks and the effect of intra-cell interference induced from limited CSIT, this paper adopted the stochastic geometry (for BS topology) and limited feedback (to realize partial CSI at each BS). To analyze the optimal number, the derivative of the spectral efficiency was derived; it was analyzed with respect to various important system parameters. Unlike to the previous studies, this paper focused mainly on the effect of the SNR on the optimal number of feedback bits. As the optimal number is not provided by an explicit function of the SNR, this paper first considered two extreme cases to estimate how the optimal number behaves with respect to the SNR. Moreover, this paper provided accurate approximations to the optimal number, which was derived for all the feasible values of the important system parameters including the SNR, number of users, channel coherence time, path loss exponent. In this regard, this paper has extended and generalized the previous results, which mainly focused only on the channel coherence time.
A noteworthy direction for future research in this literature is to analyze the effect of user scheduling and corresponding CQI design in this framework. In this case, the distribution of the users in each cell should be carefully determined to closely capture that of a realistic wireless network. One may also consider imperfect channel estimation at the user side, which is a more realistic assumption for wireless communications systems. As the framework in this paper can model dense cellular network, issues involving the effect of both inter-cell and inter-user interference in heterogeneous network will also be a worthwhile research topic in this area.
APPENDIX A PROOF OF LEMMA 1
From (14) and (18),
Let β 1 = sin 2 θ k δ . Then, from (5) and (7),
As the second term on the right-hand side (RHS) of (53) is independent of B,
By applying β 1 = sin 2 θ k δ , (20) is obtained. As 2 − B N −1 is a monotonically decreasing function of B, it is evident from (54) that ∂R(B,P,1) ∂B is also a monotonically decreasing function of B.
APPENDIX B PROOF OF LEMMA 2
Let H 1 , · · · , H N , be i.i.d. Gamma random variables with H 1 ∼ Gamma(1, 1) . Then, because h 
Because v 
where (a) follows from h H 1,i v (i) 1 2 ∼ Gamma(1, 1), (b) follows from the probability generating functional (PGFL) of PPP [43] , and (c) follows from the definition of the Gauss-hypergeometric function in (25) . Using the PDF of d given in (52) of [36] , we obtain
The proof is completed by combining (55) and (58), and then applying the variable change t = x 1−x .
APPENDIX C PROOF OF LEMMA 4
From (10) and (14),
Let β 1 = sin 2 θ k δ . Then, from (7) and (11),
where δ(B) = 2 − B N −1 . By differentiating the first term on the RHS of (60), we have
where (a) follows because I U (B, K ) is the only term depending on B and (b) follows with the use of (61) and ∂ ∂B δ(B) = − ln 2 N −1 δ(B). Similarly, we can show that
The proof is completed by substituting (62) and (63) into (60).
APPENDIX D PROOF OF LEMMA 5
Because |h H k,i v (i) j | 2 ∼ Gamma(1, 1) for each j [36] , and this lemma assumes that |h H k,i v (i) j | 2 , j = 1, · · · , K , are mutually independent, we have
With (64), the Laplace transform of I CN (P, K ) can be characterized as described in (59), as shown at the bottom of the next page. In (59), (a) follows from h H k,i V i 2 ∼ Gamma(K , 1), (b) follows from the probability generating functional (PGFL) of PPP [43] , and (c) follows from the variable change t = y/R. Using the PDF of d given in (52) of [36] , we obtain
The inner integral on the exponent can be calculated as
where (a) follows from the variable change st −α = u, the first and third terms on the RHS of (b) follows from
l−1 and from the variable change u = 1
x , respectively, and (c) follows from the definition of the Gauss-hypergeometric function in (25) .
By defining g(K ) as in (35) 
from (67).
APPENDIX E PROOF OF THEOREM 2
From (61), we know that
where β 1 = sin 2 θ δ ∼ Beta(N − 1, 1) and h k 2 [15] , the product |g H k v k | 2 β 1 also follows a beta distribution with parameters 1 and N − 1 [44] . Then, by applying Lemma 3 in [36] , we have
For notational simplicity, let G 1 , G 2 , · · · , G K −1 denote
, respectively, such that I U (B, K ) = δ K −1 j=1 G i . Because this theorem assumes that |h H k v k | 2 , 1 ≤ k = k ≤ K , are mutually independent, we have K −1 j=2 G i ∼ Gamma(K − 2, 1). Consequently, Pr
where (a) follows because G 1 , G 2 , · · · , G K −1 are identically distributed, (b) follows because each realization of . Now the distribution of |h H k v k | 2 is investigated. From (8), we know that v k lies on the left nullspace of [ĥ 1 , · · · ,ĥ k−1 ,ĥ k+1 , · · ·ĥ K ]. Moreover, pseudo inverse determines v k as the vector on the left nullspace that is closest toĥ k . That is, |ĥ H k v k | 2 measures the squared norm of the projection of a random unit vector in C N ×1 onto a random (K − 1)-dimensional subspace spanned by [ĥ 1 , · · · ,ĥ k−1 ,ĥ k+1 , · · ·ĥ K ]. Thus, from Lemma 1 in [45] , we have |ĥ H k v k | 2 ∼ Gamma(K − 1, N − K + 1). With β 1 = sin 2 θ k δ ∼ Beta(N − 1, 1) and (5), we obtain
where h k 2 |ĥ H k v k | 2 is independent of B (or δ). Following the steps used in (72), we obtain
; P, K dx. 
The proof is completed by combining (73) and (76).
