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CONNECTEDNESS OF PROJECTIVE CODES IN THE
GRASSMANN GRAPH
MARK PANKOV
Abstract. Using the concept of projective systems for linear codes and ele-
mentary linear algebra, we show that projective [n, k]q codes form a connected
subgraph in the Grassmann graph consisting of k-dimensional subspaces of an
n-dimensional vector space over the q-element field.
1. Introduction
The Grassmann graph formed by k-dimensional subspaces of an n-dimensional
vector space over the q-element field (we always suppose that 1 < k < n−1) can be
considered as the graph whose vertices are linear [n, k]q codes and two such codes
are adjacent vertices of the graph if they have the maximal number of common
codewords. It is not difficult to prove that non-degenerate linear [n, k]q codes form
a connected subgraph of the Grassmann graph. The distance between two vertices
in this subgraph can be greater then the distance between these vertices in the
Grassmann graphs. This happens if and only if n < (q + 1)2 + k − 2 [4]. Recall
that the distance between two vertices in a connected graph is equal to the smallest
number of edges in a path connecting these vertices.
If the number of elements in the field is sufficiently large, i.e. q ≥
(
n
2
)
, then
the following assertions are fulfilled: all projective [n, k]q codes form a connected
subgraph of the Grassmann graph and the distance between any two vertices in this
subgraph is equal to the distance between these vertices in the Grassmann graph
[5]. In the case when q <
(
n
2
)
, there exist projective [n, k]q codes C and C
′ such
that the distance between these codes in the Grassmann graph is equal to 2 and
there is no projective [n, k]q code adjacent to both C and C
′ [5]. Our main result
states that the subgraph of projective codes always is connected.
In contrast to [4, 5], our arguments do not depend on the number of elements in
the field. We exploit the concept of projective systems associated to non-degenerate
linear codes [10]. This is a useful tool to study code automorphisms and there is
a simple proof of well-known MacWilliam’s theorem [6] based on this concept; see
[3] or [8, Section 2.6, 2.7 and 6.3].
Consider a (k − 1)-dimensional projective space over the q-element field. An
n-element subset of this projective space defines an equivalence class of projective
[n, k]q codes if the elements of this subset span the projective space (note that
different subsets can define the same equivalence class). We prove the main result
in two steps. First, we establish that all equivalent codes form a connected subgraph
of the Grassmann graph. Next, we connect codes from distinct equivalence classes.
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2. The graph of projective codes
Let F = Fq be the finite field consisting of q elements. Consider the n-dimensional
vector space V = Fn over this field. The standard basis of V is formed by the vectors
e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1).
The dual basis of the dual vector space V ∗ consists of e∗1, . . . , e
∗
n defined by the
conditions e∗i ej = δij (Kronecker delta), i.e. each e
∗
i is the i-coordinate functional
(a1, . . . , an)→ ai.
A linear [n, k]q code is a k-dimensional subspace C ⊂ V and non-zero vectors
belonging to this subspace are called codewords of this code. A linear [n, k]q code
C is non-degenerate if the restriction of each e∗i to C is non-zero. Suppose that C
is a non-degenerate linear [n, k]q code and denote by Pi the 1-dimensional subspace
of the dual vector space C∗ containing e∗i |C . The collection
P(C) = {P1, . . . , Pn}
is know as the projective system associated to the code C [10, Section 1.1]. The
order of the elements in this collection is important. For some distinct i, j the
equality Pi = Pj is possible, but P(C) contains k distinct elements whose sum
coincides with C∗.
A non-degenerate linear code is called projective if all elements of the associated
projective system are mutually distinct. For k ≥ 2 projective [n, k]q codes exist if
and only if
qk − 1
q − 1
= qk−1 + qk−2 + · · ·+ 1 ≥ n,
i.e. the number of 1-dimensional subspaces in a k-dimensional vector space over F
is not less than n.
The Grassmann graph Γk(V ) is the graph whose vertices are k-dimensional sub-
spaces of V and two such subspaces are adjacent vertices of this graph if their
intersection is (k− 1)-dimensional. The graph Γk(V ) is connected and the distance
between any k-dimensional subspaces X,Y ⊂ V in this graph is equal to
k − dim(X ∩ Y ).
For k = 1, n− 1 any two distinct vertices of Γk(V ) are adjacent. In what follows,
we will always suppose that 1 < k < n− 1.
Our main result is the following.
Theorem 1. All projective [n, k]q codes form a connected subgraph of Γk(V ).
Remark 1. If q ≥
(
n
2
)
, then the distance between any two vertices in the subgraph
of all projective [n, k]q codes coincides with the distance between these vertices in
Γk(V ) [5, Theorem 1]. This statement fails for the general case. For example, if
n = 15, k = 4, q = 2 or n = 13, k = 3, q = 3,
then there are projective [n, k]q codes C,C
′ such that dim(C ∩ C′) = k − 2 and
there is no projective [n, k]q code adjacent to both C and C
′ [5, Subsection 4.2].
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3. Equivalence classes of projective codes
Two linear codes are said to be (linearly) equivalent if there is a monomial linear
automorphism of V (i.e. a linear automorphism sending each ei to a scalar multiple
of ej) which transfers one of these codes to the other.
Non-degenerate linear [n, k]q codes C and C
′ are equivalent if and only if there
is a linear isomorphism of C∗ to C′∗ sending P(C) to P(C′) (we do not require
that the order of the elements in the projective systems is preserved). If L is a
monomial linear automorphism of V such that L(C) = C′ and S is the restriction
of L to C, then
(S∗)−1 : C∗ → C′∗
sends P(C) to P(C′). Conversely, if a linear isomorphism U : C∗ → C′∗ transfers
P(C) to P(C′), then
(U∗)−1 : C → C′
can be extended to a monomial linear automorphism of V . See [8, Section 2.6] for
the details.
Consider the k-dimensional vector space W = Fk and non-zero x∗1, . . . , x
∗
n ∈W
∗
satisfy the following conditions:
(1) W ∗ is spanned by x∗1, . . . , x
∗
n,
(2) x∗j is not a scalar multiple of x
∗
i if i 6= j.
Let U :W → V be the linear map defined as follows
U(x) = (x∗1x, . . . , x
∗
nx)
for every x ∈ W . The image of this map will be denoted by C(x∗1 , . . . , x
∗
n). The
condition (1) implies that U is injective and the subspace C = C(x∗1, . . . , x
∗
n) is
k-dimensional. In what follows, U will be considered as a linear isomorphism of W
to C. A direct verification shows that
(U∗)−1 :W ∗ → C∗
sends x∗i to e
∗
i |C and the condition (2) guarantees that the 1-dimensional subspaces
containing e∗i |C and e
∗
j |C are distinct if i 6= j, Therefore, C is a projective [n, k]q
code.
Conversely, every projective [n, k]q code C can be obtained in this way. Let
u1, . . . , uk be a basis of C and let u
∗
1, . . . , u
∗
k be the dual basis of C
∗. Then u∗iuj =
δij . Suppose that
ui = (ai1, . . . , ain)
and consider the corresponding generator matrixM = (aij) for C. Then a1j , . . . , akj
form the j-column of M and
cj |C = a1ju
∗
1 + · · ·+ akju
∗
k
for each j ∈ {1, . . . , n}. It is easy to see that C = C(x∗1, . . . , x
∗
n), where
x∗j = a1jt1 + · · ·+ akjtk
and t1, . . . , tk ∈W
∗ form the basis dual to the standard basis of W .
Remark 2. It is clear that
C(x∗1, . . . , x
∗
n) = C(ax
∗
1 , . . . , ax
∗
n)
for every non-zero scalar a. The equality
C(x∗1, . . . , x
∗
n) = C(y
∗
1 , . . . , y
∗
n)
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implies that x∗1, . . . , x
∗
n and y
∗
1 , . . . , y
∗
n define the columns of two generator matrices
for the same projective [n, k]q code.
Consider the projective space associated to W ∗. We say that 1-dimensional
subspaces P1, . . . , Pm ⊂ W
∗ form an independent subset of this projective space if
their sum is an m-dimensional subspace of W . A subset of the projective space is
said to be special if it contains a k-element independent subset, i.e. the sum of the
elements from this subset coincides with W ∗.
Let X be an n-element special subset whose elements are 1-dimensional subspaces
P1, . . . , Pn ⊂ W
∗. For every permutation σ on the set {1, . . . , n} we write C(X )σ
for the set formed by all C(x∗1, . . . , x
∗
n), where
x∗1 ∈ Pσ(1), . . . , x
∗
n ∈ Pσ(n).
The union of all such C(X )σ is denoted by C(X ).
Proposition 1. For every n-element special subset X of the projective space asso-
ciated to W ∗ the set C(X ) is an equivalence class of projective [n, k]q codes. The
equality C(X ) = C(Y) holds if and only if there is a linear automorphism of W ∗
transferring X to Y.
Proof. If σ is a permutation on {1, . . . , n} and L is the monomial linear automor-
phism of V sending every ei to aieσ(i), then
L(C(a−11 x
∗
σ(1), . . . , a
−1
n x
∗
σ(n))) = C(x
∗
1 , . . . , x
∗
n).
This implies the first statement. The second is a consequence of the following fact:
if C ∈ C(X ), C′ ∈ C(Y) and U : W → C, U ′ : W → C′ are the associated linear
isomorphisms, then
U∗ : C∗ →W ∗ and U ′∗ : C′∗ →W ∗
transfer the projective systems P(C) and P(C′) to X and Y, respectively. 
Remark 3. Grassmann codes [7, 9] are defined by Grassmannians embedded in
the projective spaces over the corresponding exterior powers. There are also codes
obtained from the Grassmannians formed by singular subspaces of quadratic forms
[2].
Remark 4. The automorphism group of a linear [n, k]q code C ⊂ V consists of all
monomial linear automorphisms of V preserving C. The automorphism groups of
equivalent codes are conjugate. For every n-element special subset X we have
|C(X )| = (q − 1)nn!/m,
wherem is the number of elements in the automorphism groups of codes from C(X ).
Since the scalar multiplications x→ ax belong to the automorphism group of any
linear code, we have
|C(X )| ≤ (q − 1)n−1n!.
Proposition 2. For every n-element special subset X of the projective space asso-
ciated to W ∗ the elements of C(X ) form a connected subgraph of Γk(V ).
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4. Proofs of Proposition 2 and Theorem 1
Proof of Proposition 2. Suppose that X = {P1, . . . , Pn} and x
∗
1, . . . , x
∗
n are non-
zero vectors belonging to P1, . . . , Pn, respectively. We prove the statement in three
steps.
(1). First of all, we show that
C = C(x∗1, . . . , x
∗
n) and C
′ = C(x∗1, . . . , x
∗
i−1, ax
∗
i , x
∗
i+1, . . . , x
∗
n)
(a is a non-zero scalar distinct from 1) are adjacent or coincident. Consider the
associated linear isomorphisms U : W → C and U ′ : W → C′. If H is the
hyperplane of W defined by the equality x∗i x = 0, then U(H) = U
′(H) is a (k− 1)-
dimensional subspace contained in both C and C′.
(2). Now, we suppose that
C = C(x∗1, . . . , x
∗
n) and C
′ = C(a1x
∗
1, . . . , anx
∗
n)
(possible ai = 1 for some i) and define
Ci = C(a1x
∗
1, . . . , aix
∗
i , x
∗
i+1, . . . , x
∗
n)
for each i ∈ {1, . . . , n}. Then
C = C0, C1, C2, . . . , Cn = C
′
is a sequence of elements from C(X ) and, by the step (1), for each i ∈ {1, . . . , n}
the codes Ci−1 and Ci are adjacent or coincident.
Therefore, all elements of C(X )id form a connected subgraph of Γk(V ). It is clear
that the same holds for C(X )σ, where σ is an arbitrary permutation.
(3). Consider
C = C(x∗1, . . . , x
∗
n) and C
′ = C(x∗σ(1), . . . , x
∗
σ(n)),
where σ is the transposition (i, j). As above, U : W → C and U ′ : W → C′ are
the associated linear isomorphisms. If H is the hyperplane of W defined by the
equality
x∗i x = x
∗
jx,
then U(H) = U ′(H) is a (k− 1)-dimensional subspace contained in both C and C′,
i.e. C and C′ are adjacent or coincident.
Similarly, we establish that for any permutations σ and σ′ such that σ′σ−1
is a transposition there are C ∈ C(X )σ and C
′ ∈ C(X )σ′ which are adjacent or
coincident. This gives the claim, since every permutation can be presented as the
composition of transpositions and for every permutation σ all elements of C(X )σ
form a connected subgraph of Γk(V ). 
Lemma 1. Let X and Y be n-element special subsets of the projective space associ-
ated to W ∗ whose intersection consists of n− 1 elements, then for every C ∈ C(X )
there is C′ ∈ C(Y) such that C and C′ are adjacent or coincident.
Proof. The statement is trivial if C(X ) = C(Y), and we consider the case when
C(X ) 6= C(Y). Suppose that
X = {P1, . . . , Pn}, Y = {P1, . . . , Pn−1, P
′
n}
and x∗1, . . . , x
∗
n, y
∗ are non-zero vectors belonging to P1, . . . , Pn, P
′
n, respectively.
Then
C = C(x∗1, . . . , x
∗
n) and C
′ = C(x∗1 , . . . , x
∗
n−1, y
∗)
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belong to C(X ) and C(Y), respectively. Let U : W → C and U ′ : W → C′ be the
associated linear isomorphisms. If H is the hyperplane ofW defined by the equality
x∗nx = y
∗x,
then U(H) = U ′(H) is a (k− 1)-dimensional subspace contained in both C and C′.
Since C and C′ are distinct (C(X ) 6= C(Y)), they are adjacent. 
Proof of Theorem 1. Let C and C′ be projective [n, k]q codes. We take n-element
special subsets X and Y such that C ∈ C(X ) and C′ ∈ C(Y). Without loss of
generality, we can assume that X ∩ Y contains a k-element independent subset.
Indeed, if L is a linear automorphism of W ∗ transferring a k-element independent
subset of X to a k-element independent subset of Y, then L(X ) ∩ Y contains a k-
element independent subset and, by the second part of Proposition 1, C(X ) coincides
with C(L(X )).
So, X ∩Y contains a k-element independent subset. If P ∈ X \Y and Q ∈ Y \X ,
then
X1 = (X \ {P}) ∪ {Q}
is an n-element special subset such that
|X ∩ X1| = n− 1 and |X1 ∩ Y| = |X ∩ Y|+ 1.
Recursively, we get a sequence of n-element special subsets
X = X0,X1, . . . ,Xt = Y,
where t ≤ n− k and |Xj−1 ∩ Xj | = n− 1 for every j ∈ {1, . . . , t}. Using Lemma 1,
we construct projective [n, k]q codes
C = C0, C1, . . . , Ct
such that Ci−1 and Ci are adjacent or coincident for every i ∈ {1, . . . , t} and
Ct ∈ C(Y). By Proposition 2, Ct and C
′ can be connected by a path in Γk(V )
formed by projective [n, k]q codes. 
Remark 5. The diameter of Γk(V ) is equal to min{k, n−k}. We have established
above that for any projective [n, k]q codes C and C
′ there is a projective [n, k]q
code equivalent to C′ and connected in Γk(V ) with C by a path of the length not
greater than n− k which is formed by projective [n, k]q codes.
5. Remark on MDS codes
A subset of the projective space associated to a k-dimensional vector space is
called an n-arc if it consists of n elements and any k distinct elements form an inde-
pendent subset. A projective [n, k]q code is MDS (Maximum Distance Separable)
if the elements of the associated projective system form an n-arc (see, for example,
[1]). If
X = X0,X1, . . . ,Xt = Y
is a sequence of n-arcs in the projective space associated to W ∗ and |Xj−1 ∩Xj | =
n − 1 for every j ∈ {1, . . . , t} (such a sequence exists, for example, if X ∪ Y is an
m-arc for certain m > n), then any two MDS codes C′ ∈ C(X ) and C ∈ C(Y) can
be connected in Γk(V ) by a path whose vertices are MDS codes.
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