The classical degree sequence problems for simple graphs are computationally easy. In the last years numerous new construction problems were introduced (for example the joint degree matrix problems and its variants) which are still easy. Network scientists would like to generate networks with more and more constraints and it is expected that the complexity of constructing networks with prescribed constraints turns from easy to hard as the amount of constraints are increased. In this paper we show a somewhat surprising result that some second order degree sequence problems are already NP-complete.
Introduction
A typical task in network science is to compare a given network with randomly generated ones. The randomly generated networks preserve some of the properties of the given network. In the simplest case, the only property to preserve is the degree sequence. It is well known that networks with the same degree sequence might be very different. For example, gene regulatory networks and social networks both tend to be scale-free, however, they have different assortativity properties. In regulatory networks, the large degree vertices are typically connected to small degree vertices, while in social networks, the large degree vertices are connected with large degree vertices. To cope with this phenomena, new graph construction problems have been introduced, the Joint Degree Matrix (JDM) and the Partition Adjacency Matrix (PAM) problems. (See papers [21, 7, 1] and [10] . ) Mahadevan et al. introduced the dk series of graphs that subsumes all the basic degree-based characteristics of networks of increasing detail (see [16] ). It is defined as a collection of distributions of G's subgraphs of size d = 0, 1, . . . , N , in which nodes are labelled by their degrees in G. Namely, the 1k-distribution is the degree sequence, the 2k-distribution is the joint degree distribution. Thus, this approach naturally extends the degree sequence and the JDM problems and it is natural to consider the problem to construct a graph with prescribed 1k, 2k, 3k, etc. distribution, and also natural to ask the computational complexity of these problems.
The problem of NP-completeness for graph construction in general was first suggested to us by Z. Toroczkai ([22] ), posed later in [18] . In this paper, we show that the degree sequence construction gets NP-complete even if less constraints, such as the number of second neighbors of each vertex, are prescribed.
Our proposed problem is also related to a problem on privacy issues of recommendation systems, see [9] . Assume that a bipartite graph is given with its adjacency matrix M . The rows are the costumers, the columns are the items. While M is unknown for privacy reasons, we know the expressions M M T and M T M . In other words, for any vertex pair in the same vertex class (both for costumers and items) the number of their common neighbors is known (including for any vertex with itself, so the degree of this vertex is also given). The question is whether M can be reconstructed from this data. The number of vertices w = v for which the number of common neighbors is not zero gives the second order degree of v. So we have all the data given in the second order degree sequence problem. However here we also have some extra data beyond the first and second order degrees. The complexity of deciding the graphicality of such matrix data is unknown to date.
Below we survey briefly what is known about the complexity of degree reconstruction problems. Let G be a simple, undirected graph, and let d(G) be its degree sequence denoted as (d(v 1 ), . . . , d(v n )). It is well-known that it can be decided in polynomial time whether a given sequence d ′ is graphical with the greedy algorithm of Havel and Hakimi (see [12, 11] ). Their algorithm can be easily extended to directed degree sequences and bipartite degree sequences. The Joint Degree Sequence problem can still be solved with a greedy algorithm in polynomial time, see [1] , [21] , [7] and [4] . It is interesting to mention that Tutte's f -factor theorem ( [23, 24] ) can be used directly to solve the degree sequence problem (see [15] ).
When more constraints are introduced, there are not known greedy algo-rithms to solve those degree sequence problems. However, Tutte's f -factor theorem and Edmonds' famous blossom algorithm ( [8] ) can be applied to solve such degree sequence problems efficiently. For example they can be used to find tripartite realizations of degree sequences with fixed vertex partitions, while no "direct" solution is known for these problems. Another example is graph realizations with a given number of edges crossing a given bipartition (see [10] ). Here the vertex set V is equipped with a degree sequence d(V ) and a bipartition V = U W is given together with a natural number k. We are looking for a graphical realization of d(V ) where the number of crossing edges between U and W is exactly k. There is not known greedy type algorithm to solve this problem, but Edmonds' algorithm and some further considerations provide a polynomial time solution for it. We also would like to mention that Tutte's f -factor theorem can be directly used to approximate the number of graphs with a given degree sequence by approximately counting the number of perfect matchings in the appropriate Tutte's gadget, see [15] . Generally speaking, the analogous hypergraph degree sequence problems are much harder. For example, there is no known good necessary and sufficient condition for the graphicality of a hypergraph degree sequence. The common thinking says that the majority of these problems should be NP-hard. Chvátal has already found a NP-complete problem similar to hypergraph degree sequence questions in 1980 (see [5] ): the intersection pattern of a hypergraph with N hyper-edges is N 2 numbers, which give for all edge pairs the cardinality their intersection. He proved that the obviously defined intersection pattern problem is NP-complete even for 3-uniform hypergraphs.
In case of 3-uniform linear hypergraphs (no two edges have two points in common) the same problem becomes polynomially solvable (see [13] ). However, for general 3-uniform hypergraphs, if we are given the edge pairs with two points intersection, then the corresponding decision problem becomes NP-complete again (see [14] ).
Other known NP-complete hypergraph degree sequence problems are due to Colburn, Kocay and Stinson ( [6] ): for a k-uniform hypergraph H and vertex u ∈ V (H) consider the (k − 1)-uniform hypergraph H u consists of {F \u : u ∈ F ∈ E(H)}. We say that H subsumes all the (k−1)-hypergraph H u : u ∈ V (H). The paper proved that the following two problems are NPcomplete:
(1) Given n graphs (i.e. 2-hypergraphs) g 1 , . . . , g n , is there a 3-uniform hypergraph H such that the subsumed graphs H i are g i ?
(2) Given the degree sequences of n graphs g 1 , . . . , g n , is there a 3-uniform hypergraph H whose subsumed graphs H i have the same degree sequences?
The main purpose of this note is to find "simple" looking but NP-complete degree sequence type problems. For this end, we are looking modest restriction sets for the classical degree sequence condition. One particular restriction set was introduced at latest in [2] : let v be a vertex in the graph G. The kth order degree of v, denoted as d k (v), is defined as the number of vertices at distance k from v.
) the second order degree sequence of the graph G. Definition 1. The second order degree sequence problem is to decide whether a sequence of pairs of natural numbers ((i 1 , j 1 ), . . . (i n , j n )) is a second order degree sequence of a simple undirected graph G.
Recently this problem was revived. For example, Araujo-Pardo and her colleagues studied the possible relations among the sizes of
Analogously to the graphicality problem of more conservative degree sequences, one can study similar problems for second order degree sequences. For example, Saifullina and her colleagues developed several heuristic algorithms to build and sample simple graphs from their second order degree sequences ( [17, 19, 20] ).
As it turns out, the heuristic approach here is adequate, since as we will show, the graphicality problem for second order degree sequences is strongly NP-complete.
Our main results are the following:
Theorem 2. The second order degree sequence problem in general is strongly NP-complete.
It is clear that the problem is a member of the class NP, since one can check in polynomial time whether a graph second order degree sequence is identical with the given double-sequence. In the next section we will demonstrate that it is NP-complete indeed; we will show some known NPcomplete problems can be reduced to it.
The following is a similar problem: denote D 2 (v) the sum of the degrees of the neighbors of v in the simple graph G. This value is always larger than d 2 (v) since, on one hand, v itself occurs in d(v) times, on the other hand the neighbors' neighbors may be overlapping. The problem to decide whether a pair d, D 2 is graphical will be called the neighborhood degree sum problem. We will show in Theorem 8 that this problem is strongly NP-complete.
The Second Order Degree sequence problem is strongly NPcomplete
First, we are going to construct a new NP-complete problem, called Basket Filling, then we will show how to reduce this problem to an instance of second order degree sequence problem.
For that end, assume that we are given n items with w 1 , w 2 , . . . , w n positive integer weights such that the sum of the weights is M. We also have k baskets with capacity (c i , s i ) with the properties that Proof. We show that the 3-partition problem (or 3-PP in short) can be reduced in polynomial time to the BF-problem. The 3-partition problem is to decide whether a given multiset of integers can be partitioned into triples that all have the same sum. More precisely, given a multiset P of n = 3m positive integers, can P be partitioned into m triplets P 1 , P 2 , . . . , P m such that the sum of the numbers in each subset is equal to W ? This problem is known to be strongly NP-complete. (That is it is NP-complete even if the parameters of the instance are given in unary notation.) The problem stays strongly NP-complete even if each number is strictly between W/4 and W/2. In this case, each subset P i is forced to consist of exactly three elements (a triple). The polynomial reduction here is obvious: each basket has the parameter set (3, W ). A solution of this instance of the BF problem is a solution of the 3-PP.
The proof of Theorem 2 we are given a Basket filling problem with the parameters described in Definition 3. We are going to construct an instance of the second order degree sequence problem corresponding to our BF problem.
In the graph there are four different types of vertices:
(i) For all i = 1, . . . , n we have w i labeled atoms A i ℓ (ℓ = 1, . . . , w i ). Altogether we have i w i atoms.
(ii) We have n labeled weight vertices W 1 , . . . , W n .
(iii) We have k labeled basket vertices B 1 , . . . , B k .
(iv) Finally we have one master point Ω.
First we assume that ∀i = 1, . . . , n; j = 1, . . . , k we have w i + 1 = c j ;
and ∀i = 1, . . . , n; we have
The second order degree sequence (d, d 2 ) is defined as follows:
(a) For any fix i = 1, . . . , n each atom A i ℓ has the second order degree sequence (1, w i + 1).
(b) For each weight point W i its second order degree sequence is (w i +2, (k− 1) + (n − 1)).
(c) For each basket vertex B i its second order degree sequence is (c i +1, (k − 1) + (n − c i ) + s i ).
(d) Finally the master point Ω has second order degree sequence (n + k, M ). Now assume that a graph G is a realization of this particular BF-problem. By conditions (2) and (i) any atom A i ℓ must be adjacent to a weight point of degree w i + 2. Since the weight points with the same degree cannot be distinguished therefore we just showed that A i ℓ is connected to W i . By condition (b) we have d(W i ) = w i + 2 therefore the d 2 (A c ℓ ) = (1, w i + 2 − 1), as it required.
Since we determined the neighbors of all atoms, the master point must be adjacent to all other points, so to all weight points and all basket vertices. Therefore Ω has n + k neighbors, and its second order degree is w i = M , as required.
We state that no two weight points are adjacent. Indeed, assume the opposite: if W i and W j are adjacent then d 2 (W i ) = (w i + 2, (n + k − 2) + w j ). Since w j > 0, it is a contradiction.
Since there is no two adjacent weight points, therefore each weight point is adjacent with exactly one basket vertex. Since each basket point is adjacent with the master vertex therefore by conditions (c) and (1) there are no two adjacent basket vertices. Finally that means that the adjacency relations between weight points and basket points in the graph G provides a solution of our Basket Filling problem. . . . The remaining point is to handle the cases when conditions (2) or (3) do not hold. As already mentioned we can assume that all c i > 1. Then we increase the parameters w i and s i slightly (that is polynomially) as follows: we multiply all w i and s j with the value (n+k) max ℓ c ℓ . For this new instance conditions (2) or (3) Proof. We will show that any 3-partition problem can be polynomially reduced to a second order degree sequence problem on bipartite graphs. So we are given a multiset P of n = 3m positive integers, and we want to decide whether P can be partitioned into m triplets P 1 , P 2 , . . . , P m such that the sum of the numbers in each subset is equal (to W ). For convenience we assume that each number is strictly between W/4 and W/2. We will assume that W > 8.
The construction of the bipartite SOD sequence problem is very similar to the previous one. But we have a good use of the fact, that all basket have the same weight capacity (B = W ), and the same c ℓ = 3 capacity, so we can get rid of the master point:
We will represent our partition problem with a bipartite graph, consists of mW atoms, 3m weight points finally m basket points. Each weight point is connected to the necessary number of atoms and connected to exactly one basket point. Finally each basket point has exactly three weight points neighbors. By these conditions, the graph is automatically a bipartite one: one class contains all the atoms and basket points, while the other one consists of all the weight points.
So the second order degree sequences are the following:
(a) Each atom belonging to weight point representing the number n i has second order degree sequence (1, n i ). (first neighbor is the weight point, the second neighbors are the other atoms, connected to the weight point, and one basket point.)
(b) The weight point representing the number n i has second order degree sequence (n i + 1, 2). (The first neighbors are the atoms and one basket point, the second neighbors are the other two weight points connected to the basket point.)
(c) A basket point has second order degree sequence (3, W ). (The neighbors are weight points, and the second neighbors are atoms.)
Now assume that one can find a solution to the defined second order degree sequence problem. Then:
(1) No atom can be connected to another atom (otherwise the second order degree is 0). No atom can be connected to a basket point (otherwise the second order degree is 2 < W/4).
(2) No weight point can be connected to another weight point (otherwise the second order degree is ≥ W/2 − 1 > 2).
(3) All basket points must be used against weight points.
The relaxations of the Joint Degree Matrix problem
In recent years there has been a large (and growing) interest in real-life social and biological networks. One important distinction between these two network types lies in their overall structure: the first type typically have a few very high degree vertices and many low degree vertices with high assortativity (where a vertex is likely to be adjacent to vertices of similar degree), while the second kind is generally disassortative (in which low degree vertices tend to attach to those of high degree). It is well known, the degree sequence alone cannot capture these differences. There are several approaches to address this problem. One way to ease this problem is the JDM model ( [21, 7, 1] ):
Let G = (V, E) be an n-vertex graph with degree sequence d(G) = (d(v 1 ) , . . . , d(v n )). We denote the maximum degree by ∆, and for 1 ≤ i ≤ ∆, the set of all vertices of degree i is V i . The degree spectrum s G (v) is a vector with ∆ components, where s G (v) i gives the number of vertices of degree i adjacent to v in the graph G. (This notion was originally introduced in [7] .) While in graphical realizations of a degree sequence d the degree of any particular vertex v is prescribed, its degree spectrum may vary.
There is an easy graphicality condition for the JDM model:
Theorem 7 (Erdős-Gallai type theorem for JDM, [21] ). A k × k matrix J is a graphical JDM if and only if the followings hold:
is an integer (this is actually
Another way to measure the distance from "good" assortativity can be the following formulation (actually, similar parameters were suggested earlier). In the simple graph G denote D 2 (v) the neighborhood degree sum of vertex v : Assume that G is a realization of this neighborhood degree sum problem. Then the atom A ℓ i must be adjacent to a weight point of weight w i . Then each weight point has just one free degree. Two weight points cannot be connected because then its D 2 (W i ) would be much greater then w i + 3. So each basket vertex must be connected to three weight points.
We believe that problem (E) is also NP-complete. For that end we can set up the following integer feasibility region and we think that this special integer feasibility problem is NP-complete. More precisely:
Problem 9. Assume that we are given |V i | and D(i) = v∈V i D 2 (v) for i = 1, . . . , ∆. We want to find a simple graph with these parameters.
The problem is equivalent with finding a solution for the following integer feasibility problem. The first two equalities describe the partition problem's constrain, the third one shows the symmetry of the JDM, while the last one ensures that the given JDM is graphical.
