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A B S T R A K T
Tato pra´ce se zaby´va´ problematikou rˇ´ızen´ı roboticky´ch manipula´tor˚u a identifikac´ı jejich
dynamicke´ho modelu. Nejprve je provedeno odvozen´ı kinematicke´ho a dynamicke´ho mo-
delu v´ıceose´ho se´riove´ho manipula´toru AGEBOT. V dalˇs´ı cˇa´sti je rozebra´na identifikace
dynamicke´ho modelu tohoto manipula´toru. Zejme´na je rˇesˇeno urcˇen´ı linea´rn´ıho mode-
lu vzhledem k dynamicky´m parametr˚um. Da´le je provedena volba vhodne´ho vstupn´ıho
signa´lu a v za´veˇru te´to cˇa´sti jsou uvedeny mozˇnosti z´ıska´n´ı rychlosti a zrychlen´ı z polohy
meˇrˇene´ IRC cˇidlem. Nakonec je proveden na´vrh r˚uzny´ch strategi´ı rˇ´ızen´ı manipula´tor˚u. Je
navrzˇena decentralizovane´ PID regulace, centralizovane´ regulace, robustn´ıho rˇ´ızen´ı a adap-
tivn´ıho rˇ´ızen´ı. Tyto straterie jsou nakonec porovna´ny mezi sebou z hlediska prˇesnosti sle-
dova´n´ı pozˇadovane´ polohy koncove´ho efektoru.
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A B S T R A C T
This thesis deals with controlling of robotics manipulators and dynamics parameter iden-
tification. First of all, the kinematics and the dynamics models for robotic manipulator
AGEBOT are derived. In the next part of the thesis dynamics model identification of
this manipulator is analyzed. Particularly the problem of finding linearity in dynamics
model is solved. Then suitable input signal is chosen and problem of calculate joint veloc-
ity and acceleration estimates based on the measured joint positions is mentioned. After
all, several techniques for controlling the manipulator are designed and compare among
themselves. Decentralized, centralized, robust and adaptive control are analyzed.
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1 U´vod
Tato pra´ce se bude zaby´vat problematikou identifikace a rˇ´ızen´ı roboticky´ch manipula´tor˚u.
Vesˇkere´ uvedene´ metody a algoritmy budou testova´ny na modelu se´riove´ cˇa´sti v´ıceose´ho
roboticke´ho manipula´toru AGEBOT (Obr. 1).
V soucˇasnosti je nejbeˇzˇneˇjˇs´ı zp˚usob rˇ´ızen´ı manipula´tor˚u kaska´dn´ı PID regulace. Prˇi jej´ım
na´vrhu se ovsˇem zanedba´va´ spousta vliv˚u (naprˇ. vza´jemne´ silove´ p˚usoben´ı mezi rameny),
ktere´ pak mus´ı by´t regula´tor schopen odregulovat jako poruchu. Takto navrzˇene´ regula´tory
pak ovsˇem nezvla´daj´ı prˇesne´ sledova´n´ı prˇ´ıliˇs rychly´ch trajektori´ı. Jedn´ım z nab´ızeny´ch
zp˚usob˚u rˇesˇen´ı tohoto proble´mu mu˚zˇe by´t pouzˇit´ı centralizovany´ch metod regulace. Prˇes-
nost teˇchto metod ovsˇem za´vis´ı na znalosti dynamicke´ho modelu manipula´toru, ktery´ ale
prˇesneˇ nikdy nezna´me. Proto prˇicha´z´ı na rˇadu metody identifikace, ktere´ umozˇnˇuj´ı dy-
namiku odhadnout.
V u´vodu te´to pra´ce bude nejprve provedeno odvozen´ı kinematicke´ho a dynamicke´ho mo-
delu se´riove´ cˇa´sti uvedene´ho manipula´toru. Zejme´na znalost teoreticke´ho dynamicke´ho
modelu je za´sadn´ı pro mozˇnost proveden´ı jeho identifikace, kterou se budeme zaby´vat
v prostrˇedn´ı cˇa´sti.
Za´veˇrecˇna´ cˇa´st pra´ce se bude veˇnovat odvozen´ı a otestova´n´ı r˚uzny´ch strategi´ı rˇ´ızen´ı.
Porovna´vat mezi sebou budeme beˇzˇneˇ pouzˇ´ıvanou decentralizovanou kaska´dn´ı regulaci
s centralizovany´mi zp˚usoby regulace, ktere´ vyuzˇ´ıvaj´ı znalosti identifikovane´ho dynam-
icke´ho modelu. Da´le take´ pouzˇijeme metody, ktere´ se snazˇ´ı odstranit prˇ´ıpadnou nejistotu
v odhadu dynamicky´ch parametr˚u.
Obra´zek 1: Manipula´tor AGEBOT [7].
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2 Struktura manipula´toru
0
Θ1
Θ2
Θ3
x
y
lt1
l1
lt2
lt3
l2
l3
m1
m2
m3
[xe,ye,Θe]
x
y
Θe=Θ1+Θ2+Θ3
Obra´zek 2: Struktura manipula´toru.
Struktura manipula´toru, kterou budeme uvazˇovat, je zobrazena na Obr. 2. Jedna´ se
o se´riovy´ manipula´tor slozˇeny´ ze trˇ´ı ramen a trˇ´ı rotacˇn´ıch kloub˚u. U´hly Θ1, Θ2 a Θ3 [rad]
jsou u´hly natocˇen´ı prˇ´ıslusˇny´ch ramen. Tato ramena maj´ı de´lku l1, l2 a l3 [m] a de´lky lt1, lt2
a lt3 [m] uda´vaj´ı vzda´lenost od ukotven´ı dane´ho ramena k teˇzˇiˇsti. Hmotnosti odpov´ıdaj´ıc´ı
teˇzˇiˇst´ım jsou oznacˇeny m1, m2 a m3 [kg].
Pozici efektoru uda´vaj´ı sourˇadnice [xe, ye,Θe], tedy x-ova´ a y-ova´ sourˇadnice v globa´ln´ım
sourˇadne´m syste´mu a u´hel od osy y.
3 Kinematicka´ transformace
Nejprve se budeme zaby´vat odvozen´ım kinematiky manipula´toru. Ta je d˚ulezˇita´ k tomu,
abychom byli schopni prova´deˇt prˇevod mezi kloubovy´mi sourˇadnicemi Θ1, Θ2 a Θ3 (u´hly
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natocˇen´ı ramen) a sourˇadnicemi efektoru [xe, ye,Θe]. U´lohu je mozˇne´ rozdeˇlit na dveˇ cˇa´sti:
Prˇ´ıma´ u´loha – Ze zna´my´ch kloubovy´ch sourˇadnic chceme urcˇit pozici (sourˇadnice) efek-
toru. Lze ji pouzˇ´ıt naprˇ. po zapnut´ı manipula´toru, kdy v´ıme jak jsou natocˇeny
jednotlive´ klouby a potrˇebujeme zjistit polohu koncove´ho efektoru.
Inverzn´ı u´loha – Z pozˇadovane´ polohy koncove´ho efektoru chceme urcˇit, jak nastavit
kloubove´ sourˇadnice, abychom te´to polohy dosa´hli. Vyuzˇije se naprˇ. prˇi pla´nova´n´ı
pohybu, kdy ma´me da´nu pozˇadovanou trajektorii efektoru, ale pro jej´ı realizaci
mus´ıme zjistit, jak ma´me meˇnit kloubove´ sourˇadnice.
3.1 Prˇ´ıma´ kinematicka´ transformace
V nasˇem prˇ´ıpadeˇ pracujeme se se´riovy´m manipula´torem a d´ıky tomu lze prove´st odvozen´ı
pomeˇrneˇ jednoduchy´m zp˚usobem – pomoc´ı skla´da´n´ı elementa´rn´ıch transformac´ı (rotace
a translace).
3.1.1 Rotace
Rotace sourˇadne´ho syste´mu se prova´d´ı pomoc´ı matice rotace, kterou prˇena´sob´ıme vek-
torem p˚uvodn´ıch sourˇadnic. Manipula´tor je umı´steˇn v prostoru x-y, rotaci proto budeme
prova´deˇt kolem osy z. Matice rotace tedy bude v tomto tvaru: x′y′
z′
 = Rz, θ ·
 xy
z
 =
 cosΘ −sinΘ 0sinΘ cosΘ 0
0 0 1
 ·
 xy
z

3.1.2 Translace
Posunut´ı sourˇadne´ho syste´mu se prova´d´ı prosty´m prˇicˇten´ım vektoru posunut´ı jednoho
sourˇadne´ho syste´mu v˚ucˇi druhe´mu, naprˇ.: x′y′
z′
 =
 xy
z
+
 pxpy
pz

3.1.3 Homogenn´ı transformace
Obeˇ uvedene´ transformace (rotace a translace) lze po forma´ln´ım prˇida´n´ı cˇtvrte´ho rˇa´dku
spojit dohromady do matice homogenn´ı transformace:
x′
y′
z′
1
 =

cosΘ −sinΘ 0 px
sinΘ cosΘ 0 py
0 0 1 pz
0 0 0 1
 ·

x
y
z
1

Vy´hoda te´to reprezentace spocˇ´ıva´ v tom, zˇe sdruzˇuje rotaci i translaci do jedine´ho mati-
cove´ho na´soben´ı. To je vy´hodne´ prˇi skla´da´n´ı neˇkolika transformac´ı za sebou.
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3.1.4 Prˇ´ıma´ transformace – poloha
Nyn´ı vyuzˇijeme uvedenou homogenn´ı transformaci pro odvozen´ı prˇ´ıme´ kinematicke´ trans-
formace. Nejprve provedeme prˇ´ımou transformaci polohy. Jelikozˇ manipula´tor obsahuje
trˇi rotacˇn´ı klouby, bude transformace slozˇena z postupne´ho na´soben´ı trˇech matic ho-
mogenn´ı transformace. Vzˇdy provedeme rotaci o u´hel Θi a translaci o de´lku i-te´ho ramena.
Sourˇadnice efektoru v globa´ln´ı sourˇadne´ soustaveˇ vyjdou:
xe
ye
ze
1
 =

cosΘ1 −sinΘ1 0 l1 · cosΘ1
sinΘ1 cosΘ1 0 l1 · sinΘ1
0 0 1 0
0 0 0 1
 ·
·

cosΘ2 −sinΘ2 0 l2 · cosΘ2
sinΘ2 cosΘ2 0 l2 · sinΘ2
0 0 1 0
0 0 0 1
 ·

cosΘ3 −sinΘ3 0 l3 · cosΘ3
sinΘ3 cosΘ3 0 l3 · sinΘ3
0 0 1 0
0 0 0 1
 ·

0
0
0
1

Pouzˇity´ pocˇa´tecˇn´ı vektor je nulovy´, protozˇe uvazˇujeme, zˇe efektor je ve sve´m sourˇadne´m
syste´mu umı´steˇn v pocˇa´tku. U´hel efektoru Θe je roven:
Θe = Θ1 +Θ2 +Θ3
Vy´sˇe uvedeny´ maticovy´ za´pis lze rozna´soben´ım a zjednodusˇen´ım prˇepsat do tvaru (z-ovou
osu zanedba´va´me): xeye
Θe
 =
 l1 · cos(Θ1) + l2 · cos(Θ1 +Θ2) + l3 · cos(Θ1 +Θ2 +Θ3)l1 · sin(Θ1) + l2 · sin(Θ1 +Θ2) + l3 · sin(Θ1 +Θ2 +Θ3)
Θ1 +Θ2 +Θ3

Tento za´pis je prˇehledneˇjˇs´ı a le´pe derivovatelny´, cˇehozˇ vyuzˇijeme v na´sleduj´ıc´ı cˇa´sti.
3.1.5 Prˇ´ıma´ transformace – rychlost
Da´le je trˇeba odvodit prˇ´ımou transformaci rychlosti. To lze jednodusˇe prove´st prostou
derivac´ı vztah˚u z´ıskany´ch v prˇedchoz´ı cˇa´sti:[
x˙e
y˙e
Θ˙e
]
=
[
−l1Θ˙1sin(Θ1)−l2(Θ˙1+Θ˙2)sin(Θ1+Θ2)−l3(Θ˙1+Θ˙2+Θ˙3)sin(Θ1+Θ2+Θ3)
l1Θ˙1cos(Θ1)+l2(Θ˙1+Θ˙2)cos(Θ1+Θ2)+l3(Θ˙1+Θ˙2+Θ˙3)cos(Θ1+Θ2+Θ3)
Θ˙1+Θ˙2+Θ˙3
]
Zjednodusˇen´ı tohoto za´pisu doc´ıl´ıme prˇepsa´n´ım do maticove´ho tvaru a zaveden´ım abso-
lutn´ıch kloubovy´ch sourˇadnic:[
x˙e
y˙e
Θ˙e
]
=
[
−l1sin(Θ1) −l2sin(Θ1+Θ2) −l3sin(Θ1+Θ2+Θ3)
l1cos(Θ1) l2cos(Θ1+Θ2) l3cos(Θ1+Θ2+Θ3)
0 0 1
]
·
[
Θ˙1
Θ˙1+Θ˙2
Θ˙1+Θ˙2+Θ˙3
]
Je zrˇejme´, zˇe transformaci rychlosti lze zapsat jako rovnici:
X˙ = Jq˙
kde J je Jakobia´n a q jsou absolutn´ı kloubove´ sourˇadnice: q˙1q˙2
q˙3
 =
 Θ˙1Θ˙1 + Θ˙2
Θ˙1 + Θ˙2 + Θ˙3

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3.1.6 Prˇ´ıma´ transformace – zrychlen´ı
Nakonec mus´ıme odvodit prˇ´ımou transformaci zrychlen´ı. Pro jej´ı vy´pocˇet vyuzˇijeme prˇed-
choz´ı rovnici, kterou zderivujeme pomoc´ı veˇty o derivaci soucˇinu:
X¨ = Jq¨ + J˙ q˙
Jedine´, co tedy potrˇebujeme spocˇ´ıtat, je derivace Jakobia´nu:
J˙ =
 −l1cos(Θ1) −l2cos(Θ1 +Θ2) −l3cos(Θ1 +Θ2 +Θ3)−l1sin(Θ1) −l2sin(Θ1 +Θ2) −l3sin(Θ1 + Θ2 +Θ3)
0 0 0
 ·
 q˙1q˙2
q˙3

Nyn´ı jizˇ zna´me vsˇe potrˇebne´ k tomu, abychom mohli napsat vy´sledny´ vztah pro zrychlen´ı: x¨ey¨e
Θ¨e
 =
 −l1sin(Θ1) −l2sin(Θ1 +Θ2) −l3sin(Θ1 +Θ2 +Θ3)l1cos(Θ1) l2cos(Θ1 +Θ2) l3cos(Θ1 +Θ2 +Θ3)
0 0 1
 ·
 q¨1q¨2
q¨3
−
−
 l1cos(Θ1) l2cos(Θ1 +Θ2) l3cos(Θ1 +Θ2 +Θ3)l1sin(Θ1) l2sin(Θ1 +Θ2) l3sin(Θ1 +Θ2 +Θ3)
0 0 0
 ·
 q˙21q˙22
q˙23

kde  q¨1q¨2
q¨3
 =
 Θ¨1Θ¨1 + Θ¨2
Θ¨1 + Θ¨2 + Θ¨3
 ,
 q˙21q˙22
q˙23
 =
 (Θ˙1)2(Θ˙1 + Θ˙2)2
(Θ˙1 + Θ˙2 + Θ˙3)
2

3.2 Inverzn´ı kinematicka´ transformace
3.2.1 Inverzn´ı transformace – poloha
Tentora´t nen´ı situace tak jednoducha´ jako u prˇ´ıme´ transformace. V nasˇem prˇ´ıpadeˇ je
tato u´loha nejednoznacˇna´ (ma´ dveˇ rˇesˇen´ı), avsˇak je nasˇteˇst´ı analyticky rˇesˇitelna´ (cozˇ
obecneˇ nemus´ı platit). Na Obr. 3 je uvedena graficka´ interpretace pomocny´ch promeˇnny´ch.
Nejprve zjist´ıme sourˇadnice druhe´ho kloubu. Jelikozˇ ma´me k dispozici u´hel Θe, lze je
vypocˇ´ıtat snadno pomoc´ı:
x2 = xe − dx2 = xe − l3sinΘe
y2 = ye − dy2 = ye − l3cosΘe
Nyn´ı jizˇ mu˚zˇeme pomoc´ı kosinove´ veˇty vypocˇ´ıtat u´hel Θ′2:
cosΘ′2 =
l21 + l
2
2 − x
2
2 − y
2
2
2l1l2
Mezi Θ2 a Θ
′
2 plat´ı vztah Θ2 = pi −Θ
′
2. Uprav´ıme tedy prˇedchoz´ı rovnici:
cos(Θ2) = cos(pi −Θ
′
2) = −cos(Θ
′
2) =
x22 + y
2
2 − l
2
1 − l
2
2
2l1l2
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β
α
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l1
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dx2
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r
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Obra´zek 3: Pomocny´ obra´zek pro odvozen´ı inv. kinematiky.
Kv˚uli prˇesnosti vy´pocˇtu nevypocˇteme u´hel Θ2 pomoc´ı acos, ale pomoc´ı atan2. K tomu
jesˇteˇ potrˇebujeme urcˇit sinΘ2:
sinΘ2 = ±
√
1− cos2Θ2
U´hel Θ2 potom vyjde:
Θ2 = atan2(sinΘ2, cosΘ2)
Nyn´ı je nutne´ vypocˇ´ıtat u´hel Θ1. Nejprve vypocˇ´ıta´me u´hel α:
α = atan2(l′′2 , l1 + l
′
2)
l′′2 = l2sinΘ2
l′2 = l2cosΘ2
Da´le vypocˇteme u´hel β:
β = atan2(x2, y2)
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A u´hel Θ1 je potom da´n:
Θ1 = β + α
Na za´veˇr spocˇteme u´hel Θ3:
Θ3 = Θe −Θ1 −Θ2
Vy´sledna´ transformace je:

Θ2
Θ1
Θ3
 =

atan2(±
√
1−
(
x2
2
+y2
2
−l2
1
−l2
2
2l1l2
)2
,
x2
2
+y2
2
−l2
1
−l2
2
2l1l2
)
atan2(xe − l3sinΘe, ye − l3cosΘe) + atan2(l2sinΘ2, l1 + l2cosΘ2)
Θe −Θ1 −Θ2

kde
x2 = xe − l3sinΘe
y2 = ye − l3cosΘe
3.2.2 Inverzn´ı transformace – rychlost
K odvozen´ı inverzn´ı transformace rychlosti pouzˇijeme rovnici, kterou jsme z´ıskali prˇi
odvozen´ı prˇ´ıme´ transformace rychlosti:
X˙ = Jq˙
ze ktere´ vyja´drˇ´ıme rychlost absolutn´ıch kloubovy´ch sourˇadnic:
q˙ = J−1X˙
Po dosazen´ı tedy dostaneme: q˙1q˙2
q˙3
 =
 −l1sin(Θ1) −l2sin(Θ1 +Θ2) −l3sin(Θ1 +Θ2 +Θ3)l1cos(Θ1) l2cos(Θ1 +Θ2) l3cos(Θ1 +Θ2 +Θ3)
0 0 1
−1  x˙ey˙e
Θ˙e

Po zinvertova´n´ı vyjde: q˙1q˙2
q˙3
 =

cosΘ1cosΘ2−sinΘ1sinΘ2
l1sinΘ2
sinΘ1cosΘ2+cosΘ1sinΘ2
l1sinΘ2
l3sinΘ3
l1sinΘ2
− cosΘ1
l2sinΘ2
− sinΘ1
l2sinΘ2
− l3(sinΘ2cosΘ3+cosΘ2sinΘ3)
l2sinΘ2
0 0 1


x˙e
y˙e
Θ˙e

kde vy´sledna´ transformace vyjde: q˙1q˙2
q˙3
 =
 Θ˙1Θ˙1 + Θ˙2
Θ˙1 + Θ˙2 + Θ˙3
⇒ Θ˙1 = q˙1Θ˙2 = q˙2 − q˙1
Θ˙3 = q˙3 − q˙2
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3.2.3 Inverzn´ı transformace – zrychlen´ı
Opeˇt vyuzˇijeme vztahu z´ıskane´ho pro prˇ´ımou transformaci zrychlen´ı:
X¨ = Jq¨ + J˙ q˙
a opeˇt si vyja´drˇ´ıme zrychlen´ı:
q¨ = J−1(X¨ − J˙ q˙)
Po dosazen´ı z´ıska´me: q¨1q¨2
q¨3
 =

cosΘ1cosΘ2−sinΘ1sinΘ2
l1sinΘ2
sinΘ1cosΘ2+cosΘ1sinΘ2
l1sinΘ2
l3sinΘ3
l1sinΘ2
− cosΘ1
l2sinΘ2
− sinΘ1
l2sinΘ2
− l3(sinΘ2cosΘ3+cosΘ2sinΘ3)
l2sinΘ2
0 0 1
 ·
·
 x¨ey¨e
Θ¨e
+
 l1cos(Θ1) l2cos(Θ1 +Θ2) l3cos(Θ1 + Θ2 +Θ3)l1sin(Θ1) l2sin(Θ1 +Θ2) l3sin(Θ1 +Θ2 +Θ3)
0 0 0
 ·
 q˙21q˙22
q˙23

kde vy´sledna´ transformace vyjde: q¨1q¨2
q¨3
 =
 Θ¨1Θ¨1 + Θ¨2
Θ¨1 + Θ¨2 + Θ¨3
⇒ Θ¨1 = q¨1Θ¨2 = q¨2 − q¨1
Θ¨3 = q¨3 − q¨2
3.3 Oveˇrˇen´ı vy´sledk˚u
Oveˇrˇen´ı vy´sledk˚u provedeme v Simulinku tak, zˇe vezmeme pouzˇity´ genera´tor trajektorie,
ktery´ generuje pozˇadovane´ trajektorie kloubovy´ch sourˇadnic. Tyto trajektorie nejprve
prˇivedeme na vstup genera´toru prˇ´ıme´ kinematiky ⇒ t´ım z´ıska´me sourˇadnice efektoru.
Na´sledneˇ sourˇadnice efektoru prˇivedeme do genera´toru inverzn´ı kinematiky ⇒ t´ım znovu
z´ıska´me kloubove´ sourˇadnice, ktere´ porovna´me s teˇmi z genera´toru trajektorie. Pokud se
budou shodovat, lze prohla´sit, zˇe prˇ´ıma´ a inverzn´ı kinematika je odvozena spra´vneˇ.
Pouzˇite´ sche´ma v Simulinku je uvedeno na Obr. 73. Z´ıskane´ grafy viz. Obr. 4, 5 a 6.
Ze z´ıskany´ch graf˚u je videˇt, zˇe oba vy´stupy se shoduj´ı, a proto lze prohla´sit odvozene´
kinematicke´ transformace za spra´vne´.
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Obra´zek 4: Kontrola kinematicke´ transformace polohy.
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Obra´zek 5: Kontrola kinematicke´ transformace rychlosti.
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Obra´zek 6: Kontrola kinematicke´ transformace zrychlen´ı.
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4 Odvozen´ı dynamiky
Jako dalˇs´ı bod provedeme odvozen´ı dynamicke´ho modelu manipula´toru. Vy´sledkem jsou
pohybove´ rovnice, ktere´ zahrnuj´ı i vza´jemne´ silove´ p˚usoben´ı mezi jednotlivy´mi rameny na
rozd´ıl od kinematicke´ho modelu, ktery´m lze prova´deˇt pouze prˇepocˇet mezi kloubovy´mi
sourˇadnicemi a sourˇadnicemi koncove´ho efektoru.
K odvozen´ı pohybovy´ch rovnic vyuzˇijeme Lagrangeovu metodu. Ta vyuzˇ´ıva´ celkovou po-
tencia´ln´ı a kinetickou energii. Prˇedpis pro Lagrangeovy rovnice je:
d
dt
(
∂L
∂q˙i
)
−
(
∂L
∂qi
)
= Qi
L = T − V
kde L je Lagrangian, T je kineticka´ energie vzhledem k inercia´ln´ı soustaveˇ, V je po-
tencia´ln´ı energie, qi jsou zobecneˇne´ sourˇadnice a Qi jsou zobecneˇne´ s´ıly.
4.1 Urcˇen´ı Lagrangianu
Pro vy´pocˇet Lagrangianu tedy budeme muset urcˇit potencia´ln´ı a kinetickou energii cele´ho
manipula´toru. To provedeme tak, zˇe pro kazˇde´ rameno urcˇ´ıme potencia´ln´ı a kinetickou
energii. Vy´sledne´ energie budou jejich soucˇtem.
4.1.1 Kineticka´ energie
Kineticka´ energie prvn´ıho ramena je:
T1 =
1
2
J1ω
2
1
Jelikozˇ teˇzˇiˇsteˇ neprocha´z´ı osou rotace, je nutne´ prˇi vy´pocˇtu vyuzˇ´ıt Steinerovu veˇtu:
J1 = Jt1 +m1l
2
t1
kde Jt1 je moment setrvacˇnosti vzhledem k ose rotace procha´zej´ıc´ı teˇzˇiˇsteˇm a lt1 vzda´lenost
teˇzˇiˇsteˇ od osy rotace. Po dosazen´ı je vy´sledna´ kineticka´ energie slozˇena z rotacˇn´ı a trans-
lacˇn´ı slozˇky:
T1 =
1
2
Jt1Θ˙
2
1 +
1
2
m1l
2
t1Θ˙
2
1
K odvozen´ı kineticke´ energie druhe´ho ramena budeme muset pouzˇ´ıt mı´rneˇ odliˇsny´ zp˚usob.
Rotacˇn´ı slozˇka z˚ustane stejna´, avsˇak do translacˇn´ı slozˇky je nutne´ zahrnout vza´jemne´
p˚usoben´ı mezi rameny. Budeme ji pocˇ´ıtat dle vztahu:
T2t =
1
2
m2v
2
2
Rychlost v rozlozˇ´ıme na rychlost v x-ove´ a y-ove´ ose:
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v22 = x˙
2
2 + y˙
2
2
kde x2 a y2 prˇedstavuj´ı polohu teˇzˇiˇsteˇ:
x2 = l1sinΘ1 + lt2sin(Θ1 +Θ2)
y2 = l1cosΘ1 + lt2cos(Θ1 +Θ2)
Celkova´ kineticka´ energie druhe´ho ramena potom vyjde:
T2 =
1
2
Jt2(Θ˙1 + Θ˙2)
2 +
1
2
m2(x˙
2
2 + y˙
2
2)
Kineticka´ energie trˇet´ıho ramena se bude pocˇ´ıtat analogicky jako energie druhe´ho ramena:
T3 =
1
2
Jt3(Θ˙1 + Θ˙2 + Θ˙3)
2 +
1
2
m3(x˙
2
3 + y˙
2
3)
kde
x3 = l1sinΘ1 + l2sin(Θ1 +Θ2) + lt3sin(Θ1 +Θ2 +Θ3)
y3 = l1cosΘ1 + l2cos(Θ1 +Θ2) + lt3cos(Θ1 +Θ2 +Θ3)
Celkova´ kineticka´ energie soustavy je potom soucˇtem kineticky´ch energi´ı vsˇech ramen:
T = T1 + T2 + T3 =
1
2
Jt1Θ˙
2
1 +
1
2
m1l
2
t1Θ˙
2
1 +
1
2
Jt2(Θ˙1 + Θ˙2)
2+
+
1
2
m2(x˙
2
2 + y˙
2
2) +
1
2
Jt3(Θ˙1 + Θ˙2 + Θ˙3)
2 +
1
2
m3(x˙
2
3 + y˙
2
3)
kde
x˙2 =
d
dt
(l1sinΘ1 + lt2sin(Θ1 +Θ2))
y˙2 =
d
dt
(l1cosΘ1 + lt2cos(Θ1 +Θ2))
x˙3 =
d
dt
(l1sinΘ1 + l2sin(Θ1 +Θ2) + lt3sin(Θ1 +Θ2 +Θ3))
y˙3 =
d
dt
(l1cosΘ1 + l2cos(Θ1 +Θ2) + lt3cos(Θ1 +Θ2 +Θ3))
4.1.2 Potencia´ln´ı energie
Potencia´ln´ı energii urcˇ´ıme dle vzorce:
V = mgh
kde za vy´sˇku h budeme povazˇovat y-ovou sourˇadnici teˇzˇiˇsteˇ. Vy´sledna´ potencia´ln´ı energie
vyjde:
V = m1gy1 +m2gy2 +m3gy3 = m1glt1cosΘ1 +m2g(l1cosΘ1 + lt2cos(Θ1 +Θ2))+
+m3g(l1cosΘ1 + l2cos(Θ1 +Θ2) + lt3cos(Θ1 +Θ2 +Θ3))
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4.2 Vy´pocˇet pohybovy´ch rovnic
Nyn´ı jizˇ ma´me nadefinova´nu kinetickou a potencia´ln´ı energii cele´ soustavy a jsme schopni
urcˇit Lagrangian jako:
L = T − V
Jako zobecneˇne´ sourˇadnice zvol´ıme u´hly natocˇen´ı Θ1, Θ2 a Θ3 a jejich pohybove´ rovnice
urcˇ´ıme ze vztah˚u (trˇen´ı zanedba´va´me):
d
dt
(
∂L
∂Θ˙1
)
−
(
∂L
∂Θ1
)
= T1
d
dt
(
∂L
∂Θ˙2
)
−
(
∂L
∂Θ2
)
= T2
d
dt
(
∂L
∂Θ˙3
)
−
(
∂L
∂Θ3
)
= T3
kde T1, T2 a T3 prˇedstavuj´ı tocˇive´ momenty pohon˚u jednotlivy´ch kloub˚u. Uvedene´ rovnice
jsou jizˇ prˇ´ıliˇs slozˇite´ pro rucˇn´ı rˇesˇen´ı, proto je vhodne´ pouzˇ´ıt matematicky´ software pro
symbolicke´ vy´pocˇty (naprˇ. program Maple). Vy´sledne´ pohybove´ rovnice je mozˇne´ prˇepsat
do prˇehledneˇjˇs´ıho maticove´ho tvaru:
M(Θ)Θ¨ + Θ˙TC(Θ)Θ˙ +G(Θ) = T
kde M(Θ) je matice setrvacˇnosti, C(Θ) je tenzor odstrˇedive´ a Coriolisovy s´ıly, G(Θ) je
vektor gravitace a T je vektor tocˇivy´ch moment˚u pohon˚u. Konkre´tn´ı hodnoty matic jsou
uvedeny v prˇ´ıloze.
4.3 Oveˇrˇen´ı vy´sledk˚u
Nakonec zkontrolujeme dosazˇene´ vy´sledky. Kontrolu provedeme tak, zˇe dynamicky´ model
manipula´toru sestav´ıme dveˇma zp˚usoby a porovna´me, jestli se dosazˇene´ vy´sledky shoduj´ı:
• Prvn´ı model sestav´ıme pomoc´ı vy´sˇe uvedeny´ch pohybovy´ch rovnic, kdy z nich vy-
generujeme druhe´ derivace (zrychlen´ı) u´pravou vy´sˇe uvedene´ maticove´ formy:
M(Θ)Θ¨ + Θ˙TC(Θ)Θ˙ +G(Θ) = T ⇒ Θ¨ = M(Θ)−1(T − Θ˙TC(Θ)Θ˙−G(Θ))
Z´ıskane´ druhe´ derivace dvakra´t zintegrujeme a t´ım z´ıska´me rychlosti a polohy jed-
notlivy´ch kloubovy´ch sourˇadnic.
• Druhy´ model sestav´ıme pomoc´ı Simmechanicu a jeho blok˚u (Body, Revolute, . . .).
Na za´veˇr provedeme srovna´n´ı obou model˚u, zda poskytuj´ı stejne´ vy´sledky. Pouzˇite´ sche´ma
pro porovna´n´ı je uvedeno v prˇ´ıloze na Obr. 74. Rychlost a poloha jsou z´ıska´ny prostou in-
tegrac´ı druhy´ch derivac´ı (zrychlen´ı), ktere´ je z´ıska´no z pohybovy´ch rovnic. Proto budeme
pouze kontrolovat, zda se shoduj´ı druhe´ derivace (zrychlen´ı).
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Jelikozˇ porovna´va´me dva matematicke´ modely, tak mu˚zˇeme pouzˇ´ıt libovolne´ho vstupn´ı
signa´ly (bez ohledu na fyzika´ln´ı vy´znam). My pouzˇijeme 3 r˚uzne´ sinusove´ pr˚ubeˇhy (kazˇdy´
prˇipojeny´ na jeden kloub). Na Obr. 7 jsou uvedeny z´ıskane´ grafy, ktere´ se shoduj´ı, proto
lze povazˇovat pouzˇite´ modely za spra´vne´.
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Obra´zek 7: Kontrola dynamicke´ho modelu.
Oba vytvorˇene´ modely nepouzˇijeme pouze pro kontrolu spra´vnosti pohybovy´ch rovnic, ale
i v dalˇs´ıch kapitola´ch. Prˇi na´vrhu regula´tor˚u bude pohodlneˇjˇs´ı vyuzˇ´ıvat modelu sestave-
ne´ho v Simmechanicsu. Pro centralizovane´ rˇ´ızen´ı a identifikaci dynamicky´ch parametr˚u je
pak nutne´ zna´t vy´sˇe uvedene´ analyticky vyja´drˇene´ pohybove´ rovnice.
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5 Identifikace
V te´to kapitole se budeme zaby´vat identifikac´ı dynamicke´ho modelu. Znalost dynamicke´ho
modelu je d˚ulezˇita´ naprˇ´ıklad pro centralizovane´ rˇ´ızen´ı. Nezna´me ho ovsˇem nikdy zcela
prˇesneˇ, a proto se budeme zaby´vat mozˇnostmi jeho identifikace. Problematiku identifikace
mu˚zˇeme rozdeˇlit do na´sleduj´ıc´ıch cˇa´st´ı:
Urcˇen´ı dynamicke´ho modelu – Nejprve je trˇeba urcˇit teoreticky´ dynamicky´ model,
ktery´ budeme identifikovat. Ten jizˇ ma´me hotovy´ z kapitoly
”
Dynamicky´ model“.
Volba vektoru parametr˚u – Z odvozeny´ch pohybovy´ch rovnic je videˇt, zˇe se jedna´
o nelinea´rn´ı vztahy. U se´riovy´ch manipula´tor˚u lze ale nale´zt linearitu v pohybovy´ch
rovnic´ıch mezi urcˇity´mi parametry. Dı´ky tomu budeme moci po prˇepsa´n´ı do linea´r-
n´ıho tvaru pouzˇ´ıt metody linea´rn´ıho odhadu a identifikace se t´ım znacˇneˇ zjednodusˇ´ı.
Volba vstupn´ıho signa´lu – Zde je nutne´ zvolit takovy´ signa´l, ktery´ bude fyzika´lneˇ
realizovatelny´ a za´rovenˇ dostatecˇneˇ bohaty´, aby vhodneˇ vybudil dynamiku ma-
nipula´toru.
Volba metody pro urcˇen´ı rychlosti a zrychlen´ı – Na za´veˇr je trˇeba vyrˇesˇit jaky´m
zp˚usobem urcˇit pr˚uheˇhy rychlosti a zrychlen´ı. Beˇzˇneˇ se totizˇ meˇrˇ´ı pouze poloha, ale
pro identifikaci je nutne´ zna´t i rychlost a zrychlen´ı.
5.1 Volba vektoru parametr˚u
Jak jizˇ bylo rˇecˇeno, tak v odvozene´m dynamicke´m (nelinea´rn´ım) modelu lze nale´zt linear-
itu mezi urcˇity´mi parametry. Volba teˇchto parametr˚u ovsˇem nen´ı jednoznacˇna´ a jelikozˇ se
jedna´ o prvn´ı krok pro identifikaci, ovlivnˇuje tak konecˇny´ vy´sledek. Pokud se tedy hned
na zacˇa´tku zvol´ı sˇpatne´ parametry, dostaneme sˇpatne´ vy´sledky bez ohledu na na´sleduj´ıc´ı
volbu identifikacˇn´ı metody a vstupn´ıho signa´lu. Prˇepsa´n´ı do linea´rn´ı formy vypada´ takto:
M(Θ)Θ¨ + Θ˙TC(Θ)Θ˙ +G(Θ) = T ⇒
⇒ Y (Θ, Θ˙, Θ¨) · Π = T (5.1)
Kde Y je matice regresor˚u, ktera´ za´vis´ı na volbeˇ vektoru parametr˚u Π.
Problematiku volby vektoru parametr˚u nejprve pro prˇehlednost ilustrujeme na mod-
elu pouze dvouramenne´ho manipula´toru a dosazˇene´ vy´sledky potom zobecn´ıme na na´sˇ
prˇ´ıpad manipula´toru trojramenne´ho. Dvouramenny´ manipula´tor ma´ na´sleduj´ıc´ı pohybove´
rovnice:
[Jt1 +m1l
2
t1 + Jt2 +m2(l
2
1 + l
2
t2 + 2l1lt2c2)]Θ¨1+
+ [Jt2 +m2(l
2
t2 + l1lt2c2)]Θ¨2 − 2m2l1lt2s2Θ˙1Θ˙2 −m2l1lt2s2Θ˙
2
2+
+ (m1lt1 +m2l1)gs1 +m2lt2gs12 = τ1
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[Jt2 +m2(l
2
t2 + l1lt2c2)]Θ¨1 + [Jt2 +m2l
2
t2]Θ¨2 +m2l1lt2s2Θ˙
2
1+
+m2lt2gs12 = τ2
kde hledane´ dynamicke´ parametry jsou – Jt1, m1, lt1, Jt2, m2, lt2.
Nyn´ı si uvedeme trˇi sady vektor˚u parametr˚u. Jako prvn´ı by se mohla nab´ızet volba:
Π1 =

m1lt1
Jt1 +m1l
2
t1
m2
m2lt2
Jt2 +m2l
2
t2

Pro tuto sadu parametr˚u vyjde matice regresor˚u:
Y1 =
[
gs1 Θ¨1 (l21Θ¨1+l1gs1) (2l1c2Θ¨1+l1c2Θ¨2−2l1s2Θ˙1Θ˙2−l1s2Θ˙
2
2
+gs12) (Θ¨1+Θ¨2)
0 0 0 (l1c2Θ¨1+l1s2Θ˙21+gs12) (Θ¨1+Θ¨2)
]
Jako dalˇs´ı mozˇnost pouzˇijeme volbu, ktera´ vycha´z´ı z vektoru parametr˚u volene´ho v [1]:
Π1 =

m1
m1lC1
Jt1 +m1lC1
m2
m2lC2
Jt2 +m2lC2

kde lC1 = (lt1 − l1) a lC2 = (lt2 − l2). V tomto prˇ´ıpadeˇ jizˇ nen´ı jednodusˇe videˇt, jak
z´ıskat matici regresor˚u. Nejprve je potrˇeba prove´st u´pravu pohybovy´ch rovnic, kdy na
neˇkolika mı´stech rozsˇ´ıˇr´ıme vztahy prˇicˇten´ım
”
nuly“ (naprˇ.
”
+2m1l1lt1−2m1l1lt1“, rozsˇ´ıˇren´ı
je znacˇeno cˇerveneˇ):
[Jt1 +m1l
2
t1 + 2m1l1lt1 − 2m1l1lt1 +m1l
2
1 +m1l
2
1 − 2m1l
2
1 + Jt2+
+m2(l
2
1 + l
2
t2 + 2l1lt2c2 + l
2
2 − 2l
2
2 + l
2
2 + 2l1l2c2 − 2l1l2c2 + 2l2lt2 − 2l2lt2)]Θ¨1+
+ [Jt2 +m2(l
2
t2 + l1lt2c2 + l
2
2 − 2l
2
2 + l
2
2 + l1l2c2 − l1l2c2 + 2l2lt2 − 2l2lt2)]Θ¨2+
+ (−2m2l1lt2s2 − 2m2l1l2s2 + 2m2l1l2s2)Θ˙1Θ˙2+
+ (−m2l1lt2s2 −m2l1l2s2 +m2l1l2s2)Θ˙
2
2+
+ (m1lt1 +m2l1 +m1l1 −m1l1)gs1 + (m2lt2 +m2l2 −m2l2)gs12 = τ1
[Jt2 +m2(l
2
t2 + l1lt2c2 + l
2
2 − 2l
2
2 + l
2
2 + l1l2c2 − l1l2c2 + 2l2lt2 − 2l2lt2)]Θ¨1+
+ [Jt2 +m2(l
2
t2 + l
2
2 − 2l
2
2 + l
2
2 + 2l2lt2 − 2l2lt2)]Θ¨2+
+ (m2l1lt2s2 +m2l1l2s2 −m2l1l2s2)Θ˙
2
1+
+ (m2lt2 +m2l2 −m2l2)gs12 = τ2
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Da´le zavedeme nove´ promeˇnne´ lC1 = (lt1 − l1) a lC2 = (lt2 − l2). Po jejich zaveden´ı
a prˇeusporˇa´da´n´ı z´ıska´me:
[Jt1 +m1(l
2
C1 + l
2
1 + 2l1lC1) + Jt2 +m2(l
2
1 + l
2
C2 + l
2
2 + 2l1l2c2 + 2l1lC2c2 + 2l2lC2)]Θ¨1+
+ [Jt2 +m2(l
2
C2 + l
2
2 + l1l2c2 + l1lC2c2 + 2l2lC2)]Θ¨2+
+ (−2m2l1lC2s2 − 2m2l1l2s2)Θ˙1Θ˙2 + (−m2l1lC2s2 −m2l1l2s2)Θ˙
2
2+
+ (m1lC1 +m1l1 +m2l2)gs1 + (m2lC2 +m2l2)gs12 = τ1
[Jt2 +m2(l
2
C2 + l
2
2 + l1l2c2 + l1lC2c2 + 2l2lC2)]Θ¨1+
+ [Jt2 +m2(l
2
C2 + l
2
2 + l2lC2)]Θ¨2 + (m2l1lC2s2 +m2l1l2s2)Θ˙
2
1+
+ (m2lC2 +m2l2)gs12 = τ2
Z tohoto vyja´drˇen´ı je jizˇ zrˇejme´, jak se dostaneme k matici regresor˚u:
Y2 =
[
y11 y12 y13 y14 y15 y16
y21 y22 y23 y24 y25 y26
]
y11 = l
2
1Θ¨1 + l1gs1
y12 = 2l1Θ¨1 + gs1
y13 = Θ¨1
y14 = (l
2
1 + 2l1l2c2 + l
2
2)Θ¨1 + (l1l2c2 + l
2
2)Θ¨2 − 2l1l2s2Θ˙1Θ˙2 − l1l2s2Θ˙
2
2 + l1gs1 + l2gs12
y15 = (2l1c2 + 2l2)Θ¨1 + (l1c2 + 2l2)Θ¨2 − 2l1s2Θ˙1Θ˙2 − l1s2Θ˙
2
2gs12
y16 = Θ¨1 + Θ¨2
y21 = 0
y22 = 0
y23 = 0
y24 = (l1l2c2 + l
2
2)Θ¨1 + l
2
2Θ¨2 + l1l2s2Θ˙
2
1 + l2gs12
y25 = (l1c2 + 2l2)Θ¨1 + 2l2Θ¨2 + l1s2Θ˙
2
1 + gs12
y26 = Θ¨1 + Θ¨2
Jako posledn´ı vektor parametr˚u pouzˇijeme:
Π3 =

Jt1 +m1l
2
t1 + Jt2 +m2l
2
t2 +m2l
2
1
m2l1lt2
Jt2 +m2l
2
t2
g(m1lt1 +m2l1)
gm2lt2

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Pro tuto sadu parametr˚u vyjde matice regresor˚u:
Y3 =
[
Θ¨1 (2c2Θ¨1 + c2Θ¨2 − 2s2Θ˙1Θ˙2 − s2Θ˙
2
2) Θ¨2 s1 s12
0 (c2Θ¨1 + s2Θ˙
2
1) (Θ¨1 + Θ¨2) 0 s12
]
Volba vektoru parametr˚u tedy skutecˇneˇ nen´ı jednoznacˇna´. Proto je nutne´ urcˇit zp˚usob, jak
vhodneˇ prove´st volbu vektoru parametr˚u. Pro objasneˇn´ı te´to volby se nejprve zmı´n´ıme
o zp˚usobu rˇesˇen´ı soustavy rovnic a o tom, co znamena´ singula´rn´ı dekompozice. Jesˇteˇ
prˇed t´ım ale zkontrolujeme, zda jsou uvedene´ matice regresor˚u vypocˇteny spra´vneˇ. To
provedeme tak, zˇe porovna´me vy´stup z p˚uvodn´ıho dynamicke´ho modelu a nyneˇjˇs´ıho mo-
delu, prˇepsane´ho do linea´rn´ıho tvaru vzhledem ke zvolene´mu vektoru parametr˚u. Tedy
zkontrolujeme, zda plat´ı:
M(Θ)Θ¨ + Θ˙TC(Θ)Θ˙ +G(Θ) = T = Y (Θ, Θ˙, Θ¨) · Π
Porovna´me tedy, zda se pro danou trajektorii budou shodovat tocˇive´ momenty. Pro toto
porovna´n´ı bude ovsˇem nejprve trˇeba si specifikovat vstupn´ı signa´l. Volbou vstupn´ıho
signa´lu se budeme zaby´vat v dalˇs´ı cˇa´sti, proto pouze konstatujeme, zˇe pouzˇijeme soucˇet
harmonicky´ch funkc´ı:
Θi =
(
ai1
ωfili1
sin(ωfili1t)−
bi1
ωfili1
cos(ωfili1t)
)
+
+
(
ai2
ωfili2
sin(ωfili2t)−
bi2
ωfili2
cos(ωfili2t)
)
+Θi0
Θ˙i = (ai1cos(ωfili1t) + bi1sin(ωfili1t)) + (ai2cos(ωfili2t) + bi2sin(ωfili2t))
Θ¨i = (−ai1ωfili1sin(ωfili1t) + bi1ωfili1cos(ωfili1t)) +
+ (−ai2ωfili2sin(ωfili2t) + bi2ωfili2cos(ωfili2t))
Pouzˇite´ parametry jsou uvedeny v Tab. 1. V Tab. 2 je uvedena prˇesnost prˇepsa´n´ı do
linea´rn´ıho tvaru. Jako chybu budeme povazˇovat maxima´ln´ı rozd´ıl mezi momentem T vy-
generovany´m nelinea´rn´ım modelem a linea´rn´ım modelem (Y ·Π = T ) v absolutn´ı hodnoteˇ.
Chyba je v podstateˇ nulova´ a odvozen´ı je tedy provedeno spra´vneˇ.
a1 b1 a2 b2 ωf l1 l2 Θ0
1. rameno 0.2 0.1 0.15 0.2 2 1 2 0.15
2. rameno 0.2 0.1 0.15 0.25 1.5 1 3 0.1
Tabulka 1: Parametry vstupn´ıho signa´lu pro dvouramenny´ manipula´tor.
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Vektor parametr˚u max(abs(YiΠ− T ))
Π1 1.1369 · 10
−13
Π2 1.4211 · 10
−13
Π3 1.1369 · 10
−13
Tabulka 2: Chyba linea´rn´ıho modelu.
5.1.1 Rˇesˇen´ı soustavy rovnic
Nyn´ı ma´me model prˇepsa´n do tvaru soustavy linea´rn´ıch rovnic:
Y · Π = T
Konkre´tneˇ se budeme zaby´vat rˇesˇen´ım prˇeurcˇene´ soustavy rovnic. To znamena´, zˇe budeme
mı´t k dispozici v´ıce rovnic, nezˇ hledany´ch parametr˚u. To je prˇesneˇ prˇ´ıpad, kdy je k dis-
pozici sada meˇrˇen´ı, ktera´ je rozsa´hlejˇs´ı nezˇ pocˇet hledany´ch parametr˚u.
Prˇeurcˇena´ soustava obecneˇ nema´ rˇesˇen´ı. Jednotlive´ rˇa´dky totizˇ mohou poskytovat pro-
tich˚udne´ informace. Protozˇe nalezene´ parametry nebudou prˇesneˇ rˇesˇit vsˇechny rovnice,
zavedeme do soustavy rovnic chybu rovnice:
 = T − Y · Π
Tato chyba rovnice se take´ nazy´va´ reziduum. Pro rˇesˇen´ı prˇeurcˇene´ soustavy lze pouzˇ´ıt
naprˇ. metodu nejmensˇ´ıch cˇtverc˚u (viz. [2]). Ta provede odhad Π jako odhad vektoru,
ktery´ minimalizuje ztra´tovou funkci V (Π):
V (Π) =
1
2
N∑
t=1
2(t) =
1
2
T 
Metoda nejmensˇ´ıch cˇtverc˚u tedy provede odhad tak, zˇe minimalizuje kvadra´t rezidu´ı.
Nyn´ı se pokus´ıme naj´ıt explicitn´ı rˇesˇen´ı tohoto odhadu. Do kriteria´ln´ı funkce dosad´ıme
za reziduum:
V (Π) =
1
2
T  =
1
2
[T − Y ·Π]T [T − Y ·Π] =
=
1
2
[ΠTY TYΠ− ΠTY TT − T TYΠ+ T TT ]
Pro nalezen´ı hledane´ho minima kriteria´ln´ı funkce polozˇ´ıme jej´ı derivaci rovnu nule:
dV (Π)
Π
= ΠT (Y TY )− T TY = 0
Rˇesˇen´ı potom vyjde:
ΠT (Y TY ) = T TY ⇒ (Y TY )Π = Y TT ⇒ Π = (Y TY )−1Y TT
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kde se cˇlen (Y TY )−1Y T nazy´va´ pseudoinverze matice Y. Pro nalezen´ı hledane´ho vektoru
parametr˚u je nutne´ prove´st vy´pocˇet inverze, resp. pseudoinverze matice Y. Zde ovsˇem mo-
hou prˇi sˇpatne´ podmı´neˇnosti matice Y vznikat numericke´ proble´my. Pojem podmı´neˇnosti
matice si objasn´ıme v na´sleduj´ıc´ı cˇa´sti.
5.1.2 Singula´rn´ı rozklad
Inverzn´ı matici cˇtvercove´ matice lze vypocˇ´ıtat pra´veˇ tehdy, kdyzˇ je matice regula´rn´ı. Pro
regula´rn´ı matici plat´ı, zˇe detA 6= 0, a to odpov´ıda´ tomu, zˇe zˇa´dne´ vlastn´ı cˇ´ıslo nen´ı nulove´.
Proble´my s vy´pocˇtem inverze ale mohou nastat uzˇ i prˇi
”
velke´m“ rozd´ılu velikost´ı vlastn´ıch
cˇ´ısel, kdy je naprˇ. jedno vlastn´ı cˇ´ıslo v˚ucˇi ostatn´ım rˇa´doveˇ mnohem veˇtsˇ´ı. Ostatn´ı vlastn´ı
cˇ´ısla se pak mohou jevit jako v podstateˇ nulova´ a matice tak zdegeneruje na singula´rn´ı
i prˇes to, zˇe zˇa´dna´ vlastn´ı cˇ´ısla nulova´ nejsou. Proto se zava´d´ı pojem podmı´neˇnost matice,
cozˇ je pod´ıl nejveˇtsˇ´ıho a nejmensˇ´ıho vlastn´ıho cˇ´ısla:
κ =
λmax
λmin
pro κ  1 bude matice sˇpatneˇ podmı´neˇna´, cozˇ mu˚zˇe zp˚usobovat proble´my prˇi vy´pocˇtu
inverze. Tento postup je nyn´ı nutne´ mı´rneˇ zobecnit, protozˇe my potrˇebujeme pocˇ´ıtat
pseudoinverzi obde´ln´ıkove´ matice a pro n´ı nejsou definova´na vlastn´ı cˇ´ısla. Na mı´sto nich
budeme hovorˇit o singula´rn´ıch cˇ´ıslech. Ty lze z´ıskat pomoc´ı singula´rn´ı dekompozice. Ta
rˇ´ıka´, zˇe kazˇda´ matice lze rozlozˇit na na´sleduj´ıc´ı soucˇin matic:
Y = UΣV T
kde U a V jsou ortogona´ln´ı matice a Σ je diagona´ln´ı matice se singula´rn´ımi cˇ´ısly na
diagona´le (Σr = diag{σ1, . . . , σr}) tak, zˇe:
Σ =
[
Σr 0
0 0
]
Singula´rn´ı dekompozice take´ rovnou rˇad´ı vlastn´ı cˇ´ısla sestupneˇ dle velikosti:
σ1 ≥ σ2 ≥ · · · ≥ σr ≥ 0
U obde´ln´ıkove´ matice tedy definujeme cˇ´ıslo podmı´neˇnosti jako pod´ıl nejveˇtsˇ´ıho a nej-
mensˇ´ıho singula´rn´ıho cˇ´ısla, resp. jako pod´ıl prvn´ıho a posledn´ıho singula´rn´ıho cˇ´ısla:
κ =
σ1
σn
Toto cˇ´ıslo bychom mohli vz´ıt jako ukazatel toho, zda bude vy´pocˇet pseudoinverze nu-
mericky korektn´ı. Pro ohodnocen´ı kvality volby vektoru parametr˚u Π pouzˇijeme cˇ´ıslo
podmı´neˇnosti matice Y , protozˇe matice Y je prˇ´ımo za´visla´ na volbeˇ vektoru parametr˚u.
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5.1.3 Odhad kvality volby vektor˚u parametr˚u
Nyn´ı se pokus´ıme urcˇit na za´kladeˇ cˇ´ısla podmı´neˇnosti matice regresor˚u Y vhodnost volby
vektoru parametr˚u. Jelikozˇ je matice regresor˚u za´visla´ na Θ, Θ˙ i Θ¨ je nutne´ pro jej´ı
sestaven´ı pouzˇ´ıt neˇjakou trajektorii polohy, rychlosti a zrychlen´ı. K tomu opeˇt pouzˇijeme
soucˇet dvou harmonicky´ch signa´l˚u. Cˇ´ıslo podmı´neˇnosti mu˚zˇeme urcˇit naprˇ. pomoc´ı Mat-
labu prˇ´ıkazem cond(Y). Z´ıska´me na´sleduj´ıc´ı vy´sledky:
cond(Y1) = 4.2660 · 10
15 cond(Y2) = 5.8181 · 10
15 cond(Y3) = 19.5672
Podle teˇchto vy´sledk˚u by meˇl vektor parametr˚u Π3 poskytovat nejlepsˇ´ı odhady. Ke kon-
trole tohoto prˇedpokladu mu˚zˇeme vyuzˇ´ıt nelinea´rn´ıho dynamicke´ho modelu tak, zˇe si
pomoc´ı inverzn´ı dynamiky vygenerujeme momenty motor˚u T nutne´ pro dosazˇen´ı pozˇa-
dovany´ch pr˚ubeˇh˚u polohy, rychlosti a zrychlen´ı. Jelikozˇ takto z´ıska´me idea´ln´ı pr˚ubeˇhy
moment˚u, meˇla by by´t zat´ım identifikace prˇesna´. Provedeme ji jako:
Π̂ = pinv(Y ) · T
Chyba urcˇen´ı parametr˚u v procentech je uvedena v na´sleduj´ıc´ıch Tab. 3, 4 a 5. V souladu
s urcˇeny´mi cˇ´ısly podmı´neˇnosti vycha´z´ı prˇesneˇ pouze odhady pro vektor parametr˚u Π3.
Pro vektor parametr˚u Π2 vycha´zej´ı odhady dle prˇedpoklad˚u u´plneˇ sˇpatneˇ. Parametry Π1
take´ nevycha´zej´ı prˇesneˇ, ovsˇem oproti volbeˇ parametr˚u Π2 vycha´zej´ı mnohem prˇesneˇji
(prˇestozˇe cˇ´ısla podmı´neˇnosti vysˇla skoro stejneˇ).
Parametr Chyba[%]
pi1 2.9102
pi2 3.0656
pi3 4.2285
pi4 0.0000
pi5 0.0000
Tabulka 3: Chyba odhadu pro vektor parametr˚u Π1
Parametr Chyba[%]
pi1 65.7995
pi2 277.6545
pi3 317.0836
pi4 29.9430
pi5 99.5838
pi6 111.8541
Tabulka 4: Chyba odhadu pro vektor parametr˚u Π2
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Parametr Chyba[%]
pi1 0.1309 · 10
−11
pi2 0.0200 · 10
−11
pi3 0.0027 · 10
−11
pi4 0.0055 · 10
−11
pi5 0.0146 · 10
−11
Tabulka 5: Chyba odhadu pro vektor parametr˚u Π3
Vy´sledky dosazˇene´ pro dvouramenny´ manipula´tor nyn´ı zobecn´ıme pro trˇ´ıramenny´ ma-
nipula´tor. Volbu vektoru Π2 jizˇ nebudeme uvazˇovat, protozˇe poskytovala i za teoreticky´ch
hodnot velmi sˇpatne´ vy´sledky. Parametry Π31 a Π
3
3 budeme volit analogicky s dvoura-
menny´m manipula´torem (horn´ı index znacˇ´ı, zˇe parametry uvazˇujeme pro trˇ´ıramenny´ ma-
nipula´tor):
Π31 =

m1lt1
Jt1 +m1l
2
t1
m2
m2lt2
Jt2 +m2l
2
t2
m3
m3lt3
Jt3 +m3l
2
t3

Π33 =

Jt1 +m1l
2
t1 + Jt2 +m2(l
2
1 + l
2
t2) + Jt3 +m3(l
2
1 + l
2
2 + l
2
t3)
Jt2 +m2l
2
t2 + Jt3 +m3(l
2
2 + l
2
t3)
m3lt3
m2lt2 +m3l2
Jt3 +m3l
2
t3
g(m1lt1 +m2l1 +m3l1)

Matice regresor˚u, ktere´ vzniknou z vektor˚u parametr˚u, jsou:
Y 31 =
y11 y12 y13 y14 y15 y16 y17 y18y21 y22 y23 y24 y25 y26 y27 y28
y31 y32 y33 y34 y35 y36 y37 y38

y11 = gs1
y12 = Θ¨1
y13 = l
2
1Θ¨1 + l1gs1
y14 = 2l1c2Θ¨1 + l1c2Θ¨2 − 2l1s2Θ˙1Θ˙2 − l1s2Θ˙
2
2 + gs12
y15 = Θ¨1 + Θ¨2
y16 = (l
2
1 + l
2
2 + 2l1l2c2)Θ¨1 + (l
2
2 + l1l2c2)Θ¨2 − 2l1l2s2Θ˙1Θ˙2 − l1l2s2Θ˙
2
2 + l1gs1 + l2gs12
y17 = (2l1c2c3−2l1s2s3+2l2c3)Θ¨1+(2l2c3+ l1c2c3− l1s2s3)Θ¨2+(l2c3+ l1c2c3− l1s2s3)Θ¨3−
(l1c2s3+ l1s2c3)(2Θ˙1Θ˙2+Θ˙
2
2)− (l2s3+ l1c2s3+ l1s2c3)(2Θ˙1Θ˙3+2Θ˙2Θ˙3+Θ˙
2
3)+ gs123
y18 = Θ¨1 + Θ¨2 + Θ¨3
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y21 = y22 = y23 = 0
y24 = l1c2Θ¨1 + l1s2Θ˙
2
1 + gs12
y25 = Θ¨1 + Θ¨2
y26 = (l
2
2 + l1l2c2)Θ¨1 + l
2
2Θ¨2 + l1l2s2Θ˙
2
1 + l2gs12
y27 = (l1c2c3 − l1s2s3 + 2l2c3)Θ¨1 + 2l2c3Θ¨2 + l2c3Θ¨3 + (l1c2s3 + l1s2c3)Θ˙
2
1 − l2s3(2Θ˙1Θ˙3 +
2Θ˙2Θ˙3 + Θ˙
2
3) + gs123
y28 = Θ¨1 + Θ¨2 + Θ¨3
y31 = y32 = y33 = y34 = y35 = y36 = 0
y37 = (l1c2c3−l1s2s3+l2c3)Θ¨1+l2c3Θ¨2+(l1c2s3+l1s2c3+l2s3)Θ˙
2
1+l2s3(2Θ˙1Θ˙2+Θ˙
2
2)+gs123
y38 = Θ¨1 + Θ¨2 + Θ¨3
A druha´ sada parametr˚u je:
Y 32 =
y11 y12 y13 y14 y15 y16y21 y22 y23 y24 y25 y26
y31 y32 y33 y34 y35 y36

y11 = Θ¨1
y12 = Θ¨2
y13 = (l1c2c3−l1s2s3+l2c3)(2Θ¨1+Θ¨3)+(l1c2c3−l1s2s3+2l2c3)Θ¨2+(−l1c2s3−l1s2c3)(2Θ˙1Θ˙2+
Θ˙22) + (−l1c2s3 − l1s2c3 − l2s3)(2Θ˙1Θ˙3 + 2Θ˙2Θ˙3 + Θ˙
2
3) + gs123
y14 = 2l1c2Θ¨1 + l1c2Θ¨2 − l1s2(2Θ˙1Θ˙2 + Θ˙
2
2) + gs12
y15 = Θ¨3
y16 = s1
y21 = 0
y22 = Θ¨1 + Θ¨2
y23 = (l1c2c3 − l1s2s3 + 2l2c3)Θ¨1 + l2c3(2Θ¨2 + Θ¨3) + (l1s2c3 + l1c2s3)Θ˙
2
1 − l2s3(2Θ˙1Θ˙3 +
2Θ˙2Θ˙3 + Θ˙
2
3) + gs123
y24 = l1c2Θ¨1 + l1s2Θ˙
2
1 + gs12
y25 = Θ¨3
y26 = 0
y31 = y32 = 0
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y33 = (l1c2c3−l1s2s3+l2c3)Θ¨1+l2c3Θ¨2+(l1s2c3+l1c2s3+l2s3)Θ˙
2
1+...l2s3(2Θ˙1Θ˙2+Θ˙
2
2)+gs123
y34 = 0
y35 = Θ¨1 + Θ¨2 + Θ¨3
y36 = 0
Nyn´ı zkontrolujeme, zda je odvozen´ı provedeno spra´vneˇ. To udeˇla´me jako v prˇedchoz´ım
prˇ´ıpadeˇ, kdy jako chybu budeme povazˇovat maxima´ln´ı rozd´ıl mezi momentem T vygene-
rovany´m z nelinea´rn´ıho dynamicke´ho modelu pomoc´ı inverzn´ı dynamiky a momentem vy-
generovany´m z prˇepsane´ho linea´rn´ıho modelu (v absolutn´ı hodnoteˇ). Jako vstup pouzˇijeme
soucˇet dvou harmonicky´ch signa´l˚u ovsˇem v tomto prˇ´ıpadeˇ jizˇ pro trˇi ramena. Pouzˇite´
parametry tohoto vstupn´ıho signa´lu jsou uvedeny v Tab. 6. Chyba je uvedena v Tab. 7
a je opeˇt v podstateˇ nulova´, cozˇ znamena´, zˇe odvozen´ı je provedeno spra´vneˇ.
a1 b1 a2 b2 ωf l1 l2 Θ0
1. rameno 0.20 0.100 0.15 0.20 2.00 1 2 0.15
2. rameno 0.20 0.100 0.15 0.25 1.50 1 3 0.10
3. rameno 0.15 0.075 0.20 0.15 1.75 1 4 0.20
Tabulka 6: Parametry vstupn´ıho signa´lu pro trˇ´ıramenny´ manipula´tor.
Nakonec jesˇteˇ zkontrolujeme, jak prˇesne´ vyjdou odhady za pouzˇit´ı teoreticky´ch hodnot.
Pouzˇijeme opeˇt stejny´ vstup a s jeho pomoc´ı nejprve vygenerujeme z nelinea´rn´ıho dy-
namicke´ho modelu teoreticky´ tocˇivy´ moment T potrˇebny´ pro proveden´ı te´to trajektorie.
Da´le sestav´ıme matici regresor˚u a pote´ jizˇ mu˚zˇeme prove´st identifikaci. V Tab. 8 a Tab. 9
jsou uvedeny procentua´ln´ı chyby odhadu. Pro vektor parametr˚u Π33 vyjdou odhady prˇesneˇ,
zato pro vektor parametr˚u Π31 vyjdou odhady neˇktery´ch parametr˚u velmi neprˇesneˇ, a proto
budeme v dalˇs´ıch cˇa´stech pracovat jizˇ pouze s vektorem parametr˚u Π33 (da´le znacˇ´ıme pouze
Π).
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Vektor parametr˚u max(abs(YiΠ− T ))
Π31 4.5475 · 10
−13
Π33 3.4106 · 10
−13
Tabulka 7: Chyba linea´rn´ıho modelu.
Parametr Chyba[%]
pi1 15.9478
pi2 16.7999
pi3 8.0929
pi4 44.7085
pi5 46.9216
pi6 19.2261
pi7 0.0000
pi8 0.0000
Tabulka 8: Chyba odhadu pro vektor parametr˚u Π31
Parametr Chyba[%]
pi1 0.0757 · 10
−11
pi2 0.1854 · 10
−11
pi3 0.0887 · 10
−11
pi4 0.0806 · 10
−11
pi5 0.0370 · 10
−11
pi6 0.0180 · 10
−11
Tabulka 9: Chyba odhadu pro vektor parametr˚u Π33
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5.2 Volba vstupn´ıho signa´lu
Z prˇedchoz´ı cˇa´sti ma´me zvolen jediny´ vektor parametr˚u Π, se ktery´m budeme praco-
vat, a t´ım ma´me urcˇen dynamicky´ model v linea´rn´ım tvaru. Dalˇs´ı krok pro proveden´ı
identifikace je volba vstupn´ıho signa´lu. V minule´ cˇa´sti jsme pouze konstatovali pouzˇit´ı
soucˇtu harmonicky´ch signa´l˚u. V te´to cˇa´sti se proto budeme zaby´vat hloubeˇji touto volbou.
Testovan´ı mozˇny´ch vstupn´ıch signa´l˚u pak budeme prova´deˇt pomoc´ı decentralizovany´ch
regula´tor˚u, jejichzˇ na´vrhem se zaby´va´ prˇ´ıslusˇna´ kapitola.
Nejprve je nutne´ urcˇit jake´ signa´ly pouzˇijeme. Pro identifikaci je d˚ulezˇite´, aby byla
dostatecˇneˇ vybuzena dynamika manipula´toru. Zkus´ıme pouzˇ´ıt pseudona´hodny´ bina´rn´ı
signa´l, rea´lnou trajektorii manipula´toru a soucˇet harmonicky´ch funkc´ı.
5.2.1 Pseudona´hodny´ bina´rn´ı signa´l – PRBS
Jako prvn´ı vstupn´ı signa´l zkus´ıme pouzˇ´ıt pseudona´hodny´ bina´rn´ı signa´l. Tento signa´l
naby´va´ pouze dvou hodnot a doba prˇechodu z jedne´ hodnoty do druhe´ je pseudona´hodna´.
Uka´zka tohoto signa´lu je uvedena na Obr. 8.
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Obra´zek 8: Uka´zka pseudona´hodne´ho bina´rn´ıho signa´lu.
Nyn´ı je trˇeba zvolit jako jaky´ vstup tento signa´l pouzˇijeme. Prˇive´st ho prˇ´ımo na pohony,
aby meˇl vy´znam pozˇadovany´ch moment˚u, nelze. Uvazˇovany´ manipula´tor je totizˇ ve ver-
tika´ln´ı poloze a bez pouzˇit´ı regula´toru by se vlivem gravitace
”
zhroutil“.
Dalˇs´ı mozˇnost by byla prˇiveden´ı signa´lu na vstup regula´toru rychlosti. V tomto prˇ´ıpadeˇ
by ovsˇem nastal proble´m s omezen´ım pohybu manipula´toru v jeho pracovn´ım prostoru,
cozˇ je prˇi na´vrhu vstupn´ıho signa´lu take´ d˚ulezˇita´ podmı´nka. Je totizˇ nutne´ udrzˇet pohyb
manipula´toru v urcˇity´ch mez´ıch, aby naprˇ´ıklad nenarazil do neˇjake´ prˇeka´zˇky v pracovn´ım
prostoru nebo sa´m do sebe.
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Nejvhodneˇjˇs´ı tedy bude pouzˇ´ıt vygenerovany´ signa´l jako vstup polohove´ho regula´toru.
Omezen´ı pohybu mu˚zˇeme prove´st naprˇ´ıklad tak, zˇe vezmeme urcˇite´ pocˇa´tecˇn´ı natocˇen´ı
jednotlivy´ch ramen a pomoc´ı dvou hodnot bina´rn´ıho signa´lu urcˇ´ıme
”
rozptyl“ v jake´m
se mohou ramena pohybovat. Budeme uvazˇovat, zˇe za´kladna manipula´toru je umı´steˇna
v pocˇa´tku sourˇadnic a efektor se ma´ pohybovat prˇeva´zˇneˇ ve 2. kvadrantu s mozˇny´mi
mı´rny´mi prˇesahy do 1. a 3. kvadrantu (cozˇ prˇiblizˇneˇ odpov´ıda´ prostoru, kde se ma´ efektor
rea´lneˇ pohybovat). Pouzˇijeme toto pocˇa´tecˇn´ı natocˇen´ı:
Θ01 = −0.40 rad, Θ02 = 1.66 rad, Θ03 = 0.80 rad
Jako rozptyl pouzˇijeme hodnotu 0.4 rad na kazˇdou stranu od pocˇa´tecˇn´ıho natocˇen´ı.
Jesˇteˇ prˇed samotny´m testova´n´ım vstupn´ıho signa´lu bude nutne´ prove´st korekci pouzˇite´ho
regula´toru. Tu provedeme tak, zˇe z vygenerovany´ch vstupn´ıch signa´l˚u urcˇ´ıme nove´ strˇedn´ı
hodnoty moment˚u setrvacˇnosti za´teˇzˇe a prˇ´ıslusˇneˇ tomu uprav´ıme parametry regula´tor˚u
(viz. kapitola o decentralizovane´m rˇ´ızen´ı). Na Obr. 9 je uveden z´ıskany´ pr˚ubeˇh polohy
koncove´ho efektoru. z obra´zku je patrne´, zˇe se efektor pohybuje ve vymezene´m prostoru.
Na Obr. 10 je uveden pr˚ubeˇh sledova´n´ı pozˇadovane´ trajektorie. Je videˇt, zˇe trajekto-
rie nen´ı sledova´na prˇ´ıliˇs dobrˇe (nest´ıha´ se sledovat pozˇadovana´ poloha). To ale v tomto
prˇ´ıpadeˇ prˇ´ıliˇs nevad´ı, protozˇe na´m jde sp´ıˇse o dostatecˇne´ vybuzen´ı, nezˇ o prˇesne´ sledova´n´ı
trajektorie. Na Obr. 11 jsou uvedeny pr˚ubeˇhy tocˇivy´ch moment˚u pohon˚u. Z nich je pa-
trne´, zˇe se mı´sty podobaj´ı pseudona´hodne´mu bina´rn´ımu signa´lu, cozˇ mu˚zˇe by´t pomeˇrneˇ
vy´hodne´. Idea´lneˇ bychom totizˇ chteˇli (pro co nejveˇtsˇ´ı vybuzen´ı) prˇive´st bina´rn´ı signa´l
rovnou na pohony. To ale nen´ı, jak jizˇ bylo rˇecˇeno, mozˇne´. Z´ıskane´ vy´sledky z identifikace
jsou uvedeny v za´veˇru te´to cˇa´sti v porovna´n´ı s ostatn´ımi vstupn´ımi signa´ly.
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Obra´zek 9: Pr˚ubeˇh polohy koncove´ho efektoru.
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Obra´zek 10: Sledova´n´ı pozˇadovane´ trajektorie polohy.
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Obra´zek 11: Pr˚ubeˇhy tocˇivy´ch moment˚u jednotlivy´ch pohon˚u.
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5.2.2 Skutecˇna´ trajektorie manipula´toru
Jako dalˇs´ı vstupn´ı signa´l pouzˇijeme skutecˇnou trajektorii, kterou ma´ manipula´tor vy-
kona´vat. Pro tu je navrzˇen regula´tor v kapitole o decentralizovane´m rˇ´ızen´ı, a proto zde
nen´ı trˇeba rˇesˇit zˇa´dne´ u´pravy pouzˇity´ch regula´tor˚u. Pouze sestav´ıme matici regresor˚u
a zkus´ıme prove´st identifikaci.
Nevy´hoda tohoto vstupn´ıho signa´lu by mohla spocˇ´ıvat v tom, zˇe tato trajektorie je re-
lativneˇ pomala´ a nemuselo by tak doj´ıt k dostatecˇne´mu vybuzen´ı dynamiky. Da´le zde
nedocha´z´ı k takove´mu pokryt´ı pracovn´ı prostor jako u ostatn´ıch vstupn´ıch signa´l˚u.
5.2.3 Soucˇet harmonicky´ch funkc´ı
Nakonec zkus´ıme pouzˇ´ıt vstupn´ı signa´l, ktery´ je slozˇen ze sumy harmonicky´ch funkc´ı.
Mozˇnost pouzˇit´ı tohoto signa´lu se naprˇ´ıklad uva´d´ı v cˇla´nku [3]. Uvazˇovany´ vstupn´ı signa´l
ma´ na´sleduj´ıc´ı tvar:
Θi =
∑n ( ai1
ωfili1
sin(ωfili1t)−
bi1
ωfili1
cos(ωfili1t)
)
+ Θ0i
Θ˙i =
∑n (ai1cos(ωfili1t) + bi1sin(ωfili1t))
Θ¨i =
∑n (−ai1ωfili1sin(ωfili1t) + bi1ωfili1cos(ωfili1t))
kde ai a bi jsou amplitudy jednotlivy´ch cˇlen˚u, ωfi jsou vlastn´ı frekvence signa´l˚u, li jsou
na´sobky vlastn´ıch frekvenc´ı a n je pocˇet cˇlen˚u v sumeˇ. Nyn´ı je trˇeba vyrˇesˇit ota´zku, jaky´m
zp˚usobem tyto parametry volit.
Vhodna´ volba parametr˚u by se mohla prove´st naprˇ´ıklad pomoc´ı optimalizace, kde bychom
se pro co nejlepsˇ´ı numerickou stabilitu prˇi vy´pocˇtu pseudoinverze mohli pokusit minimal-
izovat cˇ´ıslo podmı´neˇnosti matice regresor˚u. Jelikozˇ ale chceme urcˇit pomeˇrneˇ mnoho pa-
rametr˚u, naraz´ıme zde na proble´m s velkou vy´pocˇetn´ı na´rocˇnost´ı a pro nevhodneˇ zvolene´
pocˇa´tecˇn´ı podmı´nky nemus´ı optimalizace v˚ubec probeˇhnout. Volbu vhodny´ch pocˇa´tecˇn´ıch
podmı´nek mu˚zˇeme efektivneˇ prove´st naprˇ´ıklad pouzˇit´ım metody Monte Carlo, kdy budeme
na´hodneˇ generovat jednotlive´ parametry a na´sledneˇ kontrolovat, zda jsou dodrzˇeny
kladene´ podmı´nky (maxima´ln´ı poloha, rychlost, . . .). T´ımto zp˚usobem vygenerujeme
neˇkolik sad vhodny´ch pocˇa´tecˇn´ıch podmı´nek pro optimalizacˇn´ı algoritmus. Pro vstupn´ı
signa´l pak pouzˇijeme ty parametry, pro ktere´ najde optimalizacˇn´ı algoritmus nejmensˇ´ı
hodnotu cˇ´ısla podmı´neˇnosti matice regresor˚u. Je ovsˇem nutne´ podotknout, zˇe jelikozˇ se
jedna´ o nelinea´rn´ı optimalizaci, tak nalezene´ parametry budou s nejveˇtsˇ´ı pravdeˇpodob-
nost´ı lezˇet pouze v loka´ln´ım minimu cˇ´ısla podmı´neˇnosti matice regresor˚u.
Algoritmus Monte Carlo se bude skla´dat z na´sleduj´ıc´ıch krok˚u:
1. Vygenerova´n´ı parametr˚u ai, bi, ωfi, li, n.
2. Vygenerova´n´ı Θi, Θ˙i a Θ¨i.
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3. Kontrola, zda jsou pr˚ubeˇhy Θi, Θ˙i a Θ¨i v pozˇadovany´ch mez´ıch.
4. Sestaven´ı matice regresor˚u.
5. Urcˇen´ı cˇ´ısla podmı´neˇnosti matice regresor˚u.
Obra´zek 12: Optimalizacˇn´ı toolbox.
Na´slednou optimalizaci provedeme v Matlabu pomoc´ı optimalizacˇn´ıho toolboxu (prˇ´ıkaz
optimtool). Vzhled pouzˇite´ho toolboxu je uveden na Obr. 12. K rˇesˇen´ı pouzˇijeme rˇesˇitel
fmincon (nelinea´rn´ı minimalizace s omezen´ım) a algoritmus SQP (Sequential quadratic
programming – Sekvencˇn´ı kvadraticke´ programova´n´ı), cozˇ je iterativn´ı metoda pro rˇesˇen´ı
nelinea´rn´ı optimalizace.
Da´le je trˇeba vytvorˇit dveˇ funkce:
Objective function Tato funkce ma´ jako vstup hledane´ parametry a jako vy´stup cˇ´ıslo
podmı´neˇnosti matice regresor˚u. Je v podstateˇ totozˇna´ jako funkce pro vy´pocˇet
metodou Monte Carlo. Ze vstupn´ıch parametr˚u se urcˇ´ı pr˚ubeˇhy Θi, Θ˙i a Θ¨i. Z nich
se sestav´ı matice regresor˚u a nakonec se urcˇ´ı cˇ´ıslo podmı´neˇnosti te´to matice, ktere´
se ma´ minimalizovat.
Nonlinear constraint function Tato funkce obsahuje vazebn´ı podmı´nky, resp. omezen´ı
kladena´ na hledane´ parametry. My budeme kla´st pozˇadavky na omezen´ı polohy,
rychlosti a zrychlen´ı vygenerovany´ch pr˚ubeˇh˚u.
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T´ımto zp˚usobem tedy zvol´ıme optima´ln´ı vstupn´ı signa´l. Nalezene´ parametry jsou uvedeny
v Tab. 10
a1 b1 a2 b2 ωf l1 l2 Θ0
1. rameno 0.3907 0.2690 0.0413 0.3102 0.5155 1 7 -0.40
2. rameno 0.2604 0.1484 0.0625 0.0106 1.0322 1 3 1.66
3. rameno 0.2530 0.2244 0.1964 0.0933 0.5457 1 5 0.80
Tabulka 10: Optima´ln´ı parametry z hlediska minima´ln´ıho cˇ´ısla podmı´neˇnosti matice re-
gresor˚u.
Nyn´ı jizˇ ma´me k dispozici pozˇadovane´ pr˚ubeˇhy, ktere´ jsou optima´ln´ı z hlediska mi-
nima cˇ´ısla podmı´neˇnosti matice regresor˚u. K dosazˇen´ı teˇchto pr˚ubeˇh˚u opeˇt pouzˇijeme
decentralizovanou PID regulaci s t´ım, zˇe opeˇt bude trˇeba prˇepocˇ´ıtat strˇedn´ı moment
setrvacˇnosti tak, aby odpov´ıdal pouzˇity´m pr˚ubeˇh˚um polohy (viz. prˇ´ıslusˇna´ kapitola).
Na Obr. 13 je uveden pohyb koncove´ho efektoru. Ten se opeˇt pohybuje v uvazˇovany´ch
mez´ıch specifikovany´ch jako u pseudona´hodne´ho signa´lu. Na Obr. 14, 15 a 16 je uvedeno
porovna´n´ı pozˇadovany´ch a skutecˇny´ch pr˚ubeˇh˚u polohy, rychlosti a zrychlen´ı. Je videˇt,
zˇe poloha a rychlost je sledova´na pomeˇrneˇ prˇesneˇ. Vetsˇ´ı odchylka je ovsˇem u sledova´n´ı
pozˇadovane´ho zrychlen´ı, kde jizˇ nen´ı dokonale kompenzova´no vza´jemne´ silove´ p˚usoben´ı
mezi rameny. Na Obr. 17 jsou na za´veˇr uvedeny pr˚ubeˇhy tocˇivy´ moment˚u jednotlivy´ch
pohon˚u.
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Obra´zek 13: Pr˚ubeˇh polohy koncove´ho efektoru.
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Obra´zek 14: Sledova´n´ı pozˇadovane´ trajektorie polohy.
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Obra´zek 15: Sledova´n´ı pozˇadovane´ trajektorie rychlosti.
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Obra´zek 16: Sledova´n´ı pozˇadovane´ trajektorie zrychlen´ı.
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Obra´zek 17: Pr˚ubeˇhy tocˇivy´ch moment˚u jednotlivy´ch pohon˚u.
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5.2.4 Porovna´n´ı dosazˇeny´ch vy´sledk˚u
V Tab. 11 jsou uvedeny dosazˇene´ vy´sledky identifikace prˇi pouzˇit´ı uvazˇovany´ch signa´l˚u.
Nejprve jsou uvedeny procentua´ln´ı chyby odhad˚u. Je videˇt, zˇe pro vsˇechny vstupn´ı signa´ly
vycha´zej´ı odhady v podstateˇ totozˇne´. Mı´rny´ rozd´ıl je pouze u cˇ´ısel podmı´neˇnosti matic re-
gresor˚u, kde vycha´z´ı nejle´pe suma harmonicky´ch funkc´ı. To je ocˇeka´vany´ vy´sledek, protozˇe
zde jsme c´ıleneˇ hledali parametry tak, aby bylo cˇ´ıslo podmı´neˇnosti minima´ln´ı.
Jelikozˇ vycha´zej´ı odhady takrˇka totozˇne´ a cˇ´ısla podmı´neˇnosti se liˇs´ı pouze mı´rneˇ (a ne
rˇa´doveˇ), nelze jednodusˇe rozhodnout podle tohoto cˇ´ısla o tom, jaky´ vstup bude nejlepsˇ´ı
pouzˇ´ıt. V dalˇs´ı cˇa´sti proto budeme sta´le jesˇteˇ se vsˇemi uvazˇovany´mi vstupn´ımi signa´ly.
Pouze zde jesˇteˇ zkus´ıme porovnat jednotlive´ signa´ly mezi sebou z prakticke´ho hlediska:
• Pokud bychom jako vstupn´ı signa´l zvolili rea´lnou trajektorii, kterou ma´ manipula´tor
vykona´vat, mohl by by´t proble´m s t´ım, zˇe prˇ´ıliˇs nevyuzˇ´ıva´ cely´ dostupny´ pracovn´ı
prostor. Da´le je tato trajektorie pomala´ a nemus´ı tak doj´ıt k dostatecˇne´mu vybuzen´ı
dynamiky. Proto by bylo zrˇejmeˇ vhodneˇjˇs´ı pouzˇit´ı pseudona´hodne´ho signa´lu nebo
soucˇtu harmonicky´ch funkc´ı.
• Vy´hoda sumy harmonicky´ch funkc´ı oproti pseudona´hodne´mu signa´lu by mohla spo-
cˇ´ıvat v tom, zˇe pozˇadovane´ tocˇive´ momenty pro pohony jsou plynulejˇs´ı (neobsahuj´ı
ra´zy), a proto by mohl by´t tento vstup citliveˇjˇs´ı k pouzˇity´m motor˚um. S t´ım sou-
vis´ı i to, zˇe prˇi pouzˇit´ı sumy harmonicky´ch funkc´ı nebude docha´zet k tak velke´mu
vybuzen´ı nemodelovane´ dynamiky.
Chyba identifikace [%]
Parametr PRBS Rea´lna´ trajektorie Suma harm. funkc´ı
pi1 0.2314 · 10
−12 0.0610 · 10−11 0.1094 · 10−11
pi2 0.0337 · 10
−12 0.2865 · 10−11 0.1331 · 10−11
pi3 0.7693 · 10
−12 0.0456 · 10−11 0.0222 · 10−11
pi4 0.4433 · 10
−12 0.0322 · 10−11 0.0685 · 10−11
pi5 0.2034 · 10
−12 0.6675 · 10−11 0.0481 · 10−11
pi6 0.8858 · 10
−12 0.0984 · 10−11 0.0443 · 10−11
cˇ´ıslo podmı´neˇnosti 85.6927 48.6236 26.0923
Tabulka 11: Dosazˇene´ vy´sledky.
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6 Volba metody pro urcˇen´ı rychlosti a zrychlen´ı
V te´to cˇa´sti jizˇ ma´me urcˇeny´ dynamicky´ model manipula´toru, ktery´ byl prˇepsa´n do li-
nea´rn´ı formy. Da´le jsme provedli analy´zu mozˇny´ch vstupn´ıch signa´l˚u. Pro praktickou
realizovatelnost je trˇeba jesˇteˇ vyrˇesˇit dalˇs´ı za´sadn´ı proble´m. Sestaven´ı matice regresor˚u
Y totizˇ vyzˇaduje nejen znalost polohy, ale i rychlosti a zrychlen´ı, cozˇ mu˚zˇe by´t v praxi
proble´m. Rea´lneˇ se totizˇ beˇzˇneˇ prova´d´ı pouze meˇrˇen´ı polohy pomoc´ı IRC cˇidla. Rychlost
a zrychlen´ı se potom mohou urcˇit pomoc´ı derivacˇn´ıch filtr˚u.
Nastaven´ı filtr˚u ovsˇem mu˚zˇe by´t problematicke´, protozˇe IRC cˇidlo ma´ dany´ pocˇet pulz˚u na
jednu ota´cˇku a ma´ tedy pouze urcˇity´ pocˇet kvantizacˇn´ıch hladin. To znamena´, zˇe vy´stup
z neˇj ma´ schodovity´ pr˚ubeˇh a ten pra´veˇ zp˚usobuje proble´my prˇi derivova´n´ı, protozˇe vytva´rˇ´ı
kvantizacˇn´ı sˇum. Proto se budeme v na´sleduj´ıc´ı cˇa´sti zaby´vat na´vrhem teˇchto filtr˚u.
6.1 Na´vrh derivacˇn´ıch filtr˚u
Pro z´ıska´n´ı meˇrˇene´ polohy ve stejne´ formeˇ jako z IRC cˇidla pouzˇijeme v Simulinku
blok Quantizer. V neˇm je nutne´ nastavit velikost kvantizacˇn´ıho kroku. Ten lze zjistit
z parametr˚u cˇidla. Na neˇm se uva´d´ı pocˇet pulz˚u na ota´cˇku – n, z cˇehozˇ mu˚zˇeme urcˇit
velikost kvantizacˇn´ıho kroku jako:
velikost kroku[rad] =
2pi
n
Idea´ln´ı derivace 1. rˇa´du ma´ prˇenos:
Fd(s) = s
Takova´to derivace ovsˇem nen´ı fyzika´lneˇ realizovatelna´, a proto je nutne´ ji doplnit o filtr
typu doln´ı propust:
F (s) =
1
1
ωf
· s+ 1
kde ωf je frekvence zlomu. Prˇenos rychlostn´ıho filtru je potom da´n soucˇinem obou vy´sˇe
uvedeny´ch prˇenos˚u:
Frychlost(s) =
s
1
ωf
· s+ 1
Pro urcˇen´ı zrychlen´ı bude trˇeba pouzˇ´ıt derivacˇn´ı filtr druhe´ho rˇa´du. Mohli bychom pouzˇ´ıt
dvakra´t filtr prvn´ıho rˇa´du. Vhodneˇjˇs´ı ovsˇem bude pouzˇit´ı Butterworthova filtru druhe´ho
rˇa´du, ktery´ ma´ nejplosˇsˇ´ı charakteristiku v propustne´ oblasti. Na Obr. 18 je uvedeno
porovna´n´ı frekvencˇn´ıch charakteristik Butterworthova filtru a slozˇene´ho filtru prvn´ıho
rˇa´du. U amplitudove´ charakteristiky je videˇt, zˇe strmost poklesu na okraji propustne´ho
frekvencˇn´ıho pa´sma je veˇtsˇ´ı u Butterworthova filtru. Pro fa´zovou charakteristiku plat´ı,
zˇe pro nizˇsˇ´ı frekvence drzˇ´ı Butterworthov˚uv filtr de´le mensˇ´ı fa´zove´ zpozˇdeˇn´ı. Filtr ma´
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na´sleduj´ıc´ı prˇenos:
Fzrychleni(s) =
s2
1
ω2
f
· s2 + 1.4142
ωf
· s+ 1
−80
−70
−60
−50
−40
−30
−20
−10
0
M
ag
ni
tu
de
 (d
B)
 
 
10−2 10−1 100 101 102
−180
−135
−90
−45
0
Ph
as
e 
(de
g)
Bode Diagram
Frequency  (rad/sec)
Dvojity filtr 1. radu
Butterworthuv filtr 2. radu
Obra´zek 18: Porovna´n´ı filtr˚u 2. rˇa´d˚u.
6.1.1 Diskretizace filtr˚u
Filtry jsou zat´ım uvazˇova´ny spojite´. Meˇrˇen´ı ovsˇem prova´d´ıme diskre´tneˇ v cˇase. Proto je
nutne´ uvedene´ prˇenosy jesˇteˇ zdiskretizovat. To provedeme pomoc´ı lichobeˇzˇn´ıkove´ metody,
kdy pouzˇijeme substituci:
s =
2
Tvzork
z − 1
z + 1
Po dosazen´ı a u´praveˇ vyjdou prˇenosy filtr˚u:
Frychlost(z) =
2ωf ·z−2ωf
(2+Tvzorkωf )·z +(Tvzorkωf−2)
Fzrychleni(z) =
4ω2
f
·z2−8ω2
f
·z+4ω2
f
(4+2·1.4142Tvzorkωf+ω
2
f
T 2
vzork
)·z2+(−8+2ω2
f
T 2
vzork
)·z +(−2·1.4142Tvzorkωf+4+ω
2
f
T 2
vzork
)
Periodu vzorkova´n´ı budeme uvazˇovat Tvzork = 0.01 s
6.1.2 Volba frekvence zlomu ωf
Nyn´ı je trˇeba vyrˇesˇit, jaky´m zp˚usobem volit frekvenci zlomu ωf . Je trˇeba, aby meˇl filtr co
nejmensˇ´ı fa´zove´ zpozˇdeˇn´ı a co nejle´pe tlumil kvantizacˇn´ı sˇum. Na Obr. 19 jsou uvedeny
Bodeho charakteristiky derivacˇn´ıho filtru 1. rˇa´du. Z nich lze vycˇ´ıst na´sleduj´ıc´ı pozˇadavky
na volby zlomove´ frekvence ωf :
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• Abychom meˇli co nejmensˇ´ı fa´zovy´ posun, bylo by vhodne´ volit frekvenci ωf co
nejveˇtsˇ´ı.
• Pro utlumen´ı kvantizacˇn´ıho sˇumu je ovsˇem vhodneˇjˇs´ı volit frekvenci ωf co nejmensˇ´ı,
ale takovou, aby nedosˇlo k utlumen´ı uzˇitecˇne´ho signa´lu.
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Obra´zek 19: Bodeho charakteristiky kompenzacˇn´ıho cˇla´nku.
Pozˇadavky na volbu frekvence filtru jdou tedy
”
proti sobeˇ“ a hodnotu je nutne´ volit
jako kompromis mezi obeˇma pozˇadavky. Na Obr. 20 je ilustrova´no, jak vypada´ filtrovana´
derivace pro
”
malou“ a pro
”
velkou“ volbu frekvence ωf . Pokud je frekvence zvolena mala´,
ma´ derivace velke´ fa´zove´ zpozˇdeˇn´ı a nav´ıc je i tlumena. Naopak pro velkou volbu hodnoty
frekvence ma´ derivace minima´ln´ı fa´zove´ zpozˇdeˇn´ı, ale je prˇ´ıtomen kvantizacˇn´ı sˇum.
Volbu frekvence bychom opeˇt mohli optimalizovat a to tak, aby vy´sledne´ derivace byly
co nejvhodneˇjˇs´ı pro identifikaci. To by bylo mozˇne´ urcˇit naprˇ. tak, zˇe bychom po z´ıska´n´ı
rychlosti a zrychlen´ı provedli identifikaci a odhadnute´ parametry porovnali se skutecˇ-
ny´mi parametry a snazˇili se minimalizovat naprˇ. maxima´ln´ı nebo pr˚umeˇrnou chybu.
Tento zp˚usob by byl ovsˇem mozˇny´ pouze teoreticky, protozˇe skutecˇne´ parametry v praxi
nezna´me. Proto bude vhodneˇjˇs´ı vyuzˇ´ıt inverzn´ı dynamiky a na´sleduj´ıc´ıho algoritmu:
1. Zvol´ıme pocˇa´tecˇn´ı nastaven´ı frekvenc´ı ωf .
2. Provedeme derivace pr˚ubeˇhu polohy ⇒ z´ıska´me rychlost a zrychlen´ı.
3. Sestav´ıme matici regresor˚u a provedeme identifikaci.
4. Pomoc´ı inverzn´ı dynamiky vygenerujeme momenty motor˚u:
τ = Y · Π̂
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5. Spocˇ´ıta´me sumu kvadraticke´ chyby mezi zmeˇrˇeny´mi momenty motor˚u a momenty
z´ıskany´mi z inverzn´ı dynamiky a provedeme minimalizaci te´to sumy.
Druh vstupn´ıho signa´lu
PRBS Rea´lna´ trajektorie Suma harm. funkc´ı
ω1 [rad/s] 726.80 284.72 91.41
Rychlost ω2 [rad/s] 354.30 133.88 38.81
ω3 [rad/s] 600.00 143.20 77.97
ω1 [rad/s] 75.76 23.56 24.15
Zrychlen´ı ω2 [rad/s] 84.23 20.99 18.21
ω3 [rad/s] 83.34 16.05 21.47
Tabulka 12: Nastavene´ zlomove´ frekvence filtr˚u.
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Obra´zek 20: Volba vlastn´ı frekvence filtru.
Zvolene´ optima´ln´ı parametry jsou uvedeny v Tab. 12.
6.1.3 Dosazˇene´ vy´sledky
Prˇesnost odhad˚u zkontrolujeme urcˇen´ım chyby inverzn´ı dynamiky. To provedeme tak, zˇe
na vstup identifikovane´ inverzn´ı dynamiky prˇivedeme pr˚ubeˇhy polohy, rychlosti a zrychlen´ı
manipula´toru. T´ım z´ıska´me identifikovane´ pr˚ubeˇhy tocˇivy´ch moment˚u motor˚u, ktere´ po-
rovna´me se skutecˇny´mi nameˇrˇeny´mi pr˚ubeˇhy. Urcˇ´ıme maxima´ln´ı chybu a pr˚umeˇrnou
kvadratickou chybu (RMS). V Tab. 13 jsou uvedeny chyby pro pouzˇite´ vstupn´ı signa´ly.
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Nyn´ı se jesˇteˇ pod´ıva´me na to, co se stane, pokud do matice regresor˚u dosad´ıme za zrychlen´ı
pozˇadovane´ pr˚ubeˇhy namı´sto vy´stupu derivacˇn´ıho filtru. Budeme tedy prˇedpokla´dat,
zˇe regula´tor udrzˇuje skutecˇne´ pr˚ubeˇhy bl´ızko teˇm pozˇadovany´m, a proto lze mı´sto fil-
trovane´ho zrychlen´ı rovnou pouzˇ´ıt pozˇadovanou trajektorii. V Tab. 14 jsou uvedeny
z´ıskane´ chyby. V tomto prˇ´ıpadeˇ jizˇ neuvazˇujeme pseudona´hodny´ bina´rn´ı signa´l, protozˇe
pro neˇj nema´me pozˇadovane´ pr˚ubeˇhy zrychlen´ı.
V Tab. 15 a Tab. 16 jsou uvedeny procentua´ln´ı chyby v urcˇen´ı odhad˚u jednotlivy´ch
parametr˚u. Tyto chyby jsou uka´za´ny pouze pro ilustraci, protozˇe prakticky skutecˇne´
parametry nezna´me, a proto je nelze urcˇit. Je ovsˇem videˇt, zˇe velikost procentua´ln´ıch
chyb koresponduje s chybami inverzn´ı dynamiky, ktere´ jizˇ je mozˇne´ v praxi urcˇit.
Prˇi pouzˇit´ı derivacˇn´ıho filtru pro z´ıska´n´ı zrychlen´ı dopadl nejle´pe vstupn´ı signa´l typu
soucˇet harmonicky´ch funkc´ı. Mı´rneˇ horsˇ´ıch vy´sledk˚u dosa´hlo pouzˇit´ı rea´lne´ trajektorie.
Nejh˚urˇe dopadl pseudona´hodny´ bina´rn´ı signa´l.
Prˇi pouzˇit´ı pozˇadovane´ trajektorie zrychlen´ı mı´sto vy´stupu derivacˇn´ıho filtru ovsˇem nej-
le´pe vysˇlo pouzˇit´ı rea´lne´ trajektorie, jej´ızˇ vy´sledky se razantneˇ zlepsˇily. Naopak soucˇet
harmonicky´ch signa´l˚u dosa´hl horsˇ´ıch vy´sledk˚u. To je da´no t´ım, zˇe pro rea´lnou trajektorii
ma´ pomalejˇs´ı pozˇadovane´ pr˚ubeˇhy a je tak le´pe sledova´no pozˇadovane´ zrychlen´ı.
Druh vstupn´ıho signa´lu
PRBS Rea´lna´ trajektorie Suma harm. funkc´ı
1. rameno 50.3054 5.3268 3.9753
RMS [Nm] 2. rameno 23.9446 4.5117 2.0892
3. rameno 15.7741 2.9732 2.2802
1. rameno 82.5101 10.8499 8.6800
Max. chyba [Nm] 2. rameno 49.7280 9.6467 5.0680
3. rameno 10.5137 7.0788 5.4173
Tabulka 13: Z´ıskana´ chyba inverzn´ı dynamiky.
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Druh vstupn´ıho signa´lu
Rea´lna´ trajektorie Suma harm. funkc´ı
1. rameno 0.2219 17.8319
RMS [Nm] 2. rameno 0.1443 6.4009
3. rameno 0.1418 3.0149
1. rameno 0.4486 28.4402
Max. chyba [Nm] 2. rameno 0.2170 12.8514
3. rameno 0.3204 8.6479
Tabulka 14: Z´ıskana´ chyba inverzn´ı dynamiky.
Chyba identifikace [%]
parametr PRBS Rea´lna´ trajektorie Suma harm. funkc´ı
pi1 13.0506 3.9605 2.7133
pi2 18.4520 10.3772 3.7946
pi3 9.1245 0.1563 0.0573
pi4 7.4066 0.1841 0.1322
pi5 18.8618 12.8778 9.7070
pi6 4.7814 0.2685 0.1703
Tabulka 15: Chyba odhad˚u jednotlivy´ch parametr˚u.
Chyba identifikace [%]
parametr Rea´lna´ trajektorie Suma harm. funkc´ı
pi1 0.1600 14.1972
pi2 0.0910 15.8410
pi3 0.0278 0.9955
pi4 0.0301 0.4947
pi5 0.5418 11.7691
pi6 0.0103 0.0794
Tabulka 16: Chyba odhad˚u jednotlivy´ch parametr˚u.
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6.2 Vy´pocˇet derivace ve frekvencˇn´ım spektru
Da´le vyzkousˇ´ıme alternativn´ı metodu pro urcˇen´ı derivac´ı polohy. Tuto metodu pouzˇijeme
pouze pro vstup ve formeˇ sumy harmonicky´ch funkc´ı. Jej´ı princip spocˇ´ıva´ v tom, zˇe
nameˇrˇeny´ pr˚ubeˇh polohy nejprve prˇevedeme pomoc´ı Fourierovy transformace do frek-
vencˇn´ı oblasti. Zde vyuzˇijeme toho, zˇe v´ıme jake´ frekvence ma´ tento signa´l obsahovat
(z volby vstupn´ıho signa´lu). Kolem teˇchto frekvenc´ı zvol´ıme oke´nko tak, zˇe budeme da´le
pracovat pouze s maly´m okol´ım teˇchto frekvenc´ı a ostatn´ı frekvence vynulujeme (viz. Obr.
21). Takto upraveny´ signa´l potom ve frekvencˇn´ım spektru zderivujeme a prˇevedeme opeˇt
do cˇasove´ oblasti a t´ım z´ıska´me pr˚ubeˇhy rychlosti a zrychlen´ı.
Nevy´hoda derivova´n´ı t´ımto zp˚usobem je ilustrova´na na Obr. 22, kde je porovna´na z´ıskana´
rychlost s rychlost´ı skutecˇnou. Proble´m spocˇ´ıva´ v tom, zˇe orˇez obde´ln´ıkovy´m oke´nkem ve
frekvencˇn´ı oblasti zp˚usob´ı v cˇasove´ oblasti
”
rozjet´ı“ signa´lu na zacˇa´tku a na konci cˇasove´ho
intervalu. Tento proble´m by bylo mozˇno vyrˇesˇit pouzˇit´ım jine´ho nezˇ obde´ln´ıkove´ho oke´nka
pro orˇez frekvence a nebo naprˇ´ıklad tak, zˇe bychom k identifikaci pouzˇili pouze hodnoty
z prostrˇedn´ı cˇa´sti. My budeme uvazˇovat zp˚usob s pouzˇit´ım hodnot z prostrˇedn´ı cˇa´sti
cˇasove´ho intervalu.
Na Obr. 23 je uvedeno porovna´n´ı chyby rychlosti 1. ramena z´ıskane´ pomoc´ı derivacˇn´ıho
filtru a metodou derivova´n´ı ve frekvencˇn´ım spektru. Je videˇt, zˇe chyba se pohybuje
prˇiblizˇneˇ ve stejny´ch mez´ıch. Vu˚cˇi chybeˇ z´ıskane´ derivacˇn´ım filtrem ovsˇem pr˚ubeˇh nen´ı tak
zasˇumeˇny´. Na Obr. 24 je pak uvedena chyba pro zrychlen´ı. V tomto prˇ´ıpadeˇ jizˇ dosa´hneme
touto metodou vy´razne´ho zlepsˇen´ı oproti pouzˇit´ı derivacˇn´ıho filtru druhe´ho rˇa´du.
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Obra´zek 21: Orˇez frekvencˇn´ıho spektra.
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Obra´zek 22: Chyba z´ıskane´ rychlosti.
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Obra´zek 23: Porovna´n´ı chyby z´ıskany´ch rychlost´ı.
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Obra´zek 24: Porovna´n´ı chyby z´ıskany´ch zrychlen´ı.
V Tab. 17 je uvedeno porovna´n´ı chyby inverzn´ı dynamiky mezi touto metodou a metodou
urcˇen´ı derivac´ı pomoc´ı filtr˚u. Pro 1. a 3. rameno bylo dosazˇeno vy´sledk˚u lepsˇ´ıch rˇa´doveˇ
o des´ıtky procent. Pro 2. rameno nebyly vy´sledky o tolik lepsˇ´ı. Pr˚umeˇrna´ chyba vysˇla
skoro totozˇna´, ale i tak byla maxima´ln´ı chyba lepsˇ´ı te´meˇrˇ o deset procent.
Zp˚usob derivace
Frekvencˇn´ı filry Ve frek. spektru Zlepsˇen´ı [%]
1. rameno 3.9753 3.0803 22.5140
RMS [Nm] 2. rameno 2.0892 2.0862 0.1436
3. rameno 2.2802 1.4845 34.8961
1. rameno 8.6800 7.0874 18.3479
Max. chyba [Nm] 2. rameno 5.0680 4.5633 9.9585
3. rameno 5.4173 3.4896 35.5841
Tabulka 17: Z´ıskana´ chyba inverzn´ı dynamiky.
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6.3 Vy´pocˇet derivace pomoc´ı Fourierovy rˇady
Dalˇs´ı metoda pro vy´pocˇet derivace, kterou pouzˇijeme, vycha´z´ı z urcˇova´n´ı koeficient˚u
Fourierovy rˇady. Ze zmeˇrˇene´ho pr˚ubeˇhu polohy identifikujeme prvn´ıch k–cˇlen˚u Fourierova
rozvoje:
Θ(t) =
a0
2
+
∞∑
k=1
[ak cos(kωt) + bk sin(kωt)]
Jednotlive´ koeficienty Fourierovy rˇady urcˇ´ıme dle:
ak =
2
T
T∑
t=1
Θ(t) cos(kωt)
bk =
2
T
T∑
t=1
Θ(t) sin(kωt)
Stejnosmeˇrna´ slozˇka se urcˇ´ı jako:
a0 =
2
T
T∑
t=1
Θ(t)
Tento zp˚usob je ovsˇem mozˇne´ pouzˇ´ıt pouze pro periodicke´ signa´ly. Proto tuto metodu
pouzˇijeme pouze pro vstupn´ı signa´l ve tvaru soucˇtu harmonicky´ch funkc´ı, kde je period-
icita jizˇ z principu volby tohoto vstupu zajiˇsteˇna. Po urcˇen´ı koeficient˚u Fourierova rozvoje
(ak a bk) lze jizˇ pak z´ıskat hledane´ derivace velmi snadno jako:
Θ˙(t) =
kmax∑
k=1
[−akkω sin(kωt) + bkkω cos(kωt)]
Θ¨(t) =
kmax∑
k=1
[−ak(kω)
2 cos(kωt)− bk(kω)
2 sin(kωt)]
Pocˇet cˇlen˚u Fourierova rozvoje je trˇeba volit rozumneˇ. Cˇ´ım v´ıc cˇlen˚u budeme uvazˇovat,
t´ım prˇesneˇjˇs´ı aproximaci dostaneme. Pokud ovsˇem zvol´ıme cˇlen˚u prˇ´ıliˇs mnoho, dostane
se na´m do signa´lu kvantizacˇn´ı sˇum, ktere´mu se snazˇ´ıme vyhnout. Na Obr. 25 je uka´za´no
z´ıskane´ frekvencˇn´ı spektrum pro prvn´ıch deset harmonicky´ch pr˚ubeˇhu polohy prvn´ıho ra-
mena. Z obra´zku je patrne´, zˇe je zde dominantn´ı prvn´ı a sedma´ harmonicka´, cozˇ odpov´ıda´
volbeˇ pozˇadovane´ho vstupn´ıho signa´lu.
Na Obr. 26 je zobrazeno porovna´n´ı zmeˇrˇene´ho pr˚ubeˇhu polohy a zpeˇtneˇ rekonstruovane´ho
pr˚ubeˇhu polohy. Je videˇt, zˇe poloha je urcˇena pomeˇrneˇ prˇesneˇ.
Na Obr. 27 je uvedeno porovna´n´ı skutecˇne´ho a z´ıskane´ho pr˚ubeˇhu rychlosti pro jednu
periodu, kde lze zaznamenat mı´rne´ fa´zove´ zpozˇdeˇn´ı. Na dalˇs´ım grafu je chyba z´ıskane´
rychlosti, ktera´ je opeˇt pomeˇrneˇ mala´. Posledn´ı graf na Obr. 27 porovna´va´ chyby rychlosti
z´ıskane´ touto metodou a derivacˇn´ım filtrem. Chyba z´ıskana´ derivacˇn´ım filtrem je daleko
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v´ıce zarusˇena´, ale jinak ma´ obdobny´ pr˚ubeˇh.
Na Obr. 28 je uvedeno porovna´n´ı skutecˇne´ho a z´ıskane´ho pr˚ubeˇhu zrychlen´ı pro jednu
periodu. Chyba v tomto prˇ´ıpadeˇ jizˇ dosahuje veˇtsˇ´ıch hodnot. Posledn´ı graf opeˇt ukazuje
porovna´n´ı chyby zrychlen´ı z´ıskane´ touto metodou a pomoc´ı derivacˇn´ıho filtru. Pr˚ubeˇh
chyby zrychlen´ı je v˚ucˇi derivacˇn´ımu filtru v podstateˇ bez sˇumu, ale je zde viditelne´ urcˇite´
fa´zove´ zpozˇdeˇn´ı a to i prˇes to, zˇe filtr sa´m o sobeˇ jizˇ fa´zove´ zpozˇdeˇn´ı obsahuje. Tento
vy´sledek by mohl by´t da´n t´ım, zˇe po pr˚uchodu pozˇadovane´ho signa´lu manipula´torem, tedy
nelinea´rn´ım syste´mem, se na vy´stupu mohou objevit vysˇsˇ´ı harmonicke´ nebo necelocˇ´ıselne´
na´sobky za´kladn´ı frekvence, ktere´ nejsme touto metodou schopni identifikovat.
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Obra´zek 25: Frekvencˇn´ı spektrum pro prvn´ıch deset harmonicky´ch.
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Obra´zek 26: Grafy pro z´ıskanou polohu.
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Obra´zek 27: Grafy pro z´ıskanou rychlost.
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Obra´zek 28: Grafy pro z´ıskane´ zrychlen´ı.
Pro dalˇs´ı ramena provedeme urcˇen´ı rychlosti a zrychlen´ı analogicky, a proto jizˇ nebu-
deme uva´deˇt z´ıskane´ grafy. Pro identifikaci pak zkus´ıme pouzˇ´ıt prvn´ıch deset harmonic-
ky´ch a kv˚uli uvedeny´m proble´mu˚m s urcˇeny´m zrychlen´ım pouzˇijeme i veˇtsˇ´ı mnozˇstv´ı
odhadovany´ch harmonicky´ch.
V Tab. 18 jsou z´ıskane´ vy´sledky. Pokud uvazˇujeme v´ıce harmonicy´ch nezˇ pouze prvn´ıch
deset, tak se vy´sledky nejprve zlepsˇ´ı. Po pouzˇit´ı jesˇteˇ v´ıce harmonicky´ch se ale naopak
z´ıskaj´ı nejhorsˇ´ı vy´sledky. To je z toho d˚uvodu, zˇe se jizˇ zacˇne vy´znamneˇ projevovat vliv
kvantizacˇn´ıho sˇumu. V Tab. 19 je uvedeno porovna´n´ı z´ıskany´ch vy´sled˚u v˚ucˇi ostatn´ım
metoda´m (pro vstupn´ı signa´l typu soucˇtu harmonicky´ch funkc´ı).
Pocˇet harmonicky´ch (1., 2. a 3. rameno) (10,10,10) (50,20,50) (60,30,60)
1. rameno 10.1282 3.2405 15.8797
RMS [Nm] 2. rameno 3.6537 1.1425 9.4199
3. rameno 2.1091 1.2772 4.7613
1. rameno 17.0546 6.3014 29.4176
Max. chyba [Nm] 2. rameno 8.3272 2.5343 19.4498
3. rameno 6.0498 2.9568 11.1835
Tabulka 18: Z´ıskana´ chyba inverzn´ı dynamiky.
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Zp˚usob derivace
Frekvencˇn´ı filry Ve frek. spektru Fourier. koeficienty
1. rameno 3.9753 3.0803 3.2405
RMS [Nm] 2. rameno 2.0892 2.0862 1.1425
3. rameno 2.2802 1.4845 1.2772
1. rameno 8.6800 7.0874 6.3014
Max. chyba [Nm] 2. rameno 5.0680 4.5633 2.5343
3. rameno 5.4173 3.4896 2.9568
Tabulka 19: Z´ıskana´ chyba inverzn´ı dynamiky.
6.4 Metoda DIDIM
Tato metoda vyuzˇ´ıva´ pro urcˇen´ı odhadu u´plneˇ jine´ho prˇ´ıstupu nezˇ bylo zat´ım uva´deˇno.
Pro proveden´ı identifikace zde nen´ı potrˇebna´ znalost pr˚ubeˇh˚u polohy, rychlosti a zrychlen´ı,
ale postacˇ´ı pouze znalost tocˇivy´ch moment˚u motor˚u.
DIDIM je zkratka pro
”
Direct and Inverse Dynamic Identification Models“ –
”
Prˇ´ıme´
a inverzn´ı identifikovane´ dynamicke´ modely“, cozˇ znamena´, zˇe zde bude vyuzˇita prˇ´ıma´
i inverzn´ı dynamika. Metoda je zalozˇena na simulaci v uzavrˇene´ smycˇce, ktera´ vyuzˇ´ıva´
prˇ´ımy´ dynamicky´ (identifikovany´) model. Odhady parametr˚u jsou pak provedeny tak,
aby minimalizovaly chybu mezi skutecˇny´m (zmeˇrˇeny´m) tocˇivy´m momentem a momentem
z´ıskany´m pomoc´ı simulace, za prˇedpokladu pouzˇit´ı stejny´ch regula´tor˚u a pozˇadovane´ tra-
jektorie.
Pro identifikaci pouzˇijeme jako tocˇivy´ moment skutecˇny´ (nameˇrˇeny´) moment a matici re-
gresor˚u sestav´ıme pomoc´ı pr˚ubeˇh˚u z´ıskany´ch simulac´ı (viz. Obr. 29). Nemus´ıme tak v˚ubec
rˇesˇit proble´my se z´ıska´n´ım rychlosti a zrychlen´ı a identifikace se tak velmi zjednodusˇ´ı.
Θ*,Θ*,Θ*
Regulátor
Regulátor
Manipulátor
Model
Θs,Θs
Θ,Θ
Identifikace
τ
τs
ε
τ
Θs,Θs,Θs
π
Obra´zek 29: Sche´ma DIDIM.
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Nyn´ı provedeme odvozen´ı te´to metody v souladu se cˇla´nkem [4]. Optima´ln´ı odhad je da´n
jako:
Π̂ = argmin
Π
‖ τ − τs(Π) ‖
2
kde τ jsou skutecˇne´ tocˇive´ momenty a τs jsou momenty z´ıskane´ simulac´ı. Toto rˇesˇen´ı
minimalizuje kriteria´ln´ı funkci:
J(Π) =‖ τ − τs(Π) ‖
2
Jedna´ se tedy o proble´m nelinea´rn´ıch nejmensˇ´ıch cˇtverc˚u, ktery´ mu˚zˇeme rˇesˇit pomoc´ı
Newtonovy metody (metoda tecˇen). Nova´ iterace rˇesˇen´ı je da´na:
Π̂k+1 = Π̂k − (∇
2J(Π̂k))
−1∇J(Π̂k)
Da´le zavedeme chybu odhadu jako:
ε = τ − τs(Π)
gradient je potom da´n:
∇J(Π) = 2(∇ε)T ε
a hessia´n mu˚zˇeme aproximovat jako:
∇2J(Π) ≈ 2(∇ε)T∇ε
Nyn´ı dosad´ıme do kriteria´ln´ı funkce za τs pomoc´ı inverzn´ı dynamiky:
J(Π) =‖ τ − Ys(Θs(Π), Θ˙s(Π), Θ¨s(Π)) · Π ‖
2
Kriteria´ln´ı funkce tedy bude minimalizova´na:
J(Π) =‖ τ − Ys · Π ‖
2= εTε
Nyn´ı urcˇ´ıme derivaci funkce J(Π). Gradient ε se rovna´ citlivostn´ı funkci (derivace vy´stupu
– tocˇive´ho momentu pohonu podle parametr˚u), ∇ε = ∇τs:
∇ε = −Ys −
(
∂Ys(Θs(Π), Θ˙s(Π), Θ¨s(Π))
∂Π
)
Π ≈ −Ys
Tato aproximace je mozˇna´ z toho d˚uvodu, zˇe uvazˇujme simulaci v uzavrˇene´ smycˇce. Dı´ky
tomu lze prˇedpokla´dat, zˇe pr˚ubeˇhy Θs(Π), Θ˙s(Π) a Θ¨s(Π) jsou bl´ızko referencˇn´ım tra-
jektori´ım pro sˇiroky´ rozsah hodnot parametr˚u Π. Vy´sledne´ vztahy se potom zjednodusˇ´ı
na:
Π̂k+1 = argmin
Π
‖ τ − Ys(Θs(Π), Θ˙s(Π), Θ¨s(Π)) · Π ‖
2
Π̂k+1 = (Y
T
s (Π̂k)Ys(Π̂k))
−1Y Ts (Π̂k) · τ
Jako zastavovac´ı podmı´nku zvol´ıme:
εk+1 − εk < tol
kde tol je zadana´ tolerance.
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6.4.1 Dosazˇene´ vy´sledky
Prˇesnost a stabilitu te´to metody oveˇrˇ´ıme tak, zˇe jako pocˇa´tecˇn´ı odhad vezmeme skutecˇne´
hodnoty, ktere´ zat´ızˇ´ıme n-procentn´ı chybou. Chybu pouzˇijeme v rozsahu -20% azˇ +15%.
Na Obr. 30 jsou potom uvedeny prˇ´ıslusˇne´ pr˚ubeˇhy konvergence chyby ε. Je videˇt, zˇe
pr˚ubeˇh konvergence je velmi rychly´ a to i pro sˇiroky´ rozptyl pocˇa´tecˇn´ıch nastaven´ı. Pro
chybu +17% od skutecˇny´ch hodnot jizˇ regula´tor nezvla´dne ustabilizovat simulacˇn´ı model
a konvergence neprobeˇhne.
Na Obr. 31 jsou uvedeny pr˚ubeˇhy konvergence jednotlivy´ch parametr˚u k jejich skutecˇny´m
hodnota´m. Konvergence je opeˇt velmi rychla´. Vy´jimku tvorˇ´ı prˇ´ıpad chyby +15% od
skutecˇny´ch hodnot. To je da´no t´ım, zˇe chyba je bl´ızka´ +17% chybeˇ, pro kterou byl jizˇ
identifikacˇn´ı experiment nestabiln´ı.
Tato metoda tedy vysˇla pomeˇrneˇ robustn´ı v˚ucˇi volbeˇ pocˇa´tecˇn´ıho odhadu a vykazuje
velmi rychlou konvergenci. Proto se jedna´ o zaj´ımavou alternativu k vy´sˇe uvedeny´m zp˚u-
sob˚um identifikace, resp. ji mu˚zˇeme bra´t jako jejich doplneˇn´ı. Kdyzˇ by se nejprve provedla
identifikace vy´sˇe uvedeny´mi zp˚usoby a jej´ı vy´sledek by se vzal jako pocˇa´tecˇn´ı hodnota pro
tuto metodu a t´ım by se idea´lneˇ z´ıskane´ odhady jesˇteˇ zprˇesnily.
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Obra´zek 30: Volba vlastn´ı frekvence filtru.
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Obra´zek 31: Volba vlastn´ı frekvence filtru.
6.5 Shrnut´ı
Prˇi pouzˇit´ı derivacˇn´ıch filtr˚u vysˇel nejle´pe odhad pro vstupn´ı signa´l typu soucˇet harmo-
nicky´ch funkc´ı.
Velmi dobrˇe vysˇla varianta, kdy jsme uvazˇovali vstup ve formeˇ rea´lne´ trajektorie a mı´sto
filtru pro zrychlen´ı pouzˇili pozˇadovane´ zrychlen´ı. Tuto volbu jsme od˚uvodnili tak, zˇe
prˇedpokla´da´me dostatecˇneˇ prˇesne´ sledova´n´ı pozˇadovane´ trajektorie.
Jako dalˇs´ı mozˇnost jsme zkusili pouzˇ´ıt dveˇ frekvencˇn´ı metody pro urcˇen´ı derivac´ı. Prvn´ı
metoda vyuzˇ´ıvala prˇevodu zmeˇrˇene´ polohy do frekvencˇn´ıho spektra a na´sledne´ho orˇezu
dominantn´ıch frekvenc´ı. Tento zp˚usob dosahoval lepsˇ´ıch vy´sledk˚u, nezˇ pouzˇit´ı derivacˇn´ıch
filtr˚u.
Druha´ metoda vyuzˇila k z´ıska´n´ı derivac´ı urcˇova´n´ı koeficient˚u Fourierovy rˇady. Tato metoda
poskytla jesˇteˇ o neˇco lepsˇ´ı vy´sledky nezˇ prˇedchoz´ı metoda. Ovsˇem narazili jsme zde
na proble´m s vhodnou volbou pocˇtu urcˇeny´ch harmonicky´ch. Bylo nutne´ pouzˇ´ıt jich co
nejv´ıce, ale s t´ım omezen´ım, zˇe nesmı´ doj´ıt k zahrnut´ı kvantizacˇn´ıho sˇumu.
Nakonec jsme pouzˇili iteracˇn´ı metodu DIDIM. Ta poskytovala velmi dobre´ vy´sledky i pro
sˇiroky´ rozptyl pocˇa´tecˇn´ıho nastaven´ı odhad˚u. Prˇesnost urcˇen´ı parametr˚u byla v podstateˇ
da´na pouze na´mi volenou prˇesnost´ı v zastavovac´ı podmı´nce.
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7 Metody rˇ´ızen´ı
Nyn´ı jizˇ prˇistoup´ıme k na´vrhu rˇ´ızen´ı. K tomu je mozˇne´ vyuzˇ´ıt dva za´kladn´ı prˇ´ıstupy:
Rˇı´zen´ı v operacˇn´ım prostoru – Viz. Obr. 32. V tomto prˇ´ıpadeˇ generuje genera´tor
trajektorie (GT) pozˇadovanou trajektorii v sourˇadnic´ıch koncove´ho efektoru a ta je
prˇiva´deˇna prˇ´ımo na regula´tor. Pokud ma´me mozˇnost meˇrˇit sourˇadnice efektoru, tak
jsou tyto sourˇadnice prˇivedeny prˇ´ımo zpeˇtnou vazbou do regula´toru. Pokud mu˚zˇeme
meˇrˇit pouze kloubove´ sourˇadnice, tak je nutne´ jesˇteˇ do zpeˇtne´ vazby zarˇadit blok
rˇesˇ´ıc´ı prˇ´ımou kinematickou u´lohu (PKU´), ktery´ prˇeva´d´ı kloubove´ sourˇadnice do
sourˇadnic koncove´ho efektoru.
GT
PKU
ManipulátorRegulátor
X Θ
ΘX
X
Obra´zek 32: Rˇı´zen´ı v operacˇn´ım prostoru.
Rˇı´zen´ı v prostoru kloubovy´ch sourˇadnic – Viz. Obr. 33. Genera´tor trajektorie opeˇt
generuje pozˇadovane´ pr˚ubeˇhy koncove´ho efektoru. Tyto pr˚ubeˇhy jsou tentokra´t
prˇivedeny na blok inverzn´ı kinematicke´ u´lohy (IKU´), ktera´ prˇevede sourˇadnice efek-
toru do kloubovy´ch sourˇadnic a ty jsou pak prˇivedeny na regula´tor. Meˇrˇen´ı prob´ıha´
rovnou v kloubovy´ch sourˇadnic´ıch. V te´to pra´ci budeme rˇesˇit pouze tento zp˚usob
rˇ´ızen´ı.
GT IKU ManipulátorRegulátor
X Θ Θ
Obra´zek 33: Rˇı´zen´ı v prostoru kloubovy´ch sourˇadnic.
7.0.1 Genera´tor trajektorie
Jako prvn´ı cˇa´st je nutne´ navrhnout trajektorii, kterou ma´ manipula´tor vykona´vat. Touto
problematikou se v te´to pra´ci nebudeme zaby´vat. Budeme rovnou pracovat s trajektori´ı,
ktera´ byla pouzˇita pro rea´lny´ manipula´tor. Na Obr. 34 je pro prˇedstavu uveden pr˚ubeˇh
pohybu koncove´ho efektoru v rovineˇ x-y.
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Obra´zek 34: Pohyb koncove´ho efektoru manipula´toru.
8 Decentralizovane´ rˇ´ızen´ı
Jako prvn´ı pouzˇijeme decentralizovanou metodu rˇ´ızen´ı pomoc´ı kaska´dn´ı regulace (viz.
Obr. 35). Kazˇdy´ kloub je rˇ´ızen jedn´ım motorem. V nasˇem prˇ´ıpadeˇ tedy budeme navrhovat
trˇi SISO regula´tory (pro trˇi ramena). Decentralizace spocˇ´ıva´ v tom, zˇe kazˇdy´ regula´tor reg-
uluje pouze svoje rameno bez ohledu na to, jakou zp˚usob´ı poruchu svy´m akcˇn´ım za´sahem
ostatn´ım ramen˚um. Nen´ı zde tedy prˇ´ıtomen zˇa´dny´
”
arbitr“, ktery´ by neˇjak optima´lneˇ
rozdeˇloval jednotlive´ za´sahy regula´tor˚u.
Obra´zek 35: Kaska´dn´ı struktura regula´toru pro sledova´n´ı trajektorie.
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8.0.2 Urcˇen´ı prˇenosu syste´mu
V te´to pra´ci se omez´ıme pouze na na´vrh polohove´ a rychlostn´ı smycˇky. Tyto smycˇky
lze totizˇ navrhnout bez ohledu na druh pouzˇite´ho motoru a jeho parametry. Prˇi na´vrhu
tedy proudovou smycˇku zanedba´me jako velmi rychlou s t´ım, zˇe pozˇadovany´ proud je
k dispozici ihned. Nyn´ı je trˇeba urcˇit model syste´mu, pro ktery´ budeme na´vrh prova´deˇt
(viz. naprˇ. [5]). K tomu vyuzˇijeme vztah pro krout´ıc´ı moment motoru:
Mk = ktik(t)
kde Mk je krout´ı moment motoru, ik je proud motorem a kt je elektro-mechanicka´ kon-
stanta motoru. Da´le pouzˇijeme vztah pro moment setrvacˇnosti motoru:
Ms = J
dω(t)
dt
kdeMs je setrvacˇny´ moment, J je moment setrvacˇnosti motoru a za´teˇzˇe. Nakonec pouzˇijeme
vztah pro rovnova´hu moment˚u:∑
i
Mi = 0 ⇒ J
dω(t)
dt
= ktik(i)
ktery´ rˇ´ıka´, zˇe krout´ıc´ı moment motoruMk(t) se v kazˇde´m cˇasove´m okamzˇiku spotrˇebuje na
setrvacˇny´ moment Ms (visko´zn´ı trˇen´ı zanedba´va´me). Da´le provedeme Laplaceovu trans-
formaci:
J · sΩ(s) = ktIk(s)
a jizˇ mu˚zˇeme psa´t prˇenos:
Fs(s) =
Ω(s)
Ik(s)
=
kt
J · s
kdy proud je vstup a ota´cˇky ω jsou vy´stup, cozˇ je prˇesneˇ to, co potrˇebujeme. Regula´tor
rychlosti na´m da´ pozˇadavek na proud a jelikozˇ proudovou smycˇku zanedba´va´me jako
velmi rychlou, potrˇebujeme zna´t prˇenos znovu na rychlost.
Nyn´ı jesˇteˇ potrˇebujeme urcˇit konstantu motoru kt a moment setrvacˇnosti J . Jelikozˇ
nezna´me konkre´tn´ı motor, polozˇ´ıme pro zjednodusˇen´ı konstantu rovnu jedne´ (kt = 1).
T´ım ale nedojde ke ztra´teˇ na obecnosti, protozˇe po zjiˇsteˇn´ı konstanty by nebylo nutne´
znovu prova´deˇt odvozen´ı, ale pouze by se prˇ´ıslusˇneˇ prˇena´sobily vy´sledne´ vztahy.
8.0.3 Urcˇen´ı momentu setrvacˇnosti
Hledany´ moment setrvacˇnosti se skla´da´ z momentu setrvacˇnosti motoru a za´teˇzˇe. Setrvacˇ-
nost motoru opeˇt nezna´me, a proto budeme uvazˇovat pouze moment setrvacˇnosti za´teˇzˇe,
resp. dane´ho kloubu manipula´toru. Tento cˇlen odpov´ıda´ diagona´ln´ımu prvku matice setr-
vacˇnosti M(Θ) a obecneˇ nen´ı konstantn´ı, protozˇe je za´visly´ na aktua´ln´ı konfiguraci ma-
nipula´toru. Pro mozˇnost na´vrhu regula´toru ho proto budeme muset neˇjaky´m zp˚usobem
aproximovat jednou hodnotou. To udeˇla´me tak, zˇe urcˇ´ıme jeho pr˚umeˇrnou hodnotu pode´l
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trajektorie pohybu manipula´toru. Pokud se ale pod´ıva´me na cˇasovy´ pr˚ubeˇh polohy kon-
cove´ho efektoru v x-ove´ a y-ove´ ose (Obr. 36), tak zjist´ıme, zˇe se manipula´tor po urcˇitou
dobu nehy´be (cca od 6 s do 9 s). Tuto cˇa´st tedy zanedba´me a hledany´ moment setrvacˇnosti
urcˇ´ıme jako pr˚umeˇrnou hodnotu diagona´ln´ıho prvku matice M(Θ).
Na za´veˇr je nutne´ poznamenat, zˇe t´ımto zp˚usobem naprosto zanedba´va´me vza´jemne´ silove´
p˚usoben´ı mezi jednotlivy´mi rameny. Tyto silove´ u´cˇinky bude muset regula´tor zvla´dnout
odregulovat jako poruchu.
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Obra´zek 36: Cˇasovy´ pr˚ubeˇh polohy koncove´ho efektoru.
8.0.4 Prˇevodovka
Prˇed zacˇa´tkem na´vrhu regula´tor˚u je nutne´ se jesˇteˇ zmı´nit o prˇevodovce (Obr. 37). Protozˇe
se cˇasto pouzˇ´ıvaj´ı motory v kombinaci s n´ı. Prˇevodovka mu˚zˇe meˇnit smeˇr i rychlost
ota´cˇen´ı. Prˇevodovy´ pomeˇr je urcˇen pomeˇrem rychlost´ı:
n =
ω1
ω2
Pro n > 1 se jedna´ o prˇevod do pomala, pro n < 1 se jedna´ o prˇevod do rychla. Tocˇivy´
moment se prˇepocˇ´ıta´va´ opacˇneˇ. Pro prˇevod do pomala (ota´cˇky za prˇevodovkou jsou mensˇ´ı
nezˇ prˇed n´ı) bude tocˇivy´ moment veˇtsˇ´ı a naopak. Vztahy pro prˇepocˇet rychlost´ı a moment˚u
jsou:
ω1 = n · ω2
n · τ1 = τ2
Da´le uvedeme, jak se projev´ı moment setrvacˇnosti za´teˇzˇe prˇed prˇevodovkou. Prˇi urcˇova´n´ı
momentu setrvacˇnosti pro na´vrh regula´toru totizˇ zjiˇst’ujeme moment za´teˇzˇe za prˇevodovkou
a bude tedy muset by´t prˇepocˇten prˇed n´ı. K odvozen´ı vyuzˇijeme vztahu pro kinetickou
energii a toho, zˇe energie prˇed a za prˇevodovkou mus´ı by´t stejna´:
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Ek1 = Ek2 ⇒
1
2
J1ω
2
1 =
1
2
J2ω
2
2 =
1
2
J2
ω21
n2
⇒ J1 =
J2
n2
Prˇi prˇevodu momentu setrvacˇnosti tedy bude moment podeˇlen kvadra´tem prˇevodu.
P evodovka
ω1
τ1
ω2
τ2
Motor Zátěž
Obra´zek 37: Motor s prˇevodovkou.
8.1 Regula´tor trˇet´ıho ramena
Pro na´vrh regula´toru vyuzˇijeme jizˇ sestaveny´ model manipula´toru v Simmchanicsu. Samot-
ny´ na´vrh pak zacˇneme prova´deˇt od trˇet´ıho (posledn´ıho) ramena. Nejprve
”
zablokujeme“
prvn´ı dveˇ ramena, aby na´m ze zacˇa´tku nep˚usobila poruchu. Azˇ pote´, co nalad´ıme regula´tor,
je zkus´ıme uvolnit. Pokud je na´vrh proveden v porˇa´dku, meˇl by regula´tor poruchy odre-
gulovat. Prˇi na´vrhu ostatn´ıch regula´tor˚u budeme postupovat analogicky.
8.1.1 Rychlostn´ı smycˇka
Jak jizˇ bylo rˇecˇeno vy´sˇe, regula´tor proudu nebudeme navrhovat a zacˇneme rovnou s na´vr-
hem regula´toru rychlostn´ı smycˇky. K rˇ´ızen´ı pouzˇijeme PI regula´tor. Pozˇadavkem na
rychlostn´ı smycˇku je, aby byla velmi rychla´, ale je prˇ´ıpustny´ i maly´ prˇekmit.
Prˇed samotny´m na´vrhem je nutne´ nejprve urcˇit prˇenos syste´mu, pro ktery´ budeme na´vrh
prova´deˇt. Mu˚zˇeme vyuzˇ´ıt odvozene´ho dynamicke´ho modelu, kde vezmeme diagona´ln´ı
prvek matice setrvacˇnostiM(Θ), ktery´ prˇ´ıslusˇ´ı dane´mu (zde trˇet´ımu) motoru. Tento prvek
obecneˇ nen´ı konstantn´ı, proto je nutne´ udeˇlat jeho pr˚umeˇr pode´l trajektorie pohybu ma-
nipula´toru. V tomto prˇ´ıpadeˇ, kdy prova´d´ıme na´vrh pro posledn´ı rameno, je mozˇne´ i pouzˇit´ı
Steinerovy veˇty. Vyuzˇijeme Steinerovy veˇty a dosad´ıme do n´ı:
J3 zatez = Jt3 +m3l
2
t3 = 19.2146 kg ·m
2
Tento moment je da´le trˇeba prˇepocˇ´ıtat prˇed prˇevodovku. Budeme uvazˇovat prˇevod n3 =
100 (prˇevod do pomala):
J3 =
J3 zatez
n23
=
19.2146
1002
= 0.00192146 kg ·m2
Prˇenos syste´mu, pro ktery´ budeme prova´deˇt na´vrh, potom bude:
Fs =
1
J3 · s
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K rˇ´ızen´ı pouzˇijeme PI regula´tor se dveˇma stupni volnosti. Prˇenos uzavrˇene´ho syste´mu
bude:
Fu =
kp b · s + ki
J3 · s2 + kp · s + ki
Prˇiˇrazen´ı po´l˚u mu˚zˇeme parametrizovat pomoc´ı prˇirozene´ frekvence syste´mu ωn a rela-
tivn´ıho cˇinitele tlumen´ı ξ:
s2 +
kp
J3
· s +
ki
J3
= s2 + 2ξωn · s + ω
2
n
Parametry regula´toru vyjdou:
kp = 2ξωnJ3
ki = ω
2
nJ3
Pouzˇijeme parametry:
ωn = 60
ξ = 0.9
b = 0.7
Tyto parametry na´sledneˇ pouzˇijeme i pro dalˇs´ı rychlostn´ı smycˇky. To znamena´, zˇe prˇenosy
uzavrˇeny´ch smycˇek vyjdou pro vsˇechna ramena stejne´, ale regula´tory budou mı´t v za´vis-
losti na Ji r˚uzne´ parametry. Pro trˇet´ı rameno vyjdou parametry regula´toru:
kp rychlost = 0.208
ki rychlost = 6.917
Prˇechodova´ charakteristika uzavrˇene´ho syste´mu je uvedena na Obr. 38 . Je videˇt, zˇe je
rychla´ a ma´ maly´ prˇekmit, cozˇ splnˇuje kladene´ pozˇadavky v u´vodu. Da´le zkontrolujeme,
jak robustn´ı je navrzˇeny´ regula´tor. To zjist´ıme urcˇen´ım bezpecˇnosti ve fa´zi (PM – Phase
Margin) a v zes´ılen´ı (GM – Gain Margin). K tomu mu˚zˇeme naprˇ´ıklad pouzˇ´ıt Nyquistovu
charakteristiku otevrˇene´ smycˇky. Ta ma´ prˇenos:
Fo =
kp3 b3 · s + ki3
J3 · s2
Na Obr. 39 je z´ıskana´ charakteristika. Z n´ı je patrne´, zˇe bezpecˇnosti vyjdou:
PM = 61.1◦
GM =∞
Nakonec zkontrolujeme jak prˇesneˇ sleduje navrzˇeny´ regula´tor pozˇadovanou trajektorii
rychlosti. Na Obr. 40 je uvedeno pozˇadovane´ a skutecˇne´ rychlosti a da´le je uvedena chyba
regulace. Je videˇt, zˇe rychlost je sledova´na pomeˇrneˇ prˇesneˇ.
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Obra´zek 38: Prˇechodova´ charakteristika rychlostn´ı smycˇky.
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Obra´zek 39: Nyquistova charakteristika otevrˇene´ rychlostn´ı smycˇky.
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Obra´zek 40: Sledova´n´ı pozˇadovane´ rychlosti.
8.1.2 Polohova´ smycˇka
Sche´ma pro vy´pocˇet polohove´ smycˇky je uvedeno na Obr. 41. Jelikozˇ tato smycˇka obsahuje
astatismus, postacˇ´ı pro regulaci pouzˇ´ıt P regula´tor.
K
b·kp·s+ki
J3s
2+kp·s+ki
1
s
P reg polohy Rychlostní smyčka
Θ3Θ3w
Obra´zek 41: Sche´ma polohove´ smycˇky.
Pozˇadavek na polohovou smycˇku je, zˇe mus´ı by´t bez prˇekmitu (i za cenu delˇs´ı doby regu-
lace). Na´vrh parametru K mu˚zˇeme prove´st naprˇ. pomoc´ı metody GMK (naprˇ. v Matlabu
prˇ´ıkazem rltool()). Prˇenos otevrˇene´ smycˇky pro pouzˇit´ı GMK bude:
Fo = K
kp b · s + ki
J3 · s3 + kp · s2 + ki · s
Prˇi na´vrhu pozˇadujeme, aby jako dominantn´ı z˚ustal po´l na rea´lne´ ose. Dominance dvou
komplexneˇ sdruzˇeny´ch po´l˚u by meˇla za na´sledek kmitavou odezvu, cozˇ by bylo pro polo-
hovou smycˇku neprˇ´ıpustne´. Proto zvol´ıme rozvrzˇen´ı po´l˚u viz. Obr. 42. Pro takovouto
volbu vyjde parametr regula´toru – K = 14.6.
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Obra´zek 42: GMK pro polohovou smycˇku.
Pro ilustraci proble´mu kmitavosti jesˇteˇ zvol´ıme jinou konfiguraci po´l˚u – vsˇechny trˇi po´ly
pod sebou. V tomto prˇ´ıpadeˇ vyjde K = 41.6. Na Obr. 43 je porovna´n´ı prˇechodovy´ch
charakteristik. Je videˇt, zˇe pro zes´ılen´ı K = 14.6 je dle pozˇadavk˚u pr˚ubeˇh bez prˇekmitu.
Oproti tomu je ale pr˚ubeˇh pro druhe´ zes´ılen´ı jizˇ kmitavy´. Z toho d˚uvodu je pouzˇito vy´sˇe
uvedene´ rozlozˇen´ı po´l˚u (viz. Obr. 42). Da´le se pod´ıva´me na Nyquistovu charakteristiku
otevrˇene´ smycˇky pro zjiˇsteˇn´ı bezpecˇnosti ve fa´zi a v zes´ılen´ı. Charakteristika je uvedena
na Obr. 44. Hodnoty bezpecˇnost´ı vyjdou:
PM = 82◦
GM =∞
Nakonec zkontrolujeme, jak dobrˇe bude sledova´na trajektorie polohy. To je uvedeno na
Obr. 45.
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Obra´zek 43: Prˇechodova´ charakteristika polohove´ smycˇky.
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Obra´zek 44: Nyquistova charakteristika otevrˇene´ polohove´ smycˇky.
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Obra´zek 45: Sledova´n´ı pozˇadovane´ polohy.
8.2 Regula´tor druhe´ho ramena
Prˇi na´vrhu regula´toru druhe´ho a prvn´ıho ramena budeme postupovat totozˇneˇ jako u ra-
mena trˇet´ıho. Proto se zde nebudeme zaby´vat podrobny´m odvozen´ım, ale pouze uvedeme
pouzˇite´ parametry. Prˇenosy smycˇek budou vycha´zet stejne´, pouze dojde ke zmeˇneˇ kon-
kre´tn´ıch parametr˚u rychlostn´ıho regula´toru v za´vislosti na momentu setrvacˇnosti J2. Ten
urcˇ´ıme, jak jizˇ bylo rˇecˇeno, jako pr˚umeˇrny´ moment setrvacˇnosti pode´l trajektorie, resp.
jako pr˚umeˇrnou hodnotu diagona´ln´ıho prvku matice M(Θ). Budeme uvazˇovat hodnotu:
J2 zatez = 45.86 kg ·m
2
Po prˇepocˇtu prˇed prˇevodovku z´ıska´me prˇenos (opeˇt uvazˇujeme prˇevod n2 = 100):
Fs =
1
J2 · s
=
1
45.86
n2
2
s
=
1
0.004586 · s
Jako parametry rychlostn´ı smycˇky pouzˇijeme stejneˇ jako u trˇet´ıho ramena tyto hodnoty:
ωn = 60
ξ = 0.9
Konkre´tn´ı hodnoty regula´toru vyjdou:
kp rychlost = 0.4848
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ki rychlost = 16.1604
b = 0.7
Jako parametr polohove´ho regula´toru znovu pouzˇijeme:
K = 14.6
8.3 Regula´tor prvn´ıho ramena
Na´vrh regula´toru pro prvn´ı rameno bude opeˇt totozˇny´ jako u prˇedchoz´ıch ramen. Ten-
tokra´t budeme uvazˇovat moment setrvacˇnosti za´teˇzˇe:
J2 zatez = 115.29 kg ·m
2
Po prˇepocˇtu prˇed prˇevodovku z´ıska´me prˇenos (opeˇt uvazˇujeme prˇevod n1 = 100):
Fs =
1
J1 · s
=
1
0.011471 · s
Jako parametry rychlostn´ı smycˇky pouzˇijeme:
ωn = 60
ξ = 0.9
Konkre´tn´ı hodnoty regula´toru vyjdou:
kp rychlost = 1.2451
ki rychlost = 41.5044
b = 0.7
Jako parametr polohove´ho regula´toru znovu pouzˇijeme:
K = 14.6
8.4 Sledova´n´ı trajektorie
Na za´veˇr zkontrolujeme, zda vy´sˇe navrzˇene´ regula´tory budou sledovat pozˇadovanou tra-
jektorii. Na Obr. 46 jsou uvedeny grafy sledova´n´ı pozˇadovane´ polohy. Na Obr. 47 je
uvedena chyba skutecˇne´ polohy v˚ucˇi poloze pozˇadovane´. Nakonec se pod´ıva´me na to,
jak prˇesneˇ jsme schopni sledovat pozˇadovanou trajektorii koncovy´m efektorem (Obr. 48).
Urcˇ´ıme tedy euklidovskou vzda´lenost mezi pozˇadovanou a skutecˇnou polohou efektoru.
Ta se jednodusˇe vypocˇte jako vzda´lenost dvou bod˚u:
d =
√
(xskutec − xpozad)2 + (yskutec − ypozad)2
Na Obr. 49 jsou uvedeny pr˚ubeˇhy moment˚u (akcˇn´ıch za´sah˚u regula´tor˚u) za prˇevodovkou.
Je zrˇejme´, zˇe momenty jsou v povoleny´ch mez´ıch. Resp. v mez´ıch dany´ch ni-na´sobkem
Tmax (viz. Tab. 20), protozˇe tocˇivy´ moment za prˇevodovkou je ni-kra´t veˇtsˇ´ı.
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Obra´zek 46: Sledova´n´ı pozˇadovane´ polohy.
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Obra´zek 47: Chyba sledova´n´ı pozˇadovane´ polohy.
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Obra´zek 48: Chyba polohova´n´ı efektoru.
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Obra´zek 49: Akcˇn´ı za´sahy jednotlivy´ch regula´tor˚u.
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8.5 Shrnut´ı
V na´sleduj´ıc´ı tabulce (Tab. 20) je uveden souhrn pouzˇity´ch parametr˚u regula´tor˚u jed-
notlivy´ch ramen:
Parametr 3. rameno 2. rameno 1. rameno
J 19.21 45.86 114.71
n 100 100 100
ωn 60 60 60
ξ 0.9 0.9 0.9
b 0.7 0.7 0.7
kp 0.208 0.485 1.245
ki 6.917 16.160 41.504
kp poloha 14.6 14.6 14.6
Tmax 5 10 17
Tabulka 20: Popis tabulky
kde
• J – moment setrvacˇnosti za´teˇzˇe za prˇevodovkou
• n – prˇevod prˇevodovky
• ωn – netlumena´ frekvence rychlostn´ı smycˇky
• ξ – relativn´ı cˇinitel tlumen´ı rychlostn´ı smycˇky
• kp, ki – parametry rychlostn´ıho regula´toru
• kp poloha – parametr polohove´ho regula´toru
• Tmax – maxima´ln´ı tocˇivy´ moment dane´ho motoru
V prˇ´ıloze na Obr. 75 je uvedeno zapojen´ı cele´ kaska´dy regula´toru trˇet´ıho ramena. Kaska´da
je kromeˇ polohove´ a rychlostn´ı smycˇky doplneˇna o saturaci, vysledova´n´ı integracˇn´ı slozˇky
PI regula´toru rychlosti a namodelova´n´ı prˇevodovky. Prˇevodovka je zde modelova´na pouze
jednodusˇe pomoc´ı zes´ılen´ı.
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9 Centralizovana´ metoda
Druha´ metoda, kterou pouzˇijeme, bude jedna z centralizovany´ch metod (viz. [1]). V tomto
prˇ´ıpadeˇ budeme pracovat s modelem manipula´toru jako s celkem, tedy syste´mem se trˇemi
vstupy a trˇemi vy´stupy. Pouzˇita´ metoda vycha´z´ı ze znalosti dynamicke´ho modelu (ktery´
jsme jizˇ odvodili):
M(Θ)Θ¨ + Θ˙TC(Θ)Θ˙ +G(Θ) = T
Jako vstup T pouzˇijeme:
T = Θ˙TC(Θ)Θ˙ +G(Θ) +M(Θ)y
kde budeme y povazˇovat za novy´ vstup. Po dosazen´ı do p˚uvodn´ı rovnice zjist´ıme, zˇe plat´ı:
M(Θ)Θ¨ + Θ˙TC(Θ)Θ˙ +G(Θ) = Θ˙TC(Θ)Θ˙ +G(Θ) +M(Θ)y ⇒
⇒ Θ¨ = y (9.1)
Toto rˇ´ızen´ı je nazy´va´no inverzn´ı dynamicke´ rˇ´ızen´ı, protozˇe je zalozˇeno na vy´pocˇtu inverzn´ı
dynamiky manipula´toru. Syste´m se potom pro novy´ vstup y jev´ı jako linea´rn´ı a dekom-
ponovany´. To znamena´, zˇe cˇlen vstupn´ıho vektoru yi ovlivnˇuje (prˇes dvojity´ integra´tor)
pouze kloubovou promeˇnnou Θi neza´visle na pohybu ostatn´ıch kloubovy´ch promeˇnny´ch.
Proble´m na´vrhu rˇ´ızen´ı se tedy redukoval pouze na hleda´n´ı za´kona rˇ´ızen´ı y, ktere´ bude
rˇ´ıdit dvojity´ integra´tor. Volbou PD regula´toru lze tento proble´m vyrˇesˇit:
y = −KPΘ−KDΘ˙ + r
Da´le dosad´ıme do (9.1) a z´ıska´me syste´m druhe´ho rˇa´du:
Θ¨ +KDΘ˙ +KPΘ = r (9.2)
ktery´ je stabiln´ı pro pozitivneˇ definitn´ı matice KP a KD. Tyto matice jsou diagona´ln´ı
(ma´me dekomponovany´ syste´m) a plat´ı pro neˇ:
KP = diag{ω
2
n1, . . . , ω
2
nn} KD = diag{2ζ1ωn1, . . . , 2ζnωnn}
kdy chova´n´ı syste´mu je urcˇeno vlastn´ı frekvenc´ı ωni a relativn´ım cˇinitelem tlumen´ı ζn.
Pozˇadovanou trajektorii manipula´toru (Θd(t)) pak do vztah˚u zavedeme pomoc´ı cˇlenu r:
r = Θ¨d +KDΘ˙d +KPΘd
Dosazen´ım do 9.2 z´ıska´me:
Θ¨ +KDΘ˙ +KPΘ = Θ¨d +KDΘ˙d +KPΘd ⇒
⇒
¨˜
Θ +KD
˙˜
Θ +KP Θ˜ = 0
cozˇ je dynamika chyby polohy (Θ˜ = Θd−Θ). Tato chyba se vyskytuje pouze pro nenulovou
pocˇa´tecˇn´ı chybu a rychlost konvergence chyby k nule potom za´lezˇ´ı na volbeˇ matic KP a
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KD, resp. na naladeˇn´ı jednotlivy´ch PD regula´tor˚u. Sche´ma te´to metody je uvedeno na
Obr. 50.
Parametry regula´toru zvol´ıme pro vsˇechny ramena stejne´, a to:
ωn = 120, ξ = 0.8
Pro tuto volbu pak vyjdou matice KP a KD:
KP =
 14400 0 00 14400 0
0 0 14400
 , KD =
 192 0 00 192 0
0 0 192

Θd
Θd
Θd
KD
KP ManipulátorM(Θ)y+Θ
TC(Θ)Θ+G(Θ)
y T
Θ
Θ
ΘΘ
Obra´zek 50: Sche´ma centralizovane´ metody.
Na Obr. 51 je uvedeno porovna´n´ı skutecˇne´ a pozˇadovane´ polohy jednotlivy´ch ramen.
Prˇesnost tohoto sledova´n´ı je pak uvedena na Obr. 52, kde je zobrazena chyba sledova´n´ı
pozˇadovane´ polohy. Na Obr. 53 je uvedena vzda´lenost mezi pozˇadovanou a skutecˇnou
polohou efektoru. Na za´veˇr jsou na Obr. 54 zobrazeny akcˇn´ı za´sahy regula´tor˚u, resp.
tocˇive´ momenty za prˇevodovkou.
Pouzˇit´ım inverzn´ı dynamiky se tedy na´vrh regula´tor˚u velice zjednodusˇ´ı, protozˇe je potrˇeba
rˇ´ıdit pouze syste´m ve formeˇ dvojite´ho integra´toru. Toto zjednodusˇen´ı ovsˇem plat´ı pouze
za prˇedpokladu, zˇe zna´me dokonale dynamicky´ model manipula´toru. Ten ovsˇem nikdy
zcela prˇesneˇ zna´t nebudeme. V tom prˇ´ıpadeˇ pak bude syste´m vykazovat trvalou regulacˇn´ı
odchylku. Pro jej´ı odstraneˇn´ı by byla naprˇ´ıklad mozˇnost pouzˇit´ı PID regula´toru mı´sto
uva´deˇne´ho PD regula´toru. Dalˇs´ımi mozˇnostmi pro odstraneˇn´ı nejistoty v dynamicke´m
modelu mohou by´t robustn´ı, resp. adaptivn´ı rˇ´ızen´ı, ktery´mi se budeme zaby´vat da´le.
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Obra´zek 51: Sledova´n´ı pozˇadovane´ polohy.
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Obra´zek 52: Chyba sledova´n´ı pozˇadovane´ polohy.
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Obra´zek 53: Chyba polohova´n´ı efektoru.
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Obra´zek 54: Akcˇn´ı za´sahy jednotlivy´ch regula´tor˚u.
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10 Robustn´ı rˇ´ızen´ı
Prvn´ı metoda, kterou zkus´ıme pouzˇ´ıt pro odstraneˇn´ı neurcˇitosti v dynamicke´m modelu,
bude robustn´ı rˇ´ızen´ı. Tato metoda ma´ te´meˇrˇ stejnou strukturu jako uvedene´ centralizovane´
rˇ´ızen´ı (viz. Obr. 55). Je zde pouze nav´ıc prˇida´n cˇlen, ktery´ pomoc´ı rele´ove´ho rˇ´ızen´ı zajiˇstuje
robustnost vzhledem ke znalosti dynamicke´ho modelu.
Θd
Θd
Θd
KD
KP ManipulátorM(Θ)y+n(Θ,Θ)
y u
Θ
Θ
ΘΘ
DTQ
z ρsat(z)
ω
Obra´zek 55: Sche´ma robustn´ı metody.
Pro prˇehlednost nejprve prˇep´ıˇseme zat´ım uvedene´ vztahy do tvaru v souladu s odvozen´ım
provedene´m v [1]. Zde je dynamicky´ model zapsany´ ve tvaru:
M(Θ)Θ¨ + n(Θ, Θ˙) = u (10.1)
kde:
n(Θ, Θ˙) = Θ˙TC(Θ)Θ˙ +G(Θ)
Pokud uvazˇujeme rˇ´ızen´ı ve tvaru:
u = M(Θ)y + n(Θ, Θ˙) (10.2)
pak po dosazen´ı rˇ´ızen´ı do dynamicke´ho modelu z´ıska´me (viz. Kap. 9):
y = Θ¨
V prˇ´ıpadeˇ, zˇe zna´me pouze odhad dynamicke´ho modelu (M̂ a n̂), bude rˇ´ızen´ı ve tvaru:
u = M̂(Θ)y + n̂(Θ, Θ˙) (10.3)
Dosazen´ım tohoto za´kona rˇ´ızen´ı do dynamicke´ho modelu (10.1) z´ıska´me:
MΘ¨ + n = M̂y + n̂
Matice M je z principu invertovatelna´. Jedna´ se o matici setrvacˇnosti, ktera´ je pozitivneˇ
definitn´ı, a proto lze vypocˇ´ıtat jej´ı inverzi a psa´t:
Θ¨ = M−1(M̂y + n̂− n) + y − y = y + (M−1M̂ − I)y +M−1n˜ = y − η (10.4)
kde cˇlen η vyjadrˇuje nejistotu odhadu:
η = (I −M−1M̂)y −M−1n˜
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Jak je videˇt, tak v tomto prˇ´ıpadeˇ jizˇ novy´m vstupem y neovlivnˇujeme prˇ´ımo zrychlen´ı, ale
je zde nav´ıc prˇ´ıtomna nejistota η, ktera´ je da´na neprˇesnou znalost´ı dynamicke´ho modelu.
Da´le uvazˇujme akcˇn´ı za´sah PD regula´toru:
y = Θ¨d +Kd(Θ˙d − Θ˙) +Kp(Θd −Θ)
Dosazen´ım tohoto vztahu do (10.4) z´ıska´me:
η + Θ¨ = y = Θ¨d +Kd
˙˜
Θ +KpΘ˜⇒
¨˜
Θ +Kd
˙˜
Θ +KpΘ˜ = η
Da´le prˇep´ıˇseme rovnici (10.4) do tvaru:
Θ¨− Θ¨d + Θ¨d = y − η ⇒
¨˜
Θ = Θ¨d − y + η
a zavedeme stav syste´mu jako:
ξ =
[
Θ˜
˙˜
Θ
]
Da´le uprav´ıme vztah:
ξ˙ =
[
˙˜
Θ
¨˜
Θ
]
=
[
˙˜
Θ
Θ¨d − y + η
]
=
[
˙˜
Θ
0
]
+
[
0
Θ¨d − y + η
]
=
=
[
0 I
0 0
][
Θ˜
˙˜
Θ
]
+
[
0
I
]
(Θ¨d − y + η)
Volbou:
H =
[
0 I
0 0
]
D =
[
0
I
]
kde H ma´ rozmeˇr (2n x 2n) a D (2n x n), lze uvedeny´ vztah prˇehledneˇji zapsat jako:
ξ˙ = Hξ +D(Θ¨d − y + η) (10.5)
Proble´m sledova´n´ı pozˇadovane´ trajektorie pak mu˚zˇeme prˇeve´st na proble´m hleda´n´ı za´kona
rˇ´ızen´ı y, ktere´ stabilizuje syste´m (10.5). Na´vrh rˇ´ızen´ı je potom zalozˇen na prˇedpokladu,
zˇe i kdyzˇ nezna´me nejistotu odhadu η, tak lze urcˇit v jake´m rozsahu se tato nejistota
pohybuje. Hledany´ za´kon rˇ´ızen´ı pak mus´ı zajistit stability pro cely´ rozsah, ve ktere´m se
mu˚zˇe η nacha´zet.
Da´le zvol´ıme:
y = Θ¨d +Kd
˙˜
Θ +KpΘ˜ + ω (10.6)
kde Kd
˙˜
Θ + KpΘ˜ je za´sah PD regula´toru, cˇlen Θ¨d je doprˇedna´ vazba na pozˇadovane´
zrychlen´ı a cˇlen ω ma´ garantovat robustnost v˚ucˇi nejistoteˇ η. Zaveden´ım matice K =
[Kp Kd] a u´pravou (10.6) z´ıska´me:
y = Θ¨d +Kd
˙˜
Θ +KpΘ˜ + ω = = Θ¨d +
[
Kp Kd
] [ Θ˜
˙˜
Θ
]
+ ω = Θ¨d +Kξ + ω
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Tento z´ıskany´ vztah dosad´ıme do syste´mu (10.5):
ξ˙ = Hξ +D(Θ¨d − y + η) = Hξ +D(Θ¨d − Θ¨d −Kξ − ω + η) =
= Hξ −DKξ +D(η − ω) (10.7)
Zaveden´ım matice H˜ :
H˜ = H −DK
se z´ıskany´ vztah zjednodusˇ´ı na:
ξ˙ = H˜ξ +D(η − ω) (10.8)
kde:
H˜ =
[
0 I
−Kp −Kd
]
Nyn´ı je trˇeba urcˇit parametr ω. K jeho urcˇen´ı pouzˇijeme Ljapunovovu teorii stability.
Budeme uvazˇovat kandida´ta na Ljapunovovu funkci:
V (ξ) = ξTQξ > 0 ∀ξ 6= 0 (10.9)
Ljapunovova funkce mus´ı by´t kladna´ pro vsˇechna nenulova´ ξ, cozˇ je splneˇno pro volbu Q
jako pozitivneˇ definitn´ı matice s rozmeˇrem (2n x 2n). Derivace V˙ vyjde:
V˙ = ξ˙TQξ + ξTQξ˙ = (H˜ξ +D(η − ω))TQξ + ξTQ(H˜ξ +D(η − ω)) =
= ξT (H˜TQ +QH˜)ξ + 2ξTQD(η − ω)
Tato derivace mus´ı by´t mensˇ´ı nezˇ nula. Zacˇneˇme s prvn´ım vy´razem v rovnici. Matice
H˜ ma´ vsˇechna vlastn´ı cˇ´ısla se za´pornou rea´lnou cˇa´st´ı. Potom pro jakoukoli symetrickou
pozitivneˇ definitn´ı matici P plat´ı, zˇe z rovnice:
H˜TQ+QH˜ = −P (10.10)
z´ıska´me rˇesˇen´ı matice Q, ktere´ je symetricke´ a pozitivneˇ definitn´ı, cozˇ odpov´ıda´ pozˇadavku
kladene´mu na matici Q prˇi volbeˇ Ljapunovovy funkce (10.9). Po dosazen´ı z´ıska´me:
V˙ = −ξTPξ + 2ξTQD(η − ω) (10.11)
Cˇlen −ξTPξ je tedy negativneˇ definitn´ı a je vyrˇesˇen. Vyrˇesˇen´ı druhe´ho cˇlenu bude mı´rneˇ
slozˇiteˇjˇs´ı. Nejprve zavedeme z = DTQξ. T´ım mu˚zˇe by´t druhy´ cˇlen (10.11) prˇepsa´n jako
zT (η − ω). Da´le zvol´ıme za´kon rˇ´ızen´ı ω:
ω =
ρ
‖z‖
z ρ > 0
Tato volba odpov´ıda´ zaveden´ı rele´ do obvodu. To se bude prˇep´ınat podle zname´nka z, kdy
z je da´no jako linea´rn´ı kombinace chyby ξ. Promeˇnna´ z tak urcˇuje prˇep´ınac´ı nadplochu.
Rele´ je jesˇteˇ doplneˇno o zes´ılen´ı ρ. Da´le dosad´ıme rˇ´ızen´ı ω do promeˇnne´ z :
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zT (η − ω) = zT η −
ρ
‖z‖
zT z ≤ ‖z‖‖η‖ − ρ‖z‖ = ‖z‖(‖η‖ − ρ)
Tento vztah na´m rˇ´ıka´, zˇe pro dostatecˇneˇ velke´ ρ (ρ ≥ ‖η‖) bude vy´raz zT (η − ω) mensˇ´ı
nebo roven nule. T´ım je doka´za´no, zˇe derivace Ljapunovovy funkce (10.11) bude vzˇdy
za´porna´ (∀ξ 6= 0):
V˙ = −ξTPξ + 2zT (η −
ρ
‖z‖
z) < 0 ∀ξ 6= 0
Volba dostatecˇneˇ velke´ho ρ, tak
”
prˇebije“ neurcˇitost η a syste´m (10.8) je stabiln´ı a konver-
guje do nuly. To znamena´, zˇe je tak z´ıska´na nulova´ odchylka od pozˇadovane´ trajektorie.
Na Obr. 56 vlevo je zna´zorneˇn pr˚ubeˇh konvergence. Syste´m se nejprve z pocˇa´tecˇn´ıch
podmı´nek dostane na prˇep´ınac´ı nadplochu z = DTQξ = 0 a po n´ı pote´ konverguje do
nuly. Zde ovsˇem nasta´va´ proble´m v tom, zˇe pro dosazˇen´ı takove´ho pr˚ubeˇhu konvergence
by bylo nutne´, aby pouzˇite´ rele´ sp´ınalo s nekonecˇnou frekvenc´ı.
DTQξ=0
ξ(0)
ξ2
ξ1
ξ(0)
ξ2
ξ1
ε
ε
Obra´zek 56: Pr˚ubeˇh chyby trajektorie s robustn´ım rˇ´ızen´ım.
Rele´ proto mu˚zˇeme aproximovat naprˇ´ıklad pomoc´ı nasycen´ı (viz. Obr. 57). U saturace
je nutne´ zvolit parametr ε. Ten urcˇuje strmost prˇechodu mezi saturacˇn´ımi mezemi. Pro
volbu ε → 0 bychom opeˇt z´ıskali rele´. Prˇi pouzˇit´ı te´to aproximace jizˇ ale nedostaneme
konvergenci chyby trajektorie prˇ´ımo po prˇep´ınac´ı nadplosˇe. Ta bude konvergovat pode´l
prˇep´ınac´ı nadplochy v okol´ı dane´m pa´sem o velikosti 2ε, viz. Obr. 56 vpravo.
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Obra´zek 57: Zaveden´ı saturace.
Nyn´ı jizˇ mu˚zˇeme prˇistoupit k volbeˇ parametr˚u regula´toru. PD regula´tor pouzˇijeme totozˇny´
jako u centralizovane´ metody:
ωn = 120, ξ = 0.8
KP =
 14400 0 00 14400 0
0 0 14400
 , KD =
 192 0 00 192 0
0 0 192

Da´le zvol´ıme:
ρ = 10, ε = 0.1
Nakonec jesˇteˇ zby´va´ urcˇit matici Q. Pro jej´ı urcˇen´ı je nutne´ nejprve zvolit matici P, viz.
(10.10). Jej´ı volbu provedeme stejneˇ jako v [6]:
P =
[
2K2P 0
0 2K2D − 2KP
]
Pro tuto volbu potom lze analyticky vyja´drˇit matici Q jako:
Q =
[
2KPKD KP
KP KD
]
Na Obr. 58 je uvedeno porovna´n´ı vzda´lenosti koncove´ho efektoru od pozˇadovane´ hod-
noty pro centralizovane´ a robustn´ı rˇ´ızen´ı. Je zrˇejme´, zˇe pokud nen´ı zapojena cˇa´st obvodu
zajiˇst’uj´ıc´ı robustnost, tak sledova´n´ı polohy vykazuje trvalou regulacˇn´ı odchylku. Po zave-
den´ı robustn´ıho rˇ´ızen´ı je tato odchylka minimalizova´na. Pro jej´ı uplne´ ostraneˇn´ı by mohlo
by´t zmensˇen cˇlen ε. T´ım by ale mohl nastat proble´m s prˇ´ıliˇsnou agresivnost´ı robustn´ıho
cˇlenu.
Na Obr. 59 jsou uvedeny pr˚ubeˇhy tocˇivy´ch moment˚u motor˚u. Z graf˚u je mı´sty videˇt urcˇite´
”
zvlneˇn´ı“ pr˚ubeˇh˚u moment˚u, kdy se zacˇne projevovat prˇidany´ robustn´ı cˇlen.
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Obra´zek 58: Chyba polohova´n´ı koncove´ho efektoru.
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Obra´zek 59: Akcˇn´ı za´sahy jednotlivy´ch regula´tor˚u.
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11 Adaptivn´ı rˇ´ızen´ı
Jako posledn´ı zp˚usob rˇ´ızen´ı pouzˇijeme adaptivn´ı metodu. Ta vyuzˇ´ıva´ mozˇnosti prˇepsa´n´ı
dynamicke´ho modelu do linea´rn´ıho tvaru v˚ucˇi urcˇity´m parametr˚um (viz. Identifikace), kdy
jsou tyto parametry prˇi rˇ´ızen´ı neusta´le odhadova´ny. Idea´lneˇ je pak po usta´len´ı odhad˚u
k jejich skutecˇny´m hodnota´m manipula´tor rˇ´ızen v podstateˇ pouze prˇ´ımou vazbou pomoc´ı
inverzn´ı dynamiky.
Uvazˇujeme tedy dynamicky´ model ve tvaru:
M(Θ)Θ¨ + C(Θ, Θ˙)Θ˙ +G(Θ) = Y (Θ, Θ˙, Θ¨)Π = u (11.1)
kde Π je vektor parametr˚u a Y je matice regresor˚u (viz. Kap ...). Nejprve budeme uvazˇovat,
zˇe dynamicky´ model zna´me dokonale, a pod´ıva´me se, zda bude uvazˇovany´ zp˚usob rˇ´ızen´ı
stabiln´ı. Budeme uvazˇovat za´kon rˇ´ızen´ı:
u = M(Θ)Θ¨r + C(Θ, Θ˙)Θ˙r +G(Θ) +KDσ (11.2)
kde KD je pozitivneˇ definitn´ı matice. Cˇlen KDσ odpov´ıda´ PD akcˇn´ımu za´sahu na chybu
σ, Θ˙r a Θ¨r vol´ıme jako:
Θ˙r = Θ˙d + ΛΘ˜, Θ¨r = Θ¨d + Λ
˙˜
Θ
Cˇleny Θ˙r a Θ¨r jsou tedy voleny jako linea´rn´ı kombinace pozˇadovane´ rychlosti, resp.
zrychlen´ı a va´zˇene´ chyby v poloze, resp. rychlosti (Θ˜ = Θd−Θ,
˙˜
Θ = Θ˙d− Θ˙). Va´ha chyby
je da´na pozitivneˇ definitn´ı diagona´ln´ı matic´ı Λ. Touto volbou se mimo jine´ vyhneme
nutnosti rˇesˇit proble´m s meˇrˇen´ım zrychlen´ı, protozˇe zde pouzˇ´ıva´me pouze pozˇadovane´
zrychlen´ı Θ¨r. Chyba σ je pak volena jako:
σ = Θ˙r − Θ˙ = Θ˙d + ΛΘ˜− Θ˙ =
˙˜
Θ + ΛΘ˜ (11.3)
Nyn´ı dosad´ıme za´kon rˇ´ızen´ı (11.2) do dynamicke´ho modelu (11.1):
M(Θ)Θ¨ + C(Θ, Θ˙)Θ˙ +G(Θ) =M(Θ)Θ¨r + C(Θ, Θ˙)Θ˙r +G(Θ) +KDσ ⇒
⇒M(Θ)(Θ¨r − Θ¨) + C(Θ, Θ˙)(Θ˙r − Θ˙) +KDσ = 0⇒
⇒M(Θ)σ˙ + C(Θ, Θ˙)σ +KDσ = 0 (11.4)
Da´le budeme uvazˇovat kandida´ta na Ljapunovovu funkci:
V (σ, Θ˜) =
1
2
σTM(Θ)σ +
1
2
Θ˜TAΘ˜ > 0 ∀σ, Θ˜ 6= 0
Je zrˇejme´, zˇe takto zvolena´ funkce je vzˇdy kladna´ pro ∀σ, Θ˜ 6= 0. Matice M(Θ) je matice
setrvacˇnosti, ktera´ je symetricka´ a pozitivneˇ definitn´ı. Matici A vol´ıme take´ jako symet-
rickou a pozitivneˇ definitn´ı. Po zderivova´n´ı z´ıska´me:
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V˙ = σTM(Θ)σ˙+
1
2
σTM˙(Θ)σ+Θ˜TA
˙˜
Θ = σT (−C(Θ, Θ˙)σ−KDσ)+
1
2
σTM˙(Θ)σ+Θ˜TA
˙˜
Θ =
=
1
2
σT (M˙(Θ)− 2C(Θ, Θ˙))σ − σTKDσ + Θ˜
TA
˙˜
Θ = −σTKDσ + Θ˜
TA
˙˜
Θ (11.5)
kde vyuzˇijeme, zˇe plat´ı q˙T (M˙ − 2C)q˙ = 0 (viz. [1]). Da´le dosad´ıme za σ:
V˙ = −σTKDσ + Θ˜
T2ΛKD
˙˜
Θ = −(
˙˜
Θ + ΛΘ˜)KD(
˙˜
Θ + ΛΘ˜) + Θ˜T2ΛKD
˙˜
Θ =
= −
˙˜
Θ
T
KD
˙˜
Θ− Θ˜T2ΛKD
˙˜
Θ− Θ˜TΛKDΛΘ˜ + Θ˜
T2ΛKD
˙˜
Θ =
= −
˙˜
Θ
T
KD
˙˜
Θ− Θ˜TΛKDΛΘ˜ (11.6)
Oba cˇleny jsou jizˇ z jejich volby pozitivneˇ definitn´ı a tud´ızˇ je derivace za´porna´ a syste´m
s takovy´mto rˇ´ızen´ım je globa´lneˇ asymptoticky stabiln´ı. Nyn´ı budeme uvazˇovat, zˇe dyna-
micky´ model nebudeme zna´t prˇesneˇ, ale bude zna´m pouze jeho odhad. Budeme uvazˇovat
za´kon rˇ´ızen´ı:
u = M̂(Θ)Θ¨r + Ĉ(Θ, Θ˙)Θ˙r + Ĝ(Θ) +KDσ = Y (Θ, Θ˙, Θ˙r, Θ¨r)Π̂ +KDσ (11.7)
kde Π̂ (resp. M̂ , Ĉ, Ĝ) prˇedstavuje odhad vektoru parametr˚u (resp. dynamicke´ho modelu).
Dosazen´ım rˇ´ızen´ı (11.7) do dynamicke´ho modelu (11.1) z´ıska´me:
M(Θ)Θ¨ + C(Θ, Θ˙)Θ˙ +G(Θ) = M̂(Θ)Θ¨r + Ĉ(Θ, Θ˙)Θ˙r + Ĝ(Θ) +KDσ
kde zavedeme chybu odhadu dynamicke´ho modelu jako M˜ = M̂−M , C˜ = Ĉ−C a G˜ = Ĝ.
Po dosazen´ı do prˇedchoz´ı rovnice z´ıska´me:
M(Θ)Θ¨ + C(Θ, Θ˙)Θ˙ +G(Θ) =
= [M˜(Θ) +M(Θ)]Θ¨r + [C˜(Θ, Θ˙) + C(Θ, Θ˙)]Θ˙r + [G˜(Θ) +G(Θ)] +KDσ
Po rozna´soben´ı a u´praveˇ potom z´ıska´me:
M(Θ)(Θ¨r − Θ¨) + C(Θ, Θ˙)(Θ˙r − Θ˙) +KDσ =
= −M˜Θ¨r − C˜(Θ, Θ˙)Θ˙r − G˜(Θ) = −Y (Θ, Θ˙, Θ˙r, Θ¨r)Π˜
Vy´sledny´ vztah tedy je:
M(Θ)σ˙ + C(Θ, Θ˙)σ +KDσ = −Y (Θ, Θ˙, Θ˙r, Θ¨r)Π˜ (11.8)
Da´le uvazˇujeme kandida´ta na Ljapunovovu funkci:
V (σ, Θ˜, Π˜) =
1
2
σTM(Θ)σ + Θ˜TΛKDΘ˜ +
1
2
Π˜TKpiΠ˜ > 0 ∀σ, Θ˜, Π˜ 6= 0
85
Prvn´ı dva cˇleny jsou jisteˇ pozitivneˇ definitn´ı. Cˇlen Kpi vol´ıme jako symetrickou pozitivneˇ
definitn´ı matici a trˇet´ı cˇlen je tud´ızˇ take´ kladny´. Derivace Ljapunovovy funkce vyjde:
V˙ = σTM(Θ)σ˙ +
1
2
σT M˙(Θ)σ + Θ˜T2ΛKD
˙˜
Θ + Π˜TKpi
˙˜
Π
Da´le za M(Θ)σ˙ dosad´ıme z (11.8):
V˙ = σT [−Y (Θ, Θ˙, Θ˙r, Θ¨r]Π˜−C(Θ, Θ˙)σ−KDσ)+
1
2
σTM˙(Θ)σ+Θ˜T2ΛKD
˙˜
Θ+Π˜TKpi
˙˜
Π =
=
1
2
σT [M˙(Θ)− 2C(Θ, Θ˙)]σ − σTKDσ + Θ˜
T2ΛKD
˙˜
Θ + Π˜T [Kpi
˙˜
Π− Y T (Θ, Θ˙, Θ˙r, Θ¨r)σ]
(11.9)
Prvn´ı cˇlen je opeˇt nulovy´ a za σ dosad´ıme:
V˙ = −(
˙˜
Θ + ΛΘ˜)TKD(
˙˜
Θ + ΛΘ˜) + Θ˜T2ΛKD
˙˜
Θ + Π˜T [Kpi
˙˜
Π− Y T (Θ, Θ˙, Θ˙r, Θ¨r)σ]
Po rozna´soben´ı jizˇ z´ıska´me vy´sledny´ vztah:
V˙ = −
˙˜
Θ
T
KD
˙˜
Θ− Θ˜TΛKDΛ
˙˜
Θ + Π˜T [Kpi
˙˜
Π− Y T (Θ, Θ˙, Θ˙r, Θ¨r)σ]
Jelikozˇ jsou matice KD a Λ voleny jako diagona´ln´ı a pozitivneˇ definitn´ı, jsou prvn´ı dva
cˇleny derivace za´porne´. Zby´va´ tedy vyrˇesˇit posledn´ı cˇlen. Polozˇ´ıme ho roven nule:
Kpi
˙˜
Π− Y T (Θ, Θ˙, Θ˙r, Θ¨r)σ = 0 ⇒
˙˜
Π = K−1pi Y
T (Θ, Θ˙, Θ˙r, Θ¨r)σ
a pokud budeme uvazˇovat, zˇe skutecˇne´ parametry jsou konstantn´ı (Π˙ = 0), z´ıska´me za´kon
adaptace:
˙̂
Π = K−1pi Y
T (Θ, Θ˙, Θ˙r, Θ¨r)σ
T´ımto za´konem adaptace tak doc´ıl´ıme vynulova´n´ı posledn´ıho cˇlenu a ma´me tedy doka´za´nu
stabilitu. Zde je nutne´ poznamenat, zˇe se jedna´ pouze o d˚ukaz stability. Konvergenci
odhadu parametr˚u Π̂ k jejich skutecˇny´m hodnota´m zajiˇsteˇnu nema´me. Tato konvergence
za´vis´ı take´ na volbeˇ matice regresor˚u a pouzˇite´ trajektorii (viz. Kap. identifikace). Nyn´ı jizˇ
zkus´ıme realizovat uvedene´ rˇ´ızen´ı. Na Obr. 60 je uvedeno sche´ma te´to metody. Pouzˇijeme
parametry:
Λ = 10, Kpi = 0.000001I, KD = 2000I
Na Obr. 61 je uvedeno porovna´n´ı chyby polohy koncove´ho efektoru pro prˇ´ıpad, kdy
je pocˇa´tecˇn´ı odhad zna´m prˇesneˇ, a pro prˇ´ıpad, kdy jsou vsˇechny parametry zat´ızˇeny
10 % chybou. Z grafu je patrne´, zˇe pro prˇesny´ pocˇa´tecˇn´ı odhad je chyba velmi mala´.
Pro neprˇesny´ odhad pak docha´z´ı nejprve k urcˇity´m za´kmit˚um, ktere´ se se zprˇesnˇova´n´ım
odhad˚u utlumuj´ı. Po naladeˇn´ı parametr˚u je pak poloha sledova´na takrˇka totozˇneˇ, jako
prˇi prˇesne´m pocˇa´tecˇn´ım odhadu.
Na Obr. 62 jsou uvedeny pr˚ubeˇhy tocˇivy´ch moment˚u pohon˚u pro prˇ´ıpad neprˇesne´ho
pocˇa´tecˇn´ıho odhadu. Zde je jasneˇ patrny´ pr˚ubeˇh ladeˇn´ı parametr˚u, kdy je ze zacˇa´tku
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patrne´ kmita´n´ı prˇi skokove´ zmeˇneˇ pozˇadovane´ho proudu, ktere´ ovsˇem se zprˇesnˇova´n´ım
odhadu vymiz´ı.
Na Obr. 63 je uveden pr˚ubeˇh konvergence odhadovany´ch paramet˚u k jejich skutecˇny´m
hodnota´m. Z teˇchto graf˚u je patrny´ jizˇ zmı´neˇny´ proble´m, kdy i prˇes to, zˇe chyba efek-
toru v porˇa´dku konverguje k nule, ne vsˇechny odhady konverguj´ı ke svy´m skutecˇny´m
hodnota´m.
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Obra´zek 60: Sche´ma adaptivn´ıho rˇ´ızen´ı.
0 2 4 6 8 10 12
0
0.5
1
1.5 x 10
−4 Chyba polohovani koncoveho efektoru
t [s]
ch
yb
a 
[m
]
 
 
S 10% chybou v pocatecnim odhadu
Bez pocatecni chyby v odhadech
Obra´zek 61: Chyba polohova´n´ı koncove´ho efektoru.
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Obra´zek 62: Akcˇn´ı za´sahy jednotlivy´ch regula´tor˚u.
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Obra´zek 63: Konvergence odhad˚u parametr˚u.
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12 Porovna´n´ı pouzˇity´ch metod rˇ´ızen´ı
Nyn´ı provedeme porovna´n´ı pouzˇity´ch metod rˇ´ızen´ı mezi sebou. Prˇi porovna´va´n´ı budeme
pouzˇ´ıvat pomaly´ a rychly´ pr˚ubeˇh jizˇ pouzˇite´ trajektorie. Pomala´ verze ma´ maxima´ln´ı
rychlost a zrychlen´ı nastavenu jako vmax = 1 rad/s a amax = 1 rad/s
2. Rychla´ varianta
trajektorie ma´ vmax = 2.5 rad/s a amax = 2.5 rad/s
2. Da´le budeme zkousˇet pro central-
izovane´ meotdy zave´st 15% chybu odhadu vektor˚u parametr˚u. Nakonec budeme zkousˇet
simulovat uchopen´ı prˇedmeˇtu manipula´torem. To provedeme tak, zˇe na konec posledn´ıho
ramena nav´ıc prˇipevn´ıme prˇedmeˇt ve tvaru koule. Pouzˇijeme parametry: m = 15 kg
a r = 0.09 m. Pro tuto variantu s prˇipevneˇny´m za´vazˇ´ım opeˇt provedeme jizˇ udevene´
experimenty.
Na Obr. 64 je uvedeno porovna´n´ı chyby sledova´n´ı polohy koncove´ho efektoru pro de-
centralizovane´ a centralizovane´ rˇ´ızen´ı prˇi uvazˇova´n´ı pomale´ verze trajektorie. Je videˇt,
zˇe nejhorsˇ´ıch vy´sledk˚u dosa´hlo decentralizovane´ rˇ´ızen´ı. Ovsˇem prˇi uvazˇova´n´ı brˇemena na
koncove´m rameni manipula´toru takrˇka nedosˇlo ke zhorsˇen´ı chyby (pro tuto pomalou tra-
jektorii). Centralizovana´ metoda oproti tomu prˇi dokonale´ znalosti dynamiky vykazovala
chybu takrˇka nulovou. Prˇi zaveden´ı chyby v podobeˇ neprˇesne´ho dynamicke´ho modelu,
prˇ´ıpadneˇ prˇ´ıdavne´ho brˇemena nebo kombinaci oboj´ıho, se vy´sledky zhorsˇ´ı a zacˇnou se
prˇiblizˇovat prˇesnosti decentralizovane´ho rˇ´ızen´ı. Z uvedene´ho grafu je videˇt, zˇe veˇtsˇ´ı vliv
na zhorsˇen´ı meˇlo neuvazˇovane´ brˇemeno, nezˇ neprˇesnost ve znalosti dynamicke´ho modelu.
Na Obr. 65 je potom uvedeno porovna´n´ı decentralizovane´ho a centralizovane´ho rˇ´ızen´ı pro
rychlou variantu trajektorie. Je videˇt, zˇe u decentralizovane´ho rˇ´ızen´ı dosˇlo ke zhorsˇen´ı
vy´sledk˚u a to zejme´na pro prˇ´ıpad, kdy je pouzˇito nemodelovane´ brˇemeno. Rozkmita´n´ı,
ktere´ je patrne´ na pr˚ubeˇhu chyby, je zp˚usobeno prˇi prudke´ zmeˇneˇ pozˇadovane´ rychlosti,
resp. zrychlen´ı. Centralizovane´ rˇ´ızen´ı vysˇlo pro rychlou trajektorii v podstateˇ totozˇneˇ jako
pro pomalou trajektorii. Toto porovna´n´ı je uvedeno na Obr. 66.
Na Obr. 67 a 68 je uvedeno porovna´n´ı centralizovane´ho a robustn´ıho rˇ´ızen´ı pro neprˇesny´
odhad dynamicke´ho modelu a pro kombinaci neprˇesne´ho modelu a brˇemena na konci ma-
nipula´toru. Pro pomalou trajektorii je chyba robustn´ı metody v˚ucˇi centralizovane´ skoro
nulova´. Prˇi pouzˇit´ı rychle´ trajektorie dojde ke zhorsˇen´ı robustn´ı metody prˇi uvazˇovan´ı
neprˇesne´ho dynamicke´ho modelu a brˇemena. Ale v˚ucˇi tomuto prˇ´ıpadu u centralizovane´ho
rˇ´ızen´ı je chyba sta´le pomeˇrneˇ mensˇ´ı.
Na Obr. 69 a 70 je uvedeno porovna´n´ı centralizovane´ho a adaptivn´ıho rˇ´ızen´ı pro neprˇesny´
odhad dynamicke´ho modelu a pro kombinaci neprˇesne´ho modelu a brˇemena na konci
manipula´toru. Z pr˚ubeˇh˚u je videˇt, zˇe prˇi pouzˇit´ı adaptivn´ı metody nen´ı oproti ostatn´ım
metoda´m vcelku rozd´ıl v tom, jestli je uvazˇova´no brˇemeno na konci manipula´toru cˇi nikoli.
Vsˇechny pr˚ubeˇhy adaptivn´ıho rˇizen´ı sice obsahuj´ı pocˇa´tecˇn´ı kmita´n´ı prˇi lazen´ı parametr˚u,
ale chyba prˇi neˇm prˇ´ıliˇs neprˇevysˇuje chybu centralizovany´ch metod.
Na Obr. 71 a 72 je na za´veˇr provedeno porovna´n´ı robustn´ı a adaptivn´ı metody. V tomto
prˇ´ıpadeˇ jizˇ porovna´me pouze nejhorsˇ´ı mozˇny´ prˇ´ıpad a to neprˇesny´ dynamicky´ model
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a brˇemeno na konci manipula´toru. Pro pomalou trajektorii ma´ robustn´ı rˇ´ızen´ı te´merˇ
konstantneˇ stejnou chybu. Adaptivn´ı rˇ´ızen´ı zpocˇa´tku kmita´, ale po nalazen´ı parametr˚u jizˇ
poskytuje mı´rneˇ lepsˇ´ı vy´sledky. Pro rychlou trajektorii vykazuje adaptivn´ı rˇ´ızen´ı obdobny´
pr˚ubeˇh. Robustn´ı rˇ´ızen´ı oproti tomu vykazuje chybu vy´razneˇ vysˇsˇ´ı a to v prˇ´ıpadeˇ prudky´ch
zmeˇn rychlosti, resp. zrychlen´ı.
0 2 4 6 8 10 12
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
x 10−3
t [s]
ch
yb
a 
[m
]
Chyba sledovani pozadovane polohy koncovym efektorem pro v
max
 = 1 rad/s
 
 
Decentral. reg
Decentral. reg −− se zavazim
Central. reg.
Central. reg. −− se zavazim
Central. reg. −− chyba v odhadu
Central. reg. −− chyba v odhadu + zavazi
Obra´zek 64: Porovna´n´ı decentralizovane´ho a centralizovane´ho rˇ´ızen´ı – pomala´ trajektorie.
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Obra´zek 65: Porovna´n´ı decentralizovane´ho a centralizovane´ho rˇ´ızen´ı – rychla´ trajektorie.
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Obra´zek 66: Porovna´n´ı centralizovane´ho rˇ´ızen´ı pro rychlou a pomalou trajektorii.
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Obra´zek 67: Porovna´n´ı centralizovane´ho a robustn´ıho rˇ´ızen´ı – pomala´ trajektorie.
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Obra´zek 68: Porovna´n´ı centralizovane´ho a robustn´ıho rˇ´ızen´ı – rychla´ trajektorie.
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Obra´zek 69: Porovna´n´ı centralizovane´ho a adaptivn´ıho rˇ´ızen´ı – pomala´ trajektorie.
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Obra´zek 70: Porovna´n´ı centralizovane´ho a adaptivn´ıho rˇ´ızen´ı – rychla´ trajektorie.
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Obra´zek 71: Porovna´n´ı robustn´ıho a adaptivn´ıho rˇ´ızen´ı – pomala´ trajektorie.
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Obra´zek 72: Porovna´n´ı robustn´ıho a adaptivn´ıho rˇ´ızen´ı – rychla´ trajektorie.
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Pouzˇite´ metody jesˇteˇ prozkouma´me z hlediska prˇesnosti orientace efektoru, tedy budeme
vyhodnocovat chybu mezi skutecˇny´m a pozˇadovany´m natocˇen´ım manipula´toru. Grafy pro
tuto chybu jizˇ nebudeme uva´deˇt, protozˇe poskytuj´ı stejne´ za´veˇry jako porovna´n´ı chyby
vzda´lenosti.
Kromeˇ uvedeny´ch graf˚u jesˇteˇ provedeme urcˇen´ı maxima´ln´ı chyby a pr˚umeˇrne´ kvadraticke´
chyby (RMS) pro pr˚ubeˇh chyby vzda´lenosti a chyby polohova´n´ı. V Tab. 21, 22, 23 a 24
jsou uvedeny tyto chyby pro decentralizovane´, centralizovane´, robustn´ı a adaptivn´ı rˇ´ızen´ı.
Z tabulek je zrˇejme´, zˇe hodnoty urcˇeny´ch chyb odpov´ıdaj´ı jizˇ vy´sˇe uvedene´mu komenta´rˇi.
Chyba vzda´lenosti Chyba orientace
Druh Max. chyba RPM Max. chyba RPM
trajektorie [10−4 m] [10−4 m] [10−4 rad] [10−4 rad]
pomala´ traj. 17.9150 6.9480 7.5831 2.4467
pomala´ traj + za´vazˇ´ı. 19.0560 7.0100 8.6848 2.7298
rychla´ traj. 57.6380 18.5450 22.4063 7.3249
rychla´ traj. + za´vazˇ´ı 176.7210 35.6870 120.7029 22.1165
Tabulka 21: Z´ıskane´ vy´sledky decentralizovane´ metody.
Chyba vzda´lenosti Chyba orientace
Druh Max. chyba RPM Max. chyba RPM
trajektorie [10−4 m] [10−4 m] [10−4 rad] [10−4 rad]
pomala´ traj. 0.2274 0.0081 0.0735 0.0026
pomala´ traj. + chyba odhadu 1.3708 1.1937 0.7844 0.2425
pomala´ traj. + chyba odhadu a za´vazˇ´ı 6.2717 5.5934 6.8022 5.6583
rychla´ traj. 0.2274 0.0110 0.0735 0.0032
rychla´ traj. + chyba odhadu 1.5611 1.2027 0.9581 0.3120
rychla´ traj. + chyba odhadu a za´vazˇ´ı 6.3601 5.5952 6.7750 5.6066
Tabulka 22: Z´ıskane´ vy´sledky centralizovane´ metody.
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Chyba vzda´lenosti Chyba orientace
Druh Max. chyba RPM Max. chyba RPM
trajektorie [10−4 m] [10−4 m] [10−4 rad] [10−4 rad]
pomala´ traj. + chyba odhadu 0.2274 0.0147 0.0735 0.0034
pomala´ traj. + chyba odhadu a za´vazˇ´ı 0.2274 0.0555 0.0735 0.0556
rychla´ traj. + chyba odhadu 0.2274 0.0259 0.0735 0.0043
rychla´ traj. + chyba odhadu a za´vazˇ´ı 1.2550 0.2057 7.0663 0.7172
Tabulka 23: Z´ıskane´ vy´sledky robustn´ı metody.
Chyba vzda´lenosti Chyba orientace
Druh Max. chyba RPM Max. chyba RPM
trajektorie [10−4 m] [10−4 m] [10−4 rad] [10−4 rad]
pomala´ traj. + chyba odhadu 2.3270 0.2792 0.3520 0.0417
pomala´ traj. + chyba odhadu a za´vazˇ´ı 3.4196 0.4108 0.6738 0.0731
rychla´ traj. + chyba odhadu 1.0801 0.1758 0.3240 0.0322
rychla´ traj. + chyba odhadu a za´vazˇ´ı 1.5211 0.2472 0.3135 0.0580
Tabulka 24: Z´ıskane´ vy´sledky adaptivn´ı metody.
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13 Za´veˇr
V te´to pra´ci byl nejprve odvozen u´plny´ kinematicky´ popis – tedy prˇ´ıma´ a inverzn´ı kine-
matika pro polohu, rychlost a zrychlen´ı. Da´le byly urcˇeny pohybove´ rovnice manipula´toru
pomoc´ı Lagrangeovy metody.
Prostrˇedn´ı cˇa´st pra´ce se zaby´vala problematikou identifikace dynamicke´ho modelu a to
zejme´na urcˇen´ım linearity v dynamicke´m modelu mezi urcˇity´mi parametry. Zde se uka´zalo,
zˇe volba teˇchto parametr˚u nen´ı jednoznacˇna´ a ne kazˇda´ volba poskytuje korektn´ı vy´sledky.
Da´le byly diskutova´ny mozˇnosti pouzˇit´ı r˚uzny´ch vstupn´ıch signa´l˚u. Jako nejuniverza´lneˇjˇs´ı
se uka´zalo pouzˇit´ı soucˇtu harmonicky´ch funkc´ı. Tento signa´l doka´ze dobrˇe vybudit dy-
namiku manipula´toru a jeho periodicky´ch vlastnost´ı lze vyuzˇ´ıt prˇi urcˇova´n´ı rychlosti
a zrychlen´ı. T´ımto proble´mem se zaby´va´ za´veˇr te´to kapitoly. Pro identifikaci je totizˇ nutne´
zna´t pr˚ubeˇhy poloh, rychlost´ı a zrychlen´ı, kdy zejme´na zrychlen´ı je obt´ızˇneˇ merˇitelne´.
Zde je uvedena mozˇnost pouzˇ´ıt´ı derivacˇn´ıch filtr˚u a da´le mozˇnost derivace ve frekvencˇn´ım
spektru nebo proveden´ı derivace pomoc´ı urcˇen´ı koeficient˚u Fourierovy rˇady. Posledn´ı dveˇ
metody jsou ovsˇem pouzˇitelne´ pouze pro zmı´neˇny´ signa´l ve formeˇ soucˇtu harmonicky´ch
funkc´ı. V za´veˇru je zmı´neˇna zaj´ımava´ metoda pro identifikaci s na´zvem DIDIM, ktera´
potrˇebuje pro identifikaci meˇrˇit pouze pr˚ubeˇh tocˇivy´ch moment˚u motor˚u a poskytuje
velmi prˇesne´ vy´sledky.
Za´veˇrecˇna´ cˇa´st pra´ce je veˇnova´na problematice rˇ´ızen´ı manipula´tor˚u. Nejprve je odvozeno
v praxi beˇzˇneˇ pouzˇ´ıvane´ decentralizovane´ kaska´dn´ı rˇ´ızen´ı. Da´le jsou uvedeny metody pro
centralizovane´ rˇ´ızene´, ktere´ vyuzˇ´ıvaj´ı identifikovany´ dynamicky´ model. Ze za´veˇrecˇne´ho
porovna´n´ı metod se uka´zalo, zˇe decentralizovana´ regulace poskytuje uspokojive´ vy´sledky
pouze pro pomale´ pohyby manipula´toru. Pokud bychom vyzˇadovali rychlejˇs´ı pohyby, tak
by bylo potrˇeba pouzˇ´ıt centralizovanou metodu rˇ´ızen´ı. Ta je ovsˇem za´visla´ na prˇesne´
znalosti dynamicke´ho modelu, jinak se zacˇne projevovat trvala´ regulacˇn´ı odchylka, kterou
nen´ı schopen pouzˇity´ PD regula´tor odregulovat. Odstraneˇn´ı tohoto prodle´mu by mohlo
spocˇ´ıvat v doplneˇn´ı integra´toru, tedy pouzˇit´ı PID regula´toru mı´sto PD regula´toru. My
jsme se ale zaby´vali jiny´mi mozˇnostmi odstraneˇn´ı neurcˇitosti, a to robustn´ım a adap-
tivn´ım rˇ´ızen´ım.
Robustn´ı rˇ´ızen´ı vycha´z´ı z centralizovane´ metody, kdy je pouze doplneˇn cˇlen zaj´ıst’uj´ıc´ı
dodatecˇne´ rele´ove´ rˇ´ızen´ı. Pro pomalou trajektorii je takrˇka odstraneˇna trvala´ regulacˇn´ı
odchylka. Pro rychlou trajektorii byly vy´sledky obdobne´, pouze v prˇ´ıpadeˇ velky´ch zmeˇn
v rychlosti, resp. zrychlen´ı, kdy je nutne´ dodatecˇny´m rele´ovy´m rˇ´ızen´ım odstranit veˇtsˇ´ı
chybu v dynamice, chyba vzroste, ale sta´le je mensˇ´ı nezˇ prˇi centralizovane´m rˇ´ızen´ı.
Adaptivn´ı metoda pak poskytovala take´ velmi dobre´ vy´sledky. Neprˇ´ıjemnost te´to metody
ale spocˇ´ıvala v mı´rne´m pocˇa´tecˇn´ım kmita´n´ı prˇi ladeˇn´ı urcˇovany´ch parametr˚u. Po nalazen´ı
je jizˇ chyba minima´ln´ı a srovnatelna´ nebo mı´rneˇ lepsˇ´ı nezˇ robustn´ı rˇ´ızen´ı.
97
Literatura
[1] SCIAVICCO, L., SICILIANO, B., Modelling and Control of Robot Manipulators,
Springer, London, 2005
[2] SˇIMANDL, M., Identifikace syste´m˚u a filtrace, Za´padocˇeska´ univerzita v Plzni, Plzenˇ,
1995
[3] SWEVERS, J., VERDONCK, W., DE SCHUTTER, J., Dynamic Model Identification
for Industrial Robots, IEEE CONTROL SYSTEM MAGAZINE, October 2007
[4] GAUTIER, M., JANOT, A., VANDANJON, P., DIDIM: A New Method for the Dy-
namic Identification of Robots from only Torque Data, IEEE International Conference
on Robotics and Automation Pasadena, CA, USA, May 19–23, 2008
[5] MELICHAR, J., Linea´rn´ı syste´my 1, Za´padocˇeska´ univerzita v Plzni, Plzenˇ, 2010
[6] LEWIS, F., DAWSON, A., ABDALLAH, Ch., Robot Manipulator Control: Theory
and Practice, Taylor & Francis Inc, New York, 2004
[7] http://www.rexcontrols.cz/manipulator-agebot-1, Rˇı´dic´ı syste´m manipula´toru pro
chemicky agresivn´ı prostrˇed´ı (EuroTec JKR, ZCˇU)
98
Prˇ´ılohy
m1(Θ) =
Jt1 +m1l2t1 + Jt2 +m2(l21 + l2t2 + 2l1lt2c2) + Jt3 +m3(l21 + l22 + l2t3 + 2l1l2c2 + 2l1lt3c2c3 − 2l1lt3s2s3 + 2l2lt3c3)Jt2 +m2(l2t2 + l1lt2c2) + Jt3 +m3(l22 + l2t3 + l1l2c2 + l1lt3c2c3 − l1lt3s2s3 + 2l2lt3c3)
Jt3 +m3(l
2
t3 + l1lt3c2c3 − l1lt3s2s3 + l2lt3c3)

m2(Θ) =
Jt2 +m2(l2t2 + l1lt2c2) + Jt3 +m3(l22 + l2t3 + l1l2c2 + l1lt3c2c3 − l1lt3s2s3 + 2l2lt3c3)Jt2 +m2l2t2 + Jt3 +m3(l22 + l2t3 + 2l2lt3c3)
Jt3 +m3(l
2
t3 + l2lt3c3)

m3(Θ) =
Jt3 +m3(l2t3 + l1lt3c2c3 − l1lt3s2s3 + l2lt3c3)Jt3 +m3(l2t3 + l2lt3c3)
Jt3 +m3l
2
t3

M(Θ) =
 | |m1 | m2 | m3
| |

C(:, :, 1)(Θ) =
[
0 −m2l1lt2s2−m3l1l2s2−m3l1lt3s2c3−m3l1lt3c2s3 −m3l1lt3s2c3−m3l1lt3c2s3−m3l2lt3s3
−m2l1lt2s2−m3l1l2s2−m3l1lt3s2c3−m3l1lt3c2s3 −m2l1lt2s2−m3l1l2s2−m3l1lt3s2c3−m3l1lt3c2s3 −m3l1lt3s2c3−m3l1lt3c2s3−m3l2lt3s3
−m3l1lt3s2c3−m3l1lt3c2s3−m3l2lt3s3 −m3l1lt3s2c3−m3l1lt3c2s3−m3l2lt3s3 −m3l1lt3s2c3−m3l1lt3c2s3−m3l2lt3s3
]
C(:, :, 2)(Θ) =
m2l1lt2s2 +m3l1l2s2 +m3l1lt3s2c3 +m3l1lt3c2s3 0 −m3l2lt3s30 0 −m3l2lt3s3
−m3l2lt3s3 −m3l2lt3s3 −m3l2lt3s3

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C(:, :, 3)(Θ) =
m3l2lt3s3 +m3l1lt3s2c3 +m3l1lt3c2s3 m3l2lt3s3 0m3l2lt3s3 m3l2lt3s3 0
0 0 0

G(Θ) =
 (m1lt1 +m2l1 +m3l1)gs1 + (m2lt2 +m3l2)gs12 +m3lt3gs123(m2lt2 +m3l2)gs12 +m3lt3gs123
m3lt3gs123

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Obra´zek 73: Sche´ma pro oveˇrˇen´ı kinematicke´ transformace.
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Obra´zek 74: Sche´ma pro oveˇrˇen´ı dynamicke´ho modelu.
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Obra´zek 75: Sche´ma kaska´dn´ı regulace pro decentralizovane´ rˇ´ızen´ı.
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