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Abstract. We construct the so-called right adjoint sequence of an n × n
matrix over an arbitrary ring. For an integer m ≥ 1 the right m-adjoint and
the right m-determinant of a matrix is defined by the use of this sequence.
Over m-Lie nilpotent rings a considerable part of the classical determinant
theory, including the Cayley-Hamilton theorem, can be reformulated for our
right adjoints and determinants. The new theory is then applied to derive the
PI of algebraicity for matrices over the Grassmann algebra.
1. Introduction
The main aim of the present paper is to develop a new theory of determinants
for nn matrices over rings satisfying the polynomial identity of m-Lie nilpotency:
[[[... [[x1, x2] , x3] , ...] , xm] , xm+1] = 0.
Our treatment is based on the construction of the right adjoint sequence of a ma-
trix. Over m-Lie nilpotent rings the right (left) multiplication of a matrix by its
right (left) m-adjoint will result in a scalar multiple of the unit matrix. This scalar
coincides with the right (left) m-determinant of the given matrix. The above men-
tioned property of our adjoints heavily depends on the PI-condition imposed on
the base ring. By far the most important example of such a base ring is the Grass-
mann algebra, which is 2-Lie nilpotent. A complete description of Lie nilpotent
group rings can be found in [11]; see also [4]. Since all identities under considera-
tion are inherited by polynomial rings of commuting indeterminates over the base
ring, it will be possible to use the adjoints of matrices over polynomial rings. The
theory (at present stage) culminates in the non-commutative analogue of the clas-
sical Cayley-Hamilton theorem. In the last section we apply this theorem to derive
the polynomial identity of “algebraicity” for matrices over the infinite dimensional
Grassmann algebra. This identity is one of the few explicitly known identities of
the n n matrix ring over the Grassmann algebra (see [1]). Combining our result
with some theorems of Kemer ([7, 8, 9]), we obtain the remarkable fact that any
T-ideal contains a “polynomial of algebraicity”. It is also clear from works due to
Berele, Kemer and others, that the T-ideal of the identities of the n  n matrix
ring over an infinite dimensional Grassmann algebra plays an exceptional role in
Received by the editors December 19, 1995 and, in revised form, March 6, 1996.
1991 Mathematics Subject Classification. Primary 16A38, 15A15; Secondary 15A33.
Supported by OTKA of Hungary, grant no. T7558, and by the Computer and Automation
Institute of the Hungarian Academy of Science.
c©1997 American Mathematical Society
2245
2246 JENO˝ SZIGETI
the study of T-ideals (see also [2, 3] and [12]). Any result concerning the identities
of algebras, with a verbally prime T-ideal of identities, seems to be of interest for
PI-theory.
The present theory of determinants also serves as an efficient tool in solving
systems of linear equations over Lie nilpotent rings. In a forthcoming paper the
author will provide a detailed study of such systems of linear equations.
2. Subrings in Lie nilpotent rings
Let fx1, x2, ..., xm, ...g be a set of non-commuting indeterminates and define the
sequence (fm (x1, x2, ..., xm)) of polynomials in Z hx1, x2, ..., xm, ...i by the following
recursion: f1 (x1) = x1 and for m  1 let
fm+1 (x1, x2, ..., xm, xm+1) = [fm (x1, x2, ..., xm) , xm+1] .
A ring R is called m-Lie nilpotent if fm+1 (x1, x2, ..., xm, xm+1) = 0 is a polynomial
identity in R. Clearly, 1-Lie nilpotency coincides with commutativity and as is well
known (see [10]) the Grassmann algebra is 2-Lie nilpotent. For a m-Lie nilpotent
ring R define the subring R(m)  R as follows:
R(m) = fr 2 R j fm(r, s1, s2, ..., sm−1) = 0 for all s1, s2, ..., sm−1 2 Rg .
The fact that R(m) is a subring is a consequence of [uv, s] = [u, vs] + [v, su].
For us let [R,R] denote the additive subgroup of R generated by the set f[u, v] j
u, v 2 Rg  R of commutator elements. Note that [R,R] consists of finite sums of
commutators and in general is not an ideal of R. We shall make use of the following
inclusion: [R,R]  R(m), i.e. that [u, v] 2 R(m) for all u, v 2 R. Indeed, the above
inclusion is a consequence of
fm([u, v] , s1, s2, ..., sm−1) = fm+1(u, v, s1, s2, ..., sm−1).
It is obvious that R(m) itself is a (m− 1)-Lie nilpotent ring. A stronger statement
is the following.
Lemma 2.1. Let R be a m-Lie nilpotent ring with m  2 and let b 2 R be an
arbitrary element. Then the subring
〈
R(m), b
  R generated by the set R(m)[fbg 
R is (m− 1)-Lie nilpotent.
Proof. We shall make repeated use of the following identities:
[v, u] = −[u, v],
[uv, s] = u[v, s] + [u, s]v, [ubi, bj ] = [u, bj]bi,
[[u, v], r] + [[v, r], u] + [[r, u], v] = 0.
First we claim that [[[... [[u1, u2] , u3] , ...] , uk] , r] can be written as a sum of terms
of the form
[[...[[r, uα(1)], uα(2)], ...], uα(k)] , α 2 Sym(f1, 2, ..., kg).
We proceed by induction. If k = 1 then [u1, r] = −[r, u1]. Assume now that the
claim holds for an integer k  1. Using [v, u] = −[u, v] and the Jacobi identity, we
obtain that
[[[[...[[u1, u2], u3], ...], uk], uk+1], r] =
[[[[...[[u1, u2], u3], ...], uk], r], uk+1]− [[[...[[u1, u2], u3], ...], uk], [r, uk+1]].
On applying the induction hypothesis to
[[[...[[u1, u2], u3], ...], uk], r] and to [[[...[[u1, u2], u3], ...], uk], r
0]
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with r0 = [r, uk+1], we get the desired sum presentation of
[[[[...[[u1, u2], u3], ...], uk], uk+1], r].
It follows that [[...[[[[...[u1, u2], ...], uk], r], uk+1], ...], um−1] can be written as a
sum of terms of the form
[[...[[[...[[r, uα(1)], uα(2)], ...], uα(k)], uk+1], ...], um−1] , α 2 Sym(f1, 2, ..., kg).
Thus we have
r 2 R(m) ) [[...[[[[...[u1, u2], ...], uk], r], uk+1], ...], um−1] = 0
for all u1, u2, ..., um−1 2 R.
Since br = [b, r] + rb and [b, r] 2 [R,R]  R(m), we obtain that each element
x 2 〈R(m), b can be written as x = r0 + r1b + ... + rdbd with r0, r1, ..., rd 2
R(m). In order to check that [[...[[x1, x2], x3], ...], xm] = 0 is a polynomial iden-
tity on
〈
R(m), b

, it is enough to consider substitutions of the form x1 = r1b
i1 ,
x2 = r2b
i2 ,..., xm = rmb
im with r1, r2, ..., rm 2 R(m). For 1  k  m put
wk = [[...[[r1b
i1 , r2b
i2 ], r3b
i3 ], ...], rkb
ik ] (w1 = r1b
i1) then we have
[wm−1, rmbim ] = rm[wm−1, bim ] + [wm−1, rm]bim
together with
rm 2 R(m) ) [wm−1, rm] = [[[...[[r1bi1 , r2bi2 ], r3bi3 ], ...], rm−1bim−1 ], rm] = 0,
whence we obtain that
[[...[[x1, x2], x3], ...], xm] = rm[wm−1, bim ].
Assume now that
[[...[[x1, x2], x3], ...], xm] = rm[rm−1[rm−2[...[rk+1[wk, bik+1 ], bik+2 ], ...], bim−1 ], bim ]
for some 2  k  m− 1. Since
wk = [wk−1, rkbik ] = rk[wk−1, bik ] + [wk−1, rk]bik ,
we obtain that
[[...[[x1, x2], x3], ...], xm]
= rm[rm−1[rm−2[...[rk+1[rk[wk−1, bik ], bik+1 ], bik+2 ], ...], bim−1 ], bim ]
+rm[rm−1[rm−2[...[rk+1[[wk−1, rk], bik+1 ], bik+2 ], ...], bim−1 ], bim ]bik .
Substitute ik = 0 in the above equation and use [wk−1, 1] = 0 together with
rk 2 R(m) ) [[...[[[[...[r1bi1 , r2bi2 ], ...], rk−1bik−1 ], rk], rk+1bik+1 ], ...], rmbim ] = 0
to derive
rm[rm−1[rm−2[...[rk+1[[wk−1, rk], bik+1 ], bik+2 ], ...], bim−1 ], bim ] = 0.
It follows that
[[...[[x1, x2], x3], ...], xm]
= rm[rm−1[rm−2[...[rk+1[rk[wk−1, bik ], bik+1 ], bik+2 ], ...], bim−1 ], bim ].
On repeating the above step, finally we get that
[[...[[x1, x2], x3], ...], xm] = rm[rm−1[...[r3[r2[w1, bi2 ], bi3 ], bi4 ], ...], bim ],
i.e. that
[[...[[r1b
i1 , r2b
i2 ], r3b
i3 ], ...], rmb
im ] = rm[rm−1[...[r3[r2[r1, bi2 ], bi3 ], bi4 ], ...], bim ]bi1 .
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To conclude the proof, substitute i1 = 0 in the last equation and use
r1 2 R(m) ) [[...[[r1, r2bi2 ], r3bi3 ], ...], rmbim ] = 0
to derive
rm[rm−1[...[r3[r2[r1, bi2 ], bi3 ], bi4 ], ...], bim ] = 0.
3. The right adjoints and the right determinants
of n n matrices
First we define the preadjoint of a n  n matrix A 2 Mn(R) over an arbitrary
ring R with 1. Let
A =
266664
a11 . . . a1n
. . . . .
. . . . .
. . . . .
an1 . . . ann
377775 , aij 2 R, 1  i, j  n.
For the permutations τ 2 Sym(f1, ..., s− 1, s+ 1, ..., ng) and ρ 2 Sym(f1, 2, ..., ng)
we shall make use of the following product:
a(s, τ, ρ) = aτ(1)ρ(τ(1))...aτ(s−1)ρ(τ(s−1))aτ(s+1)ρ(τ(s+1))...aτ(n)ρ(τ(n)).
For the integers 1  r, s  n let Π(s, r) denote the following set of f1, 2, ..., ng !
f1, 2, ..., ng permutations: Π(s, r) = fρ 2 Sym(f1, 2, ..., ng) j ρ(s) = rg .
The (two sided) preadjoint of A is the matrix A = [ars] 2Mn(R), where
ars =
X
sgn(ρ)a(s, τ, ρ) , 1  r, s  n,
and the sum is taken over all permutations τ 2 Sym(f1, ..., s− 1, s+ 1, ..., ng) and
ρ 2 Π(s, r). We note that if R is commutative then the ordinary adjoint of A is
adj(A) = [ars], where ars is an (n − 1)  (n − 1) determinant, a signed sum of
products, each of length n− 1. In the above definition of ars each such product is
taken in all its (n− 1)! possible rearrangements. Thus we have
A = (n− 1)! adj(A)
in case of a commutative ring R. Our development is based on the following crucial
result.
Theorem 3.1. The product matrix AA 2 Mn(R) can be written in the following
form:
AA = bE + C,
where b 2 R is the (1, 1) entry in AA, E 2Mn(R) is the unit matrix and C = [cij ]
with c11 = 0 and each cij 2 R, 1  i, j  n, is a sum of commutators, i.e. a sum
of elements of the form [u, v] (u, v 2 R).
Proof. Let AA = [bij ] and take b = b11; then it is enough to show that each
bij , i 6= j, and each bii − b11 , i 6= 1 is a sum of commutators. Now
bij =
nX
r=1
aira

rj =
X
(τ,ρ)2I(j)
sgn (ρ) aiρ(j)a(j, τ, ρ) ,
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where I(j) denotes the set of all ordered pairs (τ, ρ) with τ 2 Sym(f1, ..., j − 1,
j + 1, ..., ng) and ρ 2 Sym(f1, 2, ..., ng). For i 6= j define a function Iij : I (j) !
I (j) as follows:
Iij (τ, ρ) = (τ
0, ρ0) ,
where
(τ 0(1), ..., τ 0(j − 1), τ 0(j + 1), ..., τ 0(n)) = (τ(k + 1), ..., τ(n), τ(k), τ(1), ..., τ(k − 1))
as ordered (n− 1)-tuples with k = τ−1(i) and
ρ0(t) =
8<: ρ (t) if t /2 fi, jg ,ρ (i) if t = j,
ρ (j) if t = i.
Clearly, sgn(ρ0) = −sgn(ρ) , moreover we have (C):
sgn (ρ) aiρ(j)a(j, τ, ρ) + sgn(ρ
0)aiρ0(j)a(j, τ 0, ρ0)
= sgn(ρ)

aiρ(j)aτ(1)ρ(τ(1))...aτ(k−1)ρ(τ(k−1)), aτ(k)ρ(τ(k))...aτ(n)ρ(τ(n))

.
A straightforward reasoning shows that
Iij(Iij (τ, ρ)) = (τ, ρ)
for all (τ, ρ) 2 I (j). Thus Iij is a permutation of I (j) and I (j) is a union of pair-
wise disjoint two element cycles of Iij . It follows that bij is a sum of commutators
of the form (C).
For i  2 we have
bii − b11 =
X
(τ,ρ)2I(i)
sgn (ρ) aiρ(i)a(i, τ, ρ)−
X
(ε,pi)2I(1)
sgn (pi) a1pi(1)a(1, ε, pi) .
Define the functions Ii : I (i) ! I (1) and Ji : I (1) ! I (i) as follows:
Ii (τ, ρ) = (ετ , ρ),
where
(ετ (2), ..., ετ (n)) = (τ(k + 1), ..., τ(n), i, τ(1), ..., τ(k − 1))
as ordered (n− 1)-tuples with k = τ−1(1);
Ji(ε, pi) = (τε, pi),
where
(τε(1), ..., τε(i − 1), τε(i + 1), ..., τε(n)) = (ε(l + 1), ..., ε(n), 1, ε(2), ..., ε(l− 1))
as ordered (n− 1)-tuples with l = ε−1(i).
It is easy to see that Ii and Ji are mutual inverses of each other. Since we have
(CC):
sgn (ρ) aiρ(i)a(i, τ, ρ)− sgn (ρ) a1ρ(1)a(1, ετ , ρ)
= sgn(ρ)

aiρ(i)aτ(1)ρ(τ(1))...aτ(k−1)ρ(τ(k−1)), aτ(k)ρ(τ(k))...aτ(n)ρ(τ(n))

,
bii − b11 is a sum of commutators of the form (CC).
We define the right adjoint sequence (Ak)k1 of a matrix A 2 Mn(R), over
an arbitrary ring R, by the following recursion: A1 = A
 and for k  1 let
Ak+1 = (AA1...Ak)

.
Thus (Ak)k1 is an infinite sequence of matrices in Mn(R). For an integer m  1 the
right m-adjoint of a matrix A 2 Mn(R) is defined as radj(m)(A) = A1A2...Am.
It is easy to see that for any i  1, the right adjoint sequence of the matrix
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B = A radj(i)(A) = AA1...Ai is exactly (Ak)ki+1. The right m-determinant
rdet(m)(A) 2 R of A 2 Mn(R) is defined as the (1, 1) entry of the product matrix
A radj(m)(A) = AA1...Am. The observation on the right adjoint sequence of B
immediately gives that for i, j  1 we have
radj(i+j)(A) = radj(i)(A) radj(j)(AA1...Ai) , rdet(i+j)(A) = rdet(j)(AA1...Ai).
We note that the right m-determinant of a n  n matrix A 2 Mn(R) over a com-
mutative ring R is
rdet(m)(A) = [(n− 1)!]1+n+n
2+...+nm−1(det(A))n
m−1
.
This can be shown by using
AA1 = (n− 1)!A adj(A) = (n− 1)! det(A)E, rdet(m)(A) = rdet(m−1)(AA1)
and applying a straightforward induction.
Theorem 3.2. Let A 2Mn(R), where R is a m-Lie nilpotent ring with 1. Then
A radj(m)(A) = rdet(m)(A)E,
where E 2Mn(R) is the unit matrix.
Proof. If m = 1 then radj(1)(A) = A1 = A
 and Theorem 3.1 give that
A radj(1)(A) = rdet(1)(A)E + C,
where C = 0 follows from the fact that [R,R] = f0g for the 1-Lie nilpotent (commu-
tative) ring R. Assume now that for an integer m  2 the statement of the theorem
holds for m − 1. Take A 2 Mn(R) with R being m-Lie nilpotent; then Theorem
3.1 together with [R,R]  R(m) gives that AA1 = b1E + C1, where b1 =rdet(1)(A)
and C1 2 Mn(R(m)). Form the subring R1 =
〈
R(m), b1
  R generated by the
subset R(m)[fb1g  R. Lemma 2.1 ensures that R1 is (m−1)-Lie nilpotent. Since
AA1 2Mn(R1), our inductive hypothesis gives that
AA1 radj(m−1)(AA1) = rdet(m−1)(AA1)E.
In view of radj(m)(A) =radj(1)(A) radj(m−1)(AA1) = A1 radj(m−1)(AA1) and
rdet(m)(A) =rdet(m−1)(AA1) the theorem is proved.
In the proof of Theorem 3.2 we have AA1 2 Mn(R1), where R1 is a (m − 1)-
Lie nilpotent subring of R. If m = 2 then the commutativity of R1 implies that
rdet(2)(A) =rdet(1)(AA1) = (n−1)! det(AA1). Using the fact that A1 = A we can
derive an explicit formula for rdet(2)(A).
Proposition 3.3. The right 2-determinant of a n  n matrix A 2 Mn(R) over a
2-Lie nilpotent ring R is the following:
rdet(2)(A) = (n− 1)!
X
sgn(α) sgn(ρ1)... sgn(ρn)a(α, τ ,ρ),
where
a(α, τ ,ρ) = a1ρ1(α(1))a(α(1), τ1, ρ1)...anρn(α(n))a(α(n), τn, ρn)
and the summation runs over all ordered (2n + 1)-tuples (α, τ1, ..., τn, ρ1, ..., ρn) of
permutations with α, ρi 2 Sym(f1, 2, ..., ng) and τi 2 Sym(f1, ..., α(i) − 1, α(i) +
1, ..., ng) for all 1  i  n.
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Proof. We use the notations and the calculations of the proof of Theorem 3.1. By
the definition of the ordinary determinant, we get that
det(AA) =
X
α2Sym(f1,...,ng)
sgn(α)b1α(1)b2α(2)...bnα(n)
and here
biα(i) =
X
(τ,ρ)2I(α(i))
sgn (ρ) aiρ(α(i))a(α(i), τ, ρ)
with τ 2 Sym(f1, ..., α(i)− 1, α(i) + 1, ..., ng) and ρ 2 Sym(f1, 2, ..., ng). On mul-
tiplying the above sums for 1  i  n, we obtain the required formula.
Example. The right 2-determinant of a 2 2 matrix
A =

a11 a12
a21 a22

, aij 2 R, 1  i, j  2,
over a 2-Lie nilpotent ring R is
rdet(2)(A) = det(AA
) = (a11a22 − a12a21)(a22a11 − a21a12)− [a12, a11] [a21, a22] .
4. The Cayley-Hamilton theorem
Let R [x] denote the ring of polynomials of the single commuting indeterminate
x, with coefficients in R. It is easy to see that any matrix A(x) 2 Mn(R [x]) can
be uniquely written in the following form:
A(x) = A0 +A1x+ ...+Adx
d with A0, A1, ..., Ad 2Mn(R).
Thus we get a natural isomorphism of rings Mn(R [x]) = Mn(R) [x]. We define
the right m-characteristic polynomial of a matrix A 2 Mn(R) as the right
m-determinant of the matrix A − Ex 2 Mn(R [x]), where E 2 Mn(R) is the unit
matrix:
p(x) = λ0 +λ1x+ ...+λdx
d = rdet(m)(A−Ex) 2 R [x] , λ0, λ1, ..., λd 2 R, λd 6= 0.
It is not hard to see that λ0 =rdet(m)(A).
Proposition 4.1. If p(x) = λ0 + λ1x + ... + λdx
d is the right m-characteristic
polynomial of a n n matrix A 2Mn(R) then d = nm and
λd = (−1)n[(n− 1)!]1+n+n2+...+nm−1 .
Proof. Let ((A − Ex)k)k1 be the right adjoint sequence of the matrix A − Ex.
We claim that in (A − Ex)(A − Ex)1...(A − Ex)m the leading monomial of each
diagonal entry is (−1)n[(n − 1)!]1+n+n2+...+nm−1xnm and the degree of each non
diagonal entry is less than nm. We apply an induction on m. If m = 1 then a
direct computation of the entries of (A − Ex)(A − Ex) can prove the claim (an
argument similar to the following one on T (x)(T (x)) also works). Assume now
that our claim holds for m− 1. Put
T (x) = [tij(x)] = (A− Ex)(A− Ex)1...(A − Ex)m−1;
then (A− Ex)m = (T (x)) and consider the matrix
[bij(x)] = T (x)(T (x))
 = (A− Ex)(A − Ex)1...(A− Ex)m.
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Using the calculations of the proof of Theorem 3.1, we get that
bij(x) =
X
(τ,ρ)2I(j)
sgn (ρ) tiρ(j)(x)t(j, τ, ρ)(e)
with t(j, τ, ρ) = tτ(1)ρ(τ(1))(x)...tτ(j−1)ρ(τ(j−1))(x)tτ(j+1)ρ(τ(j+1))(x)...tτ(n)ρ(τ(n))(x).
If (τ, ρ) 2 I(j) and i 6= j then it is easy to see that at least one of the terms
tiρ(j)(x), tτ(1)ρ(τ(1))(x), ..., tτ(j−1)ρ(τ(j−1))(x), tτ(j+1)ρ(τ(j+1))(x), ..., tτ(n)ρ(τ(n))(x)
is a non diagonal entry of T (x). In view of our assumption on T (x), we get that
deg(bij(x))  nnm−1 − 1 < nm.
If i = j then the assumption on T (x) implies that all the summands of highest
degree in (e) belong to ρ =id. It follows that the leading monomial of bii(x)
coincides with the leading monomial ofX
τ2Sym(f1,...,i−1,i+1,...,ng)
tii(x)tτ(1)τ(1)(x)...tτ(i−1)τ(i−1)(x)tτ(i+1)τ(i+1)(x)...tτ(n)τ(n)(x),
which is
(n− 1)!

(−1)n[(n− 1)!]1+n+n2+...+nm−2xnm−1
n
= (−1)n[(n− 1)!]1+n+n2+...+nm−1xnm .
The proof of the next theorem is similar to one of the classical proofs of the
Cayley-Hamilton theorem.
Theorem 4.2. If p(x) = λ0 + λ1x + ... + λdx
d is the right m-characteristic poly-
nomial of a n  n matrix A 2 Mn(R) over a m-Lie nilpotent ring R then the left
substitution of A into p(x) is zero: (A)p = Eλ0 +Aλ1 + ... +A
dλd = 0.
Proof. The right m-adjoint of the matrix A− Ex can be written in the form:
radj(m)(A− Ex) = B0 +B1x+ ... +Btxt
with B0, B1, ..., Bt 2 Mn(R). Since the m-Lie nilpotency of R implies the m-Lie
nilpotency of the polynomial ring R [x], Theorem 3.2 gives that
(A− Ex)(B0 +B1x+ ... +Btxt) = p(x)E
with E being the unit matrix in Mn(R [x]). Now passing to Mn(R) [x] and matching
the coefficients of the powers of x in the left and right sides of the above equation,
we get the following sequence of equations:
AB0 = Eλ0 , AB1−B0 = Eλ1 , ..., ABt−Bt−1 = Eλt , −Bt = Eλt+1 , t+1 = d.
The left multiplication of ABk−Bk−1 = Eλk by Ak gives that Ak+1Bk−AkBk−1 =
Akλk and similarly −Bt = Eλt+1 ) −At+1Bt = At+1λt+1. It follows that
Eλ0 +Aλ1 + ... +A
dλd
= AB0 + (A
2B1 −AB0) + ... + (At+1Bt −AtBt−1) + (−At+1Bt) = 0.
Remark 4.3. Using the same argument as in the proof of Theorem 4.2, we get that
for any polynomial of the form q(x) = p(x)h(x) with p(x) = rdet(m)(A − Ex),
h(x) 2 R [x] the left substitution of A into q(x) is zero: (A)q = 0.
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Example. For a 2 2 matrix A 2M2(R) over a 2-Lie nilpotent ring R we have
p(x) = rdet(2)(A− Ex) = rdet(2)

a11 − x a12
a21 a22 − x

= x4 − 2(a11 + a22)x3 + (a211 + a222 + 2a11a22 + 2a22a11 − a12a21 − a21a12)x2
+((a11 + a22)(a21a12 − a22a11) + (a12a21 − a11a22)(a11 + a22))x + rdet(2)(A).
Note that here we used the 2-Lie nilpotency of R [x] and the example following
Proposition 3.3. If we take
A =

1 + v1 v2
3− v2 v3

2M2(G) ,
where G = Q hv1, v2, ...i is the Grassmann algebra, then rdet(2)(A) = 0 and
p(x) = x4 − 2(1 + v1 + v3)x3 + (1 + 2v1 − 6v2 + 4v3)x2 + (6v2 − 2v3)x.
5. The identity of “algebraicity” for matrices
over the Grassmann algebra
For the set fY, Z, y1, y2, ..., yk, ...g of non-commuting indeterminates let
Sk(y1, y2, ..., yk) denote the standard polynomial in y1, y2, ..., yk:
Sk(y1, y2, ..., yk) =
X
α2Sym(f1,...,kg)
sgn(α)yα(1)yα(2)...yα(k).
Theorem 5.1. S2n2([Y
2n2 , Z], [Y 2n
2−1, Z], ..., [Y 2, Z], [Y, Z]) = 0 is a polynomial
identity on the ring Mn(G) of n n matrices over the infinite dimensional Grass-
mann algebra G = K hv1, v2, ...i (here K is a field of characteristic zero).
Proof. We write G = G0 + G1, where G0 is the subalgebra generated by the
monomials in the vi’s of even length and G1 is the subspace generated by the
monomials in the vi’s of odd length. Clearly, the right 2-characteristic polynomial
p(x) =rdet(2)(Y − Ex) 2 G[x] of a matrix Y 2 Mn(G) can be uniquely written as
p(x) = p0(x) + p1(x) with p0(x) 2 G0[x] and p1(x) 2 G1[x]. Since G0 = Z(G) (the
centre of G) and G1G1  G0 , we have
q(x) = (p0(x) + p1(x))(p0(x) − p1(x)) = (p0(x))2 − (p1(x))2 2 G0[x].
The degree of q(x) is 2n2 and its leading coefficient is [(n−1)!]2n+2 (see Proposition
4.1). On applying Remark 4.3, we obtain that
(Y )q = Y 2n
2
µ2n2 + Y
2n2−1µ2n2−1 + ... + Y µ1 + Eµ0 = 0.
Since 0 6= µ2n2 2 Z  K and each µi 2 G0 , 0  i  2n2, is central, it follows that
[Y 2n
2
, Z] = −µ2n2−1µ−12n2 [Y 2n
2−1, Z]− ...− µ2µ−12n2 [Y 2, Z]− µ1µ−12n2 [Y, Z]
for all Z 2 Mn(G). Thus the multilinear and the alternating properties of the
standard polynomial S2n2 give the desired equality.
Remarks 5.2. (1) The equation (Y )q = 0 in the above proof of Theorem 5.1 shows
that Mn(G) is integral of bounded degree over the commutative algebra G0.
(2) The fact that Mn(K) satisfies Sn([Y
n, Z], [Y n−1, Z], ..., [Y 2, Z], [Y, Z]) = 0 is
a classical theorem of Jacobson ([5]).
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(3) In view of recent results of Kantor and Trishin ([6]), one can expect that
Sk([Y
k, Z], [Y k−1, Z], ..., [Y 2, Z], [Y, Z]) = 0 is a polynomial identity for the
matrix superalgebra
Mu,v(G) =

G0 G1
G1 G0

with G0-blocks of sizes u u, v  v and G1-blocks of sizes u v, v  u, even
if k < 2n2 (u + v = n). Using the “relative” Cayley-Hamilton equation 4.17
or 4.19 in [6], one obtains that S3([Y
3, Z], [Y 2, Z], [Y, Z]) = 0 is an identity
for M1,1(G).
Theorem 5.3. Over an arbitrary field K, for any T-ideal I of the free associative
algebra KhY, Z, y1, y2, ..., yk, ...i, there exists an integer k  1 such that
Sk([Y
k, Z], [Y k−1, Z], ..., [Y 2, Z], [Y, Z]) 2 I.
Proof. In characteristic zero Kemer proved that for some integer n  1 the T-ideal
of the identities of Mn(G) is contained in I (see p.20 in [9]) and thus Theorem
5.1 applies. If char(K) = p > 0 then I contains a standard polynomial, as it was
proved in [8].
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