We present an analysis of the two-point peculiar velocity correlation function using data from the CosmicFlows catalogues. The Millennium and MultiDark Planck 2 Nbody simulations are used to estimate cosmic variance and uncertainties due to measurement errors. We compare the velocity correlation function to expectations from linear theory to constrain cosmological parameters. Using the maximum likelihood method, we find values of Ω m = 0.315 −0.295 , consistent with the Planck and Wilkinson Microwave Anisotropy Probe CMB derived estimates. However, we find that the cosmic variance of the correlation function is large and non-Gaussian distributed, making the peculiar velocity correlation function less than ideal as a probe of large-scale structure.
INTRODUCTION
The peculiar velocity field is a sensitive probe of mass fluctuations on large scales and a powerful tool for constraining cosmological parameters. However, the precision measurement of the velocity field is limited by the error in the measurement of radial distance. Many methods have been introduced to measure the distance with the smallest possible error, such as Tully-Fisher (TF) (Tully & Fisher 1977) , Faber-Jackson (Faber & Jackson 1976) , and the Fundamental Plane (FP) (Djorgovski & Davis 1987; Dressler et al. 1987) .
These methods do not directly measure radial distance. Rather they estimate the distance modulus, which is proportional to the logarithm of the distance. While the errors in the distance modulus are Gaussian, the distances themselves have a non-Gaussian error distribution which may bias the results. To address this issue, Watkins & Feldman (2015a) introduced a new unbiased estimator of the peculiar velocity that gives Gaussian distributed errors. In this paper we will use this unbiased estimator together with the measured redshift (see also Tully et al. 2016) to derive the velocity correlation function.
The fractional observational errors of the radial distances are typically of the order of ≈ 20% (e.g. Masters et al. 2006; Springob et al. 2007; Tully et al. 2013) , and peculiar velocities tend to have errors proportional to the distances, which may be large. Because of this large error, a single peculiar velocity measurement is not a good approximation of the velocity of a galaxy. However, statistical ensembles, especially the low-order moment statistics, may be a good estimator of the cosmic velocity field and thus a good tracer of the underlying mass distribution in the Universe (e.g. Feldman & Watkins 2008; Watkins et al. 2009; Feldman et al. 2010; Davis et al. 2011; Macaulay et al. 2011; Turnbull et al. 2012; Macaulay et al. 2012; Nusser 2014; Springob et al. 2014a; Johnson et al. 2014; Scrimgeour et al. 2016a) .
Many recent studies have focused on the bulk flow, which is the lowest order statistic of the velocity field and is generally thought of as the average of peculiar velocities in a volume (e.g. Abate & Feldman 2012; Nusser 2014; Kumar et al. 2015; Seiler & Parkinson 2016; Scrimgeour et al. 2016b; Nusser 2016) . Bulk flows are typically calculated using one of two popular methods.
The first is the maximum likelihood estimate (MLE) method (e.g. Kaiser 1988; Watkins & Feldman 2007) . The MLE formalism estimates the bulk flow as a weighted average of the sample velocities, with the weights calculated to minimize its overall uncertainty given the positions, velocities and errors distributions in the catalogue. The formalism reduces the entire data set to three numbers, namely the components of the bulk flow vector. Since the particular data and error distribution in the surveys analysed are unique to each catalogue, it is difficult to compare the bulk flow calculated using this method between independent surveys.
The other popular formulation is the minimum variance (MV) method (Watkins et al. 2009; Feldman et al. 2010; Scrimgeour et al. 2016a ). The MV formalism minimizes the differences between the actual observational data and an 'ideal' survey that may be designed to probe a volume in a particular way. It can be used with Gaussian-weighted or tophat-weighted ideal survey distributions Hoffman et al. 2016) . Because it uses a standard ideal survey bulk flow as a reference, it easily lends itself to direct comparisons between independent surveys.
Another approach to studying the large-scale velocity field is the pairwise velocity statistic (v12) (Ferreira et al. 1999; Juszkiewicz et al. 2000; Feldman et al. 2003; Hellwing 2014; Hellwing et al. 2014) , which is the mean value of the peculiar velocity difference of a galaxy pair at separation r. Recent studies show that it can also be used to detect the kinetic Sunyaev-Zeldovich effect (Zhang et al. 2008; Hand et al. 2012; Planck Collaboration 2016) .
In this paper we will use a different approach to probe the cosmic velocity field, namely the peculiar velocity correlation function. It was first introduced by Gorski (1988) and further elucidated in Gorski et al. (1989) . In subsequent studies, the velocity correlation function has shown potential for providing interesting constraints on cosmological parameters (e.g. Jaffe & Kaiser 1995; Zaroubi et al. 1997; Juszkiewicz et al. 2000; Borgani et al. 2000; Abate & Erdoǧdu 2009; Okumura et al. 2014; Howlett et al. 2017) . At the time that the original studies of velocity correlation were done, the small sizes of peculiar velocity catalogues limited its usefulness. The recent availability of large, calibrated catalogues of peculiar velocities and large-scale cosmological simulations suggests that it is worthwhile to revisit the velocity correlation function as a cosmological probe.
Here, we will present a feasibility study of this statistic for the study of the large-scale-structure given state-of-theart peculiar velocity catalogues CosmicFlow-2 (CF2) (Tully et al. 2013 ) and CosmicFlows-3 (CF3) ). In particular, we assess the magnitude of the cosmic variance expected in the correlation function using mock catalogues extracted from the Millennium Simulation 1 . Using this result, we show that the velocity correlation functions calculated from CF2 and CF3 are consistent with the standard cosmological model. However, our results suggest that the particular cosmological volume we live in is on the higher end of the cosmic variance, suggesting that the ∼150h −1 Mpc radius region around us has greater large-scale motions than one would expect on average.
The organization of this paper is as follows: in section 2, we detail our use of N-body simulations to generate mock surveys. In section 3, we introduce the velocity correlation 1 http://gavo.mpa-garching.mpg.de/Millennium/ statistic and the methods used to calculate it. In Section 4, we discuss the use of the Monte Carlo method for error analysis. In section 5, we show the results for the velocity correlation function using the CosmicFlows catalogues. In Section 6, we explore using the correlation function to constrain cosmological models. Section 7 concludes this paper.
MOCK CATALOGUES
To study the properties of the velocity correlation function, we use mock catalogues generated from the Virgo -Millennium Database 1 of the Millennium Simulation (Springel et al. 2005) , which contains the result of the L-Galaxies run used in De Lucia & Blaizot (2007) . The Millennium Simulation is a dark matter only simulation using the GADGET-2 simulation code (Springel et al. 2005) . Table 1 (Guo et al. 2013) shows the cosmological parameters of the simulation we used. We generate 100 mock catalogues for each real survey centred at random locations in the box. Each mock catalogue is designed to have the same radial selection function as the real CF2/CF3 surveys we use here.
Each of the CosmicFlows catalogues comes in two versions, one where galaxies are given individually, which we will call the galaxy compilation, and a group catalog where galaxies in known groups have had their distance moduli and redshifts averaged, resulting in a single velocity and position for the group as a whole . The CF2 galaxy catalogue (CF2-galaxy) (Tully et al. 2013 ) contains 8135 galaxies, whereas the CF2 group catalogue (CF2-group) contains 4842 galaxies and groups. The characteristic depth of both catalogues is ∼ 33 h −1 Mpc (Watkins et al. 2009; Feldman et al. 2010; . The CF2 catalogues were assembled by a compilation of Type Ia Supernovae (SNIa) (Tonry et al. 2003) , Spiral Galaxy Clusters (SC) TF clusters (Giovanelli et al. 1998; Dale et al. 1999) , Streaming Motions of Abell Clusters (SMAC) FP clusters (Hudson et al. 1999 (Hudson et al. , 2004 , Early-type Far Galaxies (EFAR) FP clusters (Colless et al. 2001) , TF clusters (Willick 1999) , the SFI++ catalogue (Masters et al. 2006; Springob et al. 2007 Springob et al. , 2009 , group SFI++ catalogue (Springob et al. 2009 ), Early-type Nearby Galaxies (ENEAR) survey Bernardi et al. 2002; Wegner et al. 2003 ) and a surface brightness fluctuations (SBF) survey (Tonry et al. 2001) .
The CF3-galaxy catalogue ) contains 17669 galaxies, including all the CF2 galaxy distances together with 2257 distances derived from the correlation between galaxy rotation and luminosity with photometry at 3.6µm obtained with Spitzer Space Telescope and 8885 distances based on the Fundamental Plane sample derived from the Six Degree Field Galaxy Survey (6dFGS) (Springob et al. 2014b ). The CF3-group catalogue contains 11878 groups and galaxies. We select the galaxies for each mock survey by ensuring a best fit to the radial selection function of the real catalogue, parametrized as (see also Feldman et al. 1994) f (r) = A r r0
where A is the scaling factor, which depends on the number of galaxies and the bin size. The constants n1 and n2 are the powers that fit the volume-and magnitude-limited regions, respectively, and r0 is the distance at which the number of galaxies is maximum. At r < (>) r0, volume (magnitude)-limited effects dominate, respectively. The galaxies in the real surveys are binned by their estimated distance, and the selection function given in Eq. 1 is fit to the radial distribution by the least-squares method, as shown in Fig. 1 (the smooth dashed curve). The resulting fit is then used to select the correct number of galaxies from the Millennium Simulation at each distance. The relevant selection function parameters for each of the four catalogues we use are fairly similar. For each real survey catalogue, we generated 100 mock catalogues by placing the centres of the mocks randomly in the simulation box, which can be regarded as Copernican observers.
We studied in detail the construction of mock catalogues, both their distribution in the simulation boxes and the parameters used to produce them. A recent study choosing local group observers was introduced by Hellwing et al. (2017) , which provides a detailed study of cosmic variance by considering differences in velocity observables as measured by a Copernican observer and its local group (LG)-equivalents. As discussed in Sec. 4.1, the differences between the velocity correlation functions in our mock catalogs are cosmic variance dominated; the large variations between random observers thus overwhelm the difference between choosing random or LG-equivalent locations. The angular distribution of the CosmicFlows surveys is not considered in the mock catalogues, since its effect was found to be negligible on both velocity correlation statistics and cosmological parameter estimation.
The mean distance between the centres of mocks from Millennium Simulation is about 250 h −1 Mpc, which is not large enough for the mocks to be completely independent. However, we also tested mocks from the MultiDark Planck 2 (MDPL2 2 ) Simulation (box size equals 1000 h −1 Mpc, mean centre separation about 680 h −1 Mpc) and found no significant differences in the results. 
VELOCITY CORRELATIONS
Measuring the velocity correlation tensor Ψij(r) = vi(r1)vj(r2) directly is untenable in practice, since we can only measure the radial component of a galaxy velocity. Gorski et al. (1989) got around this problem by introducing two velocity correlation statistics that use only the radial peculiar velocity, u = v ·r,
ψ2(r) ≡ Σ pairs(r) u1u2 cos θ1 cos θ2 Σ pairs(r) cos θ12 cos θ1 cos θ2 .
where r = |r2 − r1| is the scalar separation between galaxies and the sums are performed over separation bins, the quantities u1 and u2 are the radial peculiar velocities of the first and second galaxy in a given pair, respectively. The angles θ1 and θ2 are the angles between the position vectors of galaxies, r i , and the vector separating them, e.g. cos θ1 =r1 ·r, wherer = r 2 −r 1 r . The angle θ12 is the angle between the position vectors of the two galaxies, so that cos θ12 =r1 ·r2. Thus, the numerator of ψ1 is the sum over the dot products of the radial peculiar velocities, while that of ψ2 is the sum over the products of the components of the radial velocities along the separation vector.
Theoretically, the velocity field should be a potential flow field (Bertschinger & Dekel 1989) , so that the radial peculiar velocity field should in principle carry all of the information contained in the full 3-D velocity field. Indeed, Gorski et al. (1989) showed that when making this assumption, the radial and transverse velocity correlation tensor Ψij = vivj can be recovered from the statistics ψ1 and ψ2. We begin by expressing the correlation between radial peculiar velocities in terms of the velocity correlation tensor,
Gorski (1988) showed that the full velocity correlation tensor can be written in terms of two independent functions Ψ (r) and Ψ ⊥ (r), the correlation of the components of the velocity along and perpendicular to the vector separating two galaxies respectively,
and r = r2 − r1. Plugging Eqs. (4) and (5) into Eqs. (2) and (3) results in
where functions A(r) and B(r) are given by
Σ pairs(r) cos θ12 cos θ1 cos θ2 .
Note that the functions A and B are independent of the velocities and only depend on the distribution of the galaxies in the sample. Inverting these relations, we can express the parallel and perpendicular components of the velocity correlation as simple linear combination of ψ1 and ψ2,
These relations allow us to estimate the physically meaningful 3-D velocity correlations from catalogues using only measurements of radial peculiar velocities. Eqs. (2), (3), (8), (9), (10) and (11) all involve sums over pairs of galaxies whose separation falls within a given bin. Thus it is important to determine the positions of galaxies as accurately as possible. Here, we will follow previous researchers (Gorski et al. 1989; Borgani et al. 2000) and use redshift to estimate galaxy distances and hence galaxy separations. Redshift provides more accurate distances than distance indicators for all but the closest galaxies in our catalogues and also removes the need for Malmquist bias corrections (e.g. Davis et al. 1996; Willick et al. 1997; Tully et al. 2016) .
VARIANCE ANALYSIS
To use velocity correlation statistics effectively, one needs to know how much they can be expected to vary between different locations and from sample to sample due to measurement errors. While it would be ideal to estimate variances theoretically, the sums over pairs form of the statistics make this extremely difficult. Here we will estimate the variances Figure 2 . The mean and cosmic variance of ψ 1 , ψ 2 , A(r), B(r), ψ and ψ ⊥ , of 100 mock catalogues with CF2-galaxy distribution. ψ 1 , ψ 2 , ψ and ψ ⊥ are in units of (100 km s −1 ) 2 . The centre solid line and error bars show the average and standard deviation of each function. The contours indicate the regions containing 68% and 95% of the results. The bins in this plot are 500 km s −1 wide. using mock surveys from the Millennium Simulation data. As mentioned before, we also used the MDPL2 simulation to verify that the results are robust. The two main components of the variance of the velocity correlation statistics are the cosmic variance, which can be estimated using mock surveys drawn from different locations in the simulation box, and measurement uncertainty, which can be estimated by making multiple realizations of a single survey with randomly generated errors.
Cosmic Variance
In section 2, we discussed generating one hundred simulation catalogues for each real survey. Since the simulation box is much larger than the survey volume, if we draw mock surveys centred on random galaxies in the box we can study how much our correlation statistics are affected by cosmic variance.
In Fig. 2 , we show the mean and variance of the velocity correlation function with 500 km s −1 bin width calculated from CF2-galaxy mock catalogues. In order to match our calculations with real catalogues, we have calculated the correlation function using the redshift instead of distance as discussed above. Using CF2-groups instead of CF2-galaxies makes very little difference in our results.
Comparing the six plots in Fig 2, we might be surprised that the velocity-independent functions A(r) and B(r) also show cosmic variance. This is due to the fact that even though the simulation catalogues have the same radial selection functions, each mock catalogue has a slightly different distribution of galaxies due to the particular locations of the galaxies in the region of the simulation box where the catalogue was drawn from.
Several things are notable in Fig. 2 . First, we see that the statistic ψ2 appears to be well behaved on CosmicFlow type surveys, ψ2 of CF3 shows similar result. This is in contrast to the Gorski et al. (1989) et al. (1989) ) , who neglected to use this statistic since it was deemed less stable when applied to the catalogues that were available at the time.
Further, we see that the cosmic variance in the velocity correlation function is large, of the order of the mean, and the distribution of cosmic variance is skewed, and thus nonGaussian. This can be seen most clearly from the 95% contours in Fig. 2 , which are not symmetric about the mean. We can understand the skewness by noticing that the correlation function is quadratic in the velocity, which is itself a Gaussian distributed variable. Thus we expect the cosmic variance of the correlation functions to have a bivariate Gaussian distribution, that is, a Wishart distribution (Wishart 1928) , which is a generalization of a χ 2 -distribution. Like the χ 2 distribution, this distribution has exponential tails which fall off much more slowly than Gaussian tails. We expect that the correlation functions also contain contributions from noise, which we would expect to be Gaussian distributed.
In general, then, the variance in the correlation function has a distribution that is a convolution of a Wishart and a Gaussian, as the example in Fig. 3 clearly shows. The skewness becomes more non-Gaussian in larger separation bins, due to the lower number of degrees of freedom, in that fewer modes are contributing to the correlation function. The nonGaussian distribution of the cosmic variance, in particular, the exponential tails of the distribution, limits the informa- tion we get using the velocity correlation function. Thus, both the size of the cosmic variance and its distribution pose challenges for using velocity correlation statistics to constrain cosmological models.
We compare the cosmic variance of mocks from the Millennium and the MDPL2 Simulations, with and without including an angular mask (i.e. reproducing the CF3 angular distribution). We find the mean measurement and the contours of the cosmic variance are all within the uncertainties and show little differences across the samples. The cosmic variance from those four kinds of mocks are combinations of Wishart and Gaussian distributions; however, their distribution parameters may be different, which leads to variations in the cosmological constraints. The cosmic variance distribution is somewhat sensitive to non-Gaussian skewness (e.g. bin width, correlation truncations, and mock selections), which leads to some differences in cosmological parameter constrains. This topic will be discussed further in section 6.
Measurement Error
The other main source of uncertainty in the correlation functions comes from the uncertainty of the peculiar velocity measurements. Because the peculiar velocity measurements from the simulation do not have uncertainty, we used a Monte Carlo method to simulate distance measurement errors, which are also manifested as uncertainties in radial peculiar velocities. We generate 100 error analysis catalogues of each mock with distance perturbed by a constant Gaussian variance, which is about 20% (e.g. Masters et al. 2006; Springob et al. 2007; Tully et al. 2013) ; however, this uncertainty is non-Gaussian, since it originates from the un- certainty of the distance modulus. Thus, we simulate the measurement error by generating a set of 100 versions of each mock catalogue with distance moduli perturbed with a constant Gaussian variance σ = 0.43, which roughly corresponds to ∼20% distance error. The perturbed distances are used to calculate new velocities using the unbiased method described in Watkins & Feldman (2015b) so that the errors in the velocities are Gaussian distributed. The uncertainties in the correlation function due to measurement errors are estimated by averaging the standard deviations of the correlations calculated from the perturbed data sets. In Fig. 4 , we show the results of perturbing a single CF2-galaxy catalogue in this way. From the figure it is evident that measurement errors affect our results much less than cosmic variance (see also Fig. 5 ).
Measurement Error and sample size
Once we have a large enough sample size to adequately probe a volume, we do not expect cosmic variance to change with sample size, since in this case it is due to the variations between volumes of a similar size. To decrease the cosmic variance we would need to increase the depth of our sample; larger volumes should vary less as we approach the scale of homogeneity for the Universe.
In contrast, we can reduce the effect of measurement errors by increasing our sample size, even if the volume being probed stays the same. To characterize the effect of sample size on measurement errors, we select new mock surveys with up to 20, 000 galaxies by changing A in Eq. (1) while leaving the other selection function parameters unchanged. We then perturb them using the same method described in section 4.2. In Fig. 5 we show how the cosmic variance and Figure 6 . Velocity correlation functions of CF3-galaxy survey with H = 75km s −1 Mpc −1 . ψ 1 , ψ 2 , ψ and ψ ⊥ are in units of (100 km s −1 ) 2 . The solid line shows the real survey result, the error bar indicates its uncertainty, combining the effects of cosmic variance and measurement error. The dashed line indicates the average of 100 mock catalogues. measurement errors of the correlation statistic ψ1 changes with sample size. Increasing the sample size reduces the statistical errors significantly, while, as expected, the cosmic variance doesn't show significant difference. Fig. 5 shows the relationship between sample size and statistical error. Using this relation, we can calculate the statistical error of CF3 surveys, which have many more data points than the CF2 surveys. Fig. 6 shows the correlation function of CF3-galaxy survey with Hubble constant H0 = 75 km s −1 Mpc −1 ; this is the value given by Tully et al. (2016) as the best fit to the data. We see that the correlation function of CF3 is larger than the mean value of correlations of mock catalogues. Hellwing et al. (2017) show that cosmic variance of local group (LG) observer mocks with a Virgo like cluster is larger than the Copernican observer mocks without Virgo, which explains the smaller mean correlation value from mocks in Fig. 6 . The 75 km s −1 Mpc −1 value for the Hubble constant is in significant tension with the larger-scale Planck Collaboration (2014) result of 67.74 ± 0.46 km s −1 Mpc −1 obtained from the cosmic background radiation. One possible source of this discrepency is an error in the calibration of the distance indicators used in the CF3 measurement. Given that distance indicators are calibrated in sequence working outwards, this would most likely be an error near the base of the distance ladder; for example, with the calibration of cepheid distances (see e.g. Riess et al. 2016 , for a discussion of this tension). However, a second possibility is that our local volume has a significant outflow which is artificially inflating the value of H0. Tully et al. (2016) discuss this possibility qualitatively by assessing the size and radial profile of the outflow required to obtain different underlying values of H0. Given that radial flows also impact the correlation function, we can preform a similar analysis here by varying the Hubble constant used in estimating velocities from distances in the CF3 survey.
CORRELATION RESULTS
In Fig. 7 we show the correlation functions assuming H0 values from 70-75 km s −1 Mpc −1 in the top panel and 75-80 km s −1 Mpc −1 in the bottom panel. As can be seen, even small deviations from the value of 75 km s −1 Mpc −1 can lead to unrealistically large correlations on a wide range of scales. Particularly troubling is the increase in ψ1 (or equivalently ψ ⊥ ) with increasing scale. This analysis confirms the conclusion of Tully et al. (2016) that it is unlikely that outflows can be the source of the discrepancy in the value of the Hubble constant between the Planck result and more local probes.
LINEAR THEORY
In this section, we explore the use of the correlation function to constrain cosmological models. This was previously attempted by Borgani et al. (2000) ; however, they incorrectly assumed that the cosmic variance in the correlation function ψ1 was Gaussian distributed. We examine the implications that the cosmic variance in ψ1 is, to a good approximation, Wishart distributed, as discussed in section 4.1. Figure 8 . ψ 1 values of CF3-galaxy catalogue, mock catalogues and linear theory predictions, in units of (100 km s −1 ) 2 . The blue dots show the mean of 100 mock catalogues using distance separation, the black dash dotted line shows the mean of the mock catalogues using redshift separation, the red solid line indicates the linear theory prediction, and the green dashed line shows the CF3-galaxy correlation value using redshift separation. The blue error bars represent the cosmic variance.
Linear theory describes the relation between the radial and transverse correlation functions and the power spectrum of density fluctuation P (k) (Borgani et al. 2000) . The radial and transverse velocity correlations can be written in terms of the power spectrum as follows:
where ji(kr) is the i th -order spherical Bessel function, P (k) is the power spectrum, and on large scales β = f (Ωm)σ8 (Guzzo et al. 2008; Turnbull et al. 2012) , f (Ωm) = Ω 0.55 m (Linder 2005 ) and σ8, is the amplitude of density fluctuations on a scale of 8h −1 Mpc. For P (k) we use the parametrization of Eisenstein & Hu (1998) that expresses P (k) in terms of the matter density Ωm, the baryon density Ω b , and the Hubble parameter h. We normalize the power spectrum using the value of σ8. We checked that P (k) obtained from this parametrization is in good agreement with those produced by more sophisticated methods, such as Heitmann et al. (2010 Heitmann et al. ( , 2014 ; Agarwal et al. ( , 2014 .
Linear theory reproduces the average correlation functions from the mock catalogues quite well if true distances are used to specify positions rather than redshift. In Fig 8, we show ψ1 obtained from linear theory using the simulation cosmological parameters from Table 1 together with the mean ψ1 from the mock catalogues. We used the average A and B functions from the mock catalogues to go from the linear theory ψ and ψ ⊥ to ψ1 via Eq. 6. We see that linear theory prediction matches the averages of the mock catalogues well when using distance seperation. However, when Figure 9 . χ 2 plots of four weighting schemes of mock catalogue correlations in redshift and linear theory predictions truncated at 4000 km s −1 with 500 km s −1 binwidth. The minimum χ 2 value has been subtracted from each cell. The dot indicates the best χ 2 fitting, and the contours show 68% and 95% and 99.9% likelihood of χ 2 values. The cross indicates the value of the Millennium simulation (Table 1) .
redshift is used to specify distance, we see the effects of redshift distortion, although even in this case the effects are smaller than the cosmic variance. Redshift distortions also affect the estimation of cosmological parameters and we discuss their inclusion below.
The velocity correlation functions measured using the CF3 catalogues are within the cosmic variance of those using mock catalogues from the simulations, which in turn use initial conditions close to those parameters measured by seven-year Wilkinson Microwave Anisotropy Probe (WMAP Larson et al. 2011 , see also Table 1 ). Thus, the CF3 correlation function appears to agree with the cosmological standard model. We can make this assessment more quantitative by developing a χ 2 statistic for the difference between the measured correlation function and the prediction from linear theory. This analysis results in constraints on Ωm and σ8, which are the main factors that determine the shape and amplitude of the power spectrum, respectively. In addition, χ 2 analysis is complicated by the fact that the values of ψ1 in different bins are strongly correlated, since the large-scale velocity modes lead to correlations that contribute similarly to all separations. In order to account for this correlation, we use the weighted χ 2 fitting method first introduced by Kaiser (1989) :
where w is the weighting function, ψ M 1 is the measured value from the catalogue (CF2 or CF3), and ψ L 1 is the linear prediction.
The χ 2 fitting is strongly affected by the errors of velocity correlation functions: the cosmic variance, the redshift distortion, and the measurement error, which is small enough to be neglegible. In order to explore the effects of the complicated error distributions, we choose four different weighting schemes and test them with mock catalogues: i) Linear prediction weight w(r) = 1/ψ L 1 (r); ii) Cosmic variance based weight using covariance matrix (Borgani et al. 2000) ; iii) redshift distortion based weight using the redshift distortion matrix, which can be regarded as an error correlated matrix; iv) Combination of error and redshift distortion based weight using the sum of the covariance matrix and redshift distortion matrix, which leads to a full covariance matrix (Blobel 2003; D'Agostini 1995) .
Eq. 15 -18 below show the four weighting schemes, where C is the covariance matrix; λ is the redshift distortion matrix; N mock is the number of mock catalogues; ψ 1,l ) is the correlation value of the i th bin of the l th mock catalogue using redshift (distance) separation.
In Fig. 9 , we show the χ 2 estimates of the mock catalogue correlations and the estimates for the parameters Ωm (x-axis) and σ8 (y-axis) for each of the weighting schemes. (The 68% and 95% contours are defined by the same method used in Borgani et al. (2000) .) i) Linear prediction weighted scheme (Eq. 15) gives a reasonable though not very tight constraint, especially for Ωm, it is somewhat sensitive to the truncation of the correlation functions. Note that this method treats the bins as inde- Figure 10 . Same as Fig. 9 , but using CF3-galaxy correlations. The triangle is the WMAP result (Bennett et al. 2013 ) and the square is the Planck result (Planck Collaboration 2014).
pendent from each other, and thus does not incorporate the strong correlations among different bins. ii) Covariance matrix weighted scheme (Eq. 16) does not provide strong constraints. That is because the covariance matrix is dominated by cosmic variance which is decreasing for increasing separation, and thus larger separations are given more weight in the χ 2 fitting scheme. Furthermore, the non-Gaussian skewness also becomes more pronounced in large separation bins (see Sec. 4.1) and thus biases the results. In addition, the Wishart error distribution is sensitive to different mock selections. Comparing the Millennium and MDLP2 mocks with and without the angular mask, we found that the simulation mocks affect the covariance matrix estimates since the covariance matrix weighted scheme is sensitively dependent on the Wishart distribution parameters for the determination of cosmic variance (see Sec. 4.1). However, differences caused by the different simulation mocks do not show any trend of improving the constraints, instead, they are somewhat random. Non-Gaussian skewness is the dominant source of bias for the covariance matrix weighted scheme. iii) Redshift distortion weighted scheme (Eq. 17) provides a good estimate of the parameters while using mock catalogues only and the contours are more compacted than other schemes. iv) We combine the effects of cosmic variance and redshift distortion. The constraining result of combined weighting scheme is not as tight as methods i and iii, but it does agree with the simulation parameters within 1σ. Fig. 10 shows the constraints using the CF3-galaxy. The redshift distortion scheme by itself shows very tight contours, but disagrees with the Planck and WMAP results at a high confidence limit, which leads us to conclude that the simulation redshift distortions do not mimic the distortions in the CF3 catalogue well. In addition, the schemes become more sensitive to truncations when using real survey. Figs. 11 and 12 show the Ωm and σ8 results of the four Figure 11 . The effect truncation has on the estimation of Ωm. The green cross markers show the constrains using the linear prediction weighted scheme (i), the red circle markers show the results using covariance matrix weighted scheme (ii), the blue triangle markers indicate the results using redshift distortion weighted scheme(iii) and black square markers indicate the results using the combo weighting scheme (iv). The horizontal black lines are the Ωm value and 1σ determined by Planck. weighting schemes with different truncations. The redshift distortion weighted scheme (iii) is more strongly dependent on the truncation choice but mostly agrees within 2 standard deviations, whereas the others agree within 1 standard deviation.
Considering the performances of those four weighting schemes for the simulation and observation data, we choose the scheme iv that combines the cosmic variance and redshift distortion effects in this paper to be most reliable. In Fig. 13 , we show the χ 2 of CF3-galaxy correlations using the redshift distortions and cosmic variance combination scheme (Eq. 18). We get Ωm = 0.315 023 Bennett et al. 2013) , whereas the value of Figure 13 . χ 2 plot for the CF3-galaxy survey with combo weighting scheme for binwidth equals 500 km s −1 and truncation at 4000 km s −1 . The minimum χ 2 value has been subtracted from each cell. The contours indicate 68% and 95% likelihood of χ 2 values. The square marker indicates the best value from Planck (Planck Collaboration 2014), whereas the triangle marker is the value of WMAP9 (Bennett et al. 2013 ).
σ8 we get from the correlation analysis with CF3 is slightly larger but still within 1σ.
Part of the discrepancy in σ8 could be due to the fact that in the present analysis σ8 is obtained from local data. As was clearly shown in Juszkiewicz et al. (2010) , estimators that probe the value of σ8 on small cosmological scales do not take into account the nonlinear evolution of the parameter at late times. Using the parametrization from Juszkiewicz et al. (2010) , we should compare our σ8 results to 0.888 (Planck) and 0.879 (WMAP9) which agree to within ∼ 1σ.
CONCLUSION
In principle, the velocity Correlation Function is a powerful statistical tool in exploring the Peculiar Velocity Field and through that, the mass distribution on cosmological scales. We have shown that on average the correlation function calculated from simulated catalogues recovers the expected signal from linear theory, thus demonstrating that it is an unbiased statistic. Since the statistical error in the correlation function is significantly smaller than the cosmic variance, the velocity correlation function does a reasonable job dealing with the large uncertainty inherent in the determination of peculiar velocities of galaxies and groups. However, the non-Gaussian nature of the cosmic variance and redshift distortion put limits on how well we can use this statistic to constrain cosmological parameters.
We have calculated the velocity correlation functions for the CosmicFlows-2 and CosmicFlows-3 catalogues and shown that they are consistent with expectations from the standard cosmological model. In addition, we have used our results together with linear theory to constrain the cosmological parameter Ωm and σ8. In constraining the cosmological parameters, we have assumed Gaussian distributed errors, while the simulations have clearly shown that the error distribution of the cosmic variance has distinct nonGaussian tails. Furthermore, since the cosmic variance is smaller at larger separations, the covariance matrix gives more weight at larger separations, where skewness is most pronounced and thus, may introduce systematic biased parameter estimations. In addition, redshift distortions give rise to the mismatch between CosmicFlows correlations and linear predictions and thus may contribute further bias to parameter constrains. To mitigate this effect we have used a weighting scheme that combines the effects of cosmic variance and redshift distortion, which appears to be both more stable and less biased. Future studies that account for the non-Gaussian distribution of cosmic variance may result in more robust constraints, particularly with regard to uncertainties in parameter estimation.
The systematically larger velocity correlations observed in this study, especially in closer bins, using both the CosmicFlows-2 and and CosmicFlows-3 compilations is consistent with the observed bulk flows from these and other catalogues that is on the larger end of the expected range given the predictions from the ΛCDM model with CMB derived parameters. However, this excess may also arise from local inhomogeneities in our local volume.
