We accomplished factor analyses on power fluctuations of speech signals, filtered through a critical-band filter bank, in Chinese (Cantonese and Mandarin), English (American and British), French, German, Japanese, and Spanish uttered by 10-20 native speakers. Speech information can be well conveyed through power fluctuations in four frequency bands common to all these languages and dialects. The effects of eliminating one of the frequency bands on Japanese syllable identification were observed, to specify the roles of each frequency band in speech perception, by using noise-vocoded speech stimuli. The elimination of one of the two lower bands caused most severe deterioration in identification. Specifically, the elimination of the lowest band tended to increase frequency of response misidentifying voiced consonants as voiceless consonants. Thus, even in stimuli without periodicity, power fluctuations in the lowest frequency band affects voiced vs. voiceless distinction of speech.
A block diagram of the analyses. Each filter output was squared and smoothed to get a power fluctuation. Factor analyses were based on correlation coefficients between the power fluctuations. Principal component analyses were applied to the correlation coefficient matrices, and then varimax rotation was applied to the first 1-6 components.
Method Speech Material
Speech materials in Chinese (Cantonese and Mandarin), English (American and British), French, German, Japanese, and Spanish were extracted from a speech database (NTT-AT, "Multilingual Speech Database, 2002," 16-kHz sampling and 16-bit quantization). The number of speakers amounted to 90 (45 females and 45 males). Only the sentences that were read by all the speakers in common within each language or dialect were extracted. The materials were edited to eliminate blanks and noises. The editing yielded 1158 sentences in total with a total duration of utterances of about 26300 s. Figure 1 shows the block diagram of the analyses. Two banks of 20 critical-band filters, A and B, were constructed. Cutoff frequencies of each filter in the bank A were basically determined according to Zwicker and Terhardt (1980) . Cutoff frequencies in the bank B were halfway shifted from those of the bank A. Each filter was constructed as concatenate convolutions of an upward frequency glide and its temporal reversal. Transition region widths were 100 Hz, with out-of-band attenuations of 50-60 dB. The slopes of the filters were mostly steeper than those used in our previous works. Each filter output was squared, smoothed with a Gaussian window of σ = 5 (ms), and sampled at every 1 ms. Factor analyses were based on a correlation matrix of each set of data. We chose a correlation-based (normalized) analysis, rather than a covariancebased one, to prevent the influence of scaling. Principal component analyses were run, and then the first one to six principal components were rotated with varimax rotation to yield factor analyses (Dunteman, 1989) .
Signal Processing and Analyses

Results
The factor loadings of the varimax-rotated factors 1 through 6, whose original principal components exhibited larger eigenvalues than 1, were observed. Cumulative contributions obtained from the data of all the languages and dialects were 34 and 35% for the first three components, whereas they were 52 and 52% for the first six components (filter banks A and B, respectively). These results, together with the results separated by the gender of the speakers, led to the following observations. Shifting the center frequencies of the critical-band filters gave negligible effects on the results when the first three components were rotated, whereas the shifting yielded inconsistent results mainly under 630 Hz when more than three components were rotated, especially for female speakers. The results separated by the languages and dialects also supported the above observations. Figure 2 shows the three-factor results. They are very similar to each other.
Discussion
We are inclined to think those three factors reflect basic characteristics of speech sounds, because the same factors appeared consistently over the filter settings, genders of the speakers, and the languages or dialects. Moreover, the whole frequency range of speech sounds could be divided into four frequency bands, based on the crossover frequencies of the curves. The boundaries are in general very similar among the languages and dialects (Table 1) , and are well matched to the ones obtained in our previous studies (Ueda & Nakajima, 2007 , 2008a , 2008b Ueda et al., 2009 ). It should be worth noting that the second boundary frequencies (ranged 1600-1850 Hz for each language or dialect, 1720 Hz for total) are very close to the crossover frequency (typically in the range of 1550-1900 Hz) determined by articulation index studies (Studebaker, Pavlovic, & Sherbecoe, 1987; French & Steinberg, 1947; Hirsh, Reynolds, & Joseph, 1954; Miller & Nicely, 1955) employing highpass and lowpass filtering, and to the center frequency (1685 Hz) of the channel that was found to be important for both vowel and consonant perception by a study employing a spectral hole in a synthesized speech stimuli (Kasturi, Loizou, Dorman, & Spahr, 2002) . It is also interesting that speech sentences can be recognized through only power fluctuations of four frequency-bands without any fine structure of speech waveforms, i.e., through noise-vocoded speech (Shannon, Zeng, Kamath, Wygonski, & Ekelid, 1995; Dorman, Loizou, & Rainey, 1997; Smith, Delgutte, & Oxenham, 2002; Riquimaroux, 2006) It had been confirmed that the frequency boundaries we found was suitable for noise-vocoding, at least for Japanese (Ueda et al., 2009 ).
Perceptual Effects of Frequency-Band Elimination
To explore further the characteristics of the four frequency-bands, one of the frequencybands was eliminated in noise-vocoding of Japanese mono-syllables, and how such noisevocoded stimuli were confused to the other syllables was investigated. Experimental conditions are shown in Table 2 . Noise-vocoded speech stimuli (16-kHz sampling and 16-bit quantization) were prepared for conditions 2-7. Eight normal-hearing Japanese listeners participated. The stimuli were diotically presented to the listeners through headphones (STAX SR-303). The same stimulus was presented three times in succession with an inter-stimulus-interval of about 2 s in each trial. The listeners were instructed to represent what they heard by selecting an appropriate button on a screen or by writing down on an answer sheet. The identification was repeated for three times per stimulus in random order.
Results and Discussion
The results in terms of percentages correct are shown in Table 2 . Confusion matrices revealed that extremely low accuracies caused by the elimination of the lowest or the second-lowest band (conditions 4 and 5) were due to confusion in identification of vowels. The elimination of the lowest band also caused misidentification in a way that 60.7% of voiced consonants were identified as other voiceless consonants, whereas the elimination of the other bands just caused 3.0-6.8% of such confusion. It is suggested that the onset-time difference between the lowest and the highest bands may work as a cue like voice-onset-time to judge voiced-voiceless distinction in consonants.
General Discussion
The frequency boundaries obtained from factor analyses of power fluctuations in speech sounds seem to be related with phonological judgments by the listeners, because patterns of misidentification were distinctly different depending on the band of elimination, even when the accuracy of syllable identification was comparable.
