Introduction
Introduction
High Resolution Melting (HRM) is used in combination with PCR as a method for differentiating genotypes based on the disassociation of DNA binding dyes [1] . Without additional intervention or modification of the chemistry, after PCR, the temperature is raised slowly while fluorescence measurements are made. During this process, double strand DNA separates and the dye is released, decreasing fluorescence. A plot of relative fluorescence versus temperature constitutes a melt curve [2] [3] [4] . This phenomenon is used to identify of Single Nucleotide Polymorphisms (SNPs) whereby melt curves can be distinguished from each other when using instrumentation capable of high resolution temperature and fluorescence measurement. Melt curves of different genotypes can be distinguished based on differences in their shapes and/or relative melting temperature shift due to different bond strengths between different base pairs between complementary strands and stacking between adjacent bases that are dependent on salt concentrations [5] . However, melt curves of the same genotype do not overlay perfectly due to temperature variability from run to run or across a well plate [6] [7] [8] , slight differences in instrumentation or chemistry components. As long as the melt curve variability between genotypes is greater than the variability within genotypes, the classification of different genotypes is possible. In order to enhance the separation of different melt curves, curves are typically either subtracted from a positive control to obtain difference plot or various transformations of the data, such as the negative derivative of fluorescence versus temperature, are computed [3] .
Currently, software exists that performs genotyping and clustering, but not without user interaction [9] [10] [11] . This interaction includes instances whereby a user selects different temperature windows before and after the rapid rate of change in fluorescence in order to determine and remove background fluorescence. Determination of the background signal can vary depending on the window locations selected by the operator, which may consequently alter the genotype classification. Systematic and fully automated genotyping analysis software would be advantageous; particularly under high throughput conditions where analytical results must be consistent no matter which operator uses the software.
Here we describe an automated method whereby the probability that a DNA sample belongs to each possible known genotype is computed. Furthermore, if so desired, users can visualize genotype clusters in two dimensions whereby each melt curve is plotted as a point and the positioning of each point or sample has a physical meaning. Although a method for determining the likelihood of each possible genotype derived from cluster plots has been reported [12] , the methods and assumptions made in implementing its approach are different from ours and the location of each plotted point lacks physical meaning with respect to a fixed coordinate system.
Materials and Methods
Clinical samples and data sets HRM curves from 4 different assays were analyzed. 3 assays were small amplicon Warfarin sensitivity assays: VKORC1 c.1639G>A, CYP2C9 Ã 2 c.430C>T, CYP2C9 Ã 3 c.1075A>C, and one assay was a snapback primer coagulation factor assay: MTHFR c.665C>T, associated with thrombophilia. The Primer sequences, amplicon size, and SNP are listed in Table 1 .
All clinical samples were provided by Associated Regional and University Pathologists (ARUP) Laboratories and protocols were approved by the University of Utah Institutional Review Board, IRB #00007740 entitled, "Blood, Urine, Stool, or Saliva Samples for Validation of Assay Methods Used in Clinical Testing". The purpose of this IRB is to allow validation of assays using ARUP samples that have been anonymized and de-identified. ARUP is wholly owned by the University of Utah. A medical director of ARUP and professor at the University of Utah arranged for the samples under a grant from Canon to the University of Utah. The IRB waived the consent requirement because DNA samples were anonymized and de-identified at ARUP before receipt as a requirement of the IRB. These samples were likely whole genome amplified at the University of Utah before they were sent to Canon.
Samples were selected to cover all possible genotypes and were not representative of the allele frequency in the general population. 50 ng of DNA was used for testing which yielded an enriched concentration of 10ng/μL determined by UV spectrometry (Nanodrop1000). All PCR and melting assays were conducted using a Roche LightCycler480 in a 96 well plate format.
PCR Protocols
Warfarin assays were amplified in 20 μL reaction volume in Canon buffer (50 mM Tris pH 8.0, 50 mM KCl, 0.01 mM EDTA, 1 M Betaine, 0.04% Tween 20, and 2% DMSO), 2 mM MgCl 2 , 1U Takara Ex TaqTM DNA Polymerase, Hot-Start Version (TaKaRa Bio USA); 1x LCGreen Plus (BioFire Diagnostics), 0.5 μM forward and reverse primers, 0.2 mM dNTPs, and 2.5 ng/μL human genomic DNA The amplification protocol included an initial denaturation at 95°C for 1 min, followed by 40 cycles at 95, 62, and 72°C for 5 s at each step; cooled to 37°C for 10 s, heated to 95°C for 10 s, prior to running a melt from 55-95°C with 20 data samples acquired per degree at a ramp rate of 0.03°C/s. Snapback PCR products were generated for MTHFR c.665C>T. Asymmetric PCR was performed in triplicate with 0.1 μM of the forward primer, 0.5 μM of the Snapback reverse primer, 0.2 mM each dNTP, 1x LC Green Plus, 0.1 U/μL of Takara Ex Taq DNA Polymerase, Hot-Start Version (TaKaRa Bio USA), and 3 mM MgCl2 in Canon buffer described above in a 10 μL reaction volume. PCR cycling consisted of an initial denaturation at 95°C for 2 min, followed by 60 cycles of 95°C for 10 s, 58°C for 10 s, and 76°C for 15 s. To facilitate the snapback molecule formation, PCR products were subsequently denatured by heating to 95°C for 10 s and cooled to 45°C for 1 s prior to running a melt from 45°C-95°C with 10 data samples acquired per degree at a ramp rate of 0.06°C/s.
For each assay, a training set of known genotypes was obtained for supervised machine learning. The training set for each assay consisted of one plate of 32 DNA samples run in triplicate for a total of 96 samples. Then genotype classification of DNA samples from a subsequent blinded data set (cross-validation) was performed on 40 DNA samples for each of the Warfarin assays and 49 DNA samples for the MTHFR c.665C>T locus run in triplicate for a total of 120 melt curves and 147 melt curves respectively. The true genotype of each sample was determined by Sanger sequencing. The accuracy of the cross-validation determines the true unbiased performance of the software in conjunction with the system as a whole.
Automated genotyping procedure
The automated genotyping procedure follows a series of steps as shown in Fig 1. The training procedure using melt curves of known genotypes is shown in the flowchart of S1 Fig 
Computation of the derivative of fluorescence
First, raw fluorescence data ( Fig 1A) were resampled by interpolation to have fluorescence readings at equally spaced temperature intervals. A Savitsky-Golay FIR filter [13, 14] with fixed coefficients was subsequently convoluted with the florescence values to obtain the negated derivative of fluorescence with respect to temperature ( Fig 1B) . A 1°C window size and second polynomial order used to generate filter coefficients. Only data within a certain temperature range is used in subsequent analysis. The range is automatically determined by the software in order to maximize the separation of different genotype clusters, more specifically to minimize the misclassification rate, and is described in the S1 Text. The temperature range of the VKORC1 example shown in Fig 1 is from 75 to 83°C.
Temperature shifting and data normalization
Data was collected from multiple well plates, where each well plate had two or three positive controls. Positive controls from each well plate were averaged and the average positive control from the first training set plate was used as reference. Subsequent plates contained the same positive controls usually in the same wells. The derivative curve of the positive control was This was to control for shifts in measured temperature that may occur between well plate runs. In these experiments, wild-type DNA was used as positive controls. Once the optimal shift was determined, all melt curves from the same well plate were shifted by this amount. Afterwards, each melt curve derivative is normalized to have zero mean and unit standard deviation as shown in Fig 1D. The importance of the use of positive controls for temperature shifting is shown in Fig 2. Obtaining Averaged Normalized Curve for each Known Genotype (Training set only)
A DNA training set was required for each assay where all curves of the same genotype were averaged to get an Averaged Normalized Curve of Known Genotype (ANCKG) as shown by the black lines in Fig 1D .
Computation of correlation parameters and spherical coordinates
Each individual melt curve derivative was correlated against each ANCKG. Thus when there are three possible genotypes, each melt curve is represented by a point in 3D space as shown in 
If there are N c number of known classes or genotypes, the dimensions of the vector r are N c x1. For all assays tested here, N c = 3. N c can be greater than 3 in multiplex cases where searching for SNPs in more than one base pair.
For a given genotype, the distribution of correlation coefficients of a set of dynamic curves with their averaged normalized curve is not normally distributed (see S3 Fig) . Probability calculations of parameters that are normally distributed are easily calculated, as equations that describe their distributions are known. For this reason the correlation vector of parameters for each dynamic curve was transformed into spherical coordinates consisting of a length parameter, l and (N c -1) angle parameters as follows:
where k goes from 1 to (N c -1). This yields the transformed vector, v: 
Following this transformation, all the parameters in v become normally distributed.
Computation of mean and covariance matrices for each genotype (Training set only) Transformed vectors of the same class or genotype from a training set were grouped together into a parameter matrix:
where N i is the number of melt curves in the training set for the i th class or genotype. N c parameter matrices were be generated from the training set, one for each genotype. 
Genotype Classification for a DNA sample of unknown genotype
Once the mean and covariance matrices were obtained for each known genotype from a training set, a melt curve obtained from a DNA sample of unknown genotype was classified. As with the training set melt curve of known genotypes, each melt curve of unknown genotype in the validation set was transformed to a vector of spherical coordinates, v.
For the unknown DNA sample, the class-conditional density for each possible genotype was used to calculate the likelihood of v with respect to each possible genotype, g i in Eq 6. The likelihood is a function of v and the mean and covariance matrices obtained from the training set according to the multivariate Gaussian distribution equation:
|C i | is the determinant of the matrix C i . d is the number of dimensions which is equal to the number of classes, N c , or 3 in our case. The posterior probabilities (probability that the DNA is each of the possible genotypes) were calculated using Bayes' Theorem. The class priors or frequencies of each genotype in the population in conjunction with the class-conditional densities were used to obtain the posterior probabilities:
where p(g i | v) is the posterior probability for the i th genotype. The sum of all posterior probabilities adds up to 1. P(g i ) is the class prior or the frequency of the i th genotype in the population. In this work, we assumed the frequency of each genotype in the population to be 1/3 each since all DNA genotypes were represented and their frequencies were not representative of the population. The DNA sample is classified as the genotype with the largest posterior probability. If the genotype with the largest posterior probability is less than some acceptable threshold (i.e 99.5%) then a no call is given. Furthermore, if the vector v is not in contained within a certain ellipsoid containing the majority of points (ie. 99.99%) of the genotype with the largest posterior probability, a no call will result. This is calculated using the cumulative distribution of the multivariate normal distribution using the mean and covariance matrices obtained from the training set. Fig 3 demonstrates the optimal temperature range for correlation analysis in the automated genotyping procedure for the MTHFR c.665C>T assay. In this case the temperature range from 54 to 87°C was optimal in minimizing the estimated misclassification rate. The visualization of melt curves as clusters of 2D points is also described in the Text along with the ellipses that describe genotype distribution of the training set. A flowchart demonstrating the procedure by which the ellipses are generated from the training set is shown in S4 
Results
The cross-validation genotype call of the blinded DNA samples yielded the results shown in Table 2 . For the VKORC1 and the CYP2C9 Ã 3 assays, all 120 blinded DNA melt curves were genotyped correctly. There is good separation among genotypes in the VKORC1 and CYP2C9 Ã 3 assays as shown in Fig 2C & 2D and S6 Fig, respectively . For the CYP2C9 Ã 2 assay, 3 of the 120 DNA melt curves were given a no-call since their largest posterior probability values did not exceed 99.5%. Two of the three no call genotypes were actually homozygous mutants (that originated from the same patient sample placed in neighboring wells) and one was actually wild-type. The reason for the no call can be visualized in Fig  4. The identification of heterozygous DNA melt curves are clearly separate from the other two genotypes. However, because of some overlap between wild-type and homozygous mutant genotypes and the large variability of melt curves within each genotype, no calls are made by the software when melt curves fall between the two. For the MTHFR c.665C>T locus, all 147 melt curves were genotyped correctly. : For the CYP2C9*2 target assay, 1 wild-type sample and 2 homozygote samples were given no-calls due to maximum posterior probability values being less than 99.5% [4, 15] , yet the classification of genotypes on currently marketed PCR and HRM instruments still requires a level of interaction by a trained user. The genotype call may vary depending on certain settings or parameters chosen by the user. With our software, the genotyping is fully automated, not requiring any user interaction with the data. In a high throughput lab or a point of care environment, user interpretation of melt curves should not be required. In serial PCR and melt instruments, particularly ones with reflexive testing where the result of one assay dictates the next assay to run, users need to be kept out of the loop.
Historically, differences in the melting temperature, T M approximated by location of derivative peaks have been used to separate wild-type and homozygous mutants, and the presence of a second peak causing a shape change is used to identify heterozygous mutants [4, 15] . There is more to a melt curve signature than a single T M value that may enable us to differentiate homozygotes [2, 9] . Melt data can be fit to thermodynamic models through nonlinear least squares where the sum squared error (SSE) between the model and data is minimized. Here enthalpy, florescence amplitude, a decay constant and a fluorescence offset in addition to T M are identifiable parameters that can fully describe the dynamic region of a melt curve [16, 17] . However, model equations and number of parameters vary depending on the genotype, or number of features. Furthermore, resulting fit parameters may not be ones that yield the lowest SSE, and the process can be slow due to its iterative nature. We made no model assumption in the method described here.
We decided to use the correlation coefficient of the derivative of a large segment of melt curve with respect to average melt curves of each possible known genotype as a quantifier. The software also statistically determines the probability that an unknown DNA sample belongs to each of the possible known genotypes. In the methods described to calculate posterior probabilities for genotyping or to estimate the misclassification rate by Monte Carlo simulation, the number of parameters is equal to the number of classes or genotypes which is 3 in the each of the four assays here. The same computation methods apply in multiplexing cases where the number of classes of melt curves can exceed 3. HRM curves of all unknown DNA genotypes are treated the same regardless of shape, number of peaks or features in the derivative of the melt curve.
As others have done, we have also shown temperature shifting necessary to account and correct for inter-plate temperature gradients as shown in Fig 2. This form of temperature shifting preserves the change in melting temperature between different genotypes, but controls for temperature measurement variability from run to run. Lower variance in parameters for samples within a genotype may be obtained by performing temperature shifts to control for temperature measurement bias and variability across the well plate (intra-plate). T M bias as a function of well plate location has been demonstrated in the past as the temperature in all wells are measured by a single temperature sensor [6, 18, 19] . A unique temperature shift can be calculated per DNA sample by populating multiple positive controls around each sample in checkerboard fashion. Alternatively, internal temperature controls can be used in each assay where complimentary oligonucleotides create an additional peak at a precise known temperature far from the melt region for each DNA sample [20, 21] . In the latter case, the temperature region used for temperature shifting is different than the melt region used for genotyping.
Vertical normalization helps bring melt curves of the same genotype close together while separating those from different ones. In the past, normalization techniques were used to remove the monotonic decaying background fluorescence not associated with the dissociation of DNA strands from the melt. After this process, fluorescence values start at 100% and end at 0% and the derivatives of fluorescence start and end at 0 before and after the melt. Although separating these two components of fluorescence is useful when using simulated mathematical thermodynamic models to predict experimental ones based on assay design and experimental conditions [22, 23] , we found simple scaling (with slope and intercept) to have zero mean and unit standard deviation within a defined temperature range sufficient for the purpose of automated genotyping. Training data and validation data (blinded) have to be obtained from the same type of instrument run under the same conditions. Scaling a signal does not alter its correlation with another signal; however it does ensure that each curve in the training set is weighed appropriately when calculating the ANCKG curves. To fully automate the genotyping procedure, rather than have the user select the temperature range for genotyping, we developed a Monte Carlo simulation procedure to automatically determine the range whereby the estimated misclassification rate is minimized (see S1 Text). This quantifier is also useful in providing feedback to engineers and scientists developing new instruments and assays for genotyping. Due to the overlap between CYP2C9 Ã 2 wild-type and homozygous mutant genotypes demonstrated in Fig 4, and the three no-calls in Table 2 the CYP2C9 Ã 2 assay formulation has since been modified to increase the separation of homozygous mutant and wild-type genotypes through the introduction of unlabeled probes. Supervised classification of HRM curves have been done before by a few researchers using some form of Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) [12] , or Supervised Vector Machine (SVM) learning [24] , however the parameters derived from melt curves and methods are different from what we describe.
LDA requires the assumption that the distributions of clusters for all genotypes have the same covariance matrix in determining the posterior probabilities. In our methods, no such assumption is required as it is not only conceivable, but likely that the covariance matrices of different genotypes are quite different demonstrated by the different sizes and orientations of ellipsoids and ellipses. With SVM, the distribution of parameters can be arbitrary (not defined by an equation), however this makes the computation of likelihoods and probabilities associated with each genotype call difficult. Also, SVM is only directly applicable for classification between exactly two genotypes, so multiple paired comparisons are required.
Any automated genotyping procedure requires that each dynamic melt curve be transformed into a vector consisting of a finite number of parameters prior to employing the myriad of classification techniques. The novelty in our procedure is in how we transform a dynamic melt curve (fluorescence versus temperature profile) into a limited parameter set whereby each of the parameters are normally distributed. For each melt curve, correlation values with respect to each ANCKG are transformed to a spherical parameters, each of which are normally distributed shown by S1 Fig. This allows us to use the multivariate normal equation to calculate likelihoods and posterior probabilities for each possible genotype.Our method is able to classify any number of genotypes >1 where the number of parameters used to represent each melt curve for classification is equal to the number of possible genotypes.
There are certain prerequisites and limitations to our classification procedure. Because we make no mathematical model assumptions to what form each dynamic melt curve takes, an ample training set of melt curves of known genotypes is required such that the estimated mean and covariance matrices for each genotype match that of the general population. For the procedure to work, the reagents and run conditions of the training set have to match those of the unknown samples. When melt curves between different genotypes are close (they overlap throughout the entire temperature range) such that the genotype with the largest posterior probability does not exceed a predefined threshold, the algorithm does not make a call, however, the algorithm automatically decides on what's to close to call based on this pre-defined acceptable threshold. The threshold is predetermined by a clinical expert who weighs the risks of a no-call versus an inaccurate result for that particular assay given their frequencies of occurrence.
Alternative transformation of the original correlation parameters from 3D to 2D provides a visual cluster representation of melt curves of different genotypes in an intuitive manner. Ellipses are generated from the training set, and each point represents a unique melt curve. The triaxis define the maximum correlation boundaries between the point and the ANCKG of each of the three genotypes. Although atypical, genotypes with the highest correlation and highest posterior probability can differ when a point representing a sample is contained within the edge of an ellipse that crosses over the one of the three axes. The identification of a melt curve whose parameterized point representation is far away from training set distributions of known genotypes represented by their ellipses and ellipsoids may be attributed to a new genetic variant never seen before.
In conclusion, we have devised a machine learning algorithm to fully automate genotyping of HRM melt curves without user interpretation. We also devised a way to visualize genotype clusters and distributions as 2D points and ellipses relative to an intuitive coordinate system whose boundaries define regions of maximal correlation. Lastly we devised a Monte Carlo simulation method that yields an estimate of misclassification rate. This quantifier is important as it allows the software to automatically determine optimal parameters such as temperature range in which to perform analysis. It also gives feedback to the assay scientists and engineers on the expected performance of the system through multiple iterations of development.
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