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Introduction.
En 1927, M.Born et R.Oppenheimer introduisaient ce qui allait devenir l’approximation
de Born-Oppenheimer, une approche essentielle pour la chimie mole´culaire. En vue de
de´crire les niveaux d’e´nergie mole´culaires, leur ide´e consistait a` profiter du fait que les
rapports de la masse de l’e´lectron a` celles des noyaux sont tre`s petits pour effectuer des
de´veloppements en puissances de h, un petit parame`tre relie´ a` ces rapports.
Cette approximation, valide´e par l’expe´rience, n’avait cependant pas de justification the´orique
rigoureuse (cf. [S]). Il a fallu attendre les anne´es soixante-dix pour que cette question soit
aborde´e. Pour l’e´tude des spectres discrets mole´culaires, citons dans l’ordre chronolo-
gique [CDS] (1981), [Ha1] (1987), [Ma1] (1989) et [KMSW] (1992). La ge´ne´ralite´ de la
me´thode a permis de l’appliquer a` d’autres proble`mes de la me´canique quantique. Pour
les re´sonnances, on peut consulter [Ma3] (1991), [MM] (1994) et [Me] (1994). Pour les
proble`mes d’e´volution, il existe une approche temporelle qui a e´te´ notamment de´veloppe´e
dans [Ha2] (1991), [MN] (1994), [HJ] (1995), dans laquelle le temps reste fini. Cette ap-
proche s’e´tend a` l’e´tude a` temps infini de l’e´volution d’un pacquet d’onde gaussien dans
[Kar](1994). Des applications dans la the´orie de la diffusion semblent possibles. Quoique
proche de [Kar], le pre´sent travail s’inscrit plutoˆt dans l’approche stationnaire de la dif-
fusion. Pour cette approche, citons [CT] (1984), [Ra] (1986), [KMW1] (1993) et [KMW2]
(1995).
Le cadre de cette the`se est pre´cise´ment celui de [KMW1] (voir aussi [Ra]). On conside`re
une mole´cule diatomique a` N e´lectrons. La me´canique quantique pre´dit que le compor-
tement de cette mole´cule est donne´ par son ope´rateur d’e´nergie, l’ope´rateur auto-adjoint
agissant dans L2(IR3(N+2)) :
H = − 1
2m1
∆x1 −
1
2m2
∆x2 +
N+2∑
j=3
(−1
2
)∆xj +
∑
i<j
Vij(xi − xj).
(on a fixe´ la masse des e´lectrons a` 1 ainsi que la constante de Planck). Les masses respec-
tives des deux noyaux, m1 et m2, sont donc grandes, les fonctions re´elles Vij repre´sentent
les interactions bilate´rales des particules. On se place dans la situation plus ge´ne´rale
ou` l’espace dans lequel se trouvent les particules est de dimension n ≥ 2. L’ope´rateur
pre´ce´dent agit donc dans L2(IRn(N+2)).
Soit a = (A1, A2) une de´composition de < 1, N +2 > en deux amas telle que j ∈ Aj, pour
j ∈ {1, 2}. On effectue un changement de variables et on retire le centre de masse. On se
rame`ne a` l’e´tude de l’ope´rateur :
P = −h2∆x + P a + Ia,
agissant dans L2(IRn(N+1)). Le re´el positif h sera le petit parame`tre, l’hamiltonien interne
P a est la somme des ope´rateurs d’e´nergie de chaque amas, conside´re´ comme isole´, et le
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potentiel inter-amas Ia rassemble les interactions entre particules de deux amas diffe´rents.
La variable x ∈ IRn repre´sente la position relative des centres de masse des amas. Ainsi
l’ope´rateur −h2∆x correspond a` l’e´nergie cine´tique du mouvement relatif de ces centres de
masse. En faisant abstraction de ce terme, conside´rons la famille d’ope´rateurs {Pe(x), x ∈
IRn} de´finie par :
Pe(x) = P
a + Ia(x), ∀x ∈ IRn.
L’hamiltonien Pe(x) est l’ope´rateur d’e´nergie du syste`me constitue´ des N e´lectrons, en
interaction entre eux et place´s dans le champ exte´rieur cre´e par les noyaux dont la position
relative est lie´e au parame`tre x. C’est l’hamiltonien e´lectronique. On a :
P = −h2∆x + Pe.
On s’inte´resse aux e´tats du syste`me dont l’e´volution ressemble, asymptotiquement, a`
l’e´volution libre d’e´tats lie´s dans A1 et A2. Une telle e´volution est donne´e par le propaga-
teur de l’ope´rateur :
Pa ≡ −h2∆x + P a
restreint a` un sous-espace propre de P a. Soit E0 une valeur propre du spectre discret de
P a de multiplicite´ m. On suppose qu’il existe exactement m “courbes” λ1(x), . . . , λm(x)
de valeurs propres de Pe(x) qui converge vers E0 lorsque |x| tend vers l’infini. De plus, on
suppose que les applications x 7→ λj(x) sont globalement de´finies sur IRn et qu’elles sont
uniforme´ment se´pare´es du reste du spectre de Pe(x) (cf. paragraphe 1.2). On note par Π0 et
Π(x) les projecteurs spectraux correspondant respectivement a` E0 et {λ1(x), . . . , λm(x)}.
On s’inte´ressera aussi a` la situation plus ge´ne´rale suivante : soient E1 < . . . < Er des
valeurs propres du spectre discret de P a, chaque Ej e´tant de multiplicite´ mj. Pour chaque
j, on suppose qu’il existe exactement mj “courbes” λj1(x), . . . , λjmj(x) de valeurs propres
de Pe(x) qui converge vers Ej lorsque |x| tend vers l’infini. Elles seront aussi globalement
de´finies sur IRn et se´pare´es du reste du spectre de Pe(x). Dans ce cas, Π0 de´signera
le projecteur spectral de P a associe´ a` {E1, . . . , Er} et Π(x) celui de Pe(x) associe´ a`
{λjl(x), 1 ≤ j ≤ r, 1 ≤ l ≤ mj}.
On introduit la partie adiabatique de P :
PAD = ΠPΠ,
les ope´rateurs d’ondes :
ΩAD± = s− limt→±∞ e
itPADe−itPaΠ0,
ΩNAD± = s− limt→±∞ e
itP e−itP
AD
Eac(P
AD)
et l’ope´rateur de diffusion adiabatique :
SAD = (ΩAD+ )
∗ΩAD− .
L’objectif est d’approximer la diffusion des e´tats pre´ce´dents par une diffusion adiaba-
tique associe´e a` l’ope´rateur PAD. Dans [KMW1], une approximation semi-classique des
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ope´rateurs d’onde de canal est notamment de´gage´e. Ce travail de the`se constitue un pro-
longement de [KMW1] de deux manie`res. Tout d’abord, on reprend certains re´sultats de
[KMW1] mais sans supposer que la valeur propre E0 soit simple, ou bien en conside´rant
un ope´rateur PAD obtenu apre`s avoir projete´ sur plusieurs sous-espaces propres de P a.
D’autre part, on s’est inte´resse´ aux sections efficaces totales pour une direction d’incidence
fixe´e et on a obtenu une approximation adiabatique pour certaines d’entre elles. Avant de
donner un re´sume´ de´taille´ du travail, citons des travaux, concernant les sections efficaces
totales, sur lesquels on s’est appuye´ : [Y] (1986), [RT] (1987), [RW] (1994), [W5] (1993),
[I1] et [I2].
Re´sume´ par partie :
La partie 1 est consacre´e a` l’e´tude de l’hamiltonien e´lectonique Pe(x) et a` la construction
de l’ope´rateur adiabatique PAD. Les potentiels sont re´guliers et a` longue porte´e.
Au paragraphe 1.1, on rame`ne l’e´tude de l’ope´rateur d’e´nergie de la mole´cule diatomique
a` celle de l’ope´rateur P . Au paragraphe 1.2, on fait une hypothe`se de stabilite´ (HS) sur
une valeur propre E0 du spectre discret de l’hamiltonien interne P
a et on e´tablit quelques
proprie´te´s qui permettent de construire l’ope´rateur PAD. Au paragraphe 1.3, on reprend
la de´marche mais pour des potentiels pre´sentant des singularite´s coulombiennes.
Dans la partie 2, on e´tablit par la me´thode de Mourre (cf. [Mo]) des the´ore`mes d’ab-
sorption limite avec de “petits” poids pour les ope´rateurs PAD et P avant d’e´tudier les
ope´rateurs d’onde ΩAD± et Ω
NAD
± .
Au moyen de la me´thode des commutateurs multiples (cf. [JMP]), on obtient, au pa-
ragraphe 2.1, l’existence et la re´gularite´ de la valeur au bord de la re´solvante RAD de
l’ope´rateur PAD, les potentiels e´tant re´guliers et a` longue porte´e (cf. [KMW1]). Dans les
meˆmes conditions, on montre, au paragraphe 2.2, que l’on peut controˆler la valeur au
bord de la re´solvante R de l’ope´rateur P avec de “petits” poids dans une certaine bande
d’e´nergie. Pre´cise´ment, pour une e´nergie E convenable (cf. the´ore`me 2.2.6), il existe un
voisinage [a, b] de E, inclu dans le spectre continu de P et ne contenant pas de valeur
propre de P , tel que l’on ait :
∀s > 1
2
, ∃C > 0; sup
<(z)∈[a,b]
=(z) 6=0
|| < x >−s (P − z)−1 < x >−s || ≤ C
(il s’agit de la variable x ∈ IRn pre´ce´dente). Pour des potentiels a` courte porte´e, on e´tablit,
au paragraphe 2.3, l’existence et la comple´tude des ope´rateurs d’onde ΩAD± et Ω
NAD
± ,
on de´termine le spectre continu de l’ope´rateur PAD (c’est [E0; +∞[) et on en de´duit
une information sur celui de l’ope´rateur P (cf. [KMW1]). En pre´sence de singularite´s
coulombiennes, on ve´rifie au paragraphe 2.4 que la plupart des re´sultats de cette partie 2
persistent. En particulier, on propose une preuve de l’existence des ope´rateurs d’onde
ΩNAD± , diffe´rente de celle de [KMW1]. Au paragraphe 2.5, on introduit la situation plus
ge´ne´rale e´voque´e plus haut, ou` l’on conside´re plusieurs valeurs propres du spectre discret
de l’ope´rateur P a. Avec une hypothe`se de stabilite´ ade´quate, on peut encore construire
un ope´rateur adiabatique PAD qui ve´rifie les proprie´te´s des parties 1 et 2 (sauf 1.3 et 2.4),
lorsque les potentiels sont re´guliers.
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La partie 3 introduit diverses sections efficaces totales pour une direction d’incidence fixe´e
et fournit des re´sultats d’existence dans une certaine bande d’e´nergie. Les potentiels sont
re´guliers et de´croissent plus vite que < x >−(n+1)/2 a` l’infini.
Afin de de´finir les sections efficaces totales et de suivre leur de´pendance en h, on reprend
au paragraphe 3.1 la formulation ge´ome´trique d’Agmon (cf. [A]) pour les syste`mes a`
N -corps. Au paragraphe 3.2, on de´finit, pour chaque direction d’incidence, les sections
efficaces totales de l’ope´rateur P comme des distributions en e´nergie (cf. [ES], [RW],
[W5]) ainsi que des sections efficaces totales adiabatiques associe´es a` l’ope´rateur PAD. Au
paragraphe 3.3, on montre, pour ces ope´rateurs P et PAD, l’existence des sections efficaces
totales correspondantes σα et σ
AD
α , obtenue en sommant sur tous les canaux de sorties et
issue d’un canal particulier α, de de´composition a. Pour certains canaux de sortie β, on
e´tablit au paragraphe 3.4 l’existence des sections efficaces totales σβα du canal α vers ces
canaux β ainsi que certaines sections efficaces totales adiabatiques σADβα . Pour ces sections
σβα, on justifie le calcul formel de [RW] qui fait le lien entre cette de´finition des sections
efficaces totales et celle base´e sur l’amplitude de diffusion.
Dans la partie 4, on commence l’e´tude semi-classique du syste`me par celle des re´solvantes
des ope´rateurs PAD et P . Les potentiels sont re´guliers et a` longue porte´e (sauf indication
contraire).
Le paragraphe 4.1 reprend les proprie´te´s de la partie 1 mais avec un controˆle en h (cf.
[KMW1]). Au paragraphe 4.2, on reprend les re´sultats de [KMW1] qui permettent d’ap-
proximer semi-classiquement la re´solvante de l’ope´rateur P par celle de l’ope´rateur PAD,
lorsque cette dernie`re est controˆle´e semi-classiquement et les potentiels sont a` courte
porte´e. Au paragraphe 4.3, on controˆle semi-classiquement la re´solvante de l’ope´rateur
PAD en s’inspirant de la technique de la fonction fuite globale de [GM], ge´ne´ralisant le
re´sultat de [KMW1] au cas ou` E0 est de´ge´ne´re´e. Sous une hypothe`se de non-capture sur
l’e´nergie E, on obtient donc :
∀s > 1
2
, || < x >−s (PAD − (λ± i0))−1 < x >−s || = O(h−1),
uniforme´ment pour λ assez proche de E. Si la valeur propre E0 est l’e´tat fondamental de
l’ope´rateur P a(0) (en particulier, elle est simple) alors, pour une e´nergie E dans une cer-
taine bande d’e´nergie et satisfaisant une hypothe`se de non-capture, on obtient l’estimation
suivante :
∀s > 1
2
, || < x >−s (P − (λ± i0))−1 < x >−s || = O(h−1),
uniforme´ment pour λ assez proche de E. Ici les potentiels sont a` longue porte´e a` la
diffe´rence de [KMW1], ou` ils e´taient a` courte porte´e pour ce meˆme re´sultat. En conside´rant
les premie`res valeurs propres de P a(0), qui sont dans le spectre discret : E1, . . . Er, on
montre au paragraphe 4.4 que l’on peut encore estimer semi-classiquement les re´solvantes
des ope´rateurs PAD et P . Si chaque valeur propre Ej ve´rifie une hyphothe`se de“non-
croisement” (NC), on a encore les estimations pre´ce´dentes pour PAD et P (dans une
certaine bande d’e´nergie dans le second cas), toujours pour des potentiels a` longue porte´e.
S’ils sont a` courte porte´e, on en de´duit, graˆce a` [KMW1], que l’on a dans les conditions
pre´ce´dentes l’approximation suivante :
∀s > 1
2
, || < x >−s [(P − (λ± i0))−1 − (PAD − (λ± i0))−1] < x >−s || = O(1),
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uniforme´ment pour λ assez proche de E. En suivant [KMW1], on obtient l’approximation
de Born-Oppenheimer des ope´rateurs d’onde de canal de [KMW1] dans cette situation
plus ge´ne´rale. Le paragraphe 4.5 est une digression dans laquelle on applique les techniques
pre´ce´dentes a` un ope´rateur de Schro¨dinger matriciel et a` l’ope´rateur de Dirac. Dans ce
dernier cas, on e´tend un re´sultat de [Ce]. En effet, en notant par D l’ope´rateur de Dirac
avec champ e´lectrique scalaire V , re´gulier et a` longue porte´e, on a :
∀s > 1
2
, || < x >−s (D − (λ± i0)I4)−1 < x >−s || = O(h−1)
uniforme´ment pour λ assez proche de λ0, une e´nergie non-captive pour l’hamiltonien
< ξ > +V (x) ve´rifiant :
λ0 >
(
sup
x∈IR3
V (x)
)
− 1.
La partie 5 traite de l’e´tude semi-classique des sections efficaces totales associe´es a` P ,
introduites dans la partie 3.
Le paragraphe 5.1 regroupe les re´sultats d’approximation de certaines sections efficaces
totales par leur e´quivalent adiabatique et des conse´quences sur les autres sections. Pour
une certaine bande d’e´nergie I, non-captive pour des hamiltoniens classiques, et sous
l’hypothe`se de “non-croisement” (NC), on obtient l’estimation :
σα(λ, ω;h) = O(h
τ )
uniforme´ment pour λ ∈ I et ω ∈ Sn−1, ou` la constante τ de´pend de la de´croissance des
potentiels a` l’infini. De plus, il existe un 0 > 0 tel que l’on ait :
σα(λ, ω;h)− σADα (λ, ω;h) = O(hτ+1+0),
uniforme´ment pour λ ∈ I et ω ∈ Sn−1. Pour certains canaux de sorties β, qualifie´s
d’“adiabatiques”, on a :
σβα(λ, ω;h)− σADβα (λ, ω;h) = O(hτ+1+0).
Pour les autres canaux de sorties β, si la section efficace totale σβα(λ, ω;h) existe, alors
on a :
σβα(λ, ω;h) = O(h
τ+1+0)
(ceci concerne par exemple des canaux associe´s a` une de´composition diffe´rente de a).
Les deux re´sultats d’approximation sont respectivement de´montre´s aux paragraphes 5.2
et 5.3. Au paragraphe 5.4, on de´gage un terme dominant pour la section efficace totale
σα et on montre qu’il est produit par la diffusion e´lastique σαα.
Enfin, on a regroupe´ dans une annexe la preuve de re´sultats e´le´mentaires. Cette annexe
contient e´galement tout ou partie de preuves fastidieuses. A chaque partie correspond une
partie dans l’annexe.
Perspectives :
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Dans ce travail de the`se, deux types de re´sultats sont de´gage´s, lorsque l’on peut construire
un ope´rateur adiabatique PAD associe´ a` l’hamiltonien quantique P . D’une part, ce dernier
posse`de des proprie´te´s structurelles qui sont rassemble´s dans la parties 1, 2 et 3. D’autre
part, le comportement semi-classique de cet ope´rateur P est bien de´crit par l’approxi-
mation de Born-Oppenheimer, comme on le voit dans les parties 4 et 5. Dans diverses
directions, on peut probablement aller plus loin. Indiquons quelques perspectives possibles.
Dans la partie 2, on controˆle la valeur au bord de la re´solvante de P avec de “petits”
poids, pre`s de certaines e´nergies. Comme cela est pre´cise´ dans la remarque 2.2.8, certains
seuils de l’ope´rateur ne sont pas explicitement exclus. Ce fait sugge`re que le the´ore`me
d’absorption limite de [PSS] reste valable pre`s de certains seuils, ceux-ci de´pendant de
la structure de l’ope´rateur (cf. l’hypothe`se de stabilite´). Ce phe´nome`ne se reproduit au
niveau des sections efficaces totales, qui seraient continues pre`s de ces seuils.
Au paragraphe 2.5, on montre que l’on peut construire un ope´rateur adiabatique PAD
en conside´rant plusieurs valeurs propres de l’hamiltonien interne P a, ayant des proprie´te´s
analogues. A ce sujet, on peut espe´rer retrouver dans cette situation les re´sultats du
paragraphe 2.4, ou` des singularite´s coulombiennes sont permises.
Dans la partie 4, on donne une version “matricielle” de la me´thode de [GM] pour construire
un ope´rateur conjugue´. Il semble indispensable de disposer d’une fonction fuite globale,
commune aux diffe´rents hamiltoniens classiques (cf. la preuve de la proposition 4.3.4). On
re´cupe`re ainsi un controˆle semi-classique de la valeur au bord de la re´solvante de P , sous
des hypothe`ses de non-capture et de “non-croisement”. Que se passe-t-il au niveau de la
diffusion si des “courbes” e´lectroniques se croisent ou seulement se touchent ? La re´ponse
ne semble pas simple puisque la litte´rature ne fournit que des re´ponses partielles (cf. [Ha2],
[HJ], [MN], [Me], [Ma3]). Quant a` l’hypothe`se de non-capture, elle semble ne´cessaire pour
obtenir le controˆle semi-classique de la re´solvante de PAD (cf. [W4]). A cet e´gard, signalons
que, meˆme s’il n’y a pas explicitement d’hypothe`se de non-capture dans [Kar], les pacquets
d’onde restent localise´s pre`s de trajectoires classiques non-captives, tout au long de leur
e´volution.
Dans la partie 5, des techniques connues permettent d’approximer des sections efficaces
totales par leur e´quivalent adiabatique, moyennant des hypothe`ses de non-capture et de
“non-croisement”. Intuitivement, on peut s’attendre a` ce que ces approximations soient
encore valables sans les deux hypothe`ses pre´ce´dentes. Il semble difficile d’e´viter l’hypothe`se
de non-capture car elle intervient au niveau du controˆle semi-classique des re´solvantes. Le
roˆle des croisements devrait se situer dans l’importance relative des diffe´rentes sections
efficaces totales, comme l’incitent a` penser les probabilite´s de transitions obtenues dans
[HJ]. Par ailleurs, on peut espe´rer eˆtre plus pre´cis dans l’estimation des sections efficaces
totales σβα pour b 6= a (cf. [W5]).
L’approximation de Born-Oppenheimer, qui a fait ses preuves expe´rimentalement, s’ave`re
eˆtre un outil the´orique utile pour affronter la complexite´ des syste`mes a` N -corps. Une
meilleure connaissance des limites de cette approximation devrait e´galement e´clairer les
sciences expe´rimentales qui l’utilisent.
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1 Hamiltonien e´lectronique et ope´rateurs adiabatiques.
Dans cette partie, on va introduire des notations et de´gager, graˆce a` une hypothe`se de
stabilite´ sur E0, des proprite´te´s de l’hamiltonien e´lectronique Pe(x). On de´taillera la preuve
de [CDS] selon laquelle l’ope´rateur PAD, de´fini dans l’introduction, est auto-adjoint sur un
domaine que l’on pre´cisera. On supposera dans un premier temps que les potentiels sont
re´guliers et, au paragraphe 1.3, on reprendra ces proprie´te´s en pre´sence de singularite´s
coulombiennes. On travaillera a` h fixe´ et on omettra d’indiquer la de´pendance en h des
diffe´rents objets.
1.1 Retrait du centre de masse.
Comme on l’a indique´ dans l’introduction, on s’inte´resse a` l’ope´rateur d’e´nergie d’une
mole´cule diatomique a` N e´lectrons :
H = − 1
2m1
∆x1 −
1
2m2
∆x2 +
N+2∑
j=3
(−1
2
)∆xj +
∑
l<j
Vlj(xl − xj),
ou` les noyaux, de masse respective m1 et m2, sont repe´re´s par x1, x2 ∈ IRn et les e´lectrons
par les xj ∈ IRn, pour j ∈< 3, N + 2 > (on a fixe´ leur masse a` 1 ainsi que la constante
de Planck). Pour tout (l, j), la fonction Vlj : IR
n −→ IR repre´sente l’interaction entre les
particules l et j.
Dans l’e´tude physique d’un syste`me de particules en interaction, il importe surtout de
de´terminer le mouvement des particules les unes par rapport aux autres. C’est pourquoi
l’on ne tient pas compte du mouvement du centre de masse. On effectue donc un change-
ment de variables de fac¸on a` isoler ce mouvement. Comme, de plus, on s’inte´resse a` une
re´partition en deux amas de ces particules, chaque amas contenant un noyau, on choisit
des coordonne´es de Jacobi d’amas (“Clustered Jacobi coordinates”, cf. [RS1]) avec, dans
chaque amas, des coordone´es atomiques par rapport au noyau.
Soit a = (A1, A2) une de´composition de < 1, N +2 > en deux amas telle que j ∈ Aj, pour
j ∈ {1, 2}. On effectue le changement de variables suivant :
(xj)1≤j≤N+2 ∈ IRn(N+2) 7→ (R, x, y) ∈ IRn × IRn × IRnN
de´fini par :
R = 1
m1+m2+N
(
m1x1 +m2x2 +
N+2∑
j=3
xj
)
,
yj = xj − xk, k ∈ {1, 2}, j ∈ A′k ≡ Ak \ {k},
x = 1
M1
m1x1 + ∑
j∈A′1
xj
− 1
M2
m2x2 + ∑
j∈A′2
xj
 , Mk = mk + |A′k|, k ∈ {1, 2}.
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L’ope´rateur H devient dans ce syste`me de coordonne´es :
− 1
2(m1 +m2 +N)
∆R − h2∆x + P a + Ia
avec h =
(
1
2M1
+ 1
2M2
)1/2
, :
P a =
2∑
k=1
∑
j∈A′
k
(−1
2
∆yj + Vkj(yj))−
1
2mk
∑
l,j∈A′
k
∇yl · ∇yj +
1
2
∑
l,j∈A′
k
Vlj(yl − yj)
 (1.1; 1)
et :
Ia =
∑
l∈A′1,j∈A
′
2
Vlj(yl − yj + x+ f2 − f1) +∑l∈A′1 Vl2(x− f1 + f2 − yl)
+
∑
j∈A′2
V1j(x− f1 + f2 − yj) + V12(x− f1 + f2),
(1.1; 2)
ou` fk =
1
Mk
∑
j∈A′
k
yj pour k ∈ {1, 2}. Pour l < j, on a pose´ Vjl(z) = Vlj(−z). On note
par HE le terme de Hughes-Eckart :
HE ≡ −
2∑
k=1
1
2mk
∑
l,j∈A′
k
∇yl · ∇yj . (1.1; 3)
On laisse donc de coˆte´ − 1
2(m1+m2+N)
∆R, l’e´nergie cine´tique du centre de masse, et on
s’inte´resse a` l’ope´rateur :
P = −h2∆x + P a + Ia
agissant dans L2(IRn(N+1)). On notera par Pe(x) (ou bien Pe(x;h) pour signaler la de´pendance
en h) l’ope´rateur P a+Ia(x, ·) conside´re´ comme agissant dans L2(IRnNy ) et par Pe (ou Pe(h))
ce meˆme ope´rateur conside´re´ comme agissant dans L2(IRn(N+1)x,y ). On l’appelle l’hamilto-
nien e´lectronique : l’e´nergie cine´tique des noyaux a e´te´ enleve´e. On a :
P = −h2∆x + Pe. (1.1; 4)
On notera par Pa l’ope´rateur obtenu a` partir de P en ne´gligeant le potentiel inter-amas
Ia. On a donc :
Pa = −h2∆x + P a. (1.1; 5)
On impose aux interactions Vlj de ve´rifier l’hypothe`se (Dρ) suivante, pour un re´el ρ > 0 :
∀1 ≤ l, j ≤ N + 2, Vlj ∈ C∞(IRn; IR) et
∃ρ > 0; ∀α ∈ IN n, ∃Cα > 0; ∀x ∈ IRn, |∂αxVlj(x)| ≤ Cα < x >−ρ−|α| .
 (Dρ)
ou` l’on a note´ par < x > la quantite´ (1 + |x|2)1/2.
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Comme ces fonctions Vlj sont borne´es, on peut appliquer a` H le the´ore`me de Kato (cf.
[RS1]). L’ope´rateurH est donc auto-adjoint de domaineH2(IRn(N+2)), l’espace de Sobolev
des fonctions f ∈ L2(IRn(N+2)) telles que leur laplacien au sens des distributions appar-
tienne aussi a` L2(IRn(N+2)). De meˆme, l’ope´rateur P est auto-adjoint sur H2(IRn(N+1)) et
l’ope´rateur P a est auto-adjoint sur D(P a) ≡ H2(IRnNy ).
1.2 Hypothe`se de stabilite´ et ope´rateurs adiabatiques.
Au moyen d’une hypothe`se de stabilite´ faite sur E0 ∈ σdisc(P a), on peut construire
l’ope´rateur Π(x) e´voque´ dans l’introduction. On e´tudie ici la re´gularite´ de la fonction
x ∈ IRn 7→ Π(x) ∈ L(L2(IRnNy )) et son comportement a` l’infini. On de´finit les parties
adiabatique et non-adiabatique de P par :
PAD = ΠPΠ, QAD = ΠˆP Πˆ, (Πˆ ≡ 1− Π).
On va voir dans ce paragraphe que les ope´rateurs PAD et QAD sont auto-adjoints sur
un domaine convenable. On s’inte´resse e´galement a` l’ope´rateur AAD ≡ ΠAΠ, ou` A est le
ge´ne´rateur des dilatations relatives a` la variable x :
A =
x · ∇x +∇x · x
2i
.
Il jouera le roˆle d’ope´rateur conjugue´ au sens de Mourre dans les estimations de re´solvante
(cf. partie 2).
Selon l’intuition physique, l’hamiltonien e´lectronique doit se scinder en la somme des
hamiltoniens internes a` chaque amas lorsque la distance entre les centres de masse de ces
amas devient infinie, puisqu’alors l’interaction inter-amas disparaˆıt. Cette intuition est
illustre´e dans la :
Proposition 1.2.1. ([Ra], [KMW1]) Sous l’hypothe`se (Dρ) avec ρ > 0, on a, au sens de
la convergence forte dans L2(IRnNy ) des re´solvantes :
lim
|x|→∞
Pe(x) = P
a.
De´monstration : Voir l’annexe A.
Conside´rons maintenant E0 ∈ σdisc(P a) une valeur propre de P a de multiplicite´m. D’apre`s
la the´orie ge´ne´rale relative a` la convergence forte au sens ge´ne´ralise´ (cf. [K]), la propo-
sition 1.2.1 implique qu’il existe, pour |x| assez grand, des e´le´ments λ(x) de σ(Pe(x)),
convergeant vers E0, lorsque |x| → ∞. De plus, la multiplicite´ totale de ces points est
supe´rieure ou e´gale a` m. Si, de surcroˆıt, on impose a` E0 d’eˆtre “loin” du spectre essentiel
de Pe(x) pour |x| assez grand, en supposant qu’elle ve´rifie la proprie´te´ suivante :
∃δ > 0, ∃R > 0; ∀x ∈ IRn, |x| ≥ R =⇒ d(E0, σess(Pe(x))) ≥ δ,
on est alors suˆr qu’il existe au moins m valeurs propres de Pe(x), chacune re´pe´te´e autant
que sa multiplicite´, convergeant vers E0 lorsque |x| → ∞.
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Dans toute la suite, on impose a` E0 l’hypothe`se de stabilite´ (HS) suivante : il y a
exactement m “courbes” de valeurs propres de Pe(x), que l’on note λ1(x), . . . , λm(x),
chacune re´pe´te´e autant que sa multiplicite´, qui convergent vers E0 lorsque |x| → ∞. De
plus, on suppose que les applications x 7→ λj(x) ∈ σ(Pe(x)) sont globalement de´finies sur
IRn, et que, pour un re´el δ > 0, la condition (Hδ) suivante :
∀x ∈ IRn, d({λ1(x), . . . , λm(x)}, σ(Pe(x)) \ {λ1(x), . . . , λm(x)}) ≥ δ. (Hδ)
soit ve´rifie´e. Sous cette hypothe`se, on a en fait λj(x) ∈ σdisc(Pe(x)), pour tout j et tout
x. On note par Π0 le projecteur spectral de P
a associe´ a` E0 et, pour tout x ∈ IRn, par
Π(x) celui de Pe(x) associe´ a` {λ1(x), . . . , λm(x)}.
Remarque 1.2.2. Notons que rien n’assure que les ope´rateurs borne´s Π(x) et Ia(x) com-
mutent. En revanche, Π(x), commme fonction de Pe(x), commute e´videmment avec ce
dernier.
Tout d’abord, conside´rons la re´gularite´ de l’application x ∈ IRn 7→ Π(x) ∈ L(L2(IRnNy )).
La proposition suivante e´tablit qu’elle est de classe C∞ sous l’hypothe`se (Dρ) avec ρ > 0.
Notons qu’elle est encore de classe C2 si les potentiels pre´sentent des singularite´s coulom-
biennes (cf. [CDS] et le paragraphe 1.3).
Proposition 1.2.3. Sous l’hypothe`se (Dρ) pour ρ > 0, l’application x ∈ IRn 7→ Π(x) ∈
L(L2(IRnNy )) est de classe C∞.
De´monstration : D’apre`s la condition (Dρ), l’application x 7→ Pe(x) est continue en
norme des re´solvantes et d’apre`s l’hypothe`se (Hδ), il existe, pour tout x0 ∈ IRn, un
voisinage V0 de x0 tel que, pour tout x ∈ V0, on ait :
Π(x) =
1
2ipi
∫
Γ(x0)
(z − Pe(x))−1dz
ou` Γ(x0) est un arc C
1, ferme´, entourant les λj(x), pour x ∈ V0, et tel qu’il existe un
η > 0 tel que :
∀x ∈ V0, d(σ(Pe(x)),Γ(x0)) ≥ η.
Graˆce a` la condition (Dρ), l’application x ∈ V0 7→ (z − Pe(x))−1 est C∞, pour z ∈ Γ(x0).
Il en est donc de meˆme de l’application x ∈ V0 7→ Π(x).
Inte´ressons-nous maintenant au comportement de cette fonction a` l’infini. D’apre`s la pro-
position 1.2.1, on s’attend a` ce qu’elle tende vers Π0. Nous allons voir qu’il en est bien ainsi
et que ce re´sultat repose sur la de´croissance exponentielle des fonctions propres
associe´es a` E0.
D’apre`s le the´ore`me HVZ (cf. [RS3] ou bien [CFKS]), le spectre essentiel de P a est un
intervalle [Ea,+∞[. Appartenant au spectre discret, la valeur propre E0 est donc stricte-
ment infe´rieure a` la borne infe´rieure de ce spectre essentiel. On peut donc appliquer les
travaux d’Agmon (cf. [A]) qui assurent la de´croissance exponentielle des fonctions propres
associe´es a` E0. Il existe donc un s0 > 0 tel que :
0 < s ≤ s0 =⇒ ∀φ ∈ ImΠ0, es<y>φ(y) ∈ L2(IRnNy ). (1.2; 1)
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Remarquons que s0 est uniforme sur ImΠ0 car dim(ImΠ0) < ∞. A l’aide de cette
proprie´te´, on peut de´crire le comportement de Π(x) a` l’infini par la :
Proposition 1.2.4. ([KMW1]) Sous l’hypothe`se (Dρ) pour ρ > 0, on a les estimations
suivantes :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||∂αx (Π(x)− Π0)|| ≤ Dα < x >−ρ−|α|,
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||(∂αx Ia)(x)Π0||+ ||(∂αx Ia)(x)Π(x)|| ≤ Dα < x >−ρ−|α|,
et :
||Π(x)Pe(x)Π(x)− E0Π(x)|| = O(< x >−ρ),
ou` || · || de´signe la norme de L(L2(IRnNy )).
De´monstration : La preuve est renvoye´e a` celle de la proposition 4.1.2 (cf. l’annexe D),
ou` les meˆmes estimations seront de´montre´es avec une uniformite´ par rapport au parame`tre
h.
Remarque 1.2.5. De ces re´sultats sur la fonction x 7→ Π(x), on en de´duit des proprie´te´s
de l’ope´rateur Π de´fini par :
Π =
∫ ⊕
IRn
Π(x)dx
et agissant dans L2(IRn(N+1)x,y ) (cf. [RS4], p. 281). Ainsi, sous l’hypothe`se (Dρ) avec ρ > 0
et pour tout α ∈ IN n, les ope´rateurs suivants :
< x >ρ+|α| ∂αx (Π− Π0), < x >ρ (ΠPeΠ− E0Π),
< x >ρ+|α| (∂αx Ia)Π, < x >
ρ+|α| (∂αx Ia)Π0
sont borne´s sur L2(IRn(N+1)x,y ).
On a note´ par ∂αx (Π− Π0) l’ope´rateur :∫ ⊕
IRn
∂αx (Π(x)− Π0)dx.
Remarque 1.2.6. On a d’autres proprie´te´s de Π qui proviennent du fait que, pour chaque
x, Π(x) est une projection orthogonale :
ΠΠˆ = ΠˆΠ = 0, Π(∇xΠ) = (∇xΠ)Πˆ
ou` Πˆ = 1− Π.
La premie`re e´galite´ est claire, ve´rifions le seconde. Comme Π(x)2 − Π(x) = 0, on obtient
la relation :
0 = Π(x)(∇x(Π(x)2 − Π(x)))Π(x) = Π(x)(∇xΠ)(x)Π(x).
On a une identite´ semblable avec Πˆ, donc :
Π(x)(∇xΠ)(x) = Π(x)(∇xΠ)(x)(Π(x) + Πˆ(x)) = Π(x)(∇xΠ)(x)Πˆ(x),
= (Π(x) + Πˆ(x))(∇xΠ)(x)Πˆ(x) = (∇xΠ)(x)Πˆ(x).
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Par construction, les ope´rateurs Π0 et Π(x) sont de rang fini dans L
2(IRnNy ). Ainsi la
compacite´ des ope´rateurs < x >−µ (−∆x + i)−1 et < x >−µ ∇x(−∆x + i)−1, conside´re´s
comme agissant sur les seules variables x ∈ IRn, (cf. [RS2]), se transmet a` des ope´rateurs
agissant sur les variables (x, y) ∈ IRn(N+1). C’est l’objet du :
Lemme 1.2.7. Pour µ > 0, les ope´rateurs de L(L2(IRn(N+1)x,y )) :
< x >−µ Π0(−∆x + i)−1, < x >−µ Π(−∆x + i)−1
et les ope´rateurs de L(L2(IRn(N+1)x,y ); (L2(IRn(N+1)x,y ))n)
< x >−µ Π0∇x(−∆x + i)−1, < x >−µ Π∇x(−∆x + i)−1,
sont compacts.
De´monstration : voir l’annexe A.
On conside`re maintenant les ope´rateurs adiabatiques et on montre qu’ils admettent une
re´alisation auto-adjointe :
Proposition 1.2.8. ([CDS]) Sous l’hypothe`se (Dρ), ρ > 0, les ope´rateurs P
AD, QAD et
AAD de domaines respectifs D(PAD) = ΠD(P ) ⊕ ΠˆL2(IRn(N+1)x,y ), D(QAD) = ΠˆD(P ) ⊕
ΠL2(IRn(N+1)x,y ) et D(AAD) = ΠD(A)⊕ΠˆL2(IRn(N+1)x,y ) sont auto-adjoints et essentiellement
auto-adjoints sur l’espace de Schwartz S = S(IRn(N+1)x,y ).
Remarque 1.2.9. A cause des projecteurs Π et Πˆ, chacun de ses ope´rateurs admet 0
pour valeur propre.
De´monstration : On reprend les arguments de [CDS]. Soit V = P − PAD −QAD (avec
QAD = ΠˆP Πˆ). Comme ΠˆPeΠ = ΠˆΠPeΠ = 0, on a :
V = −(Π∆xΠˆ + Πˆ∆xΠ) = −2(Π(∇xΠˆ) + Πˆ(∇xΠ)) · ∇x + (Π(∆xΠˆ) + Πˆ(∆xΠ)).
Soit P 0 = −∆x − ∆y + HE (ou` HE de´signe le terme de Hughes-Eckart, (cf. (1.1 ;3)).
D’apre`s la proposition 1.2.4, V est P 0−borne´ de borne relative 0 et comme P − P 0 est
P−borne´, V est P−borne´ de borne relative 0. Par conse´quent, PAD+QAD est auto-ajoint
sur D(P ) et S est un coeur pour PAD +QAD (cf. [RS2]).
Comme PAD est syme´trique, il suffit de ve´rifier que Im(PAD ± i) = L2(IRn(N+1)x,y ) et que
(PAD ± i)S est dense dans L2(IRn(N+1)x,y ) (cf. [RS1]).
L’ope´rateur PAD + QAD e´tant auto-adjoint, pour φ ∈ L2(IRn(N+1)x,y ), il existe θ± ∈ D(P )
tels que :
Πφ = (PAD +QAD ± i)θ±.
On a donc :
(PAD ± i)(Πθ± + (∓i)Πˆφ) = Π(PAD +QAD ± i)θ± + (±i)(∓i)Πˆφ = φ.
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Soient maintenant φ ∈ L2(IRn(N+1)x,y ) et  > 0. Comme S est un coeur pour PAD + QAD,
il existe θ± ∈ S tels que :
||Πφ− (PAD +QAD ± i)θ±|| < 
2
et par densite´, il existe φ˜ ∈ S tel que : ||φ˜ − φ|| < /2. D’apre`s la proposition 1.2.4,
Πθ± + (∓i)Πˆφ˜ ∈ S. De plus, on a :
||φ− (PAD ± i)(Πθ± + (∓i)Πˆφ˜)|| ≤ ||Π|| ||Πφ− (PAD +QAD ± i)θ±||+ ||Πˆ|| ||φ˜− φ|| < .
Les ope´rateurs Π et Πˆ jouant le meˆme roˆle, QAD est aussi auto-adjoint sur le domaine
annonce´. Comme ΠˆAΠ+ΠAΠˆ = −i(Πˆx · (∇xΠ)+Πx · (∇xΠˆ)) est borne´ et comme S est
un coeur pour A, on montre de meˆme le re´sultat pour AAD.
Corollaire 1.2.10. On a les proprie´te´s suivantes :
ΠD(PAD) = ΠD(P ) ⊂ D(P ),
ΠD(AAD) = ΠD(A) ⊂ D(A),
ΠD(Π(−∆x)Π) = ΠD(−∆x) ⊂ D(−∆x).
En particulier, les domaines de PAD et AAD sont donne´s par :
D(PAD) = {φ ∈ L2(IRn(N+1)x,y ); Πφ ∈ D(P )},
D(AAD) = {φ ∈ L2(IRn(N+1)x,y ); Πφ ∈ D(A)}.
De´monstration : Comme Π est un projecteur orthogonal, la proposition 1.2.8 donne les
e´galite´s. D’apre`s la proposition 1.2.4, on a, pour φ ∈ S :
||PΠ(P + i)−1φ|| = ||(Π(−∆x)− 2(∇xΠ) · ∇x − (∆xΠ) + ΠPe)(P + i)−1φ|| ≤ C||φ||.
L’ope´rateur PΠ(P + i)−1 est donc borne´ sur L2(IRn(N+1)x,y ), d’ou` ΠD(P ) ⊂ D(P ). De
manie`re analogue, on obtient les autres e´galite´s et inclusions.
Signalons aussi des proprie´te´s de compacite´ :
Lemme 1.2.11. Pour µ > 0, les ope´rateurs
< x >−µ Π(PAD + i)−1, < x >−µ ∇xΠ(PAD + i)−1,
< x >−µ Π(P + i)−1, < x >−µ ∇xΠ(P + i)−1
sont compacts.
De´monstration : voir l’annexe A.
14
1.3 Singularite´s coulombiennes.
Dans les paragraphes 1.1 et 1.2, on a suppose´ que les potentiels sont re´guliers. En fait, les
re´sultats persistent sous des hypothe`ses moins restrictives (cf. [KMW1]). En particulier,
pour n ≥ 3, des singularite´s coulombiennes sont permises. On utilisera ces re´sultats au
paragraphe 2.4.
A la place de l’hypothe`se (Dρ) pour ρ > 0, faisons l’hypothe`se suivante (une seule singu-
larite´ en 0) :
∀1 ≤ l, j ≤ N + 2, Vlj ∈ C∞(IRn \ {0}; IR), Vlj est ∆− compact et
∀α ∈ IN n, ∃Cα > 0; ∀x ∈ IRn, |x| ≥ 1 =⇒ |∂αxVlj(x)| ≤ Cα < x >−ρ−|α|,
 (Sρ)
ou` ∆ de´signe le laplacien dans IRn. D’apre`s [KMW1] et [CDS], la plupart des re´sultats sont
conserve´s a` condition de restreindre le nombre de de´rivation : |α| ≤ 2. On a cependant,
une modification concernant le potentiel Ia.
Sous l’hypothe`se (Sρ), ρ > 0, l’ope´rateur P est encore auto-adjoint dans L
2(IRn(N+1)),
de domaine H2(IRn(N+1)). La proposition 1.2.1 reste valable avec quelques modifications
dans la preuve. On a donc la :
Proposition 1.3.1. ([KMW1]) Sous l’hypothe`se (Sρ) avec ρ > 0, les ope´rateurs Ia(x)(P
a+
i)−1 converge fortement vers 0 dans L(L2(IRnNy )), lorsque |x| → ∞, et on a, au sens de
la convergence forte des re´solvantes :
lim
|x|→∞
Pe(x) = P
a.
De´monstration : Ve´rifions d’abord que l’ope´rateur Ia(x)(P
a + i)−1 est uniforme´ment
borne´ en x. Pour chaque potentiel V (x+ L(y)) constituant Ia(x), avec L ∈ L(IRnN , IRn)
surjective, on peut construire une transformation unitaire T (x) ∈ L(L2(IRnNy )) telle que :
V (x+ L(·)) = T (x)V (L(·))T (x)−1
et qui commute avec le laplacien ∆y de IR
nN
y . Comme V est −∆-borne´ de borne relative
0 et L est surjective, V (L(·)) est −∆y-borne´ de borne relative 0 et il en est de meˆme de
V (x+ L(·)). L’ope´rateur Ia(x)(P a + i)−1 est donc bien uniforme´ment borne´ en x.
Comme (Pe(x) + i)
−1 est lui aussi uniforme´ment borne´ en x (par l’inverse de la distance
de i a` l’axe re´el), il suffit de montrer que, pour φ ∈ S(IRnNy ), on a :
lim
|x|→∞
Ia(x)(P
a + i)−1φ = 0.
Soit χ ∈ C∞0 (IRn) telle que χ = 1 sur la boule unite´. On note par Iχa (respectivement
I1−χa ) le potentiel issu de Ia en remplac¸ant chaque potentiel V par χV (respectivement
(1− χ)V ). D’apre`s la preuve de la proposition 1.2.1, on a
lim
|x|→∞
I1−χa (x)(P
a + i)−1φ = 0, ∀φ ∈ S(IRnNy ).
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Prenons V (x+ L(·)) un potentiel constituant Ia. On a, pour tout φ ∈ S(IRnNy ) :
(χV )(x+ L(·))(P a + i)−1 = V (x+ L(·))(−∆y + i)−1 (−∆y + i)χ(x+ L(·))(P a + i)−1φ
ou` V (x+L(·))(−∆y+ i)−1 est uniforme´ment borne´. Comme ∇y(P a+ i)−1 et ∆y(P a+ i)−1
sont borne´s et comme χ est a` support compact, on voit que ce terme tend vers 0 lorsque
|x| → ∞.
On conside`re maintenant la re´gularite´ de l’application x 7→ Π(x). On va voir que l’on peut
reprendre les arguments de [CDS] et montrer la proposition :
Proposition 1.3.2. ([CDS]) Sous l’hypothe`se (Sρ) pour ρ > 0, l’application x ∈ IRn 7→
Π(x) ∈ L(L2(IRnNy )) est de classe C2.
De´monstration : La preuve est base´e sur l’astuce suivante, due a` [CDS] : soit yj l’une
des variables de y ∈ IRnN ' (IRn)N et soit V (x+L(·)) l’un des potentiels constituant Ia,
alors l’ope´rateur :
(Pe(x) + i)
−1(∂αV )(x+ L(·))(Pe(x) + i)−1, pour |α| = 1,
est e´gal a` :
(Pe(x) + i)
−1[∂αyj , V (x+ L(·))](Pe(x) + i)−1 (1.3; 1)
a` une constante multiplicative pre`s ne de´pendant pas de x. Graˆce a` ce point de vue, on
montre que x 7→ (Pe(x) + i)−1 est de classe C2. De plus, ∂α(Pe(x) + i)−1, pour |α| = 1,
est constitue´ de termes du type (1.3 ;1) et, pour |α| = 2, de termes de la forme :
(Pe(x) + i)
−1[∂βyj , V (x+ L(·))](Pe(x) + i)−1[∂γyj , V˜ (x+ L(·))](Pe(x) + i)−1
et de la forme :
(Pe(x) + i)
−1[∂βyj , [∂
γ
yj
, V (x+ L(·))]](Pe(x) + i)−1,
pour β+γ = α, |β| = |γ| = 1. Les de´tails de ces proprie´te´s sont renvoye´s dans l’annexe A.
D’apre`s la relation qui relie Π(x) a` la re´solvante de Pe(x) :
Π(x) =
1
2ipi
∫
Γ(x)
(z − Pe(x))−1dz,
(cf. (4.1 ;5)), on en de´duit le re´sultat.
Remarque 1.3.3. Notons, au passage, que les meˆmes arguments permettent d’affirmer
que les applications suivantes :
x 7→ (Pe(x) + i)−1Ia(x)(P a + i)−1,
x 7→ (Pe(x) + i)−1Ia(x)(Pe(x) + i)−1
sont aussi de classe C2 et que leurs de´rive´es sont donne´es par la formule de Leibnitz (cf.
l’annexe A).
16
Passons maintenant au comportement a` l’infini. Les estimations de la proposition 1.2.4
restent valables a` condition de de´river au plus deux fois et “d’encadrer” le potentiel Ia
par deux projecteurs. On commence par e´tudier les de´rive´es de Ia :
Proposition 1.3.4. Sous l’hypothe`se (Sρ) pour ρ > 0, on a l’estimation suivante. Pour
tout α ∈ IN n tel que |α| ≤ 2, il existe Dα > 0 tel que, pour tout x ∈ IRn, on ait :
||Π0(∂αx Ia)(x)Π0||+ ||Π0(∂αx Ia)(x)Π(x)||+ ||Π(x)(∂αx Ia)(x)Π(x)|| ≤ Dα < x >−ρ−|α| .
On a note´ par || · || la norme de L(L2(IRnNy )).
De´monstration : On de´compose Ia comme dans la preuve de la proposition 1.3.1.
Comme les potentiels constituant I1−χa ve´rifient l’hypothe`se (Dρ) pour ρ > 0, on peut
reprendre le raisonnement de la preuve de la proposition 1.2.1. Graˆce a` la de´croissance
exponentielle des fonctions propres de ImΠ0, on en de´duit l’estimation :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||(∂αx I1−χa )(x)Π0|| ≤ Dα < x >−ρ−|α| .
Conside´rons maintenant Iχa . Graˆce a` la formule (4.1 ;3), on voit que Π0V (x + L(·)) est
uniforme´ment borne´. En suivant le raisonnement de la preuve de la proposition 1.3.1, en
utilisant la de´croissance exponentielle pre´ce´dente et s’appuyant sur le fait que χ est a`
support compact, on obtient :
||χ(x+ L(·))Π0|| ≤ C < x >−ρ (1.3; 2)
et l’estimation :
||Π0Iχa (x)Π0|| = O(< x >−ρ).
On peut ve´rifier que les ope´rateurs ∂αy (P
a + i)−1 avec |α| = 1 sont borne´s de l’espace a`
poids L2δ(IR
nN
y ) dans lui-meˆme pour tout δ et qu’il en est de meˆme pour ∂
α
y (P
a + i)−1∂βy
si |α|+ |β| = 2 et δ ≥ 0 (cf. annexe A).
Ainsi l’estimation (1.3 ;2) est encore valable en remplac¸ant Π0 par ∂
α
yΠ0 pour |α| = 1 et
ρ par ρ+ 1 (il s’agit ici de la composition de ∂αy avec Π0). On en de´duit que la norme de
l’ope´rateur :
Π0[∂
α(χV )](x+ L(·))Π0 = Π0[∂αyj , (χV )(x+ L(·))]Π0
est O(< x >−ρ−1). Pour |α| = 2, l’ope´rateur pre´ce´dent s’e´crit :
Π0[∂
β
yj
, [∂γyj , (χV )(x+ L(·))]]Π0
avec |β| = |γ| = 1. Pour les termes contenant ∂αyΠ0 ou Π0∂αy , l’argument pre´ce´dent
s’applique car ces ope´rateurs sont borne´s sur L2ρ+2(IR
nN
y ). La norme du terme restant est
majore´e par :
||Π0∂βyj | −∆y|1/2|| ||(−∆y + 1)−1/2V (x+ L(·))(−∆y + 1)−1/2|| ||∇yχ(x+ L(·))∂γyjΠ0||,
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donc par :
C(||(∇χ)(x+ L(·))∂γyjΠ0||+ ||χ(x+ L(·))∇y∂γyjΠ0||) ≤ C
′
< x >−ρ−2 .
On a donc :
||Π0(∂αx Iχa )(x)Π0|| = O(< x >−ρ−|α|).
Comme les ope´rateurs ∂αy (Pe(x) + i)
−1 avec |α| = 1 (respectivement ∂αy (Pe(x) + i)−1∂βy
avec |α| + |β| = 2) se comportent comme ∂αy (P a + i)−1 (respectivement ∂αy (P a + i)−1∂βy )
sur les espaces a` poids L2δ(IR
nN
y ) (cf. annexe A), on montre de meˆme que :
||Π0(∂αx Ia)(x)Π(x)||+ ||Π(x)(∂αx Ia)(x)Π(x)|| = O(< x >−ρ−|α|).
A partir de cette proposition 1.3.4, on peut e´tablir les autres estimations de la proposi-
tion 1.2.4 ainsi qu’une autre estimation qui sera utile au paragraphe 2.4.
Proposition 1.3.5. Sous l’hypothe`se (Sρ) pour ρ > 0, on a les estimations suivantes.
Pour tout α ∈ IN n tel que |α| ≤ 2, il existe Dα > 0 tel que, pour tout x ∈ IRn, on ait :
||∂αx (Π(x)− Π0)|| ≤ Dα < x >−ρ−|α| .
Pour tout x ∈ IRn, on a :
||Π(x)Pe(x)Π(x)− E0Π(x)|| = O(< x >−ρ).
Pour |α| = |β| = 1, il existe Dαβ > 0 tel que, pour tout x ∈ IRn, on ait :
||Π(x)(∂αxΠ)(x)(∂βxIa)(x)Π(x)|| ≤ Dαβ < x >−ρ−2 .
On a note´ par || · || la norme de L(L2(IRnNy )). Les deux premie`res estimations sont dues
a` [KMW1].
De´monstration : Pour les deux premie`res estimations, on suit la preuve de la proposi-
tion 4.1.2 en oubliant la de´pendance en h (cf. l’annexe D). Graˆce a` la remarque 1.3.3, les
arguments de la preuve de la proposition 1.3.4 permettent d’obtenir, pour tout |α| ≤ 2,
l’existence d’un Dα > 0 tel que, pour tout x ∈ IRn, on ait :
||∂αx (Π(x)− Π0)Π0|| ≤ Dα < x >−ρ−|α| .
Au moyen de ce re´sultat, on peut reprendre a` l’identique la preuve de cette proposi-
tion 4.1.2. Pour e´tablir la dernie`re estimation, on remarque que l’ope´rateur Π(x)Ia(x)Π(x)
est donne´ par :
− 1
4pi2
∫
Γ(x)
∫
Γ(x)
(z − Pe(x))−1Ia(x)(z′ − Pe(x))−1dzdz′
(avec les notations du paragraphe 4.1). D’apre`s la remarque 1.3.3, il est donc de classe C2
(car, localement et au voisinage de l’infini, on peut remplacer Γ(x) par un contour fixe) et
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ses de´rive´es s’obtiennent par la formule de Leibnitz. De plus, les arguments utilise´s dans
la preuve de la proposition 1.3.4 permettent d’obtenir que les termes intervenant dans les
de´rive´es secondes sont majore´s par C < x >−ρ−2. Parmi eux se trouve le terme :
− 1
4pi2
∫
Γ(x)
∫
Γ(x)
[∂αx (z − Pe(x))−1](∂βxIa)(x)(z
′ − Pe(x))−1dzdz′
qui n’est autre que (∂αxΠ)(x)(∂
β
xIa)(x)Π(x).
Compte tenu des proprie´te´s que l’on vient d’e´tablir, on voit que les autres re´sultats du
paragraphe 1.2, sont encore valables en pre´sence d’une singularite´ coulombienne (sauf
peut-eˆtre le fait que S soit un coeur pour PAD et AAD).
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2 Me´thode de Mourre et ope´rateurs d’onde a` h fixe´.
La puissante me´thode du commutateur de Mourre a permis dans de nombreux cas d’obte-
nir des the´ore`mes d’absorption limite (cf. [Mo], [JMP]). Par cette me´thode, on va obtenir
de tels the´ore`mes pour PAD et P mais avec des poids particuliers : ils ne contiennent
pas toutes les variables. Ce type de re´sultat a e´te´ obtenu dans [Ra] pour PAD seulement.
On pourra ensuite en de´duire une preuve de l’existence et la comple´tude des ope´rateurs
d’onde ΩAD± et Ω
NAD
± ([Ra]). Dans le paragraphe 2.4, on reprendra l’e´tude de ces ope´rateurs
d’onde lorsque les potentiels ont une singularite´ coulombienne. Dans ces quatres premiers
paragraphes, on suppose que E0 ve´rifie l’hypothe`se de stabilite´ (HS) du paragraphe 1.2.
Enfin, dans le paragraphe 2.5, on ge´ne´ralise les re´sultats au cas ou` plusieurs valeurs propres
de P a ve´rifient cette hypothe`se de stabilite´ (HS).
2.1 Valeur au bord de la re´solvante de PAD.
Comme les ope´rateurs Π(x) projettent sur des e´tats propres de l’hamiltonien e´lectronique
Pe(x), il n’est pas tre`s surprenant que des poids < x >
−s, avec s > 1/2, suffisent pour
de´finir la valeur au bord de RAD, la re´solvante de PAD.
On se propose d’appliquer la me´thode des commutateurs multiples (cf. [JMP]) aux ope´rateurs
PAD et AAD ≡ ΠAΠ, ou` :
A =
x · ∇x +∇x · x
2i
est le ge´ne´rateur des dilatations en la variable x seulement. On e´tablit d’abord quelques
proprie´te´s.
Proposition 2.1.1. La forme syme´trique i[PAD, AAD] de´finie pour φ, ψ ∈ D(PAD) ∩
D(AAD) par :
< ψ, i[PAD, AAD]φ > = < PADψ, iAADφ > − < AADψ, iPADφ >,
= < PADψ, iAADφ > + < iAADψ, PADφ >,
est borne´e infe´rieurement et fermable. L’ope´rateur auto-adjoint i[PAD, AAD]◦ associe´ a` sa
fermeture ve´rifie :
D(PAD) ⊂ D(i[PAD, AAD]◦) (2.1; 1)
et, pour tout φ ∈ D(PAD), on a :
i[PAD, AAD]◦φ = 2Π(−∆x)Πφ−Π(−∆x)x·(∇xΠ)Πφ−Πx·(∇xΠ)(−∆x)Πφ−Πx·(∇xIa)Πφ.
(2.1; 2)
Remarque 2.1.2. D’apre`s la proprie´te´ (2.1 ;1), l’ope´rateur ferme´ i[PAD, AAD]◦(PAD +
i)−1 est de´fini partout donc borne´ sur L2(IRn(N+1)x,y ). Notons de plus que l’ope´rateur Π(−∆x)x·
(∇xΠ)Π est en fait d’ordre 1, d’apre`s la remarque 1.2.6.
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De´monstration : (de la proposition) on utilise essentiellement les proprie´te´s de re´gularite´
et la de´croissance des de´rive´es de la fonction x 7→ Π(x) (cf. propositions 1.2.3 et 1.2.4),
des re´sultats de compacite´ (cf. lemme 1.2.11) et la remarque 1.2.6. Voir l’annexe B.
Corollaire 2.1.3. Pour z ∈ CI \IR, on a : (PAD−z)−1D(AAD) ⊂ D(AAD). Pour |λ| assez
grand, λ re´el, on a (AAD+iλ)−1D(PAD) ⊂ D(PAD) et (PAD+i)iλ(AAD+iλ)−1(PAD+i)−1
converge fortement vers 1 lorsque |λ| → ∞.
De´monstration : voir l’annexe B.
On s’inte´resse maintenant aux commutateurs ite´re´s. On note :
[PAD, AAD]◦0 = P
AD
[PAD, AAD]k = [[P
AD, AAD]k−1, AAD], k ≥ 1.
D’apre`s la proposition 1.2.3, ces commutateurs sont bien de´finis sur S(IRnx;L2(IRnNy )).
Proposition 2.1.4. Pour tout k ∈ IN ∗, la forme ik[[PAD, AAD]◦k−1, AAD] de´finie sur
D(PAD)∩D(AAD) est borne´e infe´rieurement et est fermable. Le domaine de ik[PAD, AAD]◦k,
l’ope´rateur auto-adjoint associe´ a` sa fermeture, contient D(PAD). De plus, cet ope´rateur
s’e´crit sur D(PAD) ∩ D(AAD) :
[PAD, AAD]◦k = 2
kΠ(−∆x)Π + Π∇x · Pk+1Π
+ ΠPk+1 · ∇xΠ+ΠQk+1Π
ou` les composantes du vecteur Pk sont de la forme :
k∑
l=1
∑
|α|≤k
α∈IN l
aαl(∂
α1
x Π) . . . (∂
αl
x Π)
et les aαl sont des polynoˆmes en x de degre´ total ≤ |α|, ou` Qk est une somme de termes
du type :
k∑
l=1
∑
|α|≤k
α∈IN l
bαl(∂
α1
x A1) . . . (∂
αl
x Al)
avec Aj = Π ou Ia, et les bαl sont des polynoˆmes en x de degre´ total ≤ |α|.
De´monstration : On proce`de par re´currence. Pour k = 1, tout a e´te´ de´montre´ dans la
proposition 2.1.1 ((2.1 ;2) prend la forme convenable lorsque l’on exploite la remarque 2.1.2).
Supposons la proprie´te´ vraie pour k. On effectue les calculs sur D(PAD) ∩ D(AAD). On
a :
[ΠQk+1Π,ΠAΠ] = Π[Qk+1, A]Π + Π[Π, A]Qk+1Π+ΠQk+1[Π, A]Π.
Ces termes contribuent a` ΠQk+2Π. D’apre`s la preuve de la proposition 2.1.1, 2k[Π(−∆x)Π,ΠAΠ]
s’e´crit :
2k+1Π(−∆x)Π− 2k(Π(−∆x)x · (∇xΠ)Π + Πx · (∇xΠ)(−∆x)Π)
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et les deux derniers termes contribuent a` :
Π∇x · Pk+2Π+ΠPk+2 · ∇xΠ
(cf. remarque 2.1.2). D’autre part, on a :
[Π∇x · Pk+1Π,ΠAΠ] = Π∇x · Pk+1[Π, A]Π + Π[Π, A]∇x · Pk+1Π
+ Π[∇x · Pk+1, A]Π.
Le premier terme se retrouve dans Π∇x · Pk+2Π, le deuxie`me, qui vaut :
Π∇x · ([Π, A]Pk+1Π) + Π[[Π, A],∇x]Pk+1Π,
se re´partit entre Π∇x · Pk+2Π et ΠQk+2Π. Le troisie`me se transforme en :
Π∇x · [Pk+1, A]Π + Π[∇x, A] · Pk+1Π,
avec [∇x, A] = −i∇x, et intervient donc dans Π∇x · Pk+2Π. La contribution du terme
syme´trique ΠPk+1 · ∇xΠ se traite de manie`re analogue.
D’apre`s la proposition 1.2.4 et le lemme 1.2.11, il existe donc un ope´rateurKk+1, P
AD−compact,
tel que la forme ik[[PAD, AAD]◦k, A
AD] soit repre´sente´e surD(PAD)∩D(AAD) par l’ope´rateur
suivant :
2k+1Π(−∆x)Π +Kk+1.
Cet ope´rateur est auto-adjoint sur D(Π(−∆x)Π) = D(PAD) et est borne´ infe´rieurement.
La forme conside´re´e est donc elle aussi borne´e infe´rieurement, fermable et on a :D(PAD) ⊂
D(ik[PAD, AAD]◦k).
La condition la plus importante pour appliquer la me´thode de Mourre est l’estimation de
Mourre (cf. [Mo]), que nous allons e´tablir pre`s d’un point E 6∈ {E0, 0}.
Proposition 2.1.5. Soit  le signe de la diffe´rence E − E0. Il existe α, δ > 0 et un
ope´rateur compact K tels que :
χ(PAD)i[PAD, AAD]◦χ(PAD) ≥ αχ(PAD) + χ(PAD)Kχ(PAD),
ou` χ = 1I]E−δ,E+δ[, la fonction caracte´ristique de l’intervalle ]E − δ, E + δ[.
De´monstration : Soit δ > 0 tel que δ < |E − E0| et δ < |E|. On pose χ = 1I]E−δ,E+δ[.
D’apre`s (2.1 ;2), on a :
χ(PAD)i[PAD, AAD]◦χ(PAD) = 2χ(PAD)Π(−∆x)Πχ(PAD) + χ(PAD)K1χ(PAD),
ou`K1 est un ope´rateur compact (cf. la preuve de la proposition 2.1.1). Comme 0 6∈ suppχ,
on a χ(PAD)Πˆ = χ(0)Πˆ = 0. On a, sur Im(χ(PAD)) ⊂ Im(Π) :
Π(−∆x)Π = PAD − ΠPeΠ = PAD − E0 − (ΠPeΠ− E0).
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D’apre`s la proposition 1.2.4 et le lemme 1.2.11, ΠPeΠ−E0Π est PAD−compact. Il existe
donc un ope´rateur compact K tel que :
χ(PAD)i[PAD, AAD]◦χ(PAD) = 2χ(PAD)(PAD − E0)χ(PAD) + χ(PAD)Kχ(PAD).
Enfin, on a, par le calcul fonctionnel :
χ(PAD)(PAD − E0)χ(PAD) ≥ (E − E0 − δ)χ(PAD)
avec (E − E0 − δ) > 0.
Notons par L2s(IR
n
x;L
2(IRnNy )) l’espace a` poids (en x seulement) :
L2(IRnx;L
2(IRnNy );< x >
2s dx).
Graˆce aux re´sultats pre´ce´dents, on peut appliquer les re´sultats de [JMP] (PAD est “infi-
niment lisse” par rapport a` AAD) et on a le :
The´ore`me 2.1.6. Soit E 6∈ {E0, 0},
1. il existe δ > 0 tel que le spectre ponctuel de PAD, σp(P
AD), soit fini dans ]E−δ, E+
δ[.
2. Pour tout E
′ ∈]E − δ, E + δ[∩σc(PAD), E ′ 6∈ σp(PAD), il existe un voisinage [a, b]
de E
′
tel que :
∀s > 1
2
, ∃C > 0; sup
<(z)∈[a,b]
=(z) 6=0
|| < x >−s (PAD − z)−1 < x >−s || ≤ C.
3. De plus, sur [a, b], la valeur au bord de la re´solvante RAD(λ ± i0) est bien de´finie
comme ope´rateur de L(L2s(IRnx;L2(IRnNy )), L2−s(IRnx;L2(IRnNy ))), pour tout s > 1/2.
4. Pour tout n ∈ IN et s ∈ IR tels que s > n + 1/2, la fonction λ 7→ RAD(λ ± i0) est
de classe Cn sur [a, b] et on a :
< x >−s
1
n!
∂nλR
AD(λ± i0) < x >−s= s− lim
→0 < x >
−s RAD(λ± i)−n−1 < x >−s .
De´monstration : On utilise la me´thode de Mourre, AAD jouant le roˆle d’ope´rateur
conjugue´. Notons que, pour s ∈ [0, 1], l’ope´rateur < AAD >s (PAD + i)−1 < x >−s est
borne´ (cf. annexe B). Il suffit donc de prouver l’estimation avec les poids < AAD >−s a` la
place de < x >−s. On peut reprendre les arguments de [JMP] et on obtient le re´sultat.
Remarque 2.1.7. L’absence de l’hypothe`se (b) de [JMP] est compense´e par le fait qu’on
a e´tudie´ les formes ik[PAD, AAD]k sur D(PAD) ∩ D(AAD) et par les proprie´te´s du corol-
laire 2.1.3.
Remarque 2.1.8. Notons que le the´ore`me 2.1.6 est valable pour PaΠ0 = (−∆x +E0)Π0
pre`s de tout point E ∈]E0; +∞[\{0}. En effet, cet ope´rateur est ∞−lisse par rapport a`
AΠ0 et ces ope´rateurs sont conjugue´s pre`s de tout point diffe´rent de E0 et de 0.
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2.2 The´ore`me d’absorption limite pour la re´solvante de P avec
de “petits” poids.
On utilise de nouveau la me´thode de Mourre avec AAD = ΠAΠ (A = x·∇x+∇x·x
2i
) comme
ope´rateur conjugue´ (sans conside´rer les commutateurs multiples). Comme pour PAD, on
e´tablit une se´rie de proprie´te´s qui permettent d’appliquer la me´thode de Mourre (cf. [Mo]).
Tout d’abord, la forme i[P,AAD], de´finie surD(P )∩D(AAD), est repre´sente´e par l’ope´rateur
syme´trique suivant :
i[P,Π]AΠ+ iΠA[P,Π] + Πi[P,A]Π.
Or, on a :{
i[P,A] = i[−∆x + Pe, A] = i[−∆x, A] + i[Ia, A] = −2∆x − x · (∇xIa),
[P,Π] = [−∆x + Pe,Π] = [−∆x,Π] = −2(∇xΠ) · ∇x − (∆xΠ),
donc, d’apre`s la proposition 1.2.4, cet ope´rateur est P−borne´. Comme il commute avec
la conjugaison complexe, il admet une extension auto-adjointe (cf. le the´ore`me de Von
Neumann dans [RS2], p. 143). On en de´duit que, sur D(P )∩D(AAD), la forme i[P,AAD]
est repre´sente´e par un ope´rateur auto-adjoint, note´ i[P,AAD]◦, dont le domaine contient
D(P ). De manie`re analogue, la forme i[[P,AAD]◦, AAD], de´finie sur D(P ) ∩ D(AAD), est
repre´sente´e par un ope´rateur auto-adjoint dont le domaine contient e´galement D(P ). Dans
la preuve du corollaire 2.1.3, on peut remplacer PAD par P . On montre ainsi la :
Proposition 2.2.1. Pour z ∈ CI \ IR, on a : (P − z)−1D(AAD) ⊂ D(AAD). Pour |λ| assez
grand, λ re´el, on a (AAD+ iλ)−1D(P ) ⊂ D(P ) et (P + i)iλ(AAD+ iλ)−1(P + i)−1 converge
fortement vers 1 lorque |λ| → ∞.
Remarque 2.2.2. On notera que le point important dans l’hypothe`se (c) de [Mo] est le
fait que la forme i[H,A] soit repre´sente´e sur D(H)∩D(A) par un ope´rateur auto-adjoint,
dont le domaine contient D(H). De plus, la remarque 2.1.7 s’applique a` P .
Pour pouvoir appliquer la me´thode de Mourre, il ne reste plus qu’a` e´tablir l’estimation
de Mourre pour P et AAD, pre`s de E 6= E0. On impose de plus la condition :
E 6∈ σ(QAD) (2.2; 1)
(en particulier on a E 6= 0). On se propose de de´duire l’estimation de Mourre pour P de
celle pour PAD. L’hypothe`se essentielle (2.2 ;1) est exploite´e dans le :
Lemme 2.2.3. Soit θ ∈ C∞0 (IR; IR) telle que :
suppθ ∩ σ(QAD) = ∅.
L’ope´rateur θ(P )− θ(PAD) est compact.
Remarque 2.2.4. La preuve de ce lemme est essentiellement la meˆme que celle du lemme
4.3 de [KMW1].
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De´monstration : Pour expliciter θ(P ) et θ(PAD), on utilise le calcul fonctionnel de
Helffer-Sjo¨strand (cf. [HS]).H e´tant un ope´rateur auto-adjoint et θ ∈ C∞0 (IR; IR), l’ope´rateur
θ(H) est donne´ par :
θ(H) =
1
pi
∫
CI
∂θ˜
∂z¯
(z)(H − z)−1L(dz),
ou` L(dz) de´signe la mesure de Lebesgue sur CI. θ˜ est une extension presque holomorphe,
a` support compact, de θ, c’est-a`-dire qu’elle ve´rifie :
θ˜ ∈ C∞0 (CI) , θ˜|IR = θ
∂θ˜
∂z¯
(z) = O(|=(z)|∞).
On e´crit la formule des re´solvantes pour P et PAD +QAD et pour =(z) 6= 0 :
R(z) ≡ (P − z)−1 = (PAD +QAD − z)−1 −R(z)(ΠˆPΠ+ΠP Πˆ)(PAD +QAD − z)−1.
D’apre`s les proprie´te´s de Π, on a les relations suivantes :{
Π(PAD +QAD − z)−1 = Π(PAD − z)−1 = ΠRAD(z),
Πˆ(PAD +QAD − z)−1 = Πˆ(QAD − z)−1 = ΠˆRˆ(z),
(on a note´ Rˆ(z) = (QAD − z)−1). Toujours pour =(z) 6= 0, la formule des re´solvantes
devient donc :
R(z) = RAD(z)Π + Rˆ(z)Πˆ−R(z)(ΠˆPΠRAD(z) + ΠP ΠˆRˆ(z)).
D’apre`s l’hypothe`se faite sur θ et le fait que 0 ∈ σ(QAD), on a θ(PAD)Πˆ = θ(0)Πˆ = 0. On
en de´duit donc que :
θ(P )− θ(PAD) = θ(QAD)Πˆ + 1
pi
∫
CI
∂θ˜
∂z¯
(z)B(z)L(dz),
avec :
B(z) = −R(z)(ΠˆPΠRAD(z) + ΠP ΠˆRˆ(z)).
Comme suppθ∩σ(QAD) = ∅ par hypothe`se, on a θ(QAD) = 0. En vertu du lemme 1.2.11,
les ope´rateurs R(z)ΠˆPΠRAD(z) et R(z)ΠP ΠˆRˆ(z) sont compacts puisque l’on a :
ΠˆPΠ = Πˆ(−∆x)Π + ΠˆPeΠ = Πˆ(−∆x)Π,
= −2Πˆ(∇xΠ) · ∇x − Πˆ(∆xΠ) = Πˆ(2(∇xΠˆ) + (∆xΠˆ)),
= (2(∇xΠˆ) + (∆xΠˆ))Π (cf. remarque 1.2.6).
B(z) est donc compact et ve´rifie, de plus, pour =(z) 6= 0 et z ∈ suppθ˜ :
||B(z)|| ≤ C|=(z)|−2
avec C inde´pendant de z. La convergence en norme de l’inte´grale :
1
pi
∫
|=(z)|≥
∂θ˜
∂z¯
(z)B(z)L(dz),
lorsque → 0, donne la compacite´ θ(P )− θ(PAD).
On e´tablit maintenant l’estimation de Mourre pour P :
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Proposition 2.2.5. On conside`re un re´el E tel que E 6= E0 et E 6∈ σ(QAD). Soit δ > 0
ve´rifiant |E − E0| > δ et ]E + δ, E + δ[∩σ(QAD) = ∅. Soit χ ∈ C∞0 (]E − δ, E + δ[; IR)
valant 1 pre`s de E. Il existe un re´el α > 0 et un ope´rateur compact K tels que :
χ(P )i[P, AAD]◦χ(P ) ≥ αχ2(P ) + χ(P )Kχ(P ),
ou`  est le signe de E − E0.
De´monstration : Soit θ ∈ C∞0 (]E − δ, E + δ[; IR) telle que θ = 1 sur le support de χ
(donc θχ = χ). On a :
θ(P )i[P, AAD]◦θ(P ) = θ(P )i[PAD, AAD]◦θ(P )
+θ(P )(i[P,Π]AAD + iAAD[P,Π])θ(P ).
Les ope´rateurs θ(P )[P,Π] et AADθ(P ) sont respectivement compact (cf. lemme 1.2.11 et
proposition 1.2.4) et borne´ (cf. proposition 2.2.1). D’autre part, on a :
θ(P )i[PAD, AAD]◦θ(P ) = (θ(P )− θ(PAD))i[PAD, AAD]◦θ(P )
+θ(P )i[PAD, AAD]◦(θ(P )− θ(PAD))
+θ(PAD)i[PAD, AAD]◦θ(PAD).
Comme i[PAD, AAD]◦ est PAD−borne´, donc aussi P−borne´, on en de´duit, graˆce au
lemme 2.2.3, qu’il existe un ope´rateur compact K1 tel que :
θ(P )i[PAD, AAD]◦θ(P ) = θ(PAD)i[PAD, AAD]◦θ(PAD) +K1.
L’estimation de Mourre pour PAD et AAD pre`s de E (cf. proposition 2.1.5) donne l’exis-
tence d’un re´el α > 0 et d’un ope´rateur compact K2 tels que :
θ(PAD)i[PAD, AAD]◦θ(PAD) ≥ αθ2(PAD) +K2.
Or, la diffe´rence :
θ2(P )− θ2(PAD) = (θ(P )− θ(PAD))θ(P ) + θ(PAD)(θ(P )− θ(PAD))
est compacte d’apre`s le lemme 2.2.3. On obtient donc :
θ(P )i[P, AAD]◦θ(P ) ≥ αθ2(P ) +K
ou` K est un ope´rateur compact. En composant a` gauche et a` droite par χ(P ), on obtient
le re´sultat.
Comme pour PAD, les proprie´te´s pre´ce´dentes permettent d’appliquer la me´thode de
Mourre (cf. [Mo]). On en de´duit donc le the´ore`me suivant :
The´ore`me 2.2.6. Soit E 6= E0 et E 6∈ σ(QAD),
1. il existe δ > 0 tel que le spectre ponctuel de P , σp(P ), soit fini dans ]E − δ, E + δ[.
26
2. Pour tout E
′ ∈]E − δ, E + δ[∩σc(P ), E ′ 6∈ σp(P ), il existe un voisinage [a, b] de E ′
tel que :
∀s > 1
2
, ∃C > 0; sup
<(z)∈[a,b]
=(z) 6=0
|| < x >−s (P − z)−1 < x >−s || ≤ C.
3. De plus, sur [a, b], la valeur au bord de la re´solvante R(λ±i0) est bien de´finie comme
ope´rateur de L(L2s(IRnx;L2(IRnNy )), L2−s(IRnx;L2(IRnNy ))), pour tout s > 1/2, et est
une fonction continue de λ.
On de´signe par L2s(IR
n
x;L
2(IRnNy )) l’espace des fonctions de IR
n
x a` valeurs dans L
2(IRnNy ),
de carre´ inte´grable pour la mesure < x >2s dx.
De´monstration : cf. [Mo], [PSS].
Remarque 2.2.7. Contrairement aux the´ore`mes d’absorption limite habituels pour les
hamiltonien a` N corps, les poids ne contiennent pas toutes les variables. Cette le´ge`re
ame´lioration n’est cependant e´tablie que pour E 6∈ σ(QAD). Cette condition est remplie si,
pour tout x ∈ IRn, Π(x) est le projecteur spectral de Pe(x) sur ses m premie`res valeurs
propres λ1(x), . . . , λm(x) et si l’on a :
E < inf
x∈IRn
inf σ(Pe(x)) \ {λ1(x), . . . , λm(x)}
puisqu’alors QAD − E ≥ c pour un certain re´el c > 0. De plus, si E0 ve´rifie l’ine´galite´
pre´ce´dente, alors le the´ore`me d’absorption limite pour P est valable sur tout sous-intervalle
compact de ]E0; inf σ(Q
AD)[ ne rencontant pas le spectre ponctuel de P , car le spectre
continu de P contient l’intervalle [E0; +∞[ (cf. corollaire 2.3.8). Notons enfin que ce
re´sultat est inde´pendant de h, il traduit une proprie´te´ structurelle de l’hamiltonien P .
Remarque 2.2.8. Dans les conditions de la remarque 2.2.7 pre´ce´dente, ce the´ore`me 2.2.6
affirme que le the´ore`me d’absorption limite est valable pre`s d’une e´nergie :
E ∈]E0; inf σ(QAD)[\σp(P ).
En particulier, une telle e´nergie E peut eˆtre un seuil de P . Ainsi, si l’intervalle ]E0; inf σ(Q
AD)[
contient des seuils de P qui ne sont pas des valeurs propres, le the´ore`me d’absorption li-
mite de [PSS], pour cet ope´rateur particulier, est encore valable pre`s de ceux-ci.
2.3 Ope´rateurs d’onde et proprie´te´s spectrales de PAD.
L’approximation de Born-Oppenheimer consiste a` remplacer l’ope´rateur P par sa partie
adiabatique PAD. Ainsi les ope´rateurs d’onde :
Ω± = s− lim
t→±∞ e
itP e−itPaΠ0,
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associe´s a` la de´composition a et a` la valeur propre stable E0 (cf. paragraphe 1.1 et 1.2), de-
vraient eˆtre approxime´s, quand h est petit, par ΩAD± . Pour confirmer ce point, on factorise
Ω± sous la forme :
Ω± = ΩNAD± Ω
AD
± ,
(cf. [Ra], [KMW1]).
Par rapport a` l’article [KMW1], on re´alise cette factorisation dans des conditions diffe´rentes
(ici, les potentiels sont re´guliers). On notera quelques diffe´rences dans les arguments, no-
tamment pour l’existence de ΩNAD± (cf. proposition 2.3.4). Dans le paragraphe 2.4, on
reprendra cette approche sous les hypothe`ses de [KMW1].
On suppose ici que les potentiels ve´rifient la proprie´te´ (Dρ) pour ρ > 1, c’est-a`-dire qu’ils
sont re´guliers et a` courte porte´e. Ainsi, d’apre`s [RS3] p 82, les ope´rateurs d’onde, associe´s
a` la de´composition a :
Ωa± = s− limt→±∞ e
itP e−itPaEpp(P a)
existent. L’ope´rateur P a est donne´ par (1.1 ;1), Pa par (1.1 ;5) et Epp(P
a) est la projection
sur le sous-espace purement ponctuel de P a. En particulier, on a l’existence des ope´rateurs
d’onde :
Ω± = s− lim
t→±∞ e
itP e−itPaΠ0,
ou` Π0 est de´fini au paragraphe 1.2. On s’inte´resse a` l’existence et a` la comple´tude des
ope´rateurs d’onde de´finis par :
ΩAD± = s− limt→±∞ e
itPADe−itPaΠ0,
ΩNAD± = s− limt→±∞ e
itP e−itP
AD
Eac(P
AD),
respectivement, qui re´alisent formellement la factorisation. On a utilise´ les notations de
la partie 1 et de´signe´ par Eac(P
AD) la projection sur le sous-espace absolument continu
de PAD.
La de´marche consiste a` exploiter la technique des commutateurs multiples pour PAD (cf.
proposition 2.1.4) en utilisant le lemme suivant :
Lemme 2.3.1. ([KMW1]) Pour tous s, s
′
, a, b ∈ IR tels que 0 < s′ < s, ab > 0 et
(a−E0)(b−E0) > 0, pour toute fonction f ∈ C∞0 (IR; IR) a` support dans [a, b] \σp(PAD),
il existe un re´el C > 0 tel que :
|| < x >−s e−itPADf(PAD) < x >−s || ≤ C < t >−s′ , ∀t ∈ IR.
De´monstration : Graˆce au 4. du the´ore`me 2.1.6, il suffit d’appliquer le the´ore`me 4.2.
de [JMP] pour PAD.
Commenc¸ons par e´tudier ΩAD± . On a la :
Proposition 2.3.2. ([Ra], [KMW1]) Les ope´rateurs d’onde ΩAD± existent et sont com-
plets.
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De´monstration : La proprie´te´ PADΠˆ = 0 sugge`re que l’on a :
s− lim
t→±∞ Πˆe
itPADe−itPaΠ0 = 0 (2.3; 1)
(cf. [Ra]). Ve´rifions-le. Pour cela, il suffit de l’obtenir sur un sous-espace dense de
L2(IRn(N+1)). Par le calcul fonctionnel, on a :
ΠˆeitP
AD
e−itPaΠ0 = Πˆe−itPaΠ0 = −(Π− Π0)e−it(−∆x+E0)Π0.
Or, l’ope´rateur (Π−Π0)Π0(−∆x+ i)−1 est compact (cf. proposition 1.2.4 et lemme 1.2.7),
on peut appliquer le lemme 2. de [RS3] p.24 et obtenir ainsi (2.3 ;1) sur le sous-espace
dense D(−∆xΠ0).
Prouvons maintenant que les limites :
s− lim
t→±∞Πe
itPADe−itPaΠ0, s− lim
t→±∞Π0e
itPae−itP
AD
Π
existent.
En calculant sur S(IRnx;L2(IRnNy )), on a :
Π(PAD − Pa)Π0 = Π[−∆x,Π]Π0 +Π(ΠPeΠ− E0)Π0
= −2Π(∇xΠ) < x >ρ/2 · < x >−ρ/2 ∇xΠ0 − Π(∆xΠ) < x >ρ/2 < x >−ρ/2 Π0
+ Π(ΠPeΠ− E0) < x >ρ/2 < x >−ρ/2 Π0.
D’apre`s la proposition 1.2.4, chaque terme est compose´ d’un premier facteur PAD−borne´
et d’un second (−∆xΠ0)−borne´. Puisque ρ > 1, on voit que, graˆce au 2. du the´ore`me 2.1.6
et au the´ore`me XIII.30 de [RS4] p 163, le premier facteur est PAD−lisse sur tout intervalle
compact ne contenant ni E0 ni 0 et ne rencontrant pas le spectre ponctuel de P
AD. De
meˆme, le second facteur est (−∆xΠ0)−lisse sur tout intervalle compact ne contenant pas 0,
puisque l’on a l’e´quivalent du the´ore`me 2.1.6 pour (−∆xΠ0) (cf. remarque 2.1.8). On peut
donc reprendre la preuve du the´ore`me XIII.31 de [RS4] p 164 et obtenir ainsi l’existence
des deux limites en question.
Comme Πˆ + Π = 1, on a prouve´ l’existence de ΩAD± . On a donc automatiquement :
ImΩAD± ⊂ Hac(PAD), le sous-espace absolument continu de PAD. Si, maintenant, on
prend φ ∈ Hac(PAD) alors on a : Πφ = φ et :
φ = ΩAD± limt→±∞Π0e
itPae−itP
AD
Πφ,
soit Hac(PAD) ⊂ ImΩAD± , c’est-a`-dire la comple´tude de ΩAD± .
Remarque 2.3.3. Dans [Ra] et [KMW1], la me´thode est similaire. Ici, on a juste mis en
avant la proprie´te´ (2.3 ;1), ce qui permet d’utiliser commode´ment la the´orie des ope´rateurs
lisses au sens de Kato. Notons que le raisonnement pre´sente´ ici reste valable sous la
condition moins restrictive (2.7) de [KMW1] (cf. paragraphe 2.4).
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Graˆce a` la re´gularite´ de λ 7→ RAD(λ ± i0) (cf. 4. the´ore`me 2.1.6) traduite dans le
lemme 2.3.1, on est en mesure de prouver l’existence de ΩNAD± .
En vue d’utiliser une me´thode de Cook, on cherche a` montrer que l’application :
t 7→ eitP (P − PAD)e−itPADφ
est inte´grable, φ appartenant a` un certain sous-espace dense (pour la norme de L2(IRn(N+1)x,y ))
de Hac(PAD).
Comme Hac(PAD) ⊂ ImΠ, on a, sur S(IRnx;L2(IRnNy )) :
(P − PAD)Eac(PAD) = Πˆ(−∆x)ΠEac(PAD) = [−∆x,Π]ΠEac(PAD).
Puisque∇xΠ(PAD+i)−1 et (PAD+i)−1 sont borne´s sur les espaces a` poids L2s(IRnx;L2(IRnNy ))
pour tout s (cf. l’annexe A), l’ope´rateur :
[−∆x,Π]Π(PAD + i)−1 < x >ρ+1 (2.3; 2)
est borne´, d’apre`s la proposition 1.2.4. L’ensemble :
f(PAD) < x >ρ+1 ψ; ψ ∈ S(IRnx;L2(IRnNy )), a, b ∈ IR, f ∈ C∞0 (IR; IR);
ab > 0, (a− E0)(b− E0) > 0, suppf ⊂ [a, b] \ σp(PAD)

est dense dans L2(IRn(N+1)x,y ), il suffit donc, pour e´tablir l’existence de Ω
NAD
± , d’utiliser le
lemme 2.3.1, pour 1 < s
′
< s = ρ+ 1. On a donc montre´ la :
Proposition 2.3.4. ([Ra], [KMW1]) Les ope´rateurs d’onde ΩNAD± existent.
Puisque l’on a l’existence de ΩAD± et de Ω
NAD
± , on peut reconstruire Ω± par la formule :
Ω± = ΩNAD± Ω
AD
± ,
ce qui implique en particulier : ImΩ± ⊂ ImΩNAD± . Cette ine´galite´ peut-elle eˆtre stricte ?
Non, a` cause de la comple´tude de ΩAD± . En effet, si φ = Ω
NAD
± ψ avec ψ ∈ Hac(PAD), alors
il existe θ ∈ ImΠ0 tel que ψ = ΩAD± θ et donc, on a : φ = Ω±θ. Ce re´sultat constitue la :
Proposition 2.3.5. ([Ra], [KMW1]) Les ope´rateurs d’onde ΩNAD± sont complets au sens
suivant :
ImΩ± = ImΩNAD± .
L’existence des ope´rateurs d’onde ΩAD± permet d’affirmer que le spectre continu de P
AD
contient l’intervalle [E0; +∞[= σ(PaΠ0). Il y a en fait e´galite´ (cf. [KMW1]) et on va en
donner une preuve.
Proposition 2.3.6. ([KMW1]) Les spectres continu et absolument continu de PAD sont
donne´s par :
σac(P
AD) = σc(P
AD) = [E0; +∞[.
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De´monstration : Comme on l’a de´ja` dit, l’existence des ope´rateurs ΩAD± implique que
l’ope´rateur PAD, restreint a` ImΩAD± est unitairement e´quivalent a` PaΠ0 (cf. [RS3] p18).
Par conse´quent, on a :
[E0; +∞[= σac(PaΠ0) ⊂ σac(PAD) ⊂ σc(PAD).
Passons a` l’autre inclusion. Comme on a : σc(P
AD) ⊂ σess(PAD), le spectre essentiel de
PAD, on e´tudie ce dernier. D’apre`s le the´ore`me de Weyl (cf [RS4] p106) et le fait que
l’ope´rateur Π(Pe − E0) est PAD-compact (cf. la proposition 1.2.4 et le lemme 1.2.11), on
a σess(P
AD) = σess(P
AD
0 ) avec P
AD
0 ≡ Π(−h2∆x+E0)Π. En utilisant le “petit” the´ore`me
de Weyl (cf.[RS1]), on montre dans l’annexe B l’inclusion :
σ(PAD0 ) ⊂ {0} ∪ [E0; +∞[.
Comme le spectre continu de PAD ne peut contenir un point isole´, on a en fait :
σc(P
AD) ⊂ [E0; +∞[
ce qui donne le re´sultat annonce´.
Remarquons que, compte tenu des hypothe`ses faites sur les potentiels, la valeur propre
E0 est force´ment strictement ne´gative. Pour ve´rifier ce point, il suffit d’avoir :
inf σess(P
a) ≤ 0
graˆce au the´ore`me HVZ (cf. [RS3] ou [CFKS]). De plus, ce meˆme the´ore`me affirme que
l’on a :
inf σess(P
a) = min
]b≥3
b⊂a
inf σ(P b)
ou` les notations “]b” et “b ⊂ a” sont de´finies au paragraphe 3.1. Toujours avec les notations
de ce paragraphe 3.1, on a aussi :
b ⊂ c =⇒ inf σ(P c) ≤ inf σ(P b)
(c’est une conse´quence du the´ore`me HVZ, cf. [RS4]). En choisissant une de´composition
b ⊂ a telle que ]b = N + 2− 1, on voit que inf σ(P b) ≤ 0 car le potentiel Vb tend vers 0 a`
l’infini. On en de´duit que E0 < 0 et le :
Corollaire 2.3.7. On a en fait :
σess(P
AD) = σc(P
AD) = [E0; +∞[.
A cause de l’existence des ope´rateurs d’onde ΩNAD± (cf. proposition 2.3.4), on de´duit de
cette proposition 2.3.6 un autre corollaire donnant une information spectrale sur P :
Corollaire 2.3.8. Le spectre continu de P contient l’intervalle [E0; +∞[.
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2.4 Ope´rateurs d’onde en pre´sence de singularite´s coulombiennes.
L’existence et la comple´tude des ope´rateurs d’onde du paragraphe 2.3 sont encore valable
sous l’hypothe`se (Sρ), ρ > 1, du paragraphe 1.3, qui autorise des singularite´s coulom-
biennes pour n ≥ 3 (cf. [KMW1]). On se propose ici de reprendre ces re´sultats en donnant
une preuve de l’existence de ΩNAD± , diffe´rente de celle de [KMW1].
Notons tout d’abord qu’a` l’exception de la proposition 2.1.4 (concernant les commutateurs
multiples), tous les re´sultats des paragraphes 2.1 et 2.2 sont conserve´s, pour ρ > 0, graˆce
aux re´sultats du paragraphe 1.3. Dans les preuves en effet, le projecteur Π(x) et le potentiel
Ia(x) sont de´rive´s au plus deux fois et les de´rive´es de Ia(x) sont toujours “encadre´es” par
deux projecteurs Π(x).
Pour ρ > 1, on reprend les re´sultats du paragraphe 2.3. La preuve du lemme 2.3.1 et par
conse´quent celle de l’existence de ΩNAD± ne sont plus valables.
Dans [Ra] et [KMW1], l’existence de ΩNAD± est essentiellement e´tablie a` partir du the´ore`me
d’absorption limite pour P (cf. [PSS]). On va montrer que l’on peut adapter la preuve de
la proposition 2.3.4 sous l’hypothe`se (Sρ), ρ > 1. Pour remplacer la proposition 2.1.4, on
a le lemme :
Lemme 2.4.1. Les commutateurs [PAD, AAD]2 et [P
AD, AAD]3 sont borne´s de HAD+2 dans
HAD−1 et dans HAD−2 , respectivement. (HADp )p∈Z de´signe l’e´chelle d’espaces associe´e a` PAD
(cf. [RS2]).
De´monstration : Pour alle´ger les notations, on note dans cette preuve (∇xΠ) par ∇Π,
(∆xΠ) par ∆Π et (∇xIa) par ∇Ia. Sur D(PAD)∩D(AAD), le commutateur i[PAD, AAD]◦
est donne´ par (2.1 ;2) :
i[PAD, AAD]◦ = 2Π(−∆x)Π− 2Π∇x · ∇Π(x · ∇Π)Π
− 2Π(x · ∇Π)∇Π · ∇xΠ− Π∆Π(x · ∇Π)Π
− Π(x · ∇Π)∆ΠΠ+ Π(x · ∇Ia)Π
(cf. remarque 2.1.2). On a :
[Π(x · ∇Ia)Π,ΠAΠ] = Π[x · ∇Ia, A]Π + Π[Π, A](x · ∇Ia)Π + Π(x · ∇Ia)[Π, A]Π.
Comme i[x · ∇Ia, A] = −(x · ∇)2Ia, on voit que ces ope´rateurs sont borne´s (cf. proposi-
tion 1.2.4). Le terme [Π(−∆x)Π,ΠAΠ] a de´ja` e´te´ calcule´ et vaut :
2Π(−∆x)Π− Π(−∆x)(x · ∇Π)Π− Π(x · ∇Π)(−∆x)Π,
ou` le premier terme est borne´ de HAD+1 dans HAD−1 , le deuxie`me de HAD0 dans HAD−1 et le
troisie`me de HAD+1 dans HAD0 .
En e´crivant :
[Π∆Π(x · ∇Π)Π,ΠAΠ] = Π∆Π(x · ∇Π)[Π, A]Π + Π[Π, A]∆Π(x · ∇Π)Π
+ Π∆Π(x · ∇Π)AΠ− ΠA∆Π(x · ∇Π)Π
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avec :
AΠ = −i(x · ∇x + n/2)Π et ΠA = −iΠ(∇x · x− n/2),
on voit que, graˆce a` la proposition 1.2.4, ce terme est borne´ de HAD+1 dans HAD−1 . Il en est
de meˆme de la contribution de Π(x · ∇Π)∆ΠΠ.
Enfin, on a :
[Π∇x · ∇Π(x · ∇Π)Π,ΠAΠ] = Π∇x · ∇Π(x · ∇Π)[Π, A]Π + Π[Π, A]∇x · ∇Π(x · ∇Π)Π
+ Π[∇x · ∇Π(x · ∇Π), A]Π.
Le deuxie`me terme peut s’e´crire :
Π[[Π, A],∇x] · ∇Π(x · ∇Π)Π + Π∇x · [Π, A]∇Π(x · ∇Π)Π,
et le troisie`me sous la forme :
Π[∇x, A] · ∇Π(x · ∇Π)Π + Π∇x · [∇Π(x · ∇Π), A]Π,
avec [∇x, A] = −i∇x. On en de´duit que ces trois termes sont borne´s de HAD0 dans HAD−1 .
On traite de meˆme la dernie`re contribution, qui est borne´e de HAD+1 dans HAD0 .
Les arguments pre´ce´dents permettent de ve´rifier que [PAD, AAD]3 est borne´ de HAD+2 dans
HAD−2 .
Graˆce a` ce lemme 2.4.1, [PAD, AAD]2 est borne´ de HAD+2 dans HAD−2 , on peut donc suivre la
me´thode de Mourre et obtenir les points 1. et 2. du the´ore`me 2.1.6. On peut donc refaire
la de´monstration de la proposition 2.3.2 et obtenir l’existence et la comple´tude de ΩAD± .
Donnons maintenant une nouvelle preuve de l’existence des ope´rateurs d’onde ΩNAD± sous
l’hypothe`se (Sρ) :
Nouvelle preuve de l’existence de ΩNAD± : On utilise une ge´ne´ralisation de la me´thode
des commutateurs multiples (cf. [JMP] et [PSS]). Avec les notations de [JMP], on peut
de´velopper la the´orie des commutateurs multiples pour un ope´rateur H n−lisse par rap-
port a` un certain A, H et A e´tant de plus conjugue´s pre`s d’un point, en supposant dans
l’hypothe`se (cn) que les Bj sont seulement borne´s de H+2 dans H−1.
Par le lemme 2.4.1, PAD est 2-lisse par rapport a` AAD. De plus, la de´croissance en x
de (P − PAD)Eac(PAD) est de ρ + 1 > 2. En reprenant les arguments de la preuve du
the´ore`me 4.4 de [JMP], on re´tablit le lemme 2.3.1 pour s > s
′
> 1, ce qui permet de
reprendre la preuve pre´ce´dente de l’existence de ΩNAD± .
Bien entendu, la preuve de la proposition 2.3.5, relative a` la comple´tude de ΩNAD± , reste
valable sous l’hypothe`se (Sρ). Graˆce aux proprie´te´s du paragraphe 1.3, on peut e´galement
reprendre les preuves de la proposition 2.3.6 et du corollaire 2.3.7 sous cette hypothe`se.
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2.5 Prise en compte de plusieurs valeurs propres du spectre
discret de P a.
La construction d’un ope´rateur adiabatique PAD peut se faire dans un cadre plus ge´ne´ral.
Au lieu d’une seule valeur propre du spectre discret de P a, on en conside`re plusieurs.
Moyennant une hypothe`se de stabilite´ convenable, on va voir que l’on retrouve les re´sultats
des parties 1 et 2. C’est e´galement dans ce cadre e´largi que l’on de´finira des sections
efficaces totales (cf. partie 3).
On suppose que les potentiels ve´rifient la condition (Dρ) pour un ρ > 0. Conside´rons E1 <
. . . < Er des valeurs propres du spectre discret de P
a, chaque Ej e´tant de multiplicite´ mj
et ve´rifiant l’hypothe`se de stabilite´ (HS) du paragraphe 1.2. Pour chaque j, les projecteurs
Πj0 et Πj(x) correspondants ve´rifient les proprie´te´s de ce paragraphe 1.2. Les ope´rateurs
PADj = ΠjPΠj et A
AD
j = ΠjAΠj posse`dent les proprie´te´s des paragraphes 1.2 et 2.1. On
pose :
Π0 =
r∑
j=1
Πj0, Π(x) =
r∑
j=1
Πj(x).
Ces projecteurs ve´rifient e´galement les proprie´te´s du paragraphe 1.2, la dernie`re estimation
de la proposition 1.2.4 e´tant remplace´e par la suivante :
||Π(x)Pe(x)Π(x)−
r∑
j=1
EjΠj(x)|| = O(< x >−ρ). (2.5; 1)
Enfin, le nouvel ope´rateur PAD ve´rifie les proprie´te´s du paragraphe 1.2. Graˆce a` toutes
ces proprie´te´s, on peut reprendre les re´sultats du paragraphe 2.1 avec l’ope´rateur :
AAD =
r∑
j=1
jA
AD
j
(pour j ∈ {±1}, 1 ≤ j ≤ r). On de´taille l’estimation de Mourre (cf. proposition 2.1.5) :
Proposition 2.5.1. Soit E 6∈ {0} ∪ {Ej, 1 ≤ j ≤ r}. Pour tout j, soit j le signe de la
diffe´rence E − Ej. Il existe α, δ > 0 et un ope´rateur compact K tels que :
χ(PAD)i[PAD, AAD]◦χ(PAD) ≥ αχ(PAD) + χ(PAD)Kχ(PAD),
ou` χ = 1I]E−δ,E+δ[, la fonction caracte´ristique de l’intervalle ]E − δ, E + δ[.
De´monstration : Prenons θ ∈ C∞0 (IR; IR) telle que χθ = χ et suppθ ∈]E − 2δ, E + 2δ[,
δ > 0 e´tant a` choisir. Tout d’abord, on a :
i[PAD, AAD] =
r∑
j=1
ji[Π(−∆x)Π,ΠjAΠj]
=
r∑
j=1
j(Πi[−∆x,Πj]AΠj +ΠjAi[−∆x,Πj]Π + Πji[−∆x, A]Πj).
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D’apre`s les proprie´te´s des projecteurs Πj, on a donc, pour δ > 0 :
θ(PAD)i[PAD, AAD]◦θ(PAD) = 2θ(PAD)
 r∑
j=1
jΠj(−∆x)Πj
 θ(PAD) +K1
ou` K1 est un ope´rateur compact. On s’appuie maintenant sur le lemme suivant (tre`s
proche du lemme 2.2.3) :
Lemme 2.5.2. Soit θ ∈ C∞0 (IR; IR). Pour tout 1 ≤ j ≤ r, l’ope´rateur θ(PAD)Πj −
θ(PADj )Πj est compact.
De´monstration : L’ope´rateur :
(PAD − PADj )Πj = Π[−∆x,Πj]Πj
est PAD-compact. Graˆce au calcul fonctionnel d’Helffer-Sjo¨strand (cf. [HS] ou bien le
lemme 2.2.3), on peut reprendre la preuve de ce lemme 2.2.3 pour obtenir le re´sultat.
Graˆce a` ce lemme 2.5.2, on peut trouver un ope´rateur compact K2 tel que :
θ(PAD)i[PAD, AAD]◦θ(PAD) = 2
r∑
j=1
jθ(P
AD
j )Πj(−∆x)Πjθ(PADj ) +K2.
Or, on a :
Πj(−∆x)Πj = (PADj − Ej)Πj − (Pe − Ej)Πj,
ou` le second terme est PADj -compact. On en de´duit que :
θ(PAD)i[PAD, AAD]◦θ(PAD) ≥
r∑
j=1
j(E − Ej − 2jδ)θ(PADj )2 +K3
≥ αθ(PAD)2 +K4,
pour δ assez petit, ou` α > 0 et K3, K4 sont des ope´rateurs compacts. Il suffit de composer
a` droite et a` gauche par χ(PAD) pour obtenir le re´sultat.
Ainsi, sous les hypothe`ses du pre´sent paragraphe, le the´ore`me 2.1.6 est encore valable
pour E 6∈ {0} ∪ {Ej, 1 ≤ j ≤ r} ∪ σp(PAD). On a donc le :
The´ore`me 2.5.3. On suppose que les potentiels ve´rifient la condition (Dρ) pour un ρ > 0,
que les valeurs propres E1 < . . . < Er du spectre discret de P
a ve´rifient chacune l’hypothe`se
de stabilite´ (HS). Pre`s de tout point E 6∈ {0} ∪ {Ej, 1 ≤ j ≤ r} ∪ σp(PAD), le the´ore`me
d’absorption limite 2.1.6 pour PAD est valable.
De plus, on peut reprendre a` l’identique les arguments du paragraphe 2.2 et obtenir ainsi
l’e´quivalent du the´ore`me 2.2.6 :
The´ore`me 2.5.4. Sous les hypothe`ses du the´ore`me 2.5.3, le the´ore`me d’absorption limite
pour P est valable pre`s de tout point E 6∈ {0} ∪ {Ej, 1 ≤ j ≤ r} ∪ σp(P ) ve´rifiant
E 6∈ σ(QAD).
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A partir de l’estimation (2.5 ;1), on montre, comme au paragraphe 2.3, que les nouveaux
ope´rateurs d’onde ΩAD± et Ω
NAD
± existent et sont complets, lorsque ρ > 1. L’e´tude du
spectre essentiel de P a, faite dans ce paragraphe 2.3, montre que l’on a E1 < . . . < Er < 0.
Enfin, la proposition 2.3.6 devient ici :
Proposition 2.5.5. Les spectres essentiel, continu et absolument continu de PAD sont
donne´s par :
σess(P
AD) = σac(P
AD) = σc(P
AD) = [E1; +∞[.
De´monstration : Cette fois, on a :
PaΠ0 =
r∑
j=1
(−∆x + Ej)Πj0.
Le spectre absolument continu de PaΠ0 est donc donne´ par : σac(PaΠ0) = [E1; +∞[.
L’existence des ope´rateurs d’onde ΩAD± fournit l’inclusion suivante :
[E1; +∞[⊂ σac(PAD)(⊂ σc(PAD) ⊂ σess(PAD)).
D’apre`s l’estimation (2.5 ;1), l’ope´rateur :
ΠPe −
r∑
j=1
EjΠj
est PAD-compact. De plus, pour j 6= k, l’ope´rateur Πj(−∆x)Πk = −[−∆x,Πj]Πk est aussi
PAD-compact. D’apre`s le the´ore`me de Weyl, on en de´duit que σess(P
AD) = σess(P
AD
0 )
pour :
PAD0 =
r∑
j=1
PADj0 =
r∑
j=1
Πj(−∆x + Ej)Πj.
D’apre`s la preuve de la proposition 2.3.6, on a, pour tout j, σ(PADj0 ) ⊂ [Ej; +∞[ donc
σ(PAD0 ) ⊂ [E1; +∞[. On obtient donc les inclusions suivantes :
σac(P
AD) ⊂ σc(PAD) ⊂ σess(PAD) ⊂ [E1; +∞[
et le re´sultat.
Comme au paragraphe 2.3, l’existence des ope´rateurs ΩNAD± permet d’avoir le :
Corollaire 2.5.6. Le spectre continu de P contient l’intervalle [E1; +∞[.
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3 Sections efficaces totales.
Les sections efficaces pre´sentent un important inte´reˆt physique car elles se preˆtent bien
a` des expe´rimentations. Pour une direction d’incidence fixe´e, on va s’inte´resser ici, pour
certaines valeurs de l’e´nergie, aux sections efficaces totales issues d’un canal α, a` deux
amas, dont l’e´nergie est stable au sens du paragraphe 2.5. On introduit aussi des sections
efficaces totales adiabatiques issues du meˆme canal. L’e´tude semi-classique de ses sections
est renvoye´e a` la partie 5.
3.1 Formulation ge´ome´trique du syste`me e´tudie´.
Avant de de´finir les sections efficaces totales associe´es a` la de´composition du paragraphe 1.1,
on donne une formulation ge´ome´trique de P . Il s’agit de la formulation ge´ome´trique d’Ag-
mon (cf. [A]) des ope´rateurs de Schro¨dinger a` N-corps. Comme la structure ge´ome´trique
est construite a` partir des masses, la de´pendance en h se trouve cache´e dans cette struc-
ture.
Soit X le sous-espace de IRn(N+2) de´fini par :
X ≡ {x = (xj)1≤j≤N+2 ∈ IRn(N+2); m1x1 +m2x2 +
N+2∑
j=3
xj = 0},
c’est-a`-dire l’ensemble des re´partitions de masses dont le centre de masse se trouve en 0.
On conside`re sur IRn(N+2) la forme quadratique de´finie positive suivante :
q1(x) = 2m1|x1|2 + 2m2|x2|2 + 2
N+2∑
j=3
|xj|2.
Le facteur 2 est introduit a` cause des facteurs 1/2 figurant dans P (cf. paragraphe 1.1).
Notons par q sa restriction a` X, par < ·, · >q la forme biline´aire associe´e, par | · |q la norme
associe´e et par < · >q la quantite´ (1 + | · |2q)1/2. De´signons par < ·, · >X et par || · ||X le
produit scalaire et la norme de L2(X). On a la de´composition suivante :
IRn(N+2) = X ⊕X⊥ (3.1; 1)
Prenons une de´composition en amas a, c’est-a`-dire une partition de {1, . . . , N + 2}. Les
amas sont note´s par A1, . . . , Al et leur nombre par ]a (]a = l). On de´finit le sous-espace
des “variables internes” associe´ a` a par :
Xa ≡ {x = (xj)1≤j≤N+2 ∈ IRn(N+2); ∀k ∈< 1, ]a >,
∑
j∈Ak
m
′
jxj = 0}
(avec m
′
1 = m1, m
′
2 = m2 et m
′
j = 1 pour j ≥ 3). C’est un sous-espace de X. Le
sous-espace des “variables externes” associe´ a` a est donne´ par :
Xa ≡ {x = (xj)1≤j≤N+2 ∈ X; ∀k ∈< 1, ]a >, (j, l ∈ Ak =⇒ xj = xl)},
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on note par SIa sa sphe`re unite´. On a :
Xa = (X
a)⊥ et X = Xa ⊕Xa.
On notera par xa (respectivement x
a) la projection orthogonale d’un vecteur x ∈ X sur
Xa (respectivement X
a), par dxa (respectivement dx
a) la mesure riemannienne sur Xa
(respectivementXa), par< ·, · >a (respectivement< ·, · >a) le produit scalaire sur L2(Xa)
(respectivement L2(Xa)) et par || · ||a (respectivement || · ||a) la norme correspondante.
On utilisera l’indice “sa” pour les objets correspondants a` la sphe`re SIa. Notons que, pour
]a = 2, on a dimXa = n.
On introduit la relation d’ordre suivante sur A, l’ensemble des de´compositions en amas :
a ⊂ b ⇐⇒ Xa ⊂ Xb ⇐⇒ Xb ⊂ Xa
⇐⇒ ∀j ∈< 1, ]a >, ∀k ∈< 1, ]b >, (Aj ∩Bk 6= ∅ =⇒ Aj ⊂ Bk).
On a donc a ⊂ b si a est obtenue de b en de´composant en amas chaque amas de b. Cette
relation d’ordre admet un plus petit e´le´ment amin, qui est la partition en N + 2 amas, et
un plus grand e´le´ment amax, qui est la partition en un amas. On a :
Xamin = 0, Xamin = X,X
amax = X,Xamax = 0.
On peut de´finir aussi la de´composition a ∪ b qui est la plus petite de´composition qui
majore a et b. Elle ve´rifie les proprie´tes suivantes :
Xa∪b = Xa +Xb, Xa∪b = Xa ∩Xb,
∃δ > 0; ∀x ∈ X, |xa|q + |xb|q ≥ δ|xa∪b|q. (3.1; 2)
Si b est la de´composition en N +1 amas ou` les particules j et l sont ensembles, alors on a
xj − xl ∈ Xb et dimXb = n. On peut donc e´crire Vjl(xj − xl) sous la forme Vb(xb). Graˆce
a` la de´composition (3.1 ;1), on peut retirer le centre de masse de l’hamiltonien quantique
H (cf. paragraphe 1.1) et l’ope´rateur obtenu est de la forme :
P˜ = −∆+ ∑
a∈A
Va(x
a),
ou`−∆ est l’ope´rateur de Laplace-Beltrami sur (X, q) et les Va des fonctions de C∞(Xa; IR)
ve´rifiant :
∀α ∈ IN na , ∃Cα > 0; ∀y ∈ Xa, |∂αVa(y)| ≤ Cα < y >−ρ−|α|q . (3.1; 3)
avec na = dimX
a et ρ > 0.
Pour une de´composition en amas a, on pose :
P˜ a = −∆a +∑
b⊂a
Vb(x
b), P˜a = P˜
a −∆a
et :
I˜a(x) =
∑
b6⊂a
Vb(x
b),
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ou` −∆a et −∆a sont les ope´rateurs de Laplace-Beltrami sur Xa et Xa respectivement.
Pour toute de´composition a ∈ A, on a :
P˜ = P˜a + I˜a.
Prenons maintenant la de´composition a du paragraphe 1.1 et faisons le lien entre les
ope´rateurs pre´ce´dents et ceux de´finis dans ce paragraphe 1.1. Avec les notations de ce
paragraphe, on note par Rk le centre de masse de l’amas Ak (k ∈ {1, 2}) :
Rk =
1
Mk
mkxk + ∑
j∈A′
k
xj
 .
On a donc :
Xa = {r = (xj)1≤j≤N+2 ∈ X; R1 = R2 = 0}
et :
Xa = {r = (xj)1≤j≤N+2 ∈ X; ∀k ∈< 1, 2 >, (j, l ∈ Ak =⇒ xj = xl)}.
Pour r ∈ X, on voit que la j-ie`me composante de ra est :{
R1 si j ∈ A1,
R2 si j ∈ A2,
et la j-ie`me composante de ra est :{
xj −R1 si j ∈ A1,
xj −R2 si j ∈ A2.
En inversant le changement de variables introduit au paragraphe 1.1, on exprime les
composantes de ra : 
M2
M
x si j ∈ A1,
−M1
M
x si j ∈ A2,
et celles de ra : 
− 1
M1
∑
l∈A′1
yl si j = 1,
− 1
M2
∑
l∈A′2
yl si j = 2,
yj − 1Mk
∑
l∈A′
k
yl si j ∈ A′k, k ∈< 1, 2 >,
en fonction de x ∈ IRn et y ∈ IRnN . On pose ra = ua(x) et ra = ua(y), et on de´finit les
applications suivantes :
Ua : L
2(Xa) −→ L2(IRn), Ua : L2(Xa) −→ L2(IRnN),
f 7→ Na(h)f ◦ua, g 7→ Na(h)g◦ua.
39
Par de´finition, la mesure sur dxa sur Xa est la mesure image par ua de la mesure a` densite´
da(x)
1/2dx ou` da(x) est le de´terminant de la matrice :(
< u′a(x)
∂
∂xi
(x), u′a(x)
∂
∂xj
(x) >q
)
i,j
et u′a(x) est la diffe´rentielle de ua au point x. En calculant les coefficients de cette matrice
(qui sont constants puisque ua est line´aire), on voit que l’on a, pour tout x :
da(x) = da =
(
M1M2
M
)n
(1 +O(h2)) = h−2nca(h)4
ou` ca(h)→ ca 6= 0, lorsque h→ 0. En prenant Na(h) = ca(h)h−n/2, la transformation Ua
devient unitaire. De meˆme la mesure dxa sur Xa est la mesure image par ua de da(y)1/2dy
ou` da(y) = da = 1 + O(h2) = ca(h)4 et en prenant Na(h) = ca(h), la transformation Ua
est unitaire.
Par de´finition des ope´rateurs de Laplace-Beltrami −∆a et −∆a, on a :
Ua(−∆a)U−1a f = −
M
2M1M2
∆xf = −h2∆xf
pour f ∈ S(IRn) et :
Ua(−∆a)(Ua)−1g = −∆yg + h2HEg
pour g ∈ S(IRnN) (l’ope´rateur HE est de´fini par (1.1 ;3)). Ainsi, en notant par Uaa
l’extension de l’application :
(f, g) ∈ L2(Xa)× L2(Xa) 7→ (Uaf)(Uag) ∈ L2(IRn(N+1))
a` L2(X), on a :
Uaa P˜ (U
a
a )
−1φ = Pφ, Uaa P˜a(U
a
a )
−1φ = Paφ
pour φ ∈ S(IRn(N+1)) et :
UaP˜ a(Ua)−1ψ = P aψ
pour ψ ∈ S(IRnN).
3.2 De´finition des diffe´rentes sections efficaces totales.
Traditionnellement, les sections efficaces totales sont construites a` partir de l’amplitude
de diffusion (cf. [AJS]). Cependant, nous prendrons une autre de´finition (cf. [ES], [RT],
[W5]) qui ne diffe`re de la pre´ce´dente que d’un facteur multiplicatif ne de´pendant que de
l’e´nergie (cf. proposition 3.4.3). On utilise une de´finition analogue avec l’ope´rateur PAD
pour les sections efficaces totales adiabatiques.
On se place dans le cadre ge´ome´trique du paragraphe 3.1. Pour a 6= amax, on appelle canal
de diffusion un triplet α = (a,Eα, φ˜α), ou` Eα ∈ σpp(P˜ a) et ou` φ˜α est une fonction propre
orthonorme´e :
P˜ aφ˜α = Eαφ˜α, ||φ˜α||a = 1.
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Pour a = amin, on a P˜
a = 0 et P˜a = −∆. Dans ce cas, on a un seul canal, le canal libre,
que l’on note par convention : (amin, 0, 1).
Pour chaque canal α, on appelle Iα l’intervalle ]Eα; +∞[ et on pose :
nα(λ) = (λ− Eα)1/2, pour λ ∈ Iα.
On introduit un identificateur J˜α de´fini par :
J˜α : L2(Xa) −→ L2(X)
f 7→ (J˜αf)(x) = f(xa)φ˜α(xa).
La projection orthogonale Π˜α sur la droite engendre´e par φ˜α est donne´e par Π˜α = J˜αJ˜ ∗α .
Sous la condition (3.1 ;3) pour ρ > 1, les ope´rateurs d’onde de canal :
Ω˜α± = s− limt→±∞ e
itP˜ e−itP˜aJ˜α
existent et sont complets (cf. [SS]). Etant donne´s deux canaux α et β, l’ope´rateur de
diffusion de α vers β est de´fini par :
S˜βα = (Ω˜
β
+)
∗Ω˜α− : L
2(Xa) −→ L2(Xb).
En notant par δβα l’ope´rateur borne´ de L
2(Xa) dans L
2(Xb) qui vaut l’identite´ si α = β
et 0 sinon, on de´finit l’ope´rateur de transition de α vers β par :
T˜βα = S˜βα − δβα.
Pour ωa ∈ SIa et g ∈ C∞0 (Iα), on veut appliquer l’ope´rateur T˜βα a` la fonction gωa(xa) =
gˆ(< xa, ωa >q) ou` :
gˆ(t) =
1
2(pi)1/2
∫
IR
einα(λ)t
g(λ)
nα(λ)1/2
dλ
et ou` la constante est choisie telle que :
||gˆ||L2(IR) = ||g||L2(IR).
Malheureusement, gωa n’est pas dans L
2(Xa). Elle est cependant dans l’espace de Schwartz
dans la direction ωa (car g ∈ C∞0 (Iα)). On l’approxime donc par des fonctions hωaR gωa , ou`
les fonctions hωaR sont dans l’espace de Schwartz de la variable xa− < xa, ωa >q ωa et
convergent ponctuellement vers 1 lorsque R→∞. On peut prendre par exemple :
hωaR (xa) = e
−R−1|xa−<xa,ωa>qωa|2q .
La section efficace totale σβα(·, ωa) du canal α vers le canal β, pour la direction d’incidence
ωa, est la distribution de D′(Iα) de´termine´e par les limites :∫
σβα(λ, ωa)|g(λ)|2dλ = lim
R→∞
||T˜βαhωaR gωa||2b
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pour tout g ∈ C∞0 (Iα), sous re´serve de leur existence. La section efficace totale σα, du
canal d’entre´e α, pour la direction d’incidence ωa, est de´finie de meˆme a` partir des limites
suivantes : ∫
σα(λ, ωa)|g(λ)|2dλ = lim
R→∞
∑
β
||T˜βαhωaR gωa||2b
pour tout g ∈ C∞0 (Iα), sous re´serve de leur existence.
On s’inte´resse aux sections efficaces totales issues d’un canal α = (a,Eα, φ˜α) particulier. La
de´composition en amas a est la de´composition en deux amas du paragraphe 1.1. L’e´nergie
Eα est une valeur propre du spectre discret de P˜
a et ve´rifie l’hypothe`se de stabilite´ (HS)
du paragraphe 1.2. On dira que ce canal est stable.
L’approximation de Born-Oppenheimer consiste a` dire que l’ope´rateur P peut eˆtre rem-
place´ par PAD lorsque h → 0 et elle a e´te´ ve´rifie´e pour les ope´rateurs d’onde de canal
(cf. [KMW1]). Dans la situation du paragraphe 2.5, on s’attend donc a` ce que la diffusion
issue du canal α, repre´sente´e par les ope´rateurs S˜βα, soit bien de´crite par l’ope´rateur de
diffusion SADΠα avec :
SAD ≡ (ΩAD+ )∗ΩAD−
(cf. paragraphe 2.3 et 2.5), ou` Πα de´signe la projection sur la droite engendre´e par φα =
Uaφ˜α. Ainsi, la section efficace totale σα devrait eˆtre approche´e par la section efficace
totale “adiabatique” σADα de´finie par les limites :∫
σADα (λ, ω)|g(λ)|2dλ = lim
R→∞
||(SAD − Π0)Uaa (hωaR gωaφ˜α)||2
pour tout g ∈ C∞0 (Iα). La norme conside´re´e est celle de L2(IRn(N+1)x,y ), ω ∈ Sn−1 est donne´
par ua(hω) = ωa et on prend une suite (h
ωa
R )R de la forme :
hωaR (x) = h
ωa(x/R)
avec hωa(0) = 1 et hωa ∈ S(Hωa) (Hωa e´tant l’hyperplan orthogonal a` ωa). De plus, pour la
diffusion adiabatique, il est naturel de conside´rer des canaux de sortie β, de de´composition
a, dont l’e´nergie Eβ est l’une des valeurs propres Ej du spectre discret de P˜
a, conside´re´es
au paragraphe 2.5. On peut donc avoir Eβ 6= Eα. Comme la multiplicite´ de cette e´nergie
Eα est a priori strictement supe´rieure a` 1 (cf. paragraphe 2.5), on peut avoir α 6= β meˆme
si Eβ = Eα. Pour un tel canal de sortie, on peut espe´rer approximer la section efficace
totale σβα par la section efficace totale “adiabatique” σ
AD
βα correspondante, de´finie par les
limites : ∫
σADβα (λ, ω)|g(λ)|2dλ = lim
R→∞
||Πβ(SAD − Π0)Uaa (hωaR gωaφ˜α)||2
pour tout g ∈ C∞0 (Iα). On verra dans la partie 5 que, pour certaines e´nergies, σADα
(respectivement σADβα ) approxime bien σα (respectivement σβα).
Pour terminer ce paragraphe, de´taillons quelques proprie´te´s de propagation des e´tats
hωaR gωa . On a de´ja signale´ que h
ωa
R gωa ∈ S(Xa). Cette fonction posse`de de plus la pro-
prie´te´ que 0 n’appartient pas au support de sa transforme´e de Fourier. En utilisant la
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de´composition xa = rωa + x
′
a associe´e a` Xa = IRωa +Hωa ou` Hωa est l’hyperplan ortho-
gonal a` ωa, on a :
hωaR gωa(xa) = h
ωa
R (x
′
a)gˆ(r).
Comme g est a` support dans Iα, il existe un re´el c > 0 tel que nα(λ) ≥ c pour λ ∈ suppg
et la transforme´e de Fourier de hωaR gωa est a` support dans {(s, ξ′a); |s| ≥ c} (s, ξ′a e´tant les
variables duales de r, x
′
a). Il est a` noter que c est inde´pendant de R.
Les proprie´te´s de propagation de hωaR gωa vont eˆtre de´duites du lemme suivant :
Lemme 3.2.1. Soit u ∈ S(IRn) (n ≥ 1), telle que sa transforme´e de Fourier soit sup-
porte´e en dehors de 0. Si µ > 1 alors la fonction :
IR 3 t 7→< x >−µ e−it(−∆x)u ∈ L2(IRnx)
est inte´grable.
De´monstration : voir l’annexe C.
Graˆce a` ce lemme 3.2.1, on a la :
Proposition 3.2.2. Soit µ > 1. Pour tout R, la fonction :
t 7→< xa >−µ e−it(−∆a)hωaR gωa ∈ L2(Xa)
est inte´grable. Si µ > n+1
2
alors la limite :
lim
R→∞
< xa >
−µ e−it(−∆a)hωaR gωa
existe dans L2(Xa) et la fonction :
t 7→ lim
R→∞
< xa >
−µ e−it(−∆a)hωaR gωa
est aussi inte´grable.
De´monstration : voir l’annexe C.
3.3 The´ore`mes optiques.
Pour des potentiels re´guliers, de´croissant suffisamment a` l’infini, l’existence de la section
efficace totale σα, pour une direction d’incidence fixe´e et pour un canal α a` deux amas,
l’e´nergie de ce canal appartenant au spectre discret, est e´tablie dans [RW] en dehors des
seuils et on en donne une expression faisant intervenir la valeur au bord de la re´solvante
R˜ de P˜ . Le re´sultat est base´ sur un the´ore`me d’absorption limite pour R˜ duˆ a` [PSS].
Cependant, on pre´fe`re ici de´duire l’existence de σα du the´ore`me d’absorption limite 2.5.4
(qui ge´ne´ralise le the´ore`me 2.2.6), valable seulement dans une certaine bande d’e´nergie,
puisqu’une telle restriction en e´nergie sera impose´e lors de l’estimation semi-classique (cf.
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partie 5). De plus, il n’est pas ne´cessaire de retirer tous les seuils de P pre´sents dans
cette bande d’e´nergie pour obtenir cette existence (cf. remarque 2.2.8). Le canal α en
question ve´rifie les hypothe`ses des paragraphes 1.1 et 2.5. En ce qui concerne la section
efficace totale σADα , on obtient un re´sultat analogue (sans restriction en e´nergie) a` l’aide
du the´ore`me 2.5.3 (qui lui ge´ne´ralise le the´ore`me 2.1.6).
On se place dans la situation du paragraphe 2.5. En particulier, les re´sultats des parties 1
et 2 sont valables. On suppose que les potentiels ve´rifient l’estimation (3.1 ;3), c’est-a`-dire
l’hypothe`se (Dρ), pour ρ >
n+1
2
. Comme au paragraphe 3.2, on conside`re un canal stable
α = (a,Eα, φ˜α), ou` a est une de´composition en deux amas comme celle du paragraphe 1.1,
Eα est l’une des valeurs propres Ej du spectre discret de P
a qui ve´rifient l’hypothe`se
de stabilite´ (HS) du paragraphe 1.2. On suppose de plus que l’on a Eα < inf σ(Q
AD)
(cf. remarque 2.2.7). Comme les ope´rateurs P et P˜ sont relie´s par un changement de
coordonne´es, les re´sultats des parties 1 et 2 sont valables pour P˜ , en particulier le the´ore`me
d’absorption limite 2.5.4 s’applique a` la re´solvante R˜ de P˜ .
Etant donne´ ωa dans SIa, on impose a` λ > Eα d’eˆtre en dehors de σ(Q
AD) ∪ σp(P ) de
fac¸on a` pouvoir utiliser ce the´ore`me 2.5.4. On a alors le the´ore`me “optique” suivant :
The´ore`me 3.3.1. Sous l’hypothe`se (Dρ), pour ρ >
n+1
2
, pour Eα < λ < inf σ(Q
AD) et
λ 6∈ σp(P ), pour ωa ∈ SIa, la section efficace σα(λ, ωa) existe, est une fonction continue de
λ et ve´rifie :
σα(λ, ωa) =
1
nα(λ)
= < R˜(λ+ i0)I˜ae˜α, I˜ae˜α >X ,
ou` nα(λ) = (λ−Eα)1/2, e˜α = einα(λ)<xa,ωa>q φ˜α(xa) et < ·, · >X de´signe le produit scalaire
dans L2(X).
Remarque 3.3.2. Dans [RW], on a le meˆme re´sultat, la condition “λ 6∈ σ(QAD)∪σp(P )”
e´tant remplace´e par “λ n’est pas un seuil de P˜”. Rappelons que l’ensemble des seuils de
P˜ est de´fini par : ⋃
c∈A
σpp(P˜
c).
La diffe´rence entre les deux re´sultats provient seulement de celle existant entre les the´ore`mes
d’absorption limite utilise´s (cf. remarque 2.2.8). On reprend donc la preuve de [RW].
De´monstration : On e´tablit l’e´galite´ suivante, qui justifie le nom du the´ore`me :∑
β
||T˜βαhωRgω||2b = −2< < T˜ααhωRgω, hωRgω >a .
Soit f ∈ L2(Xa). On a :∑
β
||T˜βαf ||2b =
∑
β 6=α
< S˜βαf, S˜βαf >b + < (S˜αα − I)f, (S˜αα − I)f >a
=
∑
β
< S˜βαf, S˜βαf >b + < f, f >a
−2< < S˜ααf, f >a .
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Notons que la quantite´ < S˜ααf, S˜ααf >a n’est force´ment e´gale a` < f, f >a car ImΩ˜
α
+ et
ImΩ˜α− sont a priori distincts. L’orthogonalite´ des canaux permet d’e´crire :
α 6= β =⇒< (Ω˜α±)∗f, (Ω˜β±)∗f >X= 0
donc on peut faire la transformation suivante :∑
β
< S˜βαf, S˜βαf >b =
∑
β
< (Ω˜β+)
∗Ω˜α−f, (Ω˜
β
+)
∗Ω˜α−f >b
= <
∑
β
Ω˜β+
∗ Ω˜α−f,
∑
β
Ω˜β+
∗ Ω˜α−f >b .
Or la comple´tude des ope´rateurs d’onde de canaux signifie que :⊕
β
ImΩ˜β+ = Hac(P ) =
⊕
β
ImΩ˜β−.
Par conse´quent, on a : ∑
β
< S˜βαf, S˜βαf >b=< Ω˜
α
−f, Ω˜
α
−f >X
et, puisque Ω˜α− est une isome´trie partielle sur L
2(Xa), cette quantite´ n’est autre en fait
que : < f, f >a. On obtient donc :∑
β
||T˜βαf ||2b = −2< < T˜ααf, f >a .
Notons par u la fonction hωaR gωa . D’apre`s la proposition 1.2.4 et la proposition 3.2.2,
l’application :
t 7→ I˜ae−itP˜aJ˜αu
est inte´grable. On a donc :
< T˜ααu, u >a = − < (Ω˜α−)∗
∫
IR
eitH˜iI˜ae
−itH˜aJ˜αudt, J˜αu >X
= −
∫
IR
< eitH˜ai(Ω˜α−)
∗I˜ae−itH˜aJ˜αu, J˜αu >X dt
= −
∫
IR
< ieitH˜a I˜ae
−itH˜aJ˜αu, J˜αu >X dt
−
∫
IR
< eitH˜a
∫ +∞
0
eisH˜a I˜ae
−isH˜ds I˜ae−itH˜aJ˜αu, J˜αu >X dt.
On obtient :
< < T˜ααu, u >a= −
∫
IR
= < I˜ae−itH˜aJ˜αu, e−itH˜aJ˜αu >X dt
−
∫
IR
∫ +∞
0
< < e−isH˜ I˜ae−itH˜aJ˜αu, I˜ae−i(s+t)H˜aJ˜αu >X dsdt
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et le premier terme est clairement nul puisque I˜a est syme´trique. On a donc :
< < T˜ααhωaR gωa , hωaR gωa >a= −
∫
IR
∫ +∞
0
< < e−isH˜ I˜ae−itH˜aJ˜αhωaR gωa , I˜ae−i(s+t)H˜aJ˜αhωaR gωa >X dsdt.
En utilisant la transformation de Fourier et le fait que ρ > n+1
2
, on voit qu’a` t et λ fixe´s,
on a :
< xa >
−ρ e−it(−∆a+Eα)hωaR f˜α → < xa >−ρ e−itλf˜α,
R → ∞
dans L2(Xa), ou` f˜α = e
inα(λ)<xa,ωa>q . Par convergence domine´e, on a donc, ponctuellement
en t :
< xa >
−ρ e−it(−∆a+Eα)hωaR gωa →
1
2pi1/2
∫
IR
e−itλ < xa >−ρ f˜α
g(λ)
nα(λ)1/2
dλ
R → ∞
dans L2(Xa). Comme ||I˜aφ˜α||L2(Xa) = O(< xa >−ρ) (cf. proposition 1.2.4), on a la conver-
gence suivante dans L2(X) :
I˜ae
−itH˜aJ˜αhωaR gωa →
1
2pi1/2
∫
IR
e−itλI˜ae˜α
g(λ)
nα(λ)1/2
dλ.
R → ∞
Encore par convergence domine´e, on a donc, d’apre`s la proposition 3.2.2, l’existence de la
limite :
lim
R→∞
< < T˜ααhωRgω, hωRgω >a≡ < < T˜ααgω, gω >a
et sa valeur :
− 1
4pi
<
∫
IRt
∫ +∞
0
<
∫
e−itλe−isH˜ I˜ae˜α(λ)
g(λ)
nα(λ)1/2
dλ,
∫
e−i(s+t)µI˜ae˜α(µ)
g(µ)
nα(µ)1/2
dµ >X dsdt.
On utilise maintenant la formule de Plancherel ge´ne´ralise´e, on obtient donc :
< < T˜ααgω, gω >a=
−1
2
<
∫
IRλ
∫ +∞
0
< e−is(H˜−λ)I˜ae˜α(λ), I˜ae˜α(λ) >X
|g(λ)|2
nα(λ)
dsdλ.
Or, on a :∫ +∞
0
< e−is(H˜−λ)I˜ae˜α, I˜ae˜α >X ds = lim
→0 <
∫ +∞
0
e−s−is(H˜−λ)dsI˜ae˜α, I˜ae˜α >X
= −i lim
→0 < R˜(λ+ i)I˜ae˜α, I˜ae˜α >X
= −i < R˜(λ+ i0)I˜ae˜α, I˜ae˜α >X
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car < xa >
s I˜ae˜α ∈ L2(X) pour 1/2 < s < ρ − n/2 et graˆce au the´ore`me 2.5.4. On en
de´duit donc que :
< < T˜ααgω, gω >a= −1
2
=
∫
IR
< R˜(λ+ i0)I˜ae˜α, I˜ae˜α >X
|g(λ)|2
nα(λ)
dλ,
ce qui prouve l’existence de la distribution σα(·, ωa) et qu’elle co¨ıncide avec la fonction :
λ 7→ 1
nα(λ)
= < R˜(λ+ i0)I˜ae˜α(λ), I˜ae˜α(λ) >X ,
qui est continue d’apre`s le the´ore`me 2.5.4.
On a un the´ore`me analogue pour la section efficace totale adiabatique σADα , de´finie au
paragraphe 3.2, avec le meˆme canal α. Pre´cisons les notations. On pose φα = U
aφ˜α.
Pour tout ω ∈ Sn−1, on pose hωRgω = UahωaR gωa ou` ωa = ua(hω). Comme l’ope´rateur
V AD ≡ PAD − Pa est d’ordre 2, on choisit hωR de la forme :
hωR(x) = h
ω(x/R)
pour tout x ∈ Hω, l’hyperplan orthogonal a` ω, avec hω ∈ S(Hω) et hω(0) = 1. On a :
hωRgω(x) = ca(h)h
−n/2hωR(x− (x · ω)ω)gˆ(h−1x · ω),
pour x ∈ IRn.
The´ore`me 3.3.3. Pour λ > Eα, λ 6∈ σp(PAD) et ω ∈ Sn−1, la section efficace σADα (λ, ω;h)
existe, est une fonction continue de λ et ve´rifie :
σADα (λ, ω;h) =
C(h)h−n
nα(λ)
= < RAD(λ+ i0;h)V ADeα, V ADeα >,
ou` nα(λ) = (λ− Eα)1/2, eα(x, y) = eih−1nα(λ)x·ωφα(y), V AD = PAD − Pa et ou` C(h) tend
vers C 6= 0 lorsque h→ 0 (C(h) = ca(h)2).
De´monstration : On reprend les e´tapes de la preuve du the´ore`me 3.3.1. Montrons tout
d’abord :
||TADhωRgωφα||2 = −2< < TADhωRgωφα, hωRgωφα >
ou` TAD = SAD − Π0. Soit f ∈ L2(IRnx), on a :
||TADfφα||2 = < SADfφα, SADfφα > + < f, f >L2(IRnx)
−2< < SADfφα, fφα > .
D’apre`s la comple´tude de ΩAD± , on en de´duit que :
< SADfφα, S
ADfφα >=< f, f >L2(IRnx)
d’ou` :
||(SAD − Π0)fφα||2 = −2< < TADfφα, fφα > .
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Pre´cisons maintenant l’ope´rateur V ADΠα = (P
AD − Pa)Πα. On a :
V ADΠα = Π(−h2∆x)ΠΠα − (−h2∆x)Πα
+Π(P a + Ia)Πα − P aΠα
= Π[−h2∆x,Π]Πα + (Π− Π0)(−h2∆x)Πα
+(Π− Π0)EαΠα +ΠIaΠα
car Πα = Π0Πα et [−h2∆x,Π0] = 0. En notant hωRgω par u, on a :
V ADe−it(−h
2∆x)uφα = < x >
ρ (Π− Π0)φα < x >−ρ e−it(−h2∆x)(Eαu− h2∆u)
+ < x >ρ Π2ih(∇xΠ)φα· < x >−ρ e−it(−h2∆x)ih(∇xu)
− < x >ρ Πh2(∆xΠ)φα < x >−ρ e−it(−h2∆x)u
+ < x >ρ ΠIaφα < x >
−ρ e−it(−h
2∆x)u.
D’apre`s la proposition 1.2.4, on peut appliquer le lemme 3.2.1 a` chacun des termes de
V ADe−it(−h
2∆x)uφα, avec µ = ρ. L’application :
t 7→ V ADe−it(−h2∆x)uφα
est donc inte´grable. En reprenant les calculs de la preuve du the´ore`me 3.3.1, on obtient :
< < TADuφα, uφα >= −
∫
IR
= < V ADe−it(−h2∆x)uφα, e−it(−h2∆x)uφα > dt
−
∫
IR
∫ +∞
0
< < e−isPADV ADe−it(−h2∆x+Eα)uφα, V ADe−i(s+t)(−h2∆x+Eα)uφα > dsdt
et le premier terme disparaˆıt puisque l’ope´rateur V AD est syme´trique. Comme dans la
preuve du the´ore`me 3.3.1, on voit qu’a` t et λ fixe´s, on a :
< x >−ρ e−it(−h
2∆x+Eα)hωRfα → < x >−ρ e−itλfα,
R → ∞
dans L2(IRn), ou` fα = e
ih−1nα(λ)x·ω. Par convergence domine´e, on a donc, ponctuellement
en t :
< x >−ρ e−it(−h
2∆x+Eα)hωRgω →
ca(h)h
−n/2
2(pi)1/2
∫
IR
e−itλ < x >−ρ fα
g(λ)
nα(λ)1/2
dλ
R → ∞
dans L2(IRn). Comme Rih∇hωR et R2(−h2)∆hωR ont la meˆme de´croissance en x− (x ·ω)ω
que hωR et tendent aussi vers 1 lorsque R→∞, on a de meˆme :
< x >−ρ e−it(−h
2∆x+Eα)(ih∇x)hωRgω → −
ca(h)h
−n/2
2(pi)1/2
∫
IR
e−itλnα(λ)ω < x >−ρ fα
g(λ)
nα(λ)1/2
dλ,
R → ∞
< x >−ρ e−it(−h
2∆x+Eα)(−h2∆x)hωRgω →
ca(h)h
−n/2
2(pi)1/2
∫
IR
e−itλnα(λ)2 < x >−ρ fα
g(λ)
nα(λ)1/2
dλ
R → ∞
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dans L2(IRn). En vertu de l’expression pre´ce´dente de V ADΠα et en utilisant la proposi-
tion 1.2.4, on a la convergence suivante, dans L2(IRn(N+1)x,y ) :
V ADe−it(−h
2∆x+Eα)hωRgωφα →
ca(h)h
−n/2
2(pi)1/2
∫
IR
e−itλV ADeα
g(λ)
nα(λ)1/2
dλ.
R → ∞
Par convergence domine´e, on a l’existence de la limite :
lim
R→+∞
< < TADhωRgω, hωRgω >a≡ < < TADgω, gω >a
et elle vaut :
−ca(h)
2h−n
4pi
<
∫
IRt
∫ +∞
0
<
∫
e−itλe−isP
AD
V ADeα(λ)
g(λ)
nα(λ)1/2
dλ,
∫
e−i(s+t)µV ADeα(µ)
g(µ)
n(µ)1/2
dµ > dsdt.
Graˆce au fait que < x >s V ADeα ∈ L2(IRn(N+1)x,y ) pour 1/2 < s < ρ − n/2 et au
the´ore`me 2.5.3, on obtient, en utilisant une formule de Plancherel ge´ne´ralise´e comme
dans la preuve du the´ore`me 3.3.1, l’existence, la continuite´ en λ et l’expression suivante
de σADα :
σADα (λ, ω;h) =
ca(h)
2h−n
nα(λ)
= < RAD(λ+ i0)V ADeα(λ), V ADeα(λ) > .
Remarque 3.3.4. En utilisant le fait que einα(λ)
x·ω
h est une valeur propre ge´ne´ralise´e de
−h2∆x et φα une valeur propre de P a, on obtient :
Iaeα = (P − λ)eα
d’une part et :
V ADeα = Π[−h2∆x,Π]eα +ΠIaeα + λ(Π− Π0)eα = (PAD − λ)eα
d’autre part.
De´taillons la deuxie`me e´galite´ (l’autre est claire). On a :
PADeα = Π(−h2∆x)Πeα +Π(P a + Ia)eα
= nα(λ)
2Πeα +Π[−h2∆x,Π]eα +ΠEαeα +ΠIaeα
= λΠeα +Π[−h2∆x,Π]eα +ΠIaeα
= λeα − λΠˆeα +Π[−h2∆x,Π]eα +ΠIaeα
et :
V ADeα = (P
AD − Pa)eα = PADeα − (−h2∆x + Eα)eα
= PADeα − λeα.
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Remarque 3.3.5. Les trois termes constituant V ADeα sont O(< x >
−ρ) mais l’un d’eux
se distingue des deux autres. C’est :
λ(Π− Π0)eα = −λΠˆΠ0eα = −λΠˆeα
car on a, pour λ 6∈ σp(PAD) :
RAD(λ± i0)λ(Π− Π0)eα = Πˆeα.
Ces affirmations de´coulent directement de la de´finition de Πˆ et du fait que PAD est nul
sur ImΠˆ. On de´duit de ces deux remarques une proposition utile pour la suite (cf. le
paragraphe 5.2) :
Proposition 3.3.6. Si χ ∈ C∞0 (IRn; IR) et λ > Eα, λ 6∈ σ(QAD)∪ σp(PAD), alors on a :
R(λ± i0;h)χIaeα = χeα +R(λ± i0;h)[χ,−h2∆x]eα
et :
RAD(λ± i0;h)χV ADeα = χeα +ΠRAD(λ± i0;h)[χ,−h2∆x]Πeα.
De plus, pour χ, θ ∈ C∞0 (IRn; IR) on a :
= < R(λ± i0;h)χIaeα, θIaeα > += < R(λ± i0;h)θIaeα, χIaeα >
= = < R(λ± i0;h)[χ,−h2∆x]eα, [θ,−h2∆x]eα >
+= < R(λ± i0;h)[θ,−h2∆x]eα, [χ,−h2∆x]eα >
et :
= < RAD(λ± i0;h)χV ADeα, θV ADeα > += < RAD(λ± i0;h)θV ADeα, χV ADeα >
= = < ΠRAD(λ± i0;h)[χ,−h2∆x]Πeα, [θ,−h2∆x]Πeα >
+= < ΠRAD(λ± i0;h)[θ,−h2∆x]Πeα, [χ,−h2∆x]Πeα >
De´monstration : voir l’annexe C.
3.4 Existence de certaines sections σβα.
Pour montrer l’existence des sections efficaces totales σβα, on utilise une repre´sentation
spectrale de l’ope´rateur de diffusion S˜βα. Pour obtenir une telle repre´sentation, des diffi-
culte´s propres au proble`me a` N -corps (avec N > 2) interviennent (cf. [W5] et [W6]). De
plus, il se peut que certaines sections ne soient pas de´finies pour tout angle d’incidence (cf.
[W5]). On prend pour canal d’entre´e le canal stable α du paragraphe 3.3 et on se´lectionne
certains canaux β de sortie pour lesquels on aura l’existence de la section correspondante
pour tout angle d’incidence. Pour les raisons e´voque´es au de´but du paragraphe 3.3, on
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restreint l’e´nergie dans une bande et on utilise encore le the´ore`me 2.5.4. De nouveau, on
introduit des sections efficaces totales adiabatiques σADβα , pour certains canaux β de sortie.
On se place dans la situation du paragraphe 2.5. Comme pour le the´ore`me optique, on
suppose que les potentiels satisfont l’hypothe`se (Dρ), pour ρ >
n+1
2
. Rappelons que le
canal α = (a,Eα, φ˜α) est associe´ a` une de´composition a en deux amas comme celle du
paragraphe 1.1, que son e´nergie Eα est l’une des valeurs propres du spectre discret de
P a qui ve´rifient l’hypothe`se de stabilite´ (HS) du paragraphe 1.2 et Eα < inf σ(Q
AD).
Repre´senter spectralement S˜βα consiste a` de´terminer son action de H˜α dans H˜β, ou` H˜α
(respectivement H˜β) est un espace sur lequel P˜a (respectivement P˜b) est un ope´rateur de
multiplication. Reprenons les notations du paragraphe 3.2 et conside´rons, pour un canal
γ = (c, Eγ, φ˜γ), l’application :
F˜γ : L
2(Xc) −→ H˜γ ≡ L2(Iγ;L2(SIc)),
qui, a` f ∈ L2(Xc), associe :
(F˜γf)(λ, θc) = Cγ(λ)
∫
Xc
e−inγ(λ)<xc,θc>qf(xc)dxc,
avec :
Cγ(λ) ≡ 1√
2
(2pi)−nc/2(nγ(λ))(nc−2)/2
et nc = dimXc. Il s’agit d’une transforme´e de Fourier qui ve´rifie, graˆce au choix de Cγ :
∀f ∈ L2(Xc), ||F˜γf ||H˜γ = ||f ||c.
D’apre`s le lemme de Sobolev (cf. [RS2]), F˜γ de´finit une famille {F˜γ(λ), λ ∈ Iγ} d’ope´rateurs
borne´s de L2s(Xc) dans L
2(SIc) pour s > 1/2 par la relation :
(F˜γ(λ)f)(θc) = (F˜γf)(λ, θc), ∀f ∈ L2s(Xc).
On a note´ par L2s(Xc) l’espace a` poids L
2
s(Xc;< xc >
2s dxc). On pose e´galement :
F˜γ = F˜γJ˜ ∗γ ∈ L(L2(X); H˜γ) et F˜γ(λ) = F˜γ(λ)J˜ ∗γ ∈ L(L2s(X); H˜γ), pour s > 1/2.
De plus, ces ope´rateurs F˜γ(λ) et F˜γ(λ) sont fortement continus en λ. L’ope´rateur F˜γP˜cF˜γ
est l’ope´rateur de multiplication par λ dans H˜γ, on a donc une “diagonalisation” de P˜c.
L’ope´rateur T˜βα ∈ L(L2(Xa);L2(Xb)) ve´rifie la proprie´te´ d’entrelacement suivante :
T˜βαP˜a = P˜bT˜βα,
qui provient de celle des ope´rateurs d’onde. On en de´duit que l’ope´rateur F˜βT˜βαF˜
∗
α est
de´composable sous la forme : ∫ ⊕
Iβα
T˜βα(λ)dλ
avec Iβα = Iβ ∩ Iα et, presque partout sur Iβα :
T˜βα(λ) = F˜β(λ)T˜βαF˜α(λ)
∗.
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Pre´cisons maintenant le canal de sortie. On se limite aux canaux β a` deux amas tels que
Eβ ∈ σdisc(P˜ b). La seconde condition assure la de´croissance exponentielle de la fonction
propre associe´e φ˜β (cf paragraphe 1.2). Le fait que ]b = 2 implique que, pour toute
de´composition c 6⊂ b, on ait b∪ c = amax (cf. paragraphe 3.1). D’apre`s la proprie´te´ (3.1 ;2),
on a donc :
∀c 6⊂ b, ∃δ > 0, ∀x ∈ X, |xb|q + |xc|q ≥ δ|x|q.
Ainsi les ope´rateurs J˜ ∗β I˜b < xb >2s et < xb >s J˜ ∗β I˜b < xa >s sont borne´s si 1/2 < s < ρ/2,
graˆce a` la proposition 1.2.4. L’ensemble des canaux de sortie retenus contient donc tous
les canaux (a,Eβ, φ˜β) pour Eβ ∈ σdisc(P˜ a) et, en particulier, le canal α. L’ope´rateur
J˜ ∗α I˜a < xa >s est donc borne´ si 1/2 < s < ρ/2.
On montre maintenant le the´ore`me d’existence suivant :
The´ore`me 3.4.1. On suppose satisfaite l’hypothe`se (Dρ), pour ρ >
n+1
2
. Soient α le
canal stable du paragraphe 3.2 et β un canal a` deux amas tel que Eβ ∈ σdisc(P˜ b). Pour
Eα < λ < inf σ(Q
AD), λ 6∈ σp(P ), pour tout ωa ∈ SIa, la section efficace σβα(λ, ωa) existe,
est une fonction continue de λ et est donne´e par :
σβα(λ, ωa) =
pi
nα(λ)
||F˜β(λ)(I˜a − I˜bR˜(λ+ i0)I˜a)e˜α||2sb1IIβ(λ),
avec nα(λ) = (λ − Eα)1/2, e˜α = einα(λ)<xa,ωa>q φ˜α(xa) et ou` || · ||sb de´signe la norme dans
L2(SIb), 1IIβ la fonction caracte´ristique de l’intervalle Iβ =]Eβ; +∞[.
Remarque 3.4.2. Dans le cas ou` l’e´nergie Eβ n’est pas un seuil de P˜
b et ou` λ e´vite les
seuils de P˜ , ce re´sultat est contenu dans [W5]. La preuve qui suit reprend les arguments
de [W5].
De´monstration : On de´coupe la preuve en plusieurs e´tapes.
Premie`re e´tape : On commence par repre´senter T˜βα. Pour tenir compte de la restriction
en e´nergie, prenons un ouvert I0 ⊂ Iα ne rencontrant pas σ(QAD)∪σp(P ), deux fonctions
θ,Θ ∈ C∞0 (Iα) dont le support ne rencontre pas non plus σ(QAD) ∪ σp(P ), telles que θ
vaut 1 sur I0 et Θ vaut 1 sur le support de θ. On va repre´senter l’ope´rateur :
T˜ θβα ≡ Θ(−∆b + Eβ)T˜βαθ(−∆a + Eα) = T˜βαθ(−∆a + Eα).
Soient fc ∈ S(Xc) pour c = a, b. On pose ga = θ(−∆a + Eα)fa et gb = Θ(−∆b + Eα)fb.
Compte tenu des proprie´te´s de de´croissance en < xa > de I˜aJ˜α, on a l’inte´grabilite´ de
l’application t 7→ I˜ae−itP˜aJ˜αfa (cf. lemme 3.2.1). D’apre`s l’orthogonalite´ des canaux (cf.
[RS3]), on peut e´crire :
< T˜ θβαfa, fb >b = < (Ω˜
β
+)
∗(Ω˜α− − Ω˜α+)ga, gb >b
= −i
∫ +∞
−∞
< eitP˜ I˜ae
−itP˜aJ˜αga, Ω˜β+gb >X dt
= −i
∫ +∞
−∞
< I˜ae
−itP˜aJ˜αga, Ω˜β+e−it(−∆b+Eβ)gb >X dt,
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graˆce a` la proprie´te´ d’entrelacement pour les ope´rateurs d’onde (cf. [RS3]). On a donc :
< T˜ θβαfa, fb >b = −i
∫ +∞
−∞
< I˜ae
−itP˜aJ˜αga, e−itP˜bJ˜βgb >X dt
−
∫ +∞
−∞
∫ +∞
0
< I˜ae
−itP˜aJ˜αga, eisP˜ I˜be−i(s+t)P˜bJ˜βgb >X dsdt.
En utilisant la transformation F˜α et le fait que l’ope´rateur J˜ ∗α I˜a < xa >s est borne´ pour
1/2 < s < ρ/2, on obtient :
< T˜ θβαfa, fb >b= −i
∫ +∞
−∞
∫
Iα
e−itλθ(λ) < F˜α(λ)J˜αfa, F˜α(λ)I˜ae−itP˜bJ˜βgb >sa dλdt
−
∫ +∞
−∞
∫ +∞
0
∫
Iα
e−itλθ(λ) < F˜α(λ)J˜αfa, F˜α(λ)I˜aeisP˜ I˜be−i(s+t)P˜bJ˜βgb >sa dλdsdt.
Comme fa ∈ S(Xa), on peut e´crire :
< T˜ θβαfa, fb >b= −i
∫ +∞
−∞
∫
Iα
e−itλθ(λ) < I˜aF˜α(λ)∗ F˜α(λ)fa, e−itP˜bJ˜βgb >X dλdt
−
∫ +∞
−∞
∫ +∞
0
∫
Iα
e−itλθ(λ) < I˜be−isP˜ I˜aF˜α(λ)∗ F˜α(λ)fa, e−i(s+t)P˜bJ˜βgb >X dλdsdt.
On introduit de meˆme F˜β en utilisant le fait que fb ∈ S(Xb) et que J˜ ∗β I˜b < xb >s est
borne´ pour 1/2 < s < ρ/2, et on trouve :
< T˜ θβαfa, fb >b=
−i
∫ +∞
−∞
∫
Iα
∫
Iβ
e−it(λ−µ)Θ(µ)θ(λ) < F˜β(µ)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb dµdλdt
−
∫ +∞
−∞
∫ +∞
0
∫
Iα
∫
Iβ
e−it(λ−µ)Θ(µ)θ(λ) < F˜β(µ)I˜be−is(P˜−µ)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb dµdλdsdt.
Graˆce a` la proprie´te´ d’entrelacement des ope´rateurs d’onde, l’e´galite´ pre´ce´dente peut
s’e´crire de meˆme en remplac¸ant e−is(P˜−µ) par e−is(P˜−µ)Θ(P˜ ). Le the´ore`me 2.5.4 signifie
que le poids < xa >
−s, pour s > 1/2, est localement P˜ -lisse sur le support de Θ et donc
que l’application :
s 7→< xa >−s e−is(P˜−µ)Θ(P˜ ) < xa >−s
est inte´grable. Puisque < xb >
s J˜ ∗β I˜b < xa >s et < xa >2s I˜aJ˜α sont borne´s pour
1/2 < s < ρ/2, le second terme de < T˜ θβαfa, fb >b s’e´crit donc, par convergence domine´e,
− ∫+∞−∞ I(t)dt ou` I(t) est la limite de :∫ +∞
0
e−s
∫
Iα
∫
Iβ
e−it(λ−µ)Θ(µ)θ(λ) < F˜β(µ)I˜be−is(P˜−µ)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb dµdλds,
lorsque → 0. On transforme I(t) en :
lim
→0
∫
Iα
∫
Iβ
e−it(λ−µ)Θ(µ)θ(λ) < F˜β(µ)I˜b
∫ +∞
0
e−is(P˜−µ−i)ds I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb dµdλ
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= −i lim
→0
∫
Iα
∫
Iβ
e−it(λ−µ)Θ(µ)θ(λ) < F˜β(µ)I˜bR˜(µ+ i)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb dµdλ
= −i
∫
Iα
∫
Iβ
e−it(λ−µ)Θ(µ)θ(λ) < F˜β(µ)I˜bR˜(µ+ i0)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb dµdλ.
Pour obtenir cette dernie`re e´galite´, on utilise encore le fait que < xb >
s J˜ ∗β I˜b < xa >s
et < xa >
2s I˜aJ˜α sont borne´s pour 1/2 < s < ρ/2 et le the´ore`me 2.5.4 puisque l’on a
suppΘ ∩ (σ(QAD) ∪ {Eα} ∪ σp(P )) = ∅. On a donc :
< T˜ θβαfa, fb >b=
−i
∫ +∞
−∞
∫
Iα
∫
Iβ
e−it(λ−µ)Θ(µ)θ(λ) < F˜β(µ)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb dµdλdt
+i
∫ +∞
−∞
∫
Iα
∫
Iβ
e−it(λ−µ)Θ(µ)θ(λ) < F˜β(µ)I˜bR˜(µ+i0)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb dµdλdt.
Toujours par convergence domine´e, on introduit maintenant un facteur convergeant e−|t|
et les inte´grales en t deviennent : ∫ +∞
−∞
e−|t|e−it(λ−µ)dt,
qui converge, au sens des mesures, vers 2piδ(λ− µ) lorsque → 0. Or, les applications :
(λ, µ) 7→ < F˜β(µ)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb
(λ, µ) 7→ < F˜β(µ)I˜bR˜(µ+ i0)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(µ)fb >sb
sont continues car J˜ ∗β I˜bR˜(µ+ i0)I˜aJ˜ ∗α est continue en norme d’apre`s le the´ore`me 2.5.4 et
graˆce a` la continuite´ forte des transformations F˜α(λ) et F˜β(µ). On a donc :
< T˜ θβαfa, fb >b = −2ipi
∫
Iβα
θ(λ) < F˜β(λ)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(λ)fb >sb dλ
+2ipi
∫
Iβα
θ(λ) < F˜β(λ)I˜bR˜(λ+ i0)I˜aF˜α(λ)∗ F˜α(λ)fa, F˜β(λ)fb >sb dλ.
L’ope´rateur T˜βα est donc repre´sente´ sur I0 par :
T˜βα(λ) = −2ipiF˜β(λ)(I˜a − I˜bR˜(λ+ i0)I˜a)F˜α(λ)∗1IIβ(λ). (3.4; 1)
Deuxie`me e´tape : pour e´tudier la limite :
lim
R→∞
||T˜βαhωaR gωa||2b
pour g ∈ C∞0 (I0), il suffit d’e´tudier la limite :
lim
R→∞
||T˜ θβαhωaR gωa||2b . (3.4; 2)
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En effet, ve´rifions que l’on a, pour g ∈ C∞0 (I0) :
lim
R→∞
(1− θ(−∆a + Eα))hωaR gωa = 0
dans L2(Xa).
La transforme´e de Fourier de θ(−∆a +Eα)hωaR gωa au point ξa = sωa + ξ′a (de´composition
associe´e a` X
′
a = IRωa ⊕H ′ωa , X
′
a e´tant le dual de Xa et H
′
ωa e´tant l’hyperplan orthogonal
a` ωa) est donne´e par :
c(1− θ(|ξa|2 + Eα))(F˜hωaR )(ξ
′
a)
g(s2 + Eα)
s1/2
(ou` F˜hωaR est la transforme´e de Fourier de hωaR ). Comme g ∈ C∞0 (I0) et θ = 1 sur I0, il
existe δ > 0 tel que, pour |ξ′a| < δ, on ait :
s2 + Eα ∈ suppg =⇒ θ(|ξa|2 + Eα) = 1.
On en de´duit le re´sultat en remarquant que F˜hωaR tend vers la masse de Dirac en 0 de
l’hyperplan H
′
ωa .
Troisie`me e´tape : On montre que la limite (3.4 ;2) existe. Pour g ∈ C∞0 (I0), on a :
||T˜ θβαhωaR gωa||2b =
∫
I0∩Iβ
||T˜βα(λ)F˜α(λ)hωaR gωa||2sbdλ. (3.4; 3)
Pour ρ
′
< ρ− 1/2, l’ope´rateur :
< xb >
s J˜ ∗β (I˜a − I˜bR˜(λ+ i0)I˜a)J˜α < xa >ρ
′
est borne´ pour 1/2 < s < ρ− ρ′ . En notant par Hδ(SIa) l’espace de Sobolev d’ordre δ sur
la sphe`re SIa, F˜α(λ)∗ est borne´ de Hδ+s(SIa) dans L2δ(Xa) pour tout δ et tout s > 1/2, on
en de´duit que T˜βα(λ) est borne´ de H
−ρ′+s(SIa) dans L2(SIb) pour 1/2 < s < ρ− ρ′ . Or, on
a, au sens des distributions :
F˜α(λ)gωa = c
g(λ)
nα(λ)1/2
δsa(· − ωa)
ou` δsa(·−ωa) est la masse de Dirac de la sphe`re SIa au point ωa, F˜α(λ)gωa ∈ H−δ(SIa) pour
δ > dimSIa/2 =
n−1
2
et la convergence suivante dans H−δ(SIa) :
lim
R→∞
F˜α(λ)h
ωa
R gωa = F˜α(λ)gωa .
En prenant ρ
′
tel que n/2 < ρ
′
< ρ − 1/2, puis s tel que 1/2 < s < ρ′ − n−1
2
et enfin
δ = ρ
′ − s (ce qui est possible car ρ > n+1
2
), on en de´duit que la limite :
lim
R→∞
||T˜βα(λ)F˜α(λ)hωaR gωa||2sb
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existe sur I0 ∩ Iβ et que l’on peut appliquer le the´ore`me de convergence domine´e dans
l’inte´grale (3.4 ;3) (car g ∈ C∞0 (I0)). On a donc l’existence de la limite (3.4 ;2).
Quatrie`me e´tape : on calcule maintenant cette limite (3.4 ;2). Pour effectuer le calcul,
on reprend la me´thode temporelle utilise´e dans la premie`re e´tape. On a :
T˜βαh
ωa
R gωa =
∫ +∞
−∞
J˜ ∗β eitP˜b
(
−i−
∫ +∞
0
eisP˜b I˜be
−isP˜ds
)
I˜ae
−itP˜aJ˜αhωaR gωadt.
dans L2(Xb). D’apre`s les arguments de la preuve du the´ore`me 3.3.1, on obtient :
lim
R→∞
T˜βαh
ωa
R gωa
=
∫ +∞
−∞
J˜ ∗β eitP˜b
(
−i−
∫ +∞
0
eisP˜b I˜be
−isP˜ds
)
I˜a
1
2pi1/2
∫
IR
e−itµe˜gα(µ)
g(µ)
nα(µ)1/2
dµdt
et graˆce aux proprie´te´s pre´ce´dentes, on a, pour λ ∈ I0 ∩ Iβ :
lim
R→∞
F˜β(λ)T˜βαh
ωa
R gωa
=
∫ +∞
−∞
F˜β(λ)eitλ
(
−i−
∫ +∞
0
eisλI˜be
−isP˜ds
)
I˜a
1
2pi1/2
∫
IR
e−itµe˜gα(µ)
g(µ)
nα(µ)1/2
dµdt
= pi1/2F˜β(λ)
(
−i− I˜b
∫ +∞
0
e−is(P˜−λ)ds
)
I˜ae˜
g
α(λ)
g(λ)
nα(λ)1/2
.
On en de´duit que :
lim
R→∞
∫
I0∩Iβ
||F˜β(λ)T˜βαhωaR gωa||2sbdλ = pi
∫
I0∩Iβ
||F˜β(λ)(1− I˜bR˜(λ+ i0))I˜ae˜α(λ)||2sb
g(λ)
nα(λ)1/2
dλ
ce qui donne l’expression annonce´e de σβα(λ, ωa). De plus, d’apre`s les arguments pre´ce´dents,
la fonction :
λ 7→ ||F˜β(λ)(1− I˜bR˜(λ+ i0))I˜ae˜α(λ)||2sb
est continue sur I0 ∩ Iβ.
Comme on l’a annonce´ au de´but du paragraphe 3.2, on va ve´rifier maintenant que les
sections efficaces totales dont on vient de montrer l’existence, co¨ıncident avec celles de´finies
a` partir de l’amplitude de diffusion (cf. [AJS]). Pour ces sections efficaces totales, on justifie
le calcul formel pre´sente´ dans [RW].
Proposition 3.4.3. Sous les hypothe`ses du the´ore`me 3.4.1, l’ope´rateur T˜βα(λ) ∈ L(L2(SIa);L2(SIb))
est dans la classe d’Hilbert-Schmidt pour λ 6∈ σ(QAD) ∪ σp(P ). En notant par tβα(λ; ·, ·)
son noyau, il existe une fonction Nα(λ) telle que l’on ait :∫
Iα
σβα(λ, ωa)|g(λ)|2dλ =
∫
Iα
Nα(λ)|g(λ)|2||tβα(λ; ·, ωa)||2sbdλ
pour toute fonction g ∈ C∞0 (Iα) a` support disjoint de σ(QAD) ∪ σp(P ). On a note´ par
|| · ||sb la norme de L2(SIb).
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Remarque 3.4.4. En s’appuyant sur [W5], on peut ve´rifier que cette proposition et la
preuve qui suit sont valables dans les conditions conside´re´es dans la remarque 3.4.2.
De´monstration : D’apre`s la relation (3.4 ;1) et la proprie´te´ de de´croissance a` l’infini
de l’ope´rateur I˜a(xa, ·)J˜α, il suffit, pour prouver la premie`re assertion, que l’ope´rateur <
xa >
−µ F˜α(λ)∗ soit dans la classe d’Hilbert-Schmidt pour µ > n/2 et λ 6∈ σ(QAD)∪σp(P ).
Pour f ∈ S(Xa) et pour θa ∈ SIa, on a :
F˜α(λ)(< xa >
−µ f)(θa) = Cα(λ)
∫
Xa
e−inγ(λ)<xa,θa>q < xa >−µ f(xa)dxa =
∫
Xa
Kα(λ; θa, xa)f(xa)dxa
avec :
Kα(λ; θa, xa) = e
−inγ(λ)<xa,θa>q < xa >−µ .
Comme µ > n/2, la fonction Kα(λ; θa, ·) ∈ L2(Xa). De plus, l’application θa ∈ SIa 7→
Kα(λ; θa, ·) ∈ L2(Xa) est continue. On en de´duit que Kα(λ; ·, ·) ∈ L2(SIa × Xa). Par
conse´quent, F˜α(λ) < xa >
−µ est dans la classe d’Hilbert-Schmidt et il en est de meˆme
de son adjoint < xa >
−µ F˜α(λ)∗. Notons, au passage, que l’on a aussi la continuite´ de
l’application : θa ∈ SIa 7→ tβα(λ; ·, θa) ∈ L2(SIb).
Comme on l’a vu dans la troisie`me e´tape de la preuve du the´ore`me 3.4.1, on peut trouver
une fonction Nα,1(λ) telle que, pour toute fonction g ∈ C∞0 (Iα) a` support disjoint de
σ(QAD) ∪ σp(P ), on ait :
(F˜α(λ)gωa)(λ, θa) = Nα,1(λ)δsa(θa − ωa)g(λ)
dans H−δ(SIa) pour tout δ > n−12 . Or, pour δ assez proche de
n−1
2
, T˜βα(λ) est borne´ de
H−δ(SIa) dans L2(SIb). On en de´duit que :
||T˜βαgωa||2b =
∫
Iα
||T˜βα(λ)F˜α(λ)gωa||2sbdλ
=
∫
Iα
Nα,1(λ)
2|g(λ)|2|| < tβα(λ; θb, θa), δsa(θa − ωa) >sa ||2sbdλ
d’apre`s la continuite´ de θa 7→ tβα(λ; ·, θa). On a donc :
||T˜βαgωa||2b =
∫
Iα
Nα(λ)|g(λ)|2||tβα(λ; ·, ωa)||2sbdλ
avec Nα(λ) = Nα,1(λ)
2, ce qui donne l’e´galite´ annonce´e.
Montrons maintenant l’existence des sections efficaces totales adiabatiques que l’on a
de´finies au paragraphe 3.2. Le the´ore`me 3.4.1 est base´ sur la repre´sentation spectrale de
l’ope´rateur de transition T˜βα = S˜βα− δβα. Dans le cas ou` l’e´nergie Eβ du canal β est l’une
des e´nergies du spectre discret, conside´re´es au paragraphe 2.5, on va montrer qu’une telle
repre´sentation existe pour l’ope´rateur TADβα ≡ Πβ(SAD − Π0)Πα et qu’on en de´duit une
expression de la section efficace totale σADβα . Cette expression sera utile pour approximer
semi-classiquement la section σβα correspondante (cf. paragraphe 5.3).
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Avant d’e´noncer le re´sultat, pre´cisons quelques notations. On reprend la situation de´crite
au de´but de ce paragraphe 3.4. A partir de l’application :
Fγ : L
2(IRn) −→ L2(Iγ;L2(Sn−1)),
(γ = α, β) qui, a` f ∈ L2(IRn), associe :
(Fγf)(λ, θ) = Cγ(λ, h)
∫
IRn
e−ih
−1nγ(λ)x·θf(x)dx,
avec Cγ(λ, h) = Cγ(λ)h
−n/2, on construit de meˆme une famille {Fγ(λ), λ ∈ Iγ} d’ope´rateurs
borne´s de L2s(IR
n) dans L2(Sn−1), pour s > 1/2, par la relation :
(Fγ(λ)f)(θ) = (Fγf)(λ, θ), ∀f ∈ L2s(IRn).
De plus, ces ope´rateurs Fγ(λ) sont fortement continus en λ et ils diagonalisent l’ope´rateur
−h2∆x+Eγ. On de´finit aussi les ope´rateurs Fγ(λ) = Fγ(λ)Πγ qui sont borne´s de L2s(IRnx;L2(IRnNy ))
dans L2(Sn−1x ;L
2(IRnNy )) et fortement continus en λ. On a le re´sultat suivant :
The´ore`me 3.4.5. On suppose l’hypothe`se (Dρ) ve´rifie´e pour ρ >
n+1
2
. Soient α le canal
stable du paragraphe 3.2 d’e´nergie Eα et β un canal du type pre´ce´dent. Pour λ > Eα, Eβ,
λ 6∈ σp(PAD), l’ope´rateur de transition TADβα se repre´sente spectralement sous la forme :
TADβα (λ) = −2ipiFβ(λ)(ΠV AD − (V AD)∗ΠRAD(λ+ i0)V AD)Fα(λ)∗
et, pour tout ω ∈ Sn−1, la section efficace totale σADβα (λ, ω) existe et est une fonction
continue de λ donne´e par :
σADβα (λ, ω) =
C(h)h−npi
nα(λ)
||Fβ(λ)(ΠV AD − (V AD)∗ΠRAD(λ+ i0)V AD)eα||2,
avec nα(λ) = (λ− Eα)1/2, eα = eih−1nα(λ)x·ωφα(y) et V AD = PAD − Pa.
De´monstration : On montre que l’on peut reprendre la preuve du the´ore`me 3.4.1.
Conside´rons la premie`re e´tape. Pour f ∈ S(IRn), l’application :
t 7→ V ADe−it(−h2∆x)fφα
est inte´grable, comme on l’a vu dans la preuve du the´ore`me 3.3.3. Comme on a PADΠˆ = 0,
on peut e´crire :
ΠΩAD± = Ω
AD
± .
On en de´duit que :
< T˜AD,θβα f1, f2 >b = −i
∫ +∞
−∞
< ΠV ADe−itPag1φα, e−itPag2φα >X dt
−
∫ +∞
−∞
∫ +∞
0
< ΠV ADe−itPag1φα, eisP
AD
ΠV ADe−i(s+t)Pag2φα >X dsdt
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pour f1, f2 ∈ S(IRn), g1 = θ(−h2∆x + Eα)f1 et g2 = Θ(−h2∆x + Eα)f2 et pour :
TAD,θβα ≡ Θ(−h2∆x + Eβ)TADβα θ(−h2∆x + Eα) = T˜βαθ(−h2∆x + Eα).
En e´crivant ΠV ADΠ0 sous la forme suivante :
ΠV ADΠ0 = Π(−h2∆x)(Π− Π0)Π0 +ΠIaΠ0
= Π(Π− Π0)(−h2∆x)Π0 +Π[−h2∆x,Π]Π0 +ΠIaΠ0,
on a, pour tout f ∈ S(IRn) :
(Fα(λ)(ΠV AD)∗ < x >s f)(θ) = (Fα(λ) < x >−s Π0 < x >2s IaΠf)(θ)
+ (Fα(λ) < x >
−s Π0 < x >2s (λ− Eα)(Π− Π0)Πf)(θ)
− (Fα(λ) < x >−s Π0 < x >2s (∇xΠ)Πf)(θ) · 2hnα(λ)θ
− (Fα(λ) < x >−s Π0 < x >2s h2(∆xΠ)Πf)(θ).
On en de´duit que l’ope´rateur < x >s ΠV ADFα(λ)∗ est borne´ pour 1/2 < s < ρ/2 et est
fortement continu en λ. Le terme correspondant avec Fβ posse`de les meˆmes proprie´te´s.
Par conse´quent, on peut reprendre les arguments de la preuve du the´ore`me 3.4.1 et obtenir
la repre´sentation spectrale pour TADβα . Il est a` noter que l’e´nergie ve´rifie seulement : λ >
Eα, Eβ et λ 6∈ σp(PAD), puisque l’on utilise cette fois le the´ore`me 2.5.3. Les deuxie`me
et troisie`me e´tapes sont identiques a` celles de la preuve du the´ore`me 3.4.1. Quant a` la
quatrie`me e´tape, on utilise le calcul de la limite :
lim
R→∞
V ADe−it(−h
2∆x+Eα)hωRgωφα
effectue´ dans la preuve du the´ore`me 3.3.3 et on obtient l’existence, la continuite´ et la
formule annonce´es.
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4 Estimation semi-classique des re´solvantes.
Pour l’e´tude de l’approximation de Born-Oppenheimer, on doit tenir compte du parame`tre
h dans les proprie´te´s pre´ce´dentes. On reprend notamment l’estimation semi-classique de
la re´solvante R de P obtenue dans [KMW1] mais dans un cas plus ge´ne´ral. Le re´sultat
est base´ sur la construction d’une fonction fuite globale au sens de [GM] pour plusieurs
hamiltoniens classiques. On verra dans le paragraphe 4.5 que cette construction s’applique
aussi a` un ope´rateur de Schro¨dinger matriciel et on e´tudiera le cas de l’ope´rateur de Dirac
avec champ e´lectrique scalaire.
4.1 De´pendance en h.
Dans ce paragraphe, on se propose de pre´ciser le roˆle du parame`tre semi-classique h
dans les proprie´te´s de l’hamiltonien e´lectronique Pe(x;h). On suppose que les potentiels
ve´rifient la condition (Dρ) pour un re´el ρ > 0. Rappelons que Pe(x;h) = P
a(h) + Ia(x;h)
ou` P a(h) et Ia(x;h) sont donne´s par (1.1 ;1) et (1.1 ;2) respectivement. Pour h = 0, on a
donc Pe(x; 0) = P
a(0) + Ia(x; 0) avec :
P a(0) =
2∑
k=1
∑
j∈A′
k
(−1
2
∆yj + Vkj(yj)) +
1
2
∑
l,j∈A′
k
Vlj(yl − yj)

et :
Ia(x; 0) =
∑
l∈A′1,j∈A
′
2
Vlj(yl − yj + x) +
∑
l∈A′1
Vl2(x+ yl)
+
∑
j∈A′2
V1j(x− yj) + V12(x),
En comparant avec les hamiltoniens a` N-corps ge´ne´ralise´s ou` le parame`tre semi-classique
est la constante de Planck (cf. [RW], par exemple), on constate deux diffe´rences essentielles
avec le cas qui nous occupe. D’une part, notre parame`tre h apparaˆıt dans le terme de
Hughes-Echart de l’hamiltonien intra-amas P a (cf. (1.1 ;1)) et d’autre part, il intervient
dans le potentiel inter-amas Ia (cf. (1.1 ;2)).
D’apre`s l’expression (1.1 ;1), la premie`re diffe´rence se traduit par le fait que : P a(h) →
P a(0), lorsque h→ 0, en norme des re´solvantes. Pour voir cela, il suffit de remarquer que
les ope´rateurs :
∂yr,s∂yk,l
∑
j
(−∆yj) + i
−1
sont borne´s (∂yr,s e´tant la de´rivation par rapport a` la s-ie`me coordonne´e de la variable
yr). On a meˆme, pour z ∈ CI \ IR :
||(z − P a(h))−1 − (z − P a(0))−1|| = O(h2), (4.1; 1)
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uniforme´ment en z, si la distance de z au spectre de P a(h) est uniforme´ment minore´e
(en z et h).
Comme dans le paragraphe 1.2, prenons E0 ∈ σdisc(P a(0)) une valeur propre de P a(0)
de multiplicite´ finie m. D’apre`s la convergence en norme des re´solvantes pre´ce´dente, il
existe exactement, pour h assez petit, m valeurs propres de P a(h), e1(h), . . . , em(h), cha-
cune re´pe´te´e autant que sa multiplicite´, qui convergent vers E0 quand h → 0. Sup-
posons maintenant que E0 ve´rifie l’hypothe`se de stabilite´ (HS) (cf. 1.2). On note par
λ1(x; 0), . . . , λm(x; 0) les valeurs propres de Pe(x; 0) qui convergent vers E0 lorsque |x| →
∞. A-t-on une situation analogue pour h assez petit ? En raison de la pre´sence de h dans
le potentiel inter-amas Ia, il faut certainement renoncer a` une convergence en norme des
re´solvantes : Pe(x;h) → Pe(x; 0) (h → 0). Cependant, comme on le verra a` la fin de ce
paragraphe (cf. proposition 4.1.3), la situation pre´ce´dente sera pre´serve´e pour h assez pe-
tit si les “trous” dans le spectre de Pe(x; 0) persistent dans celui de Pe(x;h) pour h petit
et si la partie de ce spectre, qui est proche de E0 pour |x| grand, est de multiplicite´ m.
Pre´cisons ces deux conditions. Pour la premie`re, rappelons qu’il existe, par hypothe`se
(cf. 1.2), un δ > 0, pour lequel Pe(x; 0) ve´rifie la proprie´te´ suivante :
∀x ∈ IRn, d({λ1(x; 0), . . . , λm(x; 0)}, σ(Pe(x; 0)) \ {λ1(x; 0), . . . , λm(x; 0)}) ≥ δ. (Hδ)
Pour ce meˆme δ, on fait l’hypothe`se (Hδ)
′ suivante : il existe des fonctions e± et E±
ve´rifiant e−(x) < E−(x) < e+(x) < E+(x), pour tout x, et :
inf
x∈IRn
|E±(x)− e±(x)| ≥ δ
telles que l’on ait :
∀x ∈ IRn, λ1(x; 0), . . . , λm(x; 0) ∈]E−(x); e+(x)[.
De plus, on peut trouver un re´el hδ > 0 tel que l’on ait, pour h ≤ hδ :
σ(Pe(x;h)) ∩ ([e−(x);E−(x)] ∪ [e+(x);E+(x)]) = ∅.
Cette hypothe`se de se´paration est analogue a` l’hypothe`se (1.8) de [KMW2]. Pour la se-
conde, on conside`re le meˆme δ et on suppose qu’il existe un R0 > 0 et un hδ > 0 tels que,
pour |x| ≥ R0 et h ∈ [0;hδ], on ait :
dim Im(1I]E−(x);e+(x)[(Pe(x;h))) = m. (Hδ)
′′
Notons que, compte tenu de la proposition 1.2.1, ces conditions constituent en fait une
hypothe`se de stabilite´ sur les ej(h).
On dira que la valeur propre E0 ve´rifie l’hypothe`se de stabilite´ semi-classique (HS(h))
si elle ve´rifie (HS) pour un certain δ > 0 et les hypothe`ses (Hδ)
′
et (Hδ)
′′
pour ce meˆme
δ.
Sous cette hypothe`se semi-classique (HS(h)), on peut trouver (Γ(x))x∈IRn , une famille de
contours dans CI, entourant tous les λj(x; 0), telle que, pour tout h ∈ [0;hδ], on ait :
inf
x∈IRn
d(σ(Pe(x;h)),Γ(x)) ≥ δ/2.
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De plus, comme λj(x; 0)→ E0 (|x| → ∞), on peut imposer que, pour |x| ≥ R1 ≥ R0, on
ait :
Γ(x) = {z ∈ CI; |z − E0| = δ/2} ≡ Γ(∞). (4.1; 2)
Pour δ et hδ assez petits, on a donc, pour h ∈ [0;hδ] :
Π0(h) =
1
2ipi
∫
Γ(∞)
(z − P a(h))−1dz (4.1; 3)
et, pour tout x ∈ IRn :
Π(x; 0) =
1
2ipi
∫
Γ(x)
(z − Pe(x; 0))−1dz, (4.1; 4)
d’apre`s (Hδ). Graˆce a` l’hypothe`se (Hδ)
′
, nous pouvons de´finir, pour tout x ∈ IRn et tout
h ∈ [0;hδ] :
Π(x;h) =
1
2ipi
∫
Γ(x)
(z − Pe(x;h))−1dz, (4.1; 5)
D’apre`s (Hδ)
′′
, Π(x;h) est, pour |x| assez grand, le projecteur spectral associe´ a` un
syste`me λ1(x;h), . . . , λm(x;h) de valeurs propres de Pe(x;h), de multiplicite´ totale m.
Comme on l’e´tablira dans la proposition 4.1.3, ce syste`me sera globalement de´fini et tre`s
proche de λ1(x; 0), . . . , λm(x; 0).
Avant de retrouver les re´sultats du paragraphe 1.2 avec une uniformite´ en h et d’aborder
cette proposition 4.1.3, de´montrons le lemme suivant :
Lemme 4.1.1. Sous les hypothe`ses (Dρ) (ρ > 0), (Hδ) et (Hδ)
′
, pour s > 0 assez petit,
les ope´rateurs :
es<y>Π0(h)e
−s<y> et es<y>Π(x;h)e−s<y>
sont uniforme´ment borne´s sur L2(IRnNy ), pour x ∈ IRn et h ∈ [0;hδ].
De´monstration : voir l’annexe D.
A partir de ce lemme 4.1.1, on est en mesure de donner l’e´quivalent semi-classique de la
proposition 1.2.4 :
Proposition 4.1.2. Sous les hypothe`ses (Dρ) (ρ > 0) et (HS(h)), on a les estimations
suivantes :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||∂αx (Π(x;h)− Π0(h))|| ≤ Dα < x >−ρ−|α|, (4.1; 6)
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||(∂αx Ia)(x;h)Π0(h)||+||(∂αx Ia)(x;h)Π(x;h)|| ≤ Dα < x >−ρ−|α|,
et :
||Π(x;h)Pe(x;h)Π(x;h)− Π(x;h)P a(h)Π0(h)|| = O(< x >−ρ), (4.1; 7)
uniforme´ment pour h ∈ [0, hδ], hδ assez petit. || · || de´signe la norme de L(L2(IRnNy )).
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De´monstration : La preuve de cette proposition est assez longue. Afin de ne pas sur-
charger ce paragraphe, les de´tails sont renvoye´s dans l’annexe D. Donnons cependant les
ingre´dients essentiels de cette preuve. On commence par e´tablir l’estimation :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||(∂αx Ia)(x;h)Π0(h)|| ≤ Dα < x >−ρ−|α| (4.1; 8)
uniforme´ment pour h assez petit. En utilisant la relation :
||Π0(h)− Π0(0)|| = O(h2), (4.1; 9)
on voit que l’on est ramene´ a` estimer :
||(∂αx Ia)(x;h)Π0(h)Π0(0)||.
En s’appuyant sur la de´croissance exponentielle des fonctions propres de P a(0), la de´croissance
des potentiels constituant Ia et le lemme 4.1.1, on en de´duit (4.1 ;8). Ensuite, on e´tablit
l’estimation suivante :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||∂αx (Π(x;h)− Π0(h))Π0(h)|| ≤ Dα < x >−ρ−|α| (4.1; 10)
uniforme´ment pour h assez petit. Pour ce faire, il suffit d’e´tablir l’estimation pour |x|
grand. En utilisant les formules de Cauchy donnant Π0(h) et Π(x;h) ((4.1 ;3) et (4.1 ;5))
et les arguments pre´ce´dents, on obtient (4.1 ;10).
On montre maintenant (4.1 ;6), pour |x| grand. On utilise l’hypothe`se de stabilite´ faite
sur les ej(h) (cf.(Hδ)
′′
) et on reprend les arguments de [K] en suivant la de´pendance en
h. On obtient, pour |x| assez grand, l’estimation :
||Π(x;h)− Π0(h)|| ≤ 1/2, (4.1; 11)
uniforme´ment en h. Cette proprie´te´ (4.1 ;11) permet d’e´tablir (4.1 ;6) par re´currence. En
partant de la relation :
Π(x;h)−Π0(h) = (Π(x;h)−Π0(h))2 + (Π(x;h)−Π0(h))Π0(h) + Π0(h)(Π(x;h)−Π0(h))
et graˆce a` (4.1 ;11), on controˆle la norme de la diffe´rence Π(x;h) − Π0(h) et celle de ces
de´rive´es par des termes intervenant dans (4.1 ;10).
A partir de (4.1 ;6) et de (4.1 ;8), on montre (4.1 ;7). Pour terminer la preuve, il ne reste
plus qu’a` e´tablir l’estimation suivante :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||(∂αx Ia)(x;h)Π(x;h)|| ≤ Dα < x >−ρ−|α|,
uniforme´ment en h. On proce`de comme pour l’estimation (4.1 ;8).
Comme on l’a de´ja` signale´, on va voir que les valeurs propres λ1(x;h), . . . , λm(x;h) se
prolongent a` IRn et que l’on sait les localiser. C’est l’objet de la :
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Proposition 4.1.3. ([KMW1]) On suppose que E0 ve´rifie l’hypothe`se de stabilite´ semi-
classique (HS(h)) pour un re´el δ > 0. Pour h ∈ [0, hδ], hδ assez petit, pour tout x ∈ IRn,
il existe alors exactement m valeurs propres de Pe(x;h), λ1(x;h), . . . , λm(x;h), chacune
re´pe´te´e autant que sa multiplicite´, telles que l’on ait, uniforme´ment en x :
∀j ∈< 1,m >, λj(x;h) = λj(x; 0) +O(h2)
et l’e´quivalent de la proprie´te´ (Hδ/3) (cf. paragraphe 1.2) pour Pe(x;h), uniforme´ment
pour h ∈ [0, hδ].
Remarque 4.1.4. La preuve de la proposition 3.1 dans [KMW1] est incorrecte. Dans
[KMW2], l’hypothe`se (1.8) assure la validite´ de cette preuve dans le cas ou` les valeurs
propres sont non de´ge´ne´re´es. Dans le cas pre´sent, on utilise l’hypothe`se (Hδ)
′
.
De´monstration : On de´taille la preuve de [KMW1] et on renvoie pour certaines e´tapes
a` l’annexe D. Cette proposition est base´e sur l’estimation suivante :
||Π(x;h)− Π(x; 0)|| = O(h2), uniforme´ment en x. (4.1; 12)
D’apre`s les relations (4.1 ;4) et (4.1 ;5), on est ramene´ a` e´tudier, pour z ∈ Γ(x), la
diffe´rence suivante :
(Pe(x;h)− Pe(x; 0))(z − Pe(x;h))−1.
Notons tout de suite que l’on a, uniforme´ment en x et z ∈ Γ(x) :
||HE(z − Pe(x;h))−1|| = O(h2)
(cf. (1.1 ;3)).
Il reste donc a` examiner la contribution du potentiel inter-amas Ia. Cette contribution est
du type :
[V (x+ Lh(y) + L(y))− V (x+ L(y))](z − Pe(x;h))−1
ou` Lh, L ∈ L(IRnN ; IRn) avec ||Lh|| = O(h2), L inde´pendant de h et V ve´rifie (Dρ). On
pense utiliser une formule de Taylor en h. On voit alors apparaˆıtre un terme Lh(y) que
l’on va “absorber” en projettant sur ImΠ(x;h), graˆce a` la de´croissance exponentielle des
fonctions propres de P a(0), associe´es a` la valeur propre E0 (cf. l’annexe D). On obtient
ainsi (4.1 ;12).
Pour h assez petit, Π(x;h) et Π(x; 0) ont meˆme rang, pour tout x ∈ IRn. Π(x;h) est
donc le projecteur spectral de Pe(x;h) associe´ a` λ1(x;h), . . . , λm(x;h), m valeurs propres,
chacune re´pe´te´e autant que sa multiplicite´. L’hypothe`se (Hδ)
′
implique alors (Hδ/3) pour
Pe(x;h), uniforme´ment pour h ∈ [0, hδ].
On montre maintenant que les λj(x;h) sont proches des λj(x; 0). Des arguments pre´ce´dents
re´sulte aussi l’estimation suivante :
||(Pe(x;h)− Pe(x; 0))Π(x; 0)||+ ||(Pe(x;h)− Pe(x; 0))Π(x;h)|| = O(h2),
qui permet, conjointement avec (4.1 ;12), d’e´crire :
||Π(x;h)Pe(x;h)Π(x;h)− Π(x; 0)Pe(x; 0)Π(x; 0)|| = O(h2).
En utilisant une formule de “minimax”, on obtient le re´sultat cherche´ (cf. l’annexe D).
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4.2 Etude semi-classique des re´solvantes.
Dans les the´ore`mes 2.1.6 et 2.2.6, on a montre´ l’existence de la valeur au bord des
re´solvantes RAD et R, avec une restriction en e´nergie pour R. Cependant, on n’a pas
pre´cise´ la de´pendance en h de ces ope´rateurs. Dans ce paragraphe, on se propose de de´crire
cette de´pendance en supposant l’existence d’un ope´rateur convenable FAD, conjugue´ a`
PAD. Aux paragraphes 4.3 et 4.4, on construira un tel ope´rateur FAD(h) sous certaines
conditions.
Les potentiels ve´rifient toujours l’hypothe`se (Dρ) pour ρ > 0 et on suppose l’hypothe`se
(HS(h)) remplie. On reprend la de´marche de la partie 3 de [KMW1]. Supposons que l’on
dispose d’un ope´rateur FAD(h), conjugue´ de PAD(h), tel que l’on ait :
|| [[PAD(h), FAD(h)], FAD(h)](PAD(h) + i)−1|| = O(h2) (4.2; 1)
et ve´rifiant, pre`s d’un point E ∈ IR, l’estimation de Mourre semi-classique suivante :
χ(PAD(h))i[PAD(h), FAD(h)]χ(PAD(h)) ≥ αhχ2(PAD(h)) (4.2; 2)
avec χ = 1I]E−δ,E+δ[, δ > 0 et α > 0 inde´pendants de h.
Remarque 4.2.1. A la diffe´rence des estimations de Mourre de la partie 2, l’estimation
(4.2 ;2) interdit la pre´sence de valeur propre de PAD(h) dans l’intervalle ]E − δ, E + δ[,
pour h assez petit (cf. [Mo]).
En reprenant la me´thode de Mourre et en suivant la de´pendance en h, on e´tablit le
the´ore`me suivant :
The´ore`me 4.2.2. ([KMW1], the´ore`me 3.2) Si l’ope´rateur FAD(h) ve´rifie les conditions
pre´ce´dentes pre`s de E ∈ IR alors, pour s > 1/2, h assez petit et λ assez proche de E, on
a :
|| < FAD(h) >−s RAD(λ± i0;h) < FAD(h) >−s || = O(h−1).
Si, de plus, l’ope´rateur < x >−1 (PAD(h) + i)−1FAD(h) est borne´, uniforme´ment en h,
alors on a :
|| < x >−s RAD(λ± i0;h) < x >−s || = O(h−1). (4.2; 3)
Contrairement a` la situation de la partie 2, on va de´duire de ce the´ore`me une estimation
semi-classique de R(λ± i0;h) pour λ convenable par une me´thode de perturbation en h.
Notons que, pour cette dernie`re estimation, on se limite au cas ou` les potentiels sont a`
courte porte´e.
The´ore`me 4.2.3. ([KMW1], the´ore`me 3.4) Supposons ve´rifie´es les hypothe`ses (Dρ) avec
ρ > 1 et (HS(h)), ainsi que l’estimation (4.2 ;3) pre`s d’un point E tel que :
d(E, σ(QAD(h))) ≥ η > 0
pour h assez petit et η inde´pendant de h. On a alors :
|| < x >−s R(λ± i0;h) < x >−s || = O(h−1) (4.2; 4)
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et :
|| < x >−s [R(λ± i0;h)− ΠRAD(λ± i0;h)] < x >−s || = O(1), (4.2; 5)
pour s > 1/2 et h assez petit, uniforme´ment pour λ proche de E.
Remarque 4.2.4. Ce the´ore`me 4.2.3 reprend le the´ore`me 3.4 de [KMW1] et y ajoute
l’estimation (4.2 ;5) qui sera utile pour les estimations semi-classiques de la partie 5.
De´monstration : On pose : V = P − PAD − QAD (cf. paragraphe 1.2) et on e´crit la
formule des re´solvantes pour P et P − V , pour z ∈ CI \ IR :
(P − z)−1 − (P − V − z)−1 = −(P − z)−1V (P − V − z)−1
soit :
R(z;h) = (PAD +QAD − z)−1 −R(z;h)V (PAD +QAD − z)−1.
Comme on a :
Π(PAD +QAD − z)−1 = ΠRAD(z;h),
Πˆ(PAD +QAD − z)−1 = ΠˆRˆ(z;h),
ou` Rˆ(z;h) = (QAD − z)−1, comme on a : V = ΠP Πˆ + ΠˆPΠ, on obtient :
R(z;h) = ΠRAD(z;h) + ΠˆRˆ(z;h)−R(z;h)(ΠˆPΠRAD(z;h) + ΠP ΠˆRˆ(z;h)).
En remplac¸ant le terme R(z;h) de droite par le terme a` droite de l’e´galite´, on trouve :
R(z;h) = ΠRAD(z;h) + ΠˆRˆ(z;h)− [Rˆ(z;h)ΠˆPΠRAD(z;h) +RAD(z;h)ΠP ΠˆRˆ(z;h)]
+ R(z;h)[ΠˆPΠRAD(z;h)ΠP ΠˆRˆ(z;h) + ΠP ΠˆRˆ(z;h)ΠˆPΠRAD(z;h)]
car ΠΠˆ = 0 (cf. remarque 1.2.6). On note par B(z;h) l’ope´rateur :
ΠˆPΠRAD(z;h)ΠP ΠˆRˆ(z;h) + ΠP ΠˆRˆ(z;h)ΠˆPΠRAD(z;h)
et on va montrer que, pour 1/2 < s < ρ/2, on a :
|| < x >s B(z;h) < x >−s || = O(h) (4.2; 6)
pour h petit, uniforme´ment pour z = λ+ i, avec 0 ≥ || > 0 et λ proche de E.
En remarquant que :
ΠˆPΠ = Πˆh∇x · hO(< x >−ρ) + Πˆh2O(< x >−ρ)
(cf. proposition 4.1.2) et que Rˆ(z;h) est uniforme´ment borne´ en z et h graˆce a` l’hypothe`se
sur E, on voit que :
|| < x >s ΠP ΠˆRˆ(z;h)ΠˆPΠRAD(z;h) < x >−s || ≤ O(h2)|| < x >−s RAD(z;h) < x >−s || = O(h)
pour 1/2 < s < ρ.
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Pour estimer l’autre terme, on introduit une troncature χ ∈ C∞0 (IR) telle que χ = 1 sur
l’intervalle balaye´ par λ (troncature en e´nergie). On a :
|| < x >s ΠˆPΠ(1− χ(PAD))RAD(z;h)ΠP ΠˆRˆ(z;h) < x >−s ||
≤ || < x >s ΠˆPΠ(1− χ(PAD)) < x >−s || · ||ΠP ΠˆRˆ(z;h)|| = O(h2).
car h∇xΠRAD(z;h)(1 − χ(PAD)) est uniforme´ment borne´ pour <(z) proche de E et est
O(h).
Comme χ(PAD) et h∇xΠχ(PAD) sont uniforme´ment borne´s de L2s(IRnx;L2(IRnNy )) dans
L2s(IR
n
x;L
2(IRnNy )) pour tout s (cf. annexe A), on a :
|| < x >s ΠˆPΠχ(PAD) < x >s || ≤ || < x >2s hO(< x >−ρ)· < x >−s h∇xΠχ(PAD) < x >s ||
+ || < x >2s h2O(< x >−ρ) < x >−s χ(PAD) < x >s ||
= O(h)
pour 1/2 < s < ρ/2, d’ou` :
|| < x >s ΠˆPΠχ(PAD)RAD(z;h)ΠP ΠˆRˆ(z;h) < x >−s ||
≤ || < x >s ΠˆPΠχ(PAD) < x >s || · || < x >−s RAD(z;h) < x >−s || ·
|| < x >s ΠP ΠˆRˆ(z;h)||
= O(h).
On a donc montre´ (4.2 ;6) et on peut e´crire dans l’espace des applications line´aires conti-
nues de L2s(IR
n
x;L
2(IRnNy )) dans L
2
−s(IR
n
x;L
2(IRnNy )) :
R(z;h)(1−B(z;h)) = ΠRAD(z;h) + ΠˆRˆ(z;h)− (A(z;h) + A(z;h)∗) (4.2; 7)
ou` A(z;h) = Rˆ(z;h)ΠˆPΠRAD(z;h), ce qui donne, pour h assez petit :
R(z;h) = [ΠRAD(z;h) + ΠˆRˆ(z;h)− (A(z;h) + A(z;h)∗)](1−B(z;h))−1.
Graˆce aux estimations pre´ce´dentes, on voit que l’on a :
|| < x >−s R(z;h) < x >−s || = O(h−1).
De plus, compte tenu de cette dernie`re estimation, on en de´duit, a` partir de (4.2 ;7), que
l’on a aussi l’estimation (4.2 ;5).
Remarque 4.2.5. Comme dans la remarque 2.2.7, donnons une situation ou` la condition
impose´e a` E est satisfaite. Sous les hypothe`ses (Dρ) (ρ > 1) et (HS(h)), si λ1(x; 0), . . . , λm(x; 0)
sont les m premie`res valeurs propres de Pe(x; 0) et si l’on a :
E < inf
x∈IRn
inf σ(Pe(x; 0)) \ {λ1(x; 0), . . . , λm(x; 0)},
alors, graˆce a` la proposition 4.1.3, la distance de l’e´nergie E au spectre de QAD(h) est
minore´e par un re´el strictement positif, uniforme´ment en h.
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4.3 Fonction “multi-fuite” globale et ope´rateur conjugue´ pour
PAD.
A la diffe´rence de [KMW1], on autorise la valeur propre E0 a` eˆtre de´ge´ne´re´e. Sous une
hypothe`se de “non-croisement” des valeurs propres λj(x; 0) (de´finies au paragraphe 4.1),
on e´tablit l’existence d’un ope´rateur FAD satisfaisant les conditions du paragraphe 4.2
en tout point E 6∈ {0, E0} de non-capture pour les hamiltoniens classiques pj(x, ξ) =
|ξ|2+λj(x; 0). Pour ce faire, on construit une fonction “multi-fuite” globale c’est-a`-dire une
fonction qui est, simultane´ment, une fonction fuite globale en E pour chaque hamiltonien.
Comme on le verra a` la fin de ce paragraphe (cf. remarque 4.3.6), la situation pre´sente ne
fournit pas d’ame´lioration par rapport a` [KMW1] en ce qui concerne la re´solvante de P .
C’est pourquoi l’on traitera une situation plus ge´ne´rale au paragraphe 4.4.
Tout d’abord, voyons pourquoi l’ope´rateur AAD conside´re´ au paragraphe 2.1 se re´ve`le
insuffisant dans la situation pre´sente. Rappelons que AAD ≡ ΠAΠ, ou` :
A =
x · h∇x + h∇x · x
2i
.
On a donc :
i[PAD, AAD] = Πi[−h2∆x + Pe, A]Π + Πi[−h2∆x,Π]AΠ+ΠAi[−h2∆x,Π]Π.
Les deux derniers ope´rateurs donnent modulo “O(h2)” :
iΠh(∇xΠ) · h∇xAΠ+ iΠAh(∇xΠ) · h∇xΠ
qui est un ope´rateur h-pseudo-diffe´rentiel de symbole principal :
Π(x)h(∇xΠ)(x) · ξ(x · ξ)Π(x) + Π(x)(x · ξ)h(∇xΠ)(x) · ξΠ(x) = 0
car Π(x)(∇xΠ)(x)Π(x) = 0 (cf. remarque 1.2.6). Il s’agit donc, sur Im1I]E−δ;E+δ[(PAD)
(avec 0, E0 6∈]E − δ;E + δ[), de controˆler le terme suivant :
Πi[−h2∆x + Pe, A]Π = h(2Π(−h2∆x)Π− Πx · (∇xIa)Π)
= h(2(PAD − E0)Π− Πx · (∇xIa)Π− 2Π(Pe − E0)Π)
= h(2(PAD − E0)− Πx · (∇xIa)Π− 2Π(Pe − E0)Π).
Ce terme est minore´ par ch si E est assez grand. Cette restriction est geˆnante et impre´cise.
Remarquons cependant que, pour E 6∈ {0, E0} donne´, la minoration est valable pour |x|
assez grand, d’apre`s la proposition 4.1.2. Pour contourner cette difficulte´, on va modifier
convenablement l’ope´rateur A pour |x| petit.
Dans le cas ou` E0 est non de´ge´ne´re´e, les auteurs de l’article [KMW1] s’appuyent sur la
proposition 4.3.1 suivante (cf. [GM]) pour modifier l’ope´rateur A. On va pre´ciser la forme
de la fonction fuite globale de [GM] car elle nous servira pour aborder le cas ou` E0 est
de´ge´ne´re´e.
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Soit V une fonction de C∞(IRn; IR) borne´e infe´rieurement. On dit que λ0 ∈ IR est une
e´nergie non-captive pour l’hamiltonien classique p(x, ξ) = |ξ|2+V (x) si l’on a p−1(λ0) = ∅
ou bien :
∀(x, ξ) ∈ p−1(λ0), lim
t→+∞Φ
t(x, ξ) =∞ et lim
t→−∞Φ
t(x, ξ) =∞,
ou` Φt de´signe le flot hamiltonien (complet d’apre`s l’hypothe`se sur V ) associe´ a` p. On dit
qu’une fonction a est une fonction fuite globale pour l’hamiltonien p a` l’e´nergie λ0 ∈ IR
s’il existe C0 > 0 et  > 0 tels que a soit C
∞ sur p−1(]λ0 − ;λ0 + [) et qu’elle ve´rifie :
∀(x, ξ) ∈ p−1(]λ0 − ;λ0 + [), {p, a}(x, ξ) ≥ C0,
ou` {·, ·} de´signe le crochet de Poisson. L’inte´reˆt d’une telle fonction a est le suivant : si l’on
peut la prolonger a` IR2n en un symbole, notons par aw l’ope´rateur h-pseudo-diffe´rentiel
de symbole de Weyl a. Si V est aussi un symbole, en notant par P l’ope´rateur −h2∆+V ,
l’ope´rateur :
θ(P )i[P, aw]θ(P )
est aussi un ope´rateur h-pseudo-diffe´rentiel de symbole principal :
θ2(p){p, a} ≥ C0θ2(p),
la fonction θ e´tant re´gulie`re, a` support compact proche de λ0 et valant 1 pre`s de λ0. Graˆce
a` l’ine´galite´ de G˚arding (cf. [Ho¨]), on en de´duit l’ine´galite´ :
θ(P )i[P, aw]θ(P ) ≥ C0hθ(P )2 − Ch2Id.
En choisissant une fonction τ re´gulie`re telle que τθ = τ , on obtient :
τ(P )i[P, aw]τ(P ) ≥ C0
2
hτ(P )2
pour h assez petit, c’est-a`-dire une estimation de Mourre semi-classique.
Proposition 4.3.1. ([GM]) Si le potentiel V pre´ce´dent ve´rifie :
∀α ∈ IN n; |α| ≤ 1, ∃Cα > 0; ∀x ∈ IRn, |∂αxV (x)| ≤ Cα < x >−ρ−|α|, (D′ρ)
pour un re´el ρ > 0, alors, pour toute e´nergie non-captive λ0 > 0, il existe une fonction
fuite globale pour p(x, ξ) = |ξ|2 + V (x).
De´monstration : voir [GM].
Remarque 4.3.2. Signalons que toute e´nergie λ0 telle que inf V ≤ λ0 < 0 est captive
pour cet hamiltonien p puisque la surface d’e´nergie correspondante p−1(λ0) est compacte
et non vide.
D’autre part, pour λ0 > 0, la fonction fuite globale de [GM] est de la forme :
x · ξ + χ(x)f(x, ξ)
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sur p−1(]λ0 − ;λ0 + [), ou` χ ∈ C∞0 (IRn; IR) et f est C∞ sur cet ensemble. Comme
l’intersection de cet ensemble avec :
{(x, ξ); x ∈ suppχ}
est compact, on peut prolonger la fonction f en une fonction C∞ sur IR2n de sorte que χf
appartiennent a` C∞0 (IR
2n; IR). On prolonge ainsi la fonction a. En particulier, l’ope´rateur
h-pseudo-diffe´rentiel de symbole de Weyl χf est borne´ sur L2(IRn) (cf. le the´ore`me de
Calderon-Vaillancourt dans [Ro]).
Construisons maintenant une fonction fuite pour plusieurs hamiltoniens classiques :
Proposition 4.3.3. On conside`re des potentiels (Vj)1≤j≤q de C∞(IRn; IR), ve´rifiant (D
′
ρ)
pour un re´el ρ > 0 et tels que :
j 6= k =⇒ (∀x ∈ IRn, Vj(x) 6= Vk(x)). (4.3; 1)
Si λ0 > 0 est une e´nergie non-captive pour chaque hamiltonien pj(x, ξ) = |ξ|2 + Vj(x)
alors il existe une fonction qui est simultane´ment une fonction fuite globale a` l’e´nergie λ0
pour chaque hamiltonien pj.
De´monstration : D’apre`s la preuve de la proposition 4.3.1, il existe R > 0, C0 > 0 et
 > 0 tels que, pour tout j, on ait :
– {pj, x · ξ} ≥ λ0 pour |x| ≥ R et (x, ξ) ∈ p−1j (]λ0 − ;λ0 + [),
– il existe aj ∈ C∞(IR2n) de la forme :
aj(x, ξ) = x · ξ + Cjχj(x)fj(x, ξ)
ou` Cj > 0, χj ∈ C∞0 (IRn), χjfj ∈ C∞0 (IR2n), et telle que :
{pj, aj} ≥ C0
sur p−1j (]λ0 − ;λ0 + [).
Soient R
′ ≡ maxj sup{|x|;x ∈ suppχj} > R et R” > R′ . Graˆce a` l’hypothe`se de “non-
croisement” (4.3 ;1), on va montrer qu’il existe α > 0 tel que, pour tout  assez petit, on
ait :
j 6= k =⇒ d({|x| ≤ R”}∩p−1j (]λ0−;λ0+[), {|x| ≤ R”}∩p−1k (]λ0−;λ0+[)) ≥ α. (4.3; 2)
On a note´ par {|x| ≤ R”} l’ensemble {(x, ξ); |x| ≤ R”}. D’apre`s l’hypothe`se (4.3 ;1), il
existe δ > 0 tel que :
|x| ≤ R” =⇒ (∀j 6= k, |Vj(x)− Vk(x)| ≥ δ).
Prenons  < δ/2. On pose :
K = max
j
sup
|x|≤R”
|Vj(x)| et Kj = sup
|x|≤R”
||V ′j (x)||.
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Supposons que, pour tous r, η > 0, il existe (x, ξ) ∈ {|x| ≤ R”} ∩ p−1j (]λ0 − ;λ0 + [) et
(x
′
, ξ
′
) ∈ {|x| ≤ R”} ∩ p−1k (]λ0 − ;λ0 + [) pour j 6= k et tels que :
|ξ − ξ′| < η, |x− x′| < r.
On a donc :
||ξ′|2 − |ξ|2| ≤ |ξ′ − ξ| · |ξ′ + ξ| ≤ 2η(λ0 + +K)1/2.
D’une part, on a :
|Vj(x)− Vk(x′)| ≤ |pj(x, ξ)− pk(x′ , ξ′)|+ ||ξ′|2 − |ξ|2| ≤ 2+ 2η(λ0 + +K)1/2
et d’autre part, on a :
|Vj(x)− Vk(x′)| ≥ |Vj(x′)− Vk(x′)| − |Vj(x)− Vj(x′)| ≥ δ − rKj.
Pour r et η assez petits, on a une contradiction. Par conse´quent, il existe un α > 0 pour
lequel on a (4.3 ;2) pour tout  assez petit.
D’apre`s cette proprie´te´ (4.3 ;2), on peut construire une partition de l’unite´ (tj)1≤j≤q sur
IR2n (i.e
∑
tj = 1) telle que, pour tout j, 0 ≤ tj ≤ 1, tj ∈ C∞(IR2n) et :
– tj = 1 sur {|x| ≤ R”} ∩ p−1j (]λ0 − ;λ0 + [),
– tj = 0 sur {|x| ≤ R”} ∩ p−1k (]λ0 − ;λ0 + [) pour tout k 6= j.
On pose a =
∑
tjaj et on ve´rifie que cette fonction convient. Sur p
−1
j (]λ0 − ;λ0 + [), on
a :
{pj, a} =
q∑
k=1
{pj, Cktkχkfk}+ {pj, x · ξ}.
Si |x| ≤ R” alors on a :
{pj, a} = {pj, Cjtjχjfj}+ {pj, x · ξ} = {pj, aj} ≥ C0.
Si |x| > R” alors on a :
{pj, a} = {pj, x · ξ} ≥ λ0
car R” > R
′
et pour |x| > R′ , x 6∈ suppχk, pour tout k.
L’objectif est d’appliquer cette proposition 4.3.3 aux hamiltoniens pj(x, ξ) = |ξ|2+λj(x; 0)−
E0 (les λj(x; 0) e´tant de´finies au paragraphe 4.1). On fait l’hypothe`se de “non-croisement”
(NC) suivante : les valeurs propres de Pe(x; 0) qui convergent vers E0 a` l’infini sont les :
λ1(x; 0) < · · · < λq(x; 0), ∀x ∈ IRn,
ou` chaque λj(x; 0) est de multiplicite´ constante mj avec
∑
mj = m, la multiplicite´ de E0.
Notons que, sous cette hypothe`se, il existe pour tout j une famille de contours dans CI,
{Γj(x), x ∈ IRn}, telle que le projecteur spectral Πj(x; 0) associe´ a` λj(x; 0) soit donne´ par
la formule de Cauchy :
Πj(x; 0) =
1
2ipi
∫
Γj(x)
(z − Pe(x; 0))−1dz. (4.3; 3)
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Comme pour le projecteur Π(x; 0) (cf. proposition 1.2.3), ce projecteur Πj(x; 0) est de
classe C∞ ce qui assurent que λj(x; 0) l’est aussi en vertu de la relation :
λj(x; 0) =
1
mj
Tr(Πj(x; 0)Pe(x; 0))
ou` Tr de´signe la trace.
Bien que le pe´rime`tre des Γj(x) tend vers 0 quand |x| → ∞, les λj(x; 0) ve´rifient la
condition (D
′
ρ) introduite dans la proposition 4.3.1 (il s’agit du ρ de l’hypothe`se (Dρ)
ve´rifie´e par les potentiels). Pour confirmer ce point, on va s’appuyer sur [K]. Comme dans
la preuve de la proposition 4.1.3, les λj(x; 0) sont, pour |x| assez grand, les valeurs propres
de la matrice syme´trique M(x) repre´sentant Pe(x; 0) dans la base (Π(x; 0)φk)1≤k≤m, ou`
(φk)1≤k≤m est une base orthonorme´e de ImΠ0(0). Les coefficients akl(x) deM(x) ve´rifient
l’estimation :
|∂α(akl(x)− δkl)| = O(< x >−ρ−|α|)
pour tout α ∈ IN n graˆce a` la proposition 4.1.2. D’apre`s [K] page 111, les λj(x; 0) ve´rifient
la condition (D
′
ρ).
On est en mesure de´sormais de montrer la :
Proposition 4.3.4. Sous l’hypothe`se (Dρ) pour ρ > 0 pour les potentiels et l’hypothe`se
de “non-croisement” (NC) pour les valeurs propres λj(x; 0) (1 ≤ j ≤ q), il existe, pour
toute e´nergie E 6∈ {0, E0} non-captive pour chaque hamiltonien pj(x, ξ) = |ξ|2 + λj(x; 0),
un ope´rateur FAD satisfaisant, pour h assez petit, la proprie´te´ (4.2 ;1) et la proprie´te´ (
4.2 ;2) suivante :
χ(PAD(h))i[PAD(h), FAD(h)]χ(PAD(h)) ≥ αhχ2(PAD(h))
avec χ = 1I]E−δ,E+δ[, δ > 0 et α > 0 inde´pendants de h.
De´monstration : Compte tenu de la remarque 4.3.2, on peut supposer que E −E0 > 0
car, pour :
E < inf
x,j
λj(x; 0),
on a χ(PAD(h)) = 0 pour δ, h assez petits. On applique la proposition 4.3.3 aux hamilto-
niens classiques pj(x, ξ) = |ξ|2 + λj(x; 0)−E0 pour l’e´nergie non-captive E −E0 > 0. On
a donc une fonction a qui est une fonction fuite globale en E − E0 pour chaque pj.
Comme le pe´rime`tre des contours Γj(x), intervenant dans la de´finition (4.3 ;3) des Πj(x; 0),
tend vers 0 lorsque |x| → ∞, les projecteurs Πj(x;h) sont bien de´finis par une formule
analogue pour h assez petit en fonction de |x|. Les projecteurs Πj(x; 0) sont bien de´fini
inde´pendemment de h mais on ne controˆle pas le comportement a` l’infini de leurs de´rive´es.
Pour e´viter ces proble`mes, on va tronquer tous ces projecteurs a` l’infini.
Graˆce a` la proposition 4.1.2, on peut choisir le re´el R qui intervient dans la preuve de la
proposition 4.3.3 de sorte que l’on ait :
||Π(x;h)x · (∇xIa)(x;h)Π(x;h)||+ ||2Π(x;h)(Pe(x;h)− E0)Π(x;h)|| ≤ E − E0 (4.3; 4)
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pour |x| ≥ R, uniforme´ment en h. Soient τ1, τ2 ∈ C∞(IRn) telles que τ 21 + τ 22 = 1. On
impose que τ1 vaille 1 sur {x; |x| ≤ R′} et soit a` support dans {x; |x| ≤ R”} (R′ et
R” e´tant de´finis dans la preuve de la proposition 4.3.3). D’apre`s l’hypothe`se de “non-
croisement” (NC), il existe h0 > 0 assez petit tel que, pour tous |x| ≤ R” et h ≤ h0, les
projecteurs Πj(x;h) de´finis par (4.3 ;3), ou` l’hamiltonien e´lectronique Pe(x; 0) est remplace´
par Pe(x;h), soient C
∞. En notant par aw l’ope´rateur h-pseudo-diffe´rentiel de symbole de
Weyl a, on pose :
FAD =
q∑
j=1
τ1Πja
wΠjτ1 + τ2Πa
wΠτ2.
Graˆce aux proprie´te´s de a (cf. remarque 4.3.2), on voit que la proprie´te´ (4.2 ;1) est satis-
faite. Il s’agit maintenant de ve´rifier l’estimation de Mourre (4.2 ;2).
On calcule le commutateur i[PAD, FAD] modulo “O(h2)”, ou` “O(h2)” (respectivement
“O(h)”) de´signera des ope´rateurs B PAD-borne´s tels que la norme de B(PAD + i)−1 soit
un O(h2) (respectivement O(h)).
D’une part, on a :
i[PAD, τ2Πa
wΠτ2] = τ2Πi[P, a
w]Πτ2 +Πi[−h2∆x, τ2Π]awΠτ2 + τ2Πawi[−h2∆x, τ2Π]Π
= τ2Πi[P, a
w]Πτ2 + “O(h
2)”
−2iΠh∇x · h(∇x(τ2Π))awΠτ2 − 2iτ2Πawh(∇x(τ2Π)) · h∇xΠ.
Comme les commutateurs [Π, aw], [Π, h∇x] sont “O(h)” et d’apre`s la remarque 1.2.6, on
a donc :
i[PAD, τ2Πa
wΠτ2] = τ2Πi[P, a
w]Πτ2 + “O(h
2)”
−2iΠh∇x · (h∇τ2)ΠawΠτ2 − 2iτ2ΠawΠ(h∇τ2) · h∇xΠ
= τ2Πi[P, a
w]Πτ2 + “O(h
2)”
−2iΠh∇x · (h∇τ2)τ2ΠawΠ− 2iΠawΠτ2(h∇τ2) · h∇xΠ
car le commutateur [τ2, a
w] est “O(h)”. D’autre part, on peut e´crire :
q∑
j=1
i[PAD, τ1Πja
wΠjτ1] =
q∑
j=1
τ1Πji[P, a
w]Πjτ1 + “O(h
2)” +
q∑
j=1
(−2iΠh∇x · h(∇x(τ1Πj))awΠjτ1 − 2iτ1Πjawh(∇x(τ1Πj)) · h∇xΠ).
Les termes contenant (∇xΠj) forment un ope´rateur h-pseudo-diffe´rentiel admissible de
symbole principal :
−2ih
q∑
j=1
(τ1(x)Π(x)h(∇xΠj)(x)·ξa(x, ξ)Πj(x)τ1(x)+τ1(x)Πj(x)a(x, ξ)ξ·h(∇xΠj)(x)Π(x)τ1(x)).
Or, comme Π2j = Πj = ΠjΠ = ΠΠj, on a :
Π(∇xΠj)Πj +Πj(∇xΠj)Π = Π(∇xΠj)Π
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et :
q∑
j=1
Π(∇xΠj)Π = Π(∇xΠ)Π = 0
d’apre`s la remarque 1.2.6. Les termes en question sont donc eux aussi “O(h2)”. On peut
remarquer que ce fait n’est plus clair si :
FAD =
q∑
j=1
τ1Πja
w
j Πjτ1 + τ2ΠOp
w
h (x · ξ)Πτ2
ou`, pour tout j, aj est une fonction fuite globale pour pj−E0 a` l’e´nergie E−E0 et si les aj
ne sont pas toutes e´gales a priori (on a note´ par Opwh (x·ξ) l’ope´rateur h-pseudo-diffe´rentiel
de symbole de Weyl x · ξ). On a donc :
q∑
j=1
i[PAD, τ1Πja
wΠjτ1] =
q∑
j=1
τ1Πji[P, a
w]Πjτ1 + “O(h
2)” +
q∑
j=1
(−2iΠh∇x · (h∇τ1)ΠjawΠjτ1 − 2iτ1ΠjawΠj(h∇τ1) · h∇xΠ).
En utilisant le fait que ∇τ1[aw,Πj]τ1 = “O(h)”, on a :
∇τ1ΠawΠτ1 = ∇τ1
∑
j,k
Πja
wΠkτ1
= ∇τ1
∑
j
Πja
wΠjτ1 + “O(h)”.
Une relation similaire existe pour τ1Πa
wΠ∇τ1. On en de´duit que :
q∑
j=1
i[PAD, τ1Πja
wΠjτ1] =
q∑
j=1
τ1Πji[P, a
w]Πjτ1 + “O(h
2)”
−2iΠh∇x · (h∇τ1)ΠawΠτ1 − 2iτ1ΠawΠ(h∇τ1) · h∇xΠ
=
q∑
j=1
τ1Πji[P, a
w]Πjτ1 + “O(h
2)”
−2iΠh∇x · (h∇τ1)τ1ΠawΠ− 2iΠawΠτ1(h∇τ1) · h∇xΠ.
car le commutateur [τ1, a
w] est “O(h)”. D’apre`s le choix de τ1 et τ2, on a τ1∇τ1+τ2∇τ2 = 0.
En regroupant les deux calculs pre´ce´dents, on trouve donc :
i[PAD, FAD] =
q∑
j=1
τ1Πji[P, a
w]Πjτ1 + τ2Πi[P, a
w]Πτ2 + “O(h
2)”.
Dans le deuxie`me terme, on peut en fait remplacer aw par Opwh (x · ξ) (l’ope´rateur h-
pseudo-diffe´rentiel de symbole de Weyl x · ξ) car χjτ2 = 0, pour tout j.
Soit η > 0 assez petit tel que 0, E0 6∈]E − η;E + η[ et θ ∈ C∞(IR; IR) valant 1 pre`s de
E et a` support dans ]E − η;E + η[. On va minorer θ(PAD)i[PAD, FAD]θ(PAD). Graˆce au
calcul fonctionnel d’Helffer-Sjo¨strand (cf. [HS]), on va montrer que :
[θ(PAD), τ2] = O(h) (4.3; 5)
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et, pour tout j :
θ(PAD)τ1Πj − τ1Πjθ(Pj) = O(h), (4.3; 6)
ou` Pj = −h2∆x + λj(x; 0).
D’apre`s le calcul fonctionnel d’Helffer-Sjo¨strand (cf. [HS] ou bien la preuve du lemme 2.2.3),
on peut e´crire :
[θ(PAD), τ2] =
1
pi
∫
CI
∂θ˜
∂z¯
(z)[RAD(z), τ2]L(dz),
ou` L(dz) de´signe la mesure de Lebesgue sur CI et θ˜ est une extension presque holomorphe,
a` support compact, de θ. Comme on a [RAD(z), τ2] = −RAD(z)[PAD, τ2]RAD(z) avec :
[PAD, τ2] = Π[−h2∆x, τ2]Π = “O(h)”,
on obtient (4.3 ;5) comme dans la preuve du lemme 4.3 de [KMW1]. D’autre part, on a,
pour tout j :
θ(PAD)τ1Πj − τ1Πjθ(Pj) = 1
pi
∫
CI
∂θ˜
∂z¯
(z)(ΠRAD(z)τ1Πj − τ1ΠjRj(z))L(dz),
avec Rj(z) = (Pj − z)−1 et :
ΠRAD(z)τ1Πj − τ1ΠjRj(z) = ΠRAD(z)(τ1ΠjPj − PADτ1Πj)Rj(z).
Comme on a :
PADτ1Πj − τ1ΠjPj = (Pe(·;h)− Pe(·; 0))τ1Πj +Π[−h2∆x, τ1Πj]
= (Pe(·;h)Πj − Pe(·; 0)Πj(0))τ1 + Pe(·; 0)(Πj − Πj(0))τ1 + “O(h)”
= “O(h)”,
d’apre`s la preuve de la proposition 4.1.3, on obtient de meˆme (4.3 ;6).
On a donc, pour tout j :
θ(PAD)τ1Πji[P, a
w]Πjτ1θ(P
AD) = θ(PAD)τ1Πji[Pj, a
w]Πjτ1θ(P
AD)
= τ1Πjθ(Pj)i[Pj, a
w]θ(Pj)Πjτ1 +O(h
2)
≥ chτ1Πjθ2(Pj)Πjτ1 +O(h2)
car a est une fonction fuite globale pour pj−E0 a` l’e´nergie E−E0. En utilisant de nouveau
(4.3 ;6), ce terme est donc minore´ par :
chθ(PAD)τ1Πjτ1θ(P
AD) +O(h2).
D’apre`s (4.3 ;4) et les proprie´te´s de τ2, on peut e´crire :
θ(PAD)τ2Πi[P,Op
w
h (x · ξ)]Πτ2θ(PAD) = hθ(PAD)τ2Π(−2h2∆x − x · (∇xIa))Πτ2θ(PAD)
= hτ2θ(P
AD)(2(PAD − E0)− x · (∇xIa)− 2(Pe − E0))θ(PAD)τ2 +O(h2)
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≥ hτ2θ(PAD)(3(E − E0)/2− x · (∇xIa)− 2(Pe − E0))θ(PAD)τ2 +O(h2)
≥ hθ(PAD)τ2(3(E − E0)/2− x · (∇xIa)− 2(Pe − E0))τ2θ(PAD) +O(h2)
≥ hE − E0
2
θ(PAD)τ2Πτ2θ(P
AD) +O(h2).
En regroupant les deux ine´galite´s, on re´cupe`re :
θ(PAD)i[PAD, FAD]θ(PAD) ≥ c′hθ(PAD)
 q∑
j=1
τ1Πjτ1 + τ2Πτ2
 θ(PAD) +O(h2)
ou` le terme entre crochets vaut Π. Pour h assez petit, on a donc donc l’estimation de
Mourre (4.2 ;2).
Ainsi, en appliquant le the´ore`me 4.2.2, on obtient le re´sultat suivant :
The´ore`me 4.3.5. On suppose que les potentiels ve´rifient (Dρ) pour un re´el ρ > 0. Soit
E0 ∈ σdisc(P a(0)) ve´rifiant l’hypothe`se de stabilite´ semi-classique (HS(h)) et l’hypothe`se
de “non-croisement” (NC). Pour toute e´nergie E 6∈ {0, E0}, non-captive pour chaque
hamiltonien classique |ξ|2 + λj(x; 0), pour tout s > 1/2, on a :
|| < x >−s RAD(λ± i0;h) < x >−s || = O(h−1), (4.3; 7)
pour h assez petit, uniforme´ment pour λ assez proche de E.
Remarque 4.3.6. D’apre`s la remarque 4.3.2, on suppose en fait dans ce the´ore`me 4.3.5
que :
E 6∈ [inf
x,j
λj(x; 0);E0].
Un cas inte´ressant (cf. partie 5) est E > E0. Si l’on veut appliquer le the´ore`me 4.2.3, il
convient d’avoir :
E0 < inf
h
(inf σ(QAD(h))).
Cette ine´galite´ est re´alise´e si E0 ve´rifie celle de la remarque 4.2.5, ce qui impose en
particulier :
E0 = inf σ(P
a(0)).
Dans ce cas, on peut ve´rifier que la valeur propre E0 est simple (cf. [RS4]). On ne
re´cupe`re donc que le re´sultat de [KMW1]. On peut cependant ame´liorer ce re´sultat (cf.
the´ore`me 4.3.7).
Pour terminer ce paragraphe, on va montrer que l’estimation (4.2 ;4) de la re´solvante
totale est encore valable si les potentiels sont a` longue porte´e. Dans le meˆme esprit qu’au
paragraphe 2.2, on va de´duire l’estimation de Mourre semi-classique pour P de celle pour
obtenue pour PAD, en vue de prouver le :
The´ore`me 4.3.7. Sous les hypothe`ses du the´ore`me 4.3.5 avec ρ > 0, on a encore l’esti-
mation (4.2 ;4) pour h assez petit, uniforme´ment pour λ assez proche de E.
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De´monstration : Comme ope´rateur conjugue´ pour P , on conside`re le meˆme ope´rateur
FAD utilise´ dans la preuve de la proposition 4.3.4 :
FAD =
q∑
j=1
τ1Πja
wΠjτ1 + τ2Πa
wΠτ2.
Notons que le double commutateur [[P, FAD], FAD] ve´rifie l’estimation (4.2 ;1). Comme
au paragraphe 2.2, on exploite la condition sur l’e´nergie E dans le :
Lemme 4.3.8. ([KMW1], lemme 4.3) Soient θ ∈ C∞0 (IR; IR) et α > 0 tels que, pour tout
h assez petit, on ait :
d(suppθ, σ(QAD(h))) ≥ α.
Alors on a :
||θ(P )− θ(PAD)|| = O(h).
De´monstration : Il suffit de remarquer que la preuve du lemme 4.3 de [KMW1] est
encore valable sous l’hypothe`se (Dρ) avec ρ > 0.
Soit η > 0 assez petit tel que 0, E0 6∈]E − η;E + η[ et θ ∈ C∞(IR; IR) valant 1 pre`s de E
et a` support dans ]E − η;E + η[. D’apre`s le lemme 4.3.8, on a :
θ(P )i[P, FAD]θ(P ) = θ(PAD)i[P, FAD]θ(PAD) +O(h2.)
Or, comme θ(0) = 0, on a θ(PAD) = Πθ(PAD) = θ(PAD)Π (cf. la preuve de la proposi-
tion 2.1.5). On a donc :
θ(PAD)i[P, FAD]θ(PAD) = θ(PAD)i[PAD, FAD]θ(PAD).
Par conse´quent, d’apre`s la preuve de la proposition 4.3.4, on peut e´crire :
θ(P )i[P, FAD]θ(P ) ≥ chθ2(PAD) +O(h2)
≥ chθ2(P ) +O(h2)
en re´utilisant le lemme 4.3.8. On obtient ainsi l’estimation de Mourre semi-classique pour
P . La me´thode de Mourre a` parame`tre donne l’estimation annonce´e.
4.4 Estimation semi-classique de la re´solvante de P .
Dans les paragraphes 4.1, 4.2 et 4.3, on s’est contente´ de conside´rer une seule valeur
propre de P a(0). Comme on va le voir, il est possible, comme au paragraphe 2.5, d’en
conside´rer plusieurs, d’adapter les techniques du paragraphe 4.3 a` cette nouvelle situation
et d’obtenir un controˆle semi-classique de la re´solvante de P . En particulier, les re´sultats
sur l’approximation de Born-Oppenheimer des ope´rateurs d’onde (cf. [KMW1], partie 4)
sont encore valables. Cette situation sera reprise pour l’e´tude semi-classique des sections
efficaces totales (cf. partie 5).
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Dans le cadre du paragraphe 4.1, on conside`re cette fois E1 < . . . < Er ∈ σdisc(P a(0)),
chaque Ej e´tant de multiplicite´ mj (et m =
∑
mj). Pour tout j, on suppose que la valeur
propre Ej ve´rifie l’hypothe`se de stabilite´ semi-classique (HS(h)). Par conse´quent, on peut
construire les projecteurs Πj0(h) et Πj(x;h) correspondant par une formule de Cauchy
(cf. (4.1 ;3) et (4.1 ;5)), qui ve´rifient les proprie´te´s de ce paragraphe 4.1. L’estimation (
4.1 ;7) devient bien suˆr :
||Πj(x;h)Pe(x;h)Πj(x;h)− EjΠj(x;h)|| = O(< x >−ρ). (4.4; 1)
Quant a` la proposition 4.1.3, elle s’applique, pour tout j, aux valeurs propres de Pe(x; 0),
λj1(x; 0), . . . , λjmj(x; 0), qui tendent vers Ej lorsque |x| → ∞.
En posant, pour tout (x;h) :
Π0(h) =
r∑
j=1
Πj0(h), Π(x;h) =
r∑
j=1
Πj(x;h),
on de´finit des projecteurs spectraux de Pe(x; 0) et P
a(h) respectivement. Ils ve´rifient les
estimations du lemme 4.1.1 et de la proposition 4.1.2, l’estimation (4.1 ;7) e´tant remplace´e
par la suivante :
||Π(x;h)
Pe(x;h)− r∑
j=1
EjΠj(x;h)
 || = O(< x >−ρ). (4.4; 2)
Comme on l’a vu au paragraphe 2.5, on peut de´finir des ope´rateurs PAD et QAD dans ces
conditions. Pour chaque j, on suppose que Ej satisfait a` l’hypothe`se de “non-croisement”
(NC). En particulier, il y a l(j) fonctions λjl(·; 0) qui tendent vers Ej a` l’infini et chaque
λjl(·; 0) est de multiplicite´ constante. On peut trouver une famille {Γjl(x), x ∈ IRn} de
contours dans CI telle que :
Πjl(x;h) =
1
2ipi
∫
Γjl(x)
(z − Pe(x;h))−1dz
soit le projecteur spectral associe´ a` λjl(x;h). Notons que, comme dans la preuve de la
proposition 4.3.4, le controˆle des de´rive´es des Πjl(·; 0) n’est pas clair. En revanche, on voit
que les valeurs propres λjl(x; 0) ve´rifient la condition (D
′
ρ) (cf. proposition 4.3.1).
Pour obtenir le the´ore`me d’absorption limite semi-classique, on va montrer la :
Proposition 4.4.1. On suppose que les potentiels ve´rifient (Dρ) pour un re´el ρ > 0.
Soient E1 < . . . < Er ∈ σdisc(P a(0)) ve´rifiant chacune l’hypothe`se de stabilite´ semi-
classique (HS(h)) et l’hypothe`se de “non-croisement” (NC). Pour toute e´nergie E 6∈
{0} ∪ {Ej, 1 ≤ j ≤ r}, non-captive pour chaque hamiltonien classique |ξ|2 + λjl(x; 0)
(1 ≤ j ≤ r, 1 ≤ l ≤ l(j)), il existe un ope´rateur FAD(h) satisfaisant, pour h assez petit,
les deux estimations suivantes :
|| [[PAD(h), FAD(h)], FAD(h)](PAD(h) + i)−1|| = O(h2) (4.4; 3)
et :
χ(PAD(h))i[PAD(h), FAD(h)]χ(PAD(h)) ≥ αhχ2(PAD(h)) (4.4; 4)
avec χ = 1I]E−δ,E+δ[, δ > 0 et α > 0 inde´pendants de h.
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De´monstration : Cette fois, l’hypothe`se de non-capture impose, pour tout j :
E 6∈ [inf
x,l
λjl(x; 0);Ej].
Soit s le plus grand entier j tel que Ej < E. On adopte la strate´gie de la preuve de la
proposition 4.3.4. On a besoin d’une fonction a qui soit une fonction fuite globale pour
chaque hamiltonien classique |ξ|2 + λjl(x; 0) − Ej, avec j ≤ s, a` l’e´nergie E − Ej > 0.
Comme on a des e´nergies a priori diffe´rentes, on ge´ne´ralise la proposition 4.3.3 sous la
forme du :
Lemme 4.4.2. On conside`re des potentiels (Vj)1≤j≤q de C∞(IRn; IR), ve´rifiant (D
′
ρ) pour
un re´el ρ > 0. Pour tout j, soit λj > 0 une e´nergie de non-capture pour l’hamiltonien
classique pj(x, ξ) = |ξ|2 + Vj(x). Sous l’hypothe`se de “non-croisement” suivante :
j 6= k =⇒ (∀x ∈ IRn, Vj(x)− λj 6= Vk(x)− λk) (4.4; 5)
il existe une fonction qui est, simultane´ment pour tout j, une fonction fuite globale a`
l’e´nergie λj pour l’hamiltonien pj.
De´monstration : D’apre`s la preuve de la proposition 4.3.3, il existe donc R > 0, C0 > 0
et  > 0 tels que, pour tout j, on ait :
– {pj, x · ξ} ≥ λ0 pour |x| ≥ R et (x, ξ) ∈ p−1j (]λj − ;λj + [),
– il existe aj ∈ C∞(IR2n) de la forme :
aj(x, ξ) = x · ξ + Cjχj(x)fj(x, ξ)
ou` Cj > 0, χj ∈ C∞0 (IRn), χjfj ∈ C∞0 (IR2n), et telle que :
{pj, aj} ≥ C0
sur p−1j (]λj − ;λj + [).
Soient R
′ ≡ maxj sup{|x|;x ∈ suppχj} > R et R” > R′ . Graˆce a` l’hypothe`se de “non-
croisement” (4.4 ;5), on va montrer, comme dans la preuve de la proposition 4.3.3, qu’il
existe α > 0 tel que, pour tout  assez petit, on ait :
(Vj, λj) 6= (Vk, λk) =⇒ d({|x| ≤ R”}∩p−1j (]λj−;λj+[), {|x| ≤ R”}∩p−1k (]λk−;λk+[)) ≥ α
Si Vj 6= Vk, on peut reprendre les arguments de cette preuve de la proposition 4.3.3 en
remplac¸ant Vj par Vj − λj et Vk par Vk − λk.
Supposons maintenant que Vj = Vk mais λj 6= λk. En prenant (x, ξ) et (x′, ξ′) comme
dans la preuve en question, on voit que si |x − x′| est petit alors |ξ|2 − λj − (|ξ′|2 − λk)
l’est aussi. Comme λj 6= λk, ξ et ξ′ ne peuvent eˆtre arbitrairement proches.
En prenant la partition de l’unite´ (tj)1≤j≤q utilise´e dans la preuve de la proposition 4.3.3,
on ve´rifie de meˆme que la fonction a =
∑
tjaj convient.
Poursuivons maintenant la preuve de la proposition 4.4.1. Graˆce aux hypothe`ses de “non-
croisement” (NC) et de stabilite´ semi-classique (HS(h)), on a, pour tout j :
l 6= l′ =⇒ (∀x ∈ IRn, λjl(x; 0)− Ej − (E − Ej) 6= λjl′(x; 0)− Ej − (E − Ej))
79
et :
j 6= j′ =⇒ (∀x ∈ IRn, ∀l, l′, λjl(x; 0)− Ej − (E − Ej) 6= λj′l′(x; 0)− Ej′ − (E − Ej′)).
On peut donc appliquer le lemme 4.4.2 aux hamiltoniens classiques pjl(x, ξ) = |ξ|2 +
λjl(x; 0)−Ej aux e´nergies E−Ej. Soit a la fonction “multi-fuite” globale correspondante.
D’apre`s les proprie´te´s des projecteurs Πj (cf. (4.4 ;1)), on peut choisir le R de la preuve
de ce lemme 4.4.2 de sorte que, pour tout j, on ait l’estimation :
||Πj(x;h)x·(∇xIa)(x;h)Πj(x;h)||+||2Πj(x;h)(Pe(x;h)−Ej)Πj(x;h)|| ≤ E−Ej, (4.4; 6)
pour |x| ≥ R. Soient τ1, τ2 ∈ C∞(IRn) telles que τ 21 + τ 22 = 1. On impose que τ1 vaille 1
sur {x; |x| ≤ R′} et soit a` support dans {x; |x| ≤ R”}. On pose :
FAD =
r∑
j=1
l(j)∑
l=1
τ1Πjla
wΠjlτ1 + τ2Πja
wΠjτ2
 ,
ou` aw l’ope´rateur h-pseudo-diffe´rentiel de symbole de Weyl a. D’apre`s la re´gularite´ des
projecteurs Πjl et le choix du support de τ1 d’une part, et les proprie´te´s des Πj et celles
de a d’autre part, l’ope´rateur FAD ve´rifie (4.4 ;3).
Pour obtenir l’estimation de Mourre semi-classique (4.4 ;4), on reprend les arguments de
la preuve de la proposition 4.3.4, les Πj(x;h) jouant le roˆle de Π(x;h) et les Πjl(x;h) celui
des Πj(x;h). Comme on a aussi :
r∑
j=1
Πj
l(j)∑
l=1
(∇xΠjl)Πjl +Πjl(∇xΠjl)
Πj = r∑
j=1
l(j)∑
l=1
Πj(∇xΠjl)Πj
=
r∑
j=1
Πj(∇xΠj)Πj = 0
et d’apre`s les proprie´te´s de τ1 et τ2, on obtient :
i[PAD, FAD] =
r∑
j=1
l(j)∑
l=1
τ1Πjli[Pjl, a
w]Πjlτ1 + τ2Πji[P,Op
w
h (x · ξ)]Πjτ2
+ “O(h2)”
en posant Pjl = −h2∆x + λjl(x; 0).
Soit η > 0 assez petit tel que 0, Ej 6∈]E−η;E+η[, pour tout j, et θ ∈ C∞(IR; IR) valant 1
pre`s de E et a` support dans ]E− η;E+ η[. Graˆce au calcul fonctionnel d’Helffer-Sjo¨stand
(cf. [HS]), on a, pour tout j :
θ(PAD)τ2Πj − τ2Πjθ(PADj ) = O(h)
car on a :
PADτ2Πj − τ2ΠjPADj = Π[−h2∆x, τ2Πj]Πj,
et pour tout j et tout l :
θ(PAD)τ1Πjl − τ1Πjlθ(Pjl) = O(h).
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Comme dans la preuve de la proposition 4.3.4, on obtient donc :
θ(PAD)τ1Πjli[Pjl, a
w]Πjlτ1θ(P
AD) ≥ chθ(PAD)τ1Πjlτ1θ(PAD) +O(h2)
pour tout j et tout l. D’autre part, on a, pour tout j :
θ(PAD)τ2Πji[P,Op
w
h (x · ξ)]Πjτ2θ(PAD) = hθ(PAD)τ2Πj(−2h2∆x− x · (∇xIa))Πjτ2θ(PAD)
= hτ2θ(P
AD
j )Πj(2(P
AD
j − Ej)− x · (∇xIa)− 2(Pe − Ej))Πjθ(PADj )τ2 +O(h2)
≥ hτ2Πjθ(PADj )(3(E − Ej)/2− x · (∇xIa)− 2(Pe − Ej))θ(PADj )Πjτ2 +O(h2)
≥ hθ(PAD)τ2Πj(3(E − Ej)/2− x · (∇xIa)− 2(Pe − Ej))Πjτ2θ(PAD) +O(h2)
≥ hE − Ej
2
θ(PAD)τ2Πjτ2θ(P
AD) +O(h2)
d’apre`s (4.4 ;6). En regroupant les ine´galite´s, on peut e´crire :
θ(PAD)i[PAD, F ]θ(PAD) ≥ c′hθ(PAD)
 r∑
j=1
l(j)∑
l=1
τ1Πjlτ1 + τ2Πjτ2
 θ(PAD) +O(h2)
≥ c′hθ(PAD)2 +O(h2)
ce qui termine la preuve de cette proposition 4.4.1.
En appliquant successivement les the´ore`mes 4.2.2 et 4.2.3, on obtient donc le :
The´ore`me 4.4.3. On suppose que les potentiels ve´rifient (Dρ) pour un re´el ρ > 0. Soient
E1 < . . . < Er ∈ σdisc(P a(0)) ve´rifiant chacune l’hypothe`se de stabilite´ semi-classique
(HS(h)) et l’hypothe`se de “non-croisement” (NC). Pour toute e´nergie E 6∈ {0}∪{Ej, 1 ≤
j ≤ r}, non-captive pour chaque hamiltonien classique |ξ|2+λjl(x; 0) (1 ≤ j ≤ r, 1 ≤ l ≤
l(j)), pour tout s > 1/2, on a :
|| < x >−s RAD(λ± i0;h) < x >−s || = O(h−1), (4.4; 7)
pour h assez petit, uniforme´ment pour λ assez proche de E. Si, de plus, les potentiels
sont a` courte porte´e (ρ > 1) et si E ve´rifie :
E < inf
h
(inf σ(QAD(h))),
alors, pour s > 1/2, les deux estimations suivantes sont valables :
|| < x >−s R(λ± i0;h) < x >−s || = O(h−1) (4.4; 8)
et :
|| < x >−s [R(λ± i0;h)− ΠRAD(λ± i0;h)] < x >−s || = O(1), (4.4; 9)
pour h assez petit, uniforme´ment pour λ assez proche de E.
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Remarque 4.4.4. D’apre`s la remarque 4.3.2, on suppose en fait dans ce the´ore`me 4.3.5
que, pour tout j :
E 6∈ [inf
x,l
λjl(x; 0);Ej].
Il est inte´ressant d’avoir E > Er (cf. le corollaire 4.4.5 et la partie 5). Dans ce cas, pour
obtenir (4.4 ;8) et (4.4 ;9), il convient d’avoir :
Er < inf
h
(inf σ(QAD(h))).
Cette ine´galite´ est re´alise´e si Er ve´rifie celle de la remarque 4.2.5, ce qui impose en
particulier :
E1 = inf σ(P
a(0)).
A la diffe´rence de la remarque 4.3.6, les valeurs propres Ej sont a priori multiples (sauf
E1).
Graˆce au the´ore`me 4.1 de [KMW1], ce the´ore`me 4.4.3 permet, pour des potentiels a`
courte porte´e, d’estimer semi-classiquement les ope´rateurs d’onde ΩNAD± et fournit une
approximation semi-classique, dans une certaine bande d’e´nergie, des ope´rateurs d’onde
de canal Ω± (cf. paragraphe 2.3). Avec les notations du paragraphe 2.3, on a le :
Corollaire 4.4.5. Sous les hypothe`ses du the´ore`me 4.4.3 avec ρ > 1 et Er < infh(inf σ(Q
AD(h))),
soit I un intervalle non-captif pour les hamiltoniens classiques |ξ|2 + λjl(x; 0), tel que :
I ⊂]Er; inf
h
(inf σ(QAD(h)))[
ou bien tel que, pour un certain j ≤ r :
I ⊂]Ej−1; inf
x,l
λjl(x; 0)[
(avec la convention “E0 = −∞”). Alors, pour toute fonction χ ∈ C∞0 (I; IR), il existe une
constante Cχ > 0 telle que :
||(ΩNAD± (h)− 1)χ(PAD(h))|| ≤ Cχh
et :
||(Ω±(h)− ΩAD± (h))χ(Pa(h))|| ≤ Cχh.
Remarque 4.4.6. Ce corollaire ge´ne´ralise, pour des potentiels re´guliers, le re´sultat de
[KMW1] ou` l’on conside´rait une seule valeur propre simple de P a(0). Signalons que, dans
[KMW2], le re´sultat de [KMW1] est obtenu pour des potentiels pre´sentant des singularite´s
coulombiennes.
De´monstration : La premie`re estimation de´coule du fait que l’on peut appliquer le
the´ore`me 4.1 de [KMW1] puisque l’on dispose de l’estimation semi-classique de la re´solvante
adiabatique du the´ore`me 4.4.3. Pour obtenir la seconde, rappelons que l’on a :
Ω± = ΩNAD± Ω
AD
±
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(cf. paragraphe 2.3 et 2.5). Comme dans [KMW1], on peut remarquer que, si φ est une
fonction de C∞0 (I; IR) ve´rifiant φχ = χ, alors on a :
(Ω±(h)− ΩAD± (h))χ(Pa(h)) = (ΩNAD± (h)− 1)φ(PAD(h))ΩAD± (h)χ(Pa(h)),
graˆce a` la proprie´te´ d’intervertion des ope´rateurs d’onde. La seconde estimation provient
alors de la premie`re.
Au sujet de cette approximation semi-classique des ope´rateurs d’onde de canal, on peut
eˆtre plus pre´cis. Conside´rons, pour 1 ≤ j ≤ r, les ope´rateurs d’onde :
ΩADj,± = s− limt→±∞ e
itPADj e−itPaΠj0.
D’apre`s les paragraphes 2.3 et 2.5, ces ope´rateurs ΩADj,± existent et sont complets. Remar-
quons qu’en ge´ne´ral, on a :
ΩAD± 6=
r∑
j=1
ΩADj,± .
Certes les ope´rateurs PADj commutent deux a` deux mais il se trouve qu’en ge´ne´ral, on a :
PAD 6=
r∑
j=1
PADj .
En fait, l’e´volution eitP
AD
“me´lange les niveaux”. Cependant, on dispose de la proposi-
tion 4.4.7 suivante, qui pre´cise le corollaire 4.4.5 :
Proposition 4.4.7. Soit χ ∈ C∞0 (IR; IR) dont le support est un intervalle tel que 0, Ej 6∈
suppχ, pour tout j. Posons :
rχ = max{1 ≤ j ≤ r; Ej < inf(suppχ)}
(avec la convention rχ = 0 si E1 > sup(suppχ)). Si le support de χ est non-captif pour
les hamiltioniens classiques |ξ|2 + λj(x; 0), pour 1 ≤ j ≤ rχ, alors on a :
||
ΩAD± (h)− rχ∑
j=1
ΩADj,± (h)
χ(Pa(h))|| = O(h).
De´monstration : Signalons tout d’abord que, pour j > rχ, alors on a :
Πj0(h)χ(Pa(h)) = Πj0(h)χ(−h2∆x + P a(h)) = 0
car pour h assez petit, les valeurs propres de P a(h) qui tendent vers Ej sont au-dessus du
support de χ. On a donc : ΩADj,± (h)χ(Pa(h)) = 0. Pour obtenir le re´sultat, il suffit d’avoir,
pour 1 ≤ j ≤ rχ :
||(ΩAD± (h)− ΩADj,± (h))χ(Pa(h))|| = O(h). (4.4; 10)
On introduit les ope´rateurs d’onde suivants :
ΩNADj,± = s− limt→±∞ e
itPADe−itP
AD
j Eac(P
AD
j ).
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On rappelle que l’on a : ΠjEac(P
AD
j ) = Eac(P
AD
j ). Comme on a :
(PAD − PADj )Πj = Π(−h2∆x)Πj − Πj(−h2∆x)Πj
= −∑
k 6=j
Π[−h2∆x,Πk]Πj
= O(h < x >−ρ−1) · h∇xΠj +O(h2 < x >−ρ−2)Πj
on voit, par la me´thode de Cook, que ces ope´rateurs d’onde existent (cf. la proposi-
tion 2.3.4). Graˆce a` la proprie´te´s d’intervertion de ces ope´rateurs d’onde, les estimations
(4.4 ;10) de´coulent des suivantes :
||(ΩNADj,± (h)− 1)χ(PADj (h))|| = O(h), (4.4; 11)
pour 1 ≤ j ≤ rχ.
Pour obtenir (4.4 ;11), ve´rifions que l’on peut reprendre la preuve du the´ore`me 4.1 de
[KMW1]. Tout d’abord, pour 1 ≤ j ≤ rχ, on a l’estimation semi-classique de la re´solvante
de PADj sur le support de χ (cf. the´ore`me 4.3.5) graˆce aux hypothe`ses de non-capture et
de “non-croisement”. On a donc, pour tout s > 1/2, l’existence d’une constante C > 0
telle que l’on ait :∫ ∞
−∞
|| < x >−s e−ih−1tPADj (h)χ(PADj (h))f ||2dt ≤ C||f ||2,
pour toute fonction f ∈ L2(IRn(N+1)x,y ), uniforme´ment pour h assez petit (cf. le lemme 4.2
de [KMW1]). En e´crivant :
PAD = PADj +Q
AD
j + Vj
(avec QADj = ΠˆjP Πˆj, Πˆj = Π−Πj), on peut reprendre la preuve du lemme 4.3 de [KMW1]
et obtenir :
||(χ(PAD(h))− χ(PADj (h))) < x >ρ || = O(h),
pour tout 1 ≤ j ≤ rχ. Enfin, comme on a :
VjΠj =
∑
k 6=j
(ΠkPΠj +ΠjPΠk)Πj
=
∑
k 6=j
Πk(−h2∆x)Πj
= −∑
k 6=j
[−h2∆x,Πk]Πj
= O(h < x >−ρ−1) · h∇xΠj +O(h2 < x >−ρ−2)Πj,
on peut reprendre les arguments de la preuve de ce the´ore`me 4.1 de [KMW1] et obtenir
(4.4 ;11).
Pour terminer ce paragraphe, signalons que le the´ore`me 4.3.7 est encore valable dans les
conditions pre´sentes :
The´ore`me 4.4.8. Sous les hypothe`ses du the´ore`me 4.4.3 avec ρ > 0, on a encore l’esti-
mation (4.4 ;8), pour h assez petit, uniforme´ment pour λ assez proche de E.
De´monstration : En reprenant l’ope´rateur FAD de la preuve de la proposition 4.4.1
comme ope´rateur conjugue´, la preuve est identique a` celle du the´ore`me 4.3.7.
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4.5 Autres utilisations d’une fonction fuite ou “multi-fuite” glo-
bale.
La construction d’une fonction fuite ou “multi-fuite” globale permet, dans d’autres situa-
tions, d’obtenir des the´ore`mes d’absorption limite semi-classiques. On va e´tablir de tels
the´ore`mes pour un ope´rateur de Schro¨dinger matriciel et pour l’ope´rateur de Dirac avec
champ e´lectrique scalaire. On comparera le the´ore`me pour cet ope´rateur de Dirac avec le
re´sultat obtenu dans [Ce].
Commenc¸ons par un cas tre`s similaire a` celui traite´ au paragraphe 4.4. Prenons un
ope´rateur de Schro¨dinger matriciel de la forme :
H = −h2∆xIm +M(x),
agissant dans (L2(IRn))m, ou` Im est la matrice identite´ a` m lignes et m colonnes (avec
m > 1) et M(x) est une matrice syme´trique re´elle de meˆme taille, ve´rifiant les proprie´te´s
suivantes :
– IRn 3 x 7→M(x) est de classe C∞,
– il existe une matrice syme´trique re´elle M0 et un re´el ρ > 0 tels que l’on ait :
∀α ∈ IN n, ∃Cα > 0; ∀x ∈ IRn, ||∂αx (M(x)−M0)|| ≤ Cα < x >−ρ−|α| . (4.5; 1)
Soient E1 < . . . < Er les valeurs propres de M0, chaque Ej e´tant de multiplicite´ mj (on
a donc m =
∑
mj). D’apre`s la proprie´te´ (4.5 ;1) pour α = 0, il existe, pour tout j, mj
fonctions IRn 3 x 7→ λjl(x) ∈ σ(M(x)) qui tendent vers Ej a` l’infini. On fait l’hypothe`se
de “non-croisement” (NC ′) suivante :
(j, l) 6= (j′, l′) =⇒ (∀x ∈ IRn, λjl(x) 6= λj′l′(x)).
En particulier, pour tout j, il y a l(j) fonctions λjl qui tendent vers Ej a` l’infini et chaque
λjl est de multiplicite´ constante.
Sous cette hypothe`se (NC ′), on peut trouver, pour tout j, une famille {Γj(x), x ∈ IRn}
de contours dans CI telle que :
Πj(x) =
1
2ipi
∫
Γj(x)
(z −M(x))−1dz
soit le projecteur spectral associe´e a` {λjl(x), 1 ≤ l ≤ l(j)} et, pour tout 1 ≤ l ≤ l(j), une
famille {Γjl(x), x ∈ IRn} de contours dans CI telle que :
Πjl(x) =
1
2ipi
∫
Γjl(x)
(z −M(x))−1dz
soit le projecteur spectral associe´e a` λjl(x). Notons que, pour |x| assez grand, on peut im-
poser Γj(x) = Γj, un contour entourant Ej mais aucune des Ek pour k 6= j. Le projecteur
spectral de M0 associe´ a` la valeur propre Ej est donne´ par :
Πj0 =
1
2ipi
∫
Γj
(z −M0)−1dz.
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Graˆce a` la proprie´te´ (4.5 ;1) et a` l’hypothe`se de “non-croisement” (NC ′), on voit que les
projecteurs Πj et Πjl sont de classe C
∞. De plus, pour tout α ∈ IN n, il existe Dα > 0, tel
que, pour tout j, on ait :
∀x ∈ IRn, ||∂αx (Πj(x)− Πj0)|| ≤ Dα < x >−ρ−|α| . (4.5; 2)
Notons que, comme dans la preuve de la proposition 4.3.4, le controˆle des de´rive´es des Πjl
n’est pas clair. En revanche, on voit que les valeurs propres λjl(x) ve´rifient la condition
(D
′
ρ) (cf. proposition 4.3.1).
Pour obtenir le the´ore`me d’absorption limite semi-classique, on va montrer la :
Proposition 4.5.1. Si la fonction IRn 3 x 7→ M(x) ve´rifie les proprie´te´s pre´ce´dentes et
l’hypothe`se de “non-croisement” (NC ′) alors, pour toute e´nergie E 6∈ {0}∪{Ej, 1 ≤ j ≤ r}
de non-capture pour chaque hamiltonien classique |ξ|2+λjl(x) (1 ≤ j ≤ r et 1 ≤ l ≤ l(j)),
il existe un ope´rateur F satisfaisant, pour h assez petit, les deux estimations suivantes :
|| [[H,F ], F ](H + i)−1|| = O(h2) (4.5; 3)
et :
χ(H)i[H,FAD(h)]χ(H) ≥ αhχ2(H) (4.5; 4)
avec χ = 1I]E−δ,E+δ[, δ > 0 et α > 0 inde´pendants de h.
De´monstration : La preuve est analogue a` celle de la preuve de la proposition 4.4.1 en
prenant comme ope´rateur conjugue´ :
F =
r∑
j=1
l(j)∑
l=1
τ1Πjl(a
wIm)Πjlτ1 + τ2Πj(a
wIm)Πjτ2
 ,
ou` a est une fonction “multi-fuite” globale, construite avec le lemme 4.4.2, pour les ha-
miltoniens classiques |ξ|2 + λjl(x), j ve´rifiant Ej < E, a` l’e´nergie E − Ej.
On obtient donc le :
The´ore`me 4.5.2. Pour tout s > 1/2, on a :
|| < x >−s (λ± i0−H)−1 < x >−s || = O(h−1),
pour h assez petit, uniforme´ment pre`s de tout point E satisfaisant les hypothe`ses de la
proposition 4.5.1.
Plac¸ons-nous maintenant dans une situation vraiment diffe´rente. Par de´finition, l’ope´rateur
de Dirac semi-classique, avec champ e´lectrique scalaire, dans la repre´sentation de Weyl,
est l’ope´rateur matriciel du premier ordre :
D =
3∑
j=1
hαjDj + α4 + V I4
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agissant dans L2(IR3;CI 4), ou`Dj =
1
i
∂
∂xj
et V est le potentiel e´lectrique, que l’on supposera
re´gulier et a` longue porte´e. Les αj sont des matrices 4-4 suivantes :
α4 =
(
0 I2
I2 0
)
, αj =
(
σj 0
0 σj
)
, 1 ≤ j ≤ 3,
ou` I2 est la matrice identite´ 2-2 et les σj sont les matrices de Pauli suivantes :
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(cf. [T], [W7]). Le h-symbole de l’ope´rateur libre (c’est-a`-dire pour V = 0) :
3∑
j=1
αjξj + α4
qui, pour tout (x, ξ), est une matrice 4-4, admet deux valeurs propres doubles : ± < ξ >
(< ξ >=
√
1 + |ξ|2). Notons par Π±(ξ) le projecteur spectral associe´. Ces projecteurs,
que l’on peut expliciter a` l’aide de l’ope´rateur de Foldy-Wouthuysen (cf. [T], [W7]), sont
re´guliers en ξ. Le h-symbole de l’ope´rateur D,
d(x, ξ) =
3∑
j=1
αjξj + α4 + V (x)I4,
admet donc lui aussi deux valeurs propres doubles : p±(x, ξ) = ± < ξ > +V (x). Essayons
d’appliquer la me´thode pre´ce´dente a` cet ope´rateur D. Il convient donc de fabriquer une
fonction fuite globale pour p+ et une pour p−. Mais, sous les hypothe`ses faites sur V , il
n’existe pas de telles fonctions ! En effet, pour λ0 ∈ IR, les surfaces d’e´nergie p−1+ (λ0) et
p−1− (λ0) ne sont jamais simultane´ment non-compactes.
Cependant, il est possible d’obtenir une the´ore`me d’absorption limite semi-classique dans
le cas ou` l’une de ces surfaces est vide. On retrouve ainsi le re´sultat de [Ce]. Plus
pre´cise´ment, on va montrer le the´ore`me 4.5.3 suivant, ou` l’hypothe`se sur V est moins
restrictive que dans [Ce] :
The´ore`me 4.5.3. On suppose que le potentiel e´lectrique V est re´el et ve´rifie la condition
(Dρ) pour un ρ > 0. Pour toute e´nergie λ0 > 1 ve´rifiant :
λ0 >
(
sup
x∈IR3
V (x)
)
− 1,
de non-capture pour l’hamiltonien classique p+(x, ξ) =< ξ > +V (x), et pour tout s > 1/2,
on a :
|| < x >−s ((λ± i0)I4 −D)−1 < x >−s || = O(h−1)
pour h assez petit, uniforme´ment pour λ assez proche de λ0.
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Remarque 4.5.4. On a le meˆme re´sultat si λ0 < −1 est non-captive pour p− et ve´rifie :
λ0 <
(
inf
x∈IR3
V (x)
)
+ 1.
De´monstration : D’apre`s la minoration impose´e a` λ0, on a, pour  > 0 assez petit :
]λ0 − ;λ0 + [∩σ(P−) = ∅ (4.5; 5)
ou` P− = Opwh (p−). Cet ope´rateur P− disparaˆıtra dans l’estimation de Mourre. Il suffit
donc de construire une fonction fuite globale pour p+. C’est l’objet du :
Lemme 4.5.5. On suppose que le potentiel V ve´rifie la condition (D′ρ) pour ρ > 0. Pour
tout e´nergie λ0 > 1, de non-capture pour p+, il existe une fonction a ∈ C∞(IR6),  > 0 et
C0 > 0 tels que :
{p+, a} ≥ C0
sur p−1+ (]λ0 − ;λ0 + [).
De´monstration : On s’inspire encore de [GM]. Sur p−1+ (]λ0 − ;λ0 + [), on a :
{p+, x · ξ}(x, ξ) = |ξ|
2
< ξ >
− x · ∇V (x)
= < ξ > +V (x)− 1
< ξ >
− x · ∇V (x)− V (x)
= λ0 − 1
< ξ >
− x · ∇V (x)− V (x).
D’apre`s la de´croissance de V et ∇V a` l’infini, on peut trouver un re´el R > 0 tel que, pour
 > 0 assez petit, on ait :
(x, ξ) ∈ p−1+ (]λ0 − ;λ0 + [) ∩ {(x, ξ); |x| ≥ R} =⇒ {p+, x · ξ}(x, ξ) ≥
λ0 − 1
2
(4.5; 6)
Soit g ∈ C∞0 ({x; |x| ≤ R1}; IR) avec R < R1, valant 1 pour |x| ≤ R et ve´rifiant 0 ≤ g ≤ 1.
On pose :
f+(x, ξ) = −
∫ +∞
0
g◦φt1,+(x, ξ)dt,
ou` φt1,+(x, ξ) est la composante spatiale du flot φ
t
+(x, ξ) associe´ a` p+. D’apre`s l’hypothe`se
de non-capture, cette fonction f+ est de classe C
∞ sur p−1+ (]λ0 − ;λ0 + [) et on a, sur
cet ensemble :
{p+, f+}(x, ξ) = g(x).
De plus, elle est uniforme´ment borne´e par TR1,+, le temps de se´jour dans la boule {x; |x| ≤
R1} pour la dynamique associe´e a` p+. Soient χ+ ∈ C∞0 (IRn; IR) valant 1 sur le support
de g et C+ > 0, on pose :
a(x, ξ) = x · ξ + C+χ+(x)f+(x, ξ).
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La fonction a est C∞ sur p−1+ (]λ0 − ;λ0 + [) et on a :
{p+, a} = C+g + C+f+{p+, χ+}+ {p+, x · ξ}
Pour C+ assez grand, on a :
C+g + {p+, x · ξ} ≥ λ0 − 1
2
sur p−1+ (]λ0 − ;λ0 + [), graˆce a` (4.5 ;6). En choisissant maintenant les variations de χ+
assez petites (ce qui est possible en agmentant la taille de son support), on assure que :
|C+f+{p+, χ+}| ≤ λ0 − 1
4
sur p−1+ (]λ0 − ;λ0 + [).
Reprenons la preuve du the´ore`me 4.5.3. Posons :
F = Π+a
wΠ+.
Cet ope´rateur ve´rifie l’estimation suivante :
|| [[D, F ], F ](D + i)−1|| = O(h2).
On se propose d’obtenir l’estimation de Mourre semi-classique pre`s de λ0 avec cet ope´rateur
F . Soit θ ∈ C∞(IR; IR) valant 1 pre`s de λ0 et a` support dans ]λ0 − ;λ0 + [ (avec le  du
lemme 4.5.5). En posant P+ = Op
w
h (p+), on a :
θ(D) = θ(P+)Π+ + θ(P−)Π− = θ(P+)Π+. (4.5; 7)
d’apre`s (4.5 ;5). Par conse´quent, on peut e´crire :
θ(D)i[D, F ]θ(D) = θ(P+)Π+i[D, F ]Π+θ(P+)
= θ(P+)Π+i[P+,Π+a
wΠ+]Π+θ(D).
Les ope´rateurs Π+ et P+ ne commutent pas force´ment mais on a :
Π+i[P+,Π+a
wΠ+]Π+ = Π+i[V I4,Π+]a
wΠ+
+ Π+a
wi[V I4,Π+]Π+
+ Π+i[P+, a
w]Π+.
Le h-symbole principal de Weyl des deux premiers termes est :
hΠ+(ξ){V,Π+}(x, ξ)a(x, ξ)Π+(ξ)
soit :
−ha(x, ξ)(∇V )(x) · Π+(ξ)(∇ξΠ+)(ξ)Π+(ξ) = 0
d’apre`s la remarque 1.2.6. On en de´duit que :
θ(D)i[D, F ]θ(D) = θ(P+)Π+i[P+, aw]Π+θ(P+) +O(h2)
≥ chθ(P+)2Π+ +O(h2)
≥ chθ(D)2 +O(h2)
d’apre`s (4.5 ;7). De nouveau, on termine la preuve par la me´thode de Mourre a` pa-
rame`tre.
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5 Approximation de Born-Oppenheimer des sections
efficaces totales.
Dans cette partie, on e´tudie l’asymptotique semi-classique des sections efficaces totales
introduites dans la partie 3 sous les hypothe`ses du paragraphe 4.4. Tout d’abord, on
va majorer la section efficace totale σα et l’approximer par la section adiabatique σ
AD
α .
Ensuite on approxime certaines sections efficaces totales σβα par les sections efficaces
totales adiabatiques correspondantes. De ces approximations, on de´gage une estimation
des autres sections efficaces totales. Enfin, on montre que la diffusion e´lastique contribue
le plus a` la diffusion issue du canal α et on de´termine un terme dominant pour σα.
5.1 Approximation de Born-Oppenheimer de σα et de certaines
sections σβα.
En reprenant les techniques de´veloppe´es dans [RW], on approxime la section efficace totale
σα par la section “adiabatique” σ
AD
α de´finie au paragraphe 3.2 et on de´termine une majo-
ration des deux sections. On va s’appuyer sur les the´ore`mes optiques du paragraphe 3.3 et
le the´ore`me 4.4.3. En utilisant des techniques analogues a` celles de [I2], on approxime aussi
certaines sections σβα par leur e´quivalent “adiabatique”. Ces deux re´sultats fournissent
des renseignements sur les autres sections efficaces totales (en fin du paragraphe). Dans ce
paragraphe, on pre´cise tout d’abord les hypothe`ses, qui seront diffe´rentes de celles faites
dans les paragraphes 3.3 et 3.4. On explique ensuite pourquoi les re´sultats de ces para-
graphes 3.3 et 3.4 persistent sous les nouvelles hypothe`ses et enfin on e´nonce les re´sultats
d’approximation qui seront de´montre´s aux paragraphes 5.2 et 5.3.
On suppose donc que les potentiels ve´rifient l’hypothe`se (Dρ) pour ρ >
n+1
2
. Soient E1 <
. . . < Er ∈ σdisc(P a(0)), chaque Ej e´tant de multiplicite´ mj (cf. paragraphe 4.4). Pour
tout j, on suppose que la valeur propre Ej ve´rifie l’hypothe`se de stabilite´ semi-classique
(HS(h)) et la condition (NC) de “non-croisement”. On suppose de plus que l’on a :
Er < inf
h
(inf σ(QAD(h))). (G)
Soit Eα(h) l’une des valeurs propres de P
a(h) qui converge vers Ejα (1 ≤ jα ≤ r) quand
h → 0 (cf. paragraphes 4.1 et 4.4). Dans ce cas, Eα(h) ne ve´rifie pas l’hypothe`se de
stabilite´ du paragraphe 1.2, sauf si, pour tout h petit, elle est de multiplicite´ mjα comme
Ejα (cf. paragraphe 4.4). Comme au paragraphe 3.4, les canaux “adiabatiques” (les canaux
β pour lequels on a de´fini σADβα au paragraphe 3.2) seront associe´s a` une e´nergie qui tend
vers l’une des Ej quand h→ 0 et qui peut eˆtre diffe´rente de Ejα .
On utilise les notations du paragraphe 3.3 en suivant la de´pendance en h. Le canal d’entre´e
est toujours :
α = (a,Eα(h), φ˜α(h)) (A)
dont l’e´nergie Eα(h) qui converge vers Ejα pour un certain jα compris entre 1 et r.
Conside´rons un intervalle compact I qui ve´rifie la proprie´te´ de non-capture (NCG)
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suivante : l’intervalle I est non-captif pour les hamiltoniens classiques pjl(x, ξ) = |ξ|2 +
λjl(x; 0) (cf. paragraphes 4.3 et 4.4), c’est-a`-dire que toute e´nergie E ∈ I l’est. De plus, il
existe un h0 assez petit, tel que l’on ait :
sup I < inf
h≤h0
(inf σ(QAD(h))),
afin de pouvoir appliquer le the´ore`me 4.4.3. Ve´rifions maintenant que les the´ore`mes op-
tiques 3.3.1 et 3.3.3 sont encore valables, pour toute e´nergie λ ∈ I.
Pour obtenir ces deux the´ore`mes, on a essentiellement utilise´ l’existence de la valeur au
bord des re´solvantes R˜ et RAD et les proprie´te´s de de´croissance rassemble´es dans la propo-
sition 1.2.4 (valable sous les hypothe`ses du paragraphe 2.5). A l’aide de la proposition 4.1.2
(valable sous les hypothe`ses du paragraphe 4.4) et du the´ore`me 4.4.3, on peut reprendre
a` l’identique les preuves de ces deux the´ore`mes sous les nouvelles hypothe`ses et obtenir
l’existence des sections efficaces totales σα(λ, ωa) et σ
AD
α (λ, ω) pour λ ∈ I, ωa ∈ SIa et
ω ∈ Sn−1. En particulier, la condition λ 6∈ σp(P ) est automatiquement re´alise´e pour h
assez petit (cf. remarque 4.2.1).
En ce qui concerne les the´ore`mes 3.4.1 et 3.4.5, on se trouve dans la meˆme situation. Ils
sont donc aussi valables sous les hypothe`ses du pre´sent paragraphe, pour λ ∈ I. Cepen-
dant, on va les reprendre pour obtenir une nouvelle expression des sections efficaces totales
en question. Pour mener a` bien l’estimation semi-classique des sections σβα conside´re´es
dans ce the´ore`me 3.4.1, on modifie les expressions obtenues en introduisant des tronca-
tures. Pre´cisons cela. Sous les conditions du the´ore`me 3.4.1, on conside`re, pour c = a, b
et γ = α, β, une fonction χ˜c ∈ C∞(Xc; IR) telle que 0 ≤ χ˜c ≤ 1, χ˜c = 0 pre`s de 0 et
1− χ˜c ∈ C∞0 (Xc; IR). On pose :
L˜c = Pχ˜c − χ˜cPc.
De meˆme, sous les conditions du the´ore`me 3.4.5, on prend une fonction χ ∈ C∞(IRn; IR),
valant 0 pre`s de 0, telle que 1− χ ∈ C∞0 (IRn; IR) et on pose :
LAD = PADχ− χPa.
On montre alors la proposition :
Proposition 5.1.1. Sous les hypothe`ses pre´ce´dentes, on conside`re un canal β = (b, Eβ(h), φ˜β(h))
a` deux amas dont l’e´nergie Eβ(h) appartient au spectre discret de P˜
b(h). On a :
σβα(λ, ωa) =
1
nα(λ)
[= < R˜(λ+ i0)L˜ae˜α, χ˜2bΠ˜βL˜ae˜α >X
−= < L˜bΠ˜βχ˜bR˜(λ+ i0)L˜ae˜α, R˜(λ+ i0)L˜ae˜α >X ]
pour λ ∈ I, λ > Eβ(h) et ωa ∈ SIa. On a pose´ : Π˜β = J˜βJ˜ ∗β . Si l’on a, de plus, b = a et
Eβ(h)→ Ejβ (1 ≤ jβ ≤ r) quand h→ 0 alors on a :
σADβα (λ, ω) =
C(h)h−n
nα(λ)
[= < ΠRAD(λ+ i0)LADeα, χ2ΠβΠLADeα >
−= < LADΠβχΠRAD(λ+ i0)LADeα,ΠRAD(λ+ i0)LADeα >]
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pour λ ∈ I, λ > Eβ(h) et ω ∈ Sn−1. On a repris les notations utilise´es dans les
the´ore`mes 3.4.1 et 3.4.5.
Remarque 5.1.2. Cette expression de σβα a de´ja` e´te´ e´tablie dans [I2] dans le cas ou`
β = α.
De´monstration : On reprend les preuves des the´ore`mes 3.4.1 et 3.4.5 apre`s avoir modifie´
l’expression des ope´rateurs d’onde correspondants (cf. l’annexe E).
On s’inte´resse aux sections efficaces totales qui sont susceptibles d’avoir un e´quivalent
“adiabatique”. On se place donc dans le cas ou` b = a et on conside`re un canal β associe´ a`
la de´composition a et dont l’e´nergie tend, quand h tend vers 0, vers Ejβ , l’une des valeurs
propres du spectre discret de P a(0) conside´re´e au paragraphe 4.4. Pour plus de commodite´
dans la comparaison de ces sections efficaces totales avec leur e´quivalent “adiabatique”,
on va re´e´crire les expressions donnant σα et σβα en terme de la re´solvante R(λ + i0),
c’est-a`-dire en utilisant les variables (x, y) ∈ IRn(N+1). Soient λ ∈ I et ωa ∈ SIa. Avec les
notations du paragraphe 3.1, on a ωa = ua(hω) pour un certain ω ∈ Sn−1. Pour tout
x ∈ IRn, on a aussi < xa, ωa >q= h−1x · ω si xa = ua(x). On a donc :
e˜α(ua(x), u
a(y)) = eih
−1nα(λ)x·ωφ˜α(ua(y)), ∀(x, y) ∈ IRn(N+1).
Par construction de I˜a, on a :
I˜a(ua(x), u
a(y)) = Ia(x, y), ∀(x, y) ∈ IRn(N+1).
Par conse´quent, on peut e´crire :
Uaa I˜ae˜α = Na(h)Iaeα
avec eα(x, y) = e
ih−1nα(λ)x·ωφα(y). On en de´duit la nouvelle expression de la section efficace
totale σα(λ, ωa), note´e σα(λ, ω;h) :
σα(λ, ω;h) =
1
nα(λ)
= < Uaa R˜(λ+ i0)(Uaa )−1Uaa I˜ae˜α, Uaa I˜ae˜α >X
=
Na(h)
2
nα(λ)
= < R(λ+ i0)Iaeα, Iaeα >
=
C(h)h−n
nα(λ)
= < R(λ+ i0;h)Iaeα, Iaeα >,
ou` C(h) tend vers C 6= 0 et nα(λ) tend vers (λ − Ejα)1/2, lorsque h → 0. Rappelons
qu’avec la meˆme constante C(h), on a, d’apre`s le the´ore`me 3.3.3 :
σADα (λ, ω;h) =
C(h)h−n
nα(λ)
= < RAD(λ+ i0;h)V ADeα, V ADeα >,
avec V AD = PAD − Pa.
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De la meˆme manie`re, on peut e´crire la section σβα(λ, ωa), note´e σβα(λ, ω;h), sous la forme
suivante :
σβα(λ, ω;h) =
C(h)h−n
nα(λ)
[= < R(λ+ i0)Laeα, χ2aΠβLaeα >
−= < LaΠβχaR(λ+ i0)Laeα, R(λ+ i0)Laeα >],
avec χa = χ˜a ◦ua, La = Pχa − χaPa et Πβ est la projection orthogonale sur la droite
engendre´e par φβ = U
aφ˜β.
A partir de ces expressions, on va montrer les deux the´ore`mes suivants :
The´ore`me 5.1.3. On se place sous l’hypothe`se (Dρ), ρ >
n+1
2
, pour les potentiels et sous
l’hypothe`se de stabilite´ semi-classique (HS(h)) pour chaque Ej (1 ≤ j ≤ r). On suppose,
de plus, que l’hypothe`se de “non-croisement” (NC) est satisfaite, pour tout j. Sous l’hy-
pothe`se (G), prenons un intervalle compact I ve´rifiant la proprie´te´ (NCG) pre´ce´dente et
conside`rons le canal α donne´ par (A). Uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1,
on a :
σα(λ, ω;h) = O(h
(1+γ)(1−n))
et il existe 0 > 0 tel que :
σα(λ, ω;h)− σADα (λ, ω;h) = O(h(1+γ)(1−n)+1+0),
avec γ = 1
ρ−1 .
The´ore`me 5.1.4. Sous l’hypothe`se (Dρ), ρ >
n+1
2
, pour les potentiels, l’hypothe`se de
stabilite´ semi-classique (HS(h)) et l’hypothe`se de “non-croisement” (NC) pour chaque
Ej, l’hypothe`se (G) pour Er et la proprie´te´ (NCG) pour I, il existe 0 > 0 tel que l’on
ait, uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1 :
σβα(λ, ω;h)− σADβα (λ, ω;h) = O(h(1+γ)(1−n)+1+0),
ou` α est le canal de´fini par (A) et β = (a,Eβ(h), φβ(h)), dont l’e´nergie Eβ(h) tend vers
Ejβ (1 ≤ jβ ≤ r) lorsque h tend vers 0. On a pose´ γ = 1ρ−1 .
A partir de ces deux the´ore`mes, on peut donner une estimation des autres sections efficaces
totales, du moins de celles qui existent (cf. le de´but du paragraphe 3.4). Tout d’abord,
remarquons que, pour λ ∈ I, les canaux β = (a,Eβ(h), φβ(h)) dont l’e´nergie Eβ(h) ne
tend pas vers l’une des Ej lorsque h tend vers 0 sont “ferme´s” c’est-a`-dire que l’on a :
I ∩ Iβ(h) = ∅ pour tout h petit. A cause de la de´finition de σα, si une section efficace
totale σβα(λ, ωa) est de´finie pour un certain angle d’incidence ωa (et λ ∈ I), alors on a
force´ment :
σβα(λ, ωa) ≤ σα(λ, ωa) = O(h(1+γ)(1−n)).
Mais les deux the´ore`mes pre´ce´dents disent plus. En effet, si le canal de sortie β n’est pas
“adiabatique” (si b 6= a), alors on a la majoration suivante :
σβα(λ, ωa) = O(h
(1+γ)(1−n)+1+0) (5.1; 1)
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pour un certain 0 > 0. Ce fait re´sulte de l’e´galite´ suivante :
σADα (λ, ω;h) =
∑
β
σADβα (λ, ω;h)
la sommation portant sur les canaux “adiabatiques” β = (a,Eβ(h), φβ(h)) dont l’e´nergie
Eβ(h) tend vers l’une des Ej lorsque h tend vers 0, combine´e avec les deux approximations
pre´ce´dentes.
En somme, la diffusion a` partir du canal α est essentiellement “adiabatique”. On verra
au paragraphe 5.4 lequel de ces canaux “adiabatiques” contribue le plus a` cette diffusion.
5.2 Preuve du the´ore`me 5.1.3
L’objet de ce paragraphe est de prouver le the´ore`me 5.1.3. On reprend la de´marche suivie
dans [RW] et [RT]. On introduit une partition de l’unite´ de l’espace des configurations des
amas (IRnx), de´pendante de h. Cette partition permet de de´couper les sections efficaces
totales en plusieurs termes que l’on va e´valuer se´pare´ment. La preuve se de´compose en
plusieurs e´tapes.
On va en fait prouver, en paralle`le, la deuxie`me estimation de ce the´ore`me 5.1.3 et la
suivante :
σADα (λ, ω;h) = O(h
(1+γ)(1−n)).
On conside`re une partition de l’unite´ sur IRn, de´pendante de h, du type suivant. Soient
δ > 0 et η = (1 + δ)γ. Soient χj ∈ C∞(IRn; IR), pour j ∈< 1; 3 >, telles que :
3∑
j=1
χj = 1 , 0 ≤ χj ≤ 1 pour j ∈< 1; 3 >,
suppχ1 ⊂ {|x| < 2h−γ} , χ1 = 1 sur {|x| < h−γ},
suppχ2 ⊂ Cγη ≡ {h−γ < |x| < 3h−η} , χ2 = 1 sur {2h−γ < |x| < 2h−η},
suppχ3 ⊂ {|x| > 2h−η}.
On impose de plus que :
∀α ∈ IN n, ∃Dα > 0; ∀j ∈< 1; 3 >, |∂αxχj(x)| ≤ Dα < x >−|α|
uniforme´ment en h. Ceci est possible car les ensembles ou` l’on a χj = 0 et χj = 1
s’e´loignent l’un de l’autre. On de´compose les deux sections de la fac¸on suivante :
σα(λ, ω;h) =
C(h)h−n
nα(λ)
∑
1≤j,k≤3
σjk(λ, ω;h),
σADα (λ, ω;h) =
C(h)h−n
nα(λ)
∑
1≤j,k≤3
σADjk (λ, ω;h),
avec :
σjk(λ, ω;h) = = < R(λ+ i0;h)χjIaeα, χkIaeα >,
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σADjk (λ, ω;h) = = < RAD(λ+ i0;h)χjV ADeα, χkV ADeα >,
pour j, k ∈< 1; 3 >. Notons que, compte tenu des remarques 3.3.4 et 3.3.5, σADjk est aussi
donne´e par :
σADjk (λ, ω;h) = = < RAD(λ+ i0;h)χjΠV ADeα, χkΠV ADeα > .
En effet, comme ΠΠˆ = 0, on a :
= < RAD(λ+ i0;h)χjV ADeα, χkV ADeα > = = < ΠRAD(λ+ i0;h)χjΠV ADeα, χkΠV ADeα >
+= < RAD(λ+ i0;h)χjΠˆeα, χkΠˆeα >
et, par la remarque 3.3.5, le dernier terme est nul car Πˆ est auto-adjoint.
Premie`re e´tape : On e´carte des termes ne´gligeables.
Lemme 5.2.1. Si l’un des indices est 3 alors il existe 0 > 0 tel que :
σADjk (λ, ω;h) = O(h
1+γ(1−n)+0)
et :
σjk(λ, ω;h)− σADjk (λ, ω;h) = O(h1+γ(1−n)+1+0),
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
De´monstration : Soient 1/2 < s
′
< s < ρ− n/2, on a, d’apre`s la proposition 4.1.2 :
|| < x >s′ χ2ΠIaeα|| ≤ C|| < x >−n/2−(s−s
′
) 1Isuppχ2(x) < x >
n/2+s−ρ ||
= O(hγ(ρ−n/2−s)) = O(h1+γ(1−n/2−s))
car < x >−n/2−(s−s
′
)∈ L2(IRnx) et γρ = 1 + γ. Comme on a :
Π[−h2∆x,Π]eα = −h2Π(∆xΠ)eα − 2inα(λ)hΠ(∇xΠ) · ωeα,
cette meˆme proposition 4.1.2 permet d’e´crire :
|| < x >s′ χ2Π[−h2∆x,Π]eα|| ≤ Ch|| < x >−n/2−(s−s
′
) 1Isuppχ2(x) < x >
n/2+s−ρ−1 ||
= O(h1+γ(ρ+1−n/2−s)) = O(h2+γ(2−n/2−s)).
D’apre`s la remarque 3.3.4, on a :
ΠV ADeα = Π[−h2∆x,Π]eα +ΠIaeα
on en de´duit donc que :
|| < x >s′ χ2ΠV ADeα|| = O(h1+γ(1−n/2−s)).
De meˆme, on obtient :
|| < x >s′ χ3ΠIaeα|| = O(hη(ρ−n/2−s)) = O(h1+γ(1−n/2−s)+δγ(ρ−n/2−s))
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(car η = (1 + δ)γ),
|| < x >s′ χ3Π[−h2∆x,Π]eα|| = O(h1+η(ρ+1−n/2−s)) = O(h2+γ(2−n/2−s)+δγ(ρ+1−n/2−s))
et :
|| < x >s′ χ3ΠV ADeα|| = O(h1+γ(1−n/2−s)+δγ(ρ−n/2−s)).
D’apre`s (4.4 ;7), on a donc, pour j, k ∈ {2, 3}, (j, k) 6= (2, 2) :
σADjk (λ, ω;h) = O(h
−1)O(h1+γ(1−n/2−s))O(h1+γ(1−n/2−s)+δγ(ρ−n/2−s))
= O(h1+γ(1−n)+γ(1−2s)+δγ(ρ−n/2−s))
avec γ(1− 2s) + δγ(ρ− n/2− s) > 0 pour s assez proche de 1/2. De plus, on a, graˆce a` (
4.4 ;9) :
= < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))χjIaeα, χkIaeα > = O(h0)O(h1+γ(1−n/2−s)+δγ(ρ−n/2−s))
O(h1+γ(1−n/2−s))
= O(h1+γ(1−n)+1+γ(1−2s)+δγ(ρ−n/2−s))
et les autres termes de la diffe´rence σjk(λ, ω;h)− σADjk (λ, ω;h) sont du type :
= < ΠRAD(λ+ i0;h)χjΠ[−h2∆x,Π]eα, χkIaeα > = O(h−1)O(h1+γ(1−n/2−s))
O(h2+γ(2−n/2−s))
= O(h1+γ(1−n)+1+γ+γ(1−2s)).
Il reste donc a` estimer les termes faisant intervenir χ1 et χ3. Pour cela, on transforme
l’expression de RAD(λ + i0;h)χ1V
ADeα en utilisant la proposition 3.3.6. On en de´duit
donc que :
σAD13 (λ, ω;h) = = < χ1eα, χ3V ADeα > += < RAD(λ+ i0;h))[χ1,−h2∆x]Πeα, χ3V ADeα >,
= = < RAD(λ+ i0;h)[χ1,−h2∆x]Πeα, χ3V ADeα >
car χ1χ3 = 0. Pour e´valuer ce dernier terme, calculons :
[χ1,−h2∆x]Πeα = (h2(∆χ1)Π + 2h(∇χ1) · h(∇xΠ) + 2inα(λ)h(∇χ1) · ωΠ)eα.
D’apre`s les proprie´te´s de χ1, on a :
|| < x >s′ [χ1,−h2∆x]Πeα|| = O(h1+γ(1−n/2−s))
ce qui donne :
σAD13 (λ, ω;h) = O(h
−1+1+γ(1−n/2−s)+1+γ(1−n/2−s)+δγ(ρ−n/2−s))
= O(h1+γ(1−n)+γ(1−2s)+δγ(ρ−n/2−s)),
avec γ(1− 2s) + δγ(ρ− n/2− s) > 0 pour s assez proche de 1/2. L’e´tude de σAD31 (λ, ω;h)
est similaire en utilisant l’expression de RAD(λ− i0;h))χ1V ADeα de la proposition 3.3.6.
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On e´tudie maintenant la diffe´rence σjk(λ, ω;h)− σADjk (λ, ω;h) pour (j, k) = (1, 3) (ce sera
analoque pour (j, k) = (3, 1)). D’apre`s la proposition 3.3.6, on a :
σ13(λ, ω;h) = = < R(λ+ i0;h)[χ1,−h2∆x]eα, χ3Iaeα >
On est donc ramene´ a` estimer la diffe´rence :
= < R(λ+i0;h)[χ1,−h2∆x]eα, χ3Iaeα > −= < ΠRAD(λ+i0;h)[χ1,−h2∆x]Πeα, χ3V ADeα >
soit :
= < R(λ+ i0;h)[χ1,−h2∆x]eα, χ3Iaeα > − = < ΠRAD(λ+ i0;h)[χ1,−h2∆x]eα, χ3V ADeα >
− = < ΠRAD(λ+ i0;h)[[χ1,−h2∆x],Π]eα, χ3V ADeα > .
L’ordre en h du dernier terme est :
−1 + 2 + γ(ρ+ 2− n/2− s) + η(ρ− n/2− s) = 1 + γ(1− n) + 2 + 2γ
+ γ(1− 2s) + δγ(ρ− n/2− s).
(car [[χ1,−h2∆x],Π] = 2h(∇χ1) · h(∇xΠ)). Il s’agit donc d’e´valuer la quantite´ :
= < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))[χ1,−h2∆x]eα, χ3Iaeα >
−= < ΠRAD(λ+ i0;h)[χ1,−h2∆x]eα, χ3[−h2∆x,Π]eα > .
D’apre`s les arguments pre´ce´dents, l’ordre de ces deux termes est, respectivement :
0 + 1 + γ(1− n/2− s) + η(ρ− n/2− s) = 1 + γ(1− n) + 1
+ γ(1− 2s) + δγ(ρ− n/2− s)
et :
−1 + 1 + γ(1− n/2− s) + 1 + η(ρ+ 1− n/2− s) = 1 + γ(1− n) + 1 + γ
+ γ(1− 2s) + δγ(ρ+ 1− n/2− s),
avec γ(1−2s)+δγ(ρ−n/2−s) > 0 pour s assez proche de 1/2, ce qui ache`ve la preuve.
Deuxie`me e´tape : On pose f1 = 2inα(λ)h(∇χ1) · ω et f2 = χ2I0a , avec I0a = Ia|y=0. On
a alors le :
Lemme 5.2.2. Il existe 0 > 0 tel que, pour tout 1 ≤ j, k ≤ 2, on ait :
σADjk (λ, ω;h) = = < ΠRAD(λ+ i0;h)fjeα, fkeα > +O(h1+γ(1−n)+0)
et :
σjk(λ, ω;h)−σADjk (λ, ω;h) = = < (R(λ+i0;h)−ΠRAD(λ+i0;h))fjeα, fkeα > +O(h1+γ(1−n)+1+0)
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
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De´monstration : Commenc¸ons par σAD11 . D’apre`s la proposition 3.3.6, on a :
σAD11 (λ, ω;h) = = < ΠRAD(λ+ i0;h)[χ1,−h2∆x]Πeα, [χ1,−h2∆x]Πeα > .
En e´crivant :
[χ1,−h2∆x]Πeα = f1Πeα − 2ih(∇χ1) · ih(∇xΠ)eα + h2(∆χ1)Πeα
et en utilisant la de´croissance en x, uniforme en h, de ∇χ1, ∆χ1 et de (∇xΠ), on voit que
l’on a :
σAD11 (λ, ω;h)−= < ΠRAD(λ+ i0;h)f1eα, f1eα >
= O(h−1+1+γ(1−n/2−s)+2+γ(2−n/2−s))
= O(h1+γ(1−n)+γ(1−2s)+1+γ)
avec γ(1 − 2s) + 1 + γ > 0 pour s assez proche de 1/2. De plus, toujours graˆce a` la
proposition 3.3.6, on a :
σ11(λ, ω;h)− σAD11 (λ, ω;h)
= = < R(λ+ i0;h)[χ1,−h2∆x]eα, [χ1,−h2∆x]eα >
− = < ΠRAD(λ+ i0;h)[χ1,−h2∆x]Πeα, [χ1,−h2∆x]Πeα >
= = < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))[χ1,−h2∆x]eα, [χ1,−h2∆x]eα >
− = < ΠRAD(λ+ i0;h)[[χ1,−h2∆x],Π]eα, [χ1,−h2∆x]eα >
− = < ΠRAD(λ+ i0;h)[χ1,−h2∆x]Πeα, [[χ1,−h2∆x],Π]eα >
avec || < x >ρ+2 [[χ1,−h2∆x],Π]|| = O(h2) d’apre`s la proposition 4.1.2. L’ordre en h des
deux derniers termes est donc :
−1 + 1 + γ(1− n/2− s) + 2 + γ(ρ+ 2− n/2− s)
soit :
1 + γ(1− n) + γ(1− 2s) + 2 + 2γ.
Quant au premier terme, on l’estime comme σAD11 (λ, ω;h) avec un gain en h duˆ a` la
diffe´rence des re´solvantes (cf. (4.4 ;9)). Son ordre en h est donc :
1 + γ(1− n) + γ(1− 2s) + 2 + γ.
Passons au cas ou` (j, k) = (2, 2). On a :
σAD22 (λ, ω;h) = = < ΠRAD(λ+ i0;h)χ2V ADeα, χ2V ADeα >
= = < ΠRAD(λ+ i0;h)χ2Iaeα, χ2Iaeα >
+ = < ΠRAD(λ+ i0;h)χ2[−h2∆x,Π]Πeα, χ2Iaeα >
+ = < ΠRAD(λ+ i0;h)χ2Iaeα, χ2[−h2∆x,Π]Πeα >
+ = < ΠRAD(λ+ i0;h)χ2[−h2∆x,Π]Πeα, χ2[−h2∆x,Π]Πeα > .
98
L’ordre en h des trois derniers termes est :
−1 + 1 + γ(ρ+ 1− n/2− s) + γ(ρ− n/2− s)
soit :
1 + γ(1− n) + γ(1− 2s) + 1 + γ.
Ia est compose´ de potentiels du type V (x−L(y)−Lh(y)), ou` V ve´rifient (Dρ) pour ρ > 1
et L,Lh : IR
nN −→ IRn sont line´aires et ve´rifient ||L|| = O(h0) et ||Lh|| = O(h2). On a :
V (x− L(y)− Lh(y))− V (x) = −
∫ 1
0
(∇V )(x− t(L(y)− Lh(y))) · (L(y) + Lh(y))dt.
Comme la fonction y 7→ (L(y) + Lh(y))φα(y;h) appartient a` L2(IRnNy ) et que sa norme
est uniforme´ment borne´e en h, on en de´duit, uniforme´ment en h :
||(Ia(x)− I0a(x))eα||L2(IRnNy ) = O(< x >−ρ−1).
Ainsi, on a une petite ame´lioration en h :
|| < x >s′ χ2(Ia − I0a)eα|| = O(hγ(ρ+1−n/2−s)
= O(h1+γ(2−n/2−s)),
pour 1/2 < s
′
< s < ρ− n/2, alors que :
|| < x >s′ χ2Iaeα||+ || < x >s
′
χ2I
0
aeα|| = O(hγ(ρ−n/2−s)
= O(h1+γ(1−n/2−s)).
On en de´duit donc :
= < ΠRAD(λ+ i0;h)χ2Iaeα, χ2Iaeα > −= < ΠRAD(λ+ i0;h)χ2I0aeα, χ2I0aeα >
= O(h−1+1+γ(1−n/2−s)+1+γ(2−n/2−s))
= O(h1+γ(1−n)+γ(1−2s)+γ)
et l’estimation annonce´e relative a` σAD22 (λ, ω;h). D’apre`s le calcul pre´ce´dent, on a :
σAD22 (λ, ω;h) = = < ΠRAD(λ+ i0;h)χ2Iaeα, χ2Iaeα >
+O(h1+γ(1−n)+γ(1−2s)+1+γ).
L’e´tude de la diffe´rence σ22(λ, ω;h)− σAD22 (λ, ω;h) se rame`ne donc a` la diffe´rence :
= < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))χ2Iaeα, χ2Iaeα >
−= < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))χ2I0aeα, χ2I0aeα >
= = < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))χ2(Ia − I0a)eα, χ2Iaeα >
+= < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))χ2I0aeα, χ2(Ia − I0a)eα > .
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D’apre`s (4.4 ;9), l’ordre en h de ce terme est :
0 + γ(ρ+ 1− n/2− s) + γ(ρ− n/2− s) = 1 + γ(1− n) + γ(1− 2s) + 1 + γ
avec γ(1− 2s) + γ > 0 pour s assez proche de 1/2.
Examinons maintenant σAD12 (λ, ω;h) + σ
AD
21 (λ, ω;h). On a, d’apre`s la proposition 3.3.6 :
σAD12 (λ, ω;h) + σ
AD
21 (λ, ω;h)
= = < ΠRAD(λ+ i0;h)[χ1,−h2∆x]Πeα, χ2V ADeα > += < χ1χ2Πeα, V ADeα >
+= < ΠRAD(λ+ i0;h)χ2V ADeα, [χ1,−h2∆x]Πeα > += < V ADeα, χ1χ2Πeα >
ou` la somme des deuxie`me et quatrie`me terme est nulle. On estime le premier terme (le
troisie`me se traite de meˆme). Il est :
= = < ΠRAD(λ+ i0;h)f1eα, f2eα >
+ = < ΠRAD(λ+ i0;h)f1eα, χ2(Ia − I0a)eα >
+ = < ΠRAD(λ+ i0;h)f1eα, χ2[−h2∆x,Π]eα >
+ = < ΠRAD(λ+ i0;h)(−h2(∆χ1))eα, χ2f2eα >
+ = < ΠRAD(λ+ i0;h)(−h2(∆χ1))eα, χ2(Ia − I0a)eα >
+ = < ΠRAD(λ+ i0;h)(−h2(∆χ1))eα, χ2[−h2∆x,Π]eα > .
L’ordre en h des cinq derniers termes est respectivement :
−1 + 1 + γ(1− n/2− s) + γ(ρ+ 1− n/2− s) = 1 + γ(1− n) + γ(1− 2s) + γ
−1 + 1 + γ(1− n/2− s) + 1 + γ(ρ+ 1− n/2− s) = 1 + γ(1− n) + γ(1− 2s) + 1 + γ
−1 + 2 + γ(2− n/2− s) + γ(ρ− n/2− s) = 1 + γ(1− n) + γ(1− 2s) + 1 + γ
−1 + 2 + γ(2− n/2− s) + γ(ρ+ 1− n/2− s) = 1 + γ(1− n) + γ(1− 2s) + 1 + 2γ
−1 + 2 + γ(2− n/2− s) + 1 + γ(ρ+ 1− n/2− s) = 1 + γ(1− n) + γ(1− 2s) + 2 + 2γ.
Pour s assez proche de 1/2, on obtient l’estimation annonce´e.
Pour terminer, conside´rons la diffe´rence :
σ12(λ, ω;h) + σ21(λ, ω;h)− σAD12 (λ, ω;h)− σAD21 (λ, ω;h).
D’apre`s la proposition 3.3.6, on a :
σ12(λ, ω;h) + σ21(λ, ω;h)
= = < R(λ+ i0;h)[χ1,−h2∆x]eα, χ2Iaeα > += < R(λ+ i0;h)χ2Iaeα, [χ1,−h2∆x]eα > .
En proce´dant comme pre´ce´demment, on est ramene´ a` estimer la diffe´rence :
= < R(λ+i0;h)[χ1,−h2∆x]eα, χ2Iaeα > −= < ΠRAD(λ+i0;h)[χ1,−h2∆x]Πeα, χ2V ADeα > .
Dans la dernie`re expression de = < ΠRAD(λ + i0;h)[χ1,−h2∆x]Πeα, χ2V ADeα >, les
deuxie`me, quatrie`me et cinquie`me termes sont donc a` estimer avec la diffe´rence des
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re´solvantes, on y gagne un h (cf. (4.4 ;9)). Les troisie`me et sixie`me termes sont tous
deux d’ordre 1 + γ(1− n) + 1 + 0 en h pour un 0 > 0. La preuve est acheve´e.
Troisie`me e´tape : Pour j ∈ {1; 2}, on a les proprie´te´s suivantes :
suppfj ⊂ Cγη = {h−γ < |x| < 3h−η} (5.2; 1)
et :
|fj(x)| = O(< x >−ρ) (5.2; 2)
uniforme´ment en h.
La premie`re provient des proprie´te´s de support de χ1 et χ2. La seconde est claire pour f2.
D’apre`s la de´croissance de ∇χ1 en x, uniforme´ment en h, il existe une constante c telle
que, pour tout x et tout h, on ait :
| < x >ρ f1(x)| ≤ 2nα(λ)h| < x >ρ−1 1I{|x|<2h−γ}(x)| | < x > (∇χ1)(x)| ≤ ch1−γ(ρ−1) = c.
On a donc bien la seconde proprie´te´ pour f1.
Soit Hω = {x ∈ IRn; x·ω = 0} l’hyperplan vectoriel orthogonal a` ω. Pour tout x ∈ IRn, on
peut e´crire de manie`re unique : x = xω + (x ·ω)ω, ou` xω ∈ Hω est le parame`tre d’impact.
Soit κ = (1 − 2δ)γ (δ assez petit). On introduit une nouvelle partition de l’unite´, sur
IRn−1 cette fois. Soient θ1, θ2 ∈ C∞(IRn−1; IR) telles que :
θ1 + θ2 = 1 , 0 ≤ θ1, θ2 ≤ 1
θ1(u) = 1 si |u| < 1 et suppθ1 ⊂ {|u| ≤ 2}
On pose : fjk(x) = θj(h
κxω)fk(x), pour j, k ∈ {1; 2}. On a alors le :
Lemme 5.2.3. Il existe 0 > 0 tel que :
= < ΠRAD(λ+ i0;h)fjkeα, flmeα >= O(h1+γ(1−n)+0)
et :
= < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))fjkeα, flmeα >= O(h1+γ(1−n)+1+0)
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1, de`s que j = 1 ou l = 1.
De´monstration : Pour 1/2 < s
′
< s < ρ− n/2, on a, pour tout (j, k) :
|| < x >s′ fjkeα|| ≤ c|| < x >−n/2−(s−s
′
) ||hγ(ρ−n/2−s) = O(h1+γ(1−n/2−s)).
Par de´finition de θ1 et (5.2 ;1), le volume du support de f1k (k ∈ {1; 2}) est un
O(h−η−(n−1)κ) = O(h−nγ+δγ(2n−3)),
ce qui donne l’ame´lioration suivante :
|| < x >s′ f1keα|| ≤ c|| < x >(s
′−ρ) 1Isuppf1k(x)|| = O(hγ(ρ−s
′
)−γn/2+δγ(n−3/2))
= O(h1+γ(1−n/2−s
′
)+δγ(n−3/2)).
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Si j = 1 ou l = 1, on a donc :
= < ΠRAD(λ+ i0;h)fjkeα, flmeα > = O(h−1+1+γ(1−n/2−s)+1+γ(1−n/2−s
′
)+δγ(n−3/2))
= O(h1+γ(1−n)+γ(1−s−s
′
)+δγ(n−3/2))
avec γ(1− s− s′) + δγ(n− 3/2) > 0 pour s et s′ assez proches de 1/2 (car n ≥ 2).
Profitant du gain en h dans la diffe´rence des re´solvantes (cf. (4.4 ;9)), on trouve de meˆme
le second re´sultat.
Quatrie`me e´tape : Il reste donc a` e´valuer
= < ΠRAD(λ+ i0;h)f2keα, f2jeα >
et :
= < (R(λ+ i0;h)− ΠRAD(λ+ i0;h))f2keα, f2jeα >
pour j, k ∈ {1; 2}.
Pour j ∈ {1; 2}, on pose :
gj(x) =
∫ +∞
0
f2j(x− 2nα(λ)tω)e−ih−1
∫ t
0
I0a(x−2nα(λ)(t−s)ω)dsdt.
D’apre`s (5.2 ;1), on inte`gre en fait sur un compact donc la fonction gj est bien de´finie et
est C∞. Par la suite, on va utiliser les proprie´te´s suivantes de gj :
Proposition 5.2.4. Pour j ∈ {1; 2}, on a :
suppgj ⊂ {h−κ < |xω| < 3h−η},
|gj(x)|+ |(∇gj)(x)| ≤ c(h−γ + |xω|)1−ρ,
|(∇gj)(x)| = O(hκρ),
|(∆gj)(x)| = O(h2κρ−1),
2nα(λ)ω · (∇gj) + ih−1I0agj = f2j,
ou` c et les O sont inde´pendants de x et h.
De´monstration : voir l’annexe E.
Pour controˆler gj en fonction de la variable dans la direction de ω, on introduit une
nouvelle troncature χ4 telle que :
χ4(x) = ζ(h
ηx · ω)
ou` ζ ∈ C∞0 (IR; IR), ve´rifie :
ζ(t) = 1 si |t| ≤M − 1,
suppζ ⊂ {|t| ≤M},
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pour un re´el M grand devant 1. En particulier, on a, uniforme´ment en x et en h :
|(∇χ4)(x)| ≤ chη, |(∆χ4)(x)| ≤ ch2η.
Notons, de plus, que χ4 = 1 sur le support de f2j (j ∈ {1; 2}) d’apre`s la proprie´te´ (5.2 ;1)
et que :
suppχ4gj ⊂ {x ∈ IRn; |x| ≤ Rh−η}
pour j ∈ {1; 2} et un certain R > M .
Dans le meˆme esprit que dans la proposition 3.3.6, on construit une approximation de
R(λ± i0;h)f2keα et de ΠRAD(λ± i0;h)f2keα :
Proposition 5.2.5. Pour j ∈ {1; 2}, on a :
R(λ± i0;h)f2jeα = ih−1χ4gjeα −R(λ± i0;h)rjeα,
ΠRAD(λ± i0;h)f2jeα = ih−1Πχ4gjeα − ΠRAD(λ± i0;h)rADj eα,
avec
rj = ih
−1[−h2∆x, χ4]gj + ih−1χ4(−h2(∆gj)) + ih−1χ4gj(Ia − I0a)
rADj = Πrj + ih
−1Π[−h2∆x,Π]χ4gj.
De´monstration : On a :
Π(PAD − λ)(ih−1χ4gjeα) = ih−1Π[−h2∆x,Π]χ4gjeα +Π(P − λ)(ih−1χ4gjeα)
et :
(P − λ)(ih−1χ4gjeα) = ih−1(−h2∆x)χ4gjeα + ih−1χ4gj(P a + Ia − λ)eα,
= ih−1[−h2∆x, χ4]gjeα + ih−1χ4(−h2∆x)gjeα
+ih−1χ4gj(Eα + Ia − λ)eα.
Or, d’apre`s la dernie`re proprie´te´ de la proposition 5.2.4 et la valeur de nα(λ), on a la
relation :
(−h2∆x)gjeα + gj(Eα + Ia − λ)eα = −h2(∆gj)eα + gj(Ia − I0a)eα − ihf2jeα.
En appliquant la valeur au bord de la re´solvante correspondante aux expressions de
Π(PAD − λ)(ih−1χ4gjeα) et (P − λ)(ih−1χ4gjeα), on trouve les re´sultats annonce´s car
la fonction χ4 vaut 1 sur le support de f2j.
La qualite´ de ces approximations est donne´e par le :
Lemme 5.2.6. Il existe 0 > 0 tel que, pour j, k ∈ {1; 2}, on ait :
< ΠRAD(λ± i0;h)rjeα, f2keα >= O(h1+γ(1−n)+0),
< ΠRAD(λ± i0;h)(rADj − rj)eα, f2keα >= O(h1+γ(1−n)+1+0)
et :
< (ΠRAD(λ± i0;h)−R(λ± i0;h))rjeα, f2keα >= O(h1+γ(1−n)+1+0),
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
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De´monstration : On e´value successivement la contribution des termes constituant rADj
dans l’expression < ΠRAD(λ± i0;h)rADj eα, f2keα >.
Pour 1/2 < s
′
< s < ρ− n/2, s et s′ assez proches de 1/2, on a :
|| < x >s′ h−1χ4gj(Ia − I0a)eα|| ≤ Ch−1|| < x >s
′−ρ−1 1Isuppχ4gj(x)||O(hγ(ρ−1))
≤ h−1O(hη(ρ+1−n/2−s))O(hγ(ρ−1)),
d’apre`s les deux premie`res proprie´te´s de la proposition 5.2.4. D’autre part, on a :
|| < x >s′ f2keα|| = O(hγ(ρ−n/2−s)).
Par conse´quent, l’ordre en h du terme correspondant est :
−1 + γ(ρ− n/2− s)− 1 + η(ρ+ 1− n/2− s) + γ(ρ− 1)
soit :
1 + γ(1− n) + γ + γ(1− 2s) + δγ(ρ+ 1− n/2− s)
avec γ + γ(1− 2s) + δγ(ρ+ 1− n/2− s) > 0 pour s assez proche de 1/2.
On a :
|| < x >s′ h−1Π[−h2∆x,Π]χ4gjeα|| = O(hγ(ρ+1−n/2−s)+γ(ρ−1))
(cf . les proprie´te´s de χ4, gj et de Π). L’ordre en h du terme correspondant est donc au
moins 1 de plus que le pre´ce´dent, c’est-a`-dire 1+γ(1−n)+1+0, ce qui donne la deuxie`me
estimation.
D’apre`s la quatrie`me proprie´te´ de la proposition 5.2.4 et le fait que suppχ4gj ⊂ {|x| <
Rh−η}, on a :
|| < x >s′ hχ4(∆gj)eα|| ≤ ch2κρ
(∫
|x|<Rh−η
< x >2s
′
dx
)1/2
= O(h2κρ−(n/2+s
′
)η)
Le terme correspondant a pour ordre en h :
−1+2κρ−(n/2+s′)η+γ(ρ−n/2−s) = 1+γ(1−n)+1+γ+γ(1−s−s′)−δγ(4ρ+n/2+s′),
ou` γ + γ(1− s− s′)− δγ(4ρ+ n/2 + s′) > 0 pour δ assez petit et s assez proche de 1/2.
En vertu de la troisie`me proprie´te´ de la proposition 5.2.4, on voit que :
|| < x >s′ h(∇χ4) · (∇gj)eα|| = O(h1+κρ+η(1−n/2−s
′
))
si bien que l’ordre en h du terme correspondant est :
−1 + 1 + κρ+ η(1− n/2− s′) + γ(ρ− n/2− s)
soit :
= 1 + γ(1− n) + 1 + γ + γ(1− s− s′)− δγ(2ρ+ n/2 + s′),
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avec γ + γ(1− s− s′)− δγ(2ρ+ n/2+ s′) > 0 pour δ assez petit et s assez proche de 1/2.
Enfin, graˆce a` la deuxie`me proprie´te´ de la propostion 5.2.4, on a :
|| < x >s′ h(∇χ4)gjeα||2 ≤ Ch2+2η(1−s
′
)
∫ h−ηM
h−η(M−1)
(∫
h−κ<|xω |<3h−η
< xω >
2−2ρ dxω
)
dt,
|| < x >s′ h(∆χ4)gjeα||2 ≤ Ch2+2η(2−s
′
)
∫ h−ηM
h−η(M−1)
(∫
h−κ<|xω |<3h−η
< xω >
2−2ρ dxω
)
dt.
En effectuant le changement de variable u = xω/t dans les inte´grales inte´rieures et en
remarquant que : ∫
IRn−1
< u >2−2ρ du <∞
(car ρ > n+1
2
), on voit que :
|| < x >s′ h(∇χ4)gjeα||2 ≤ C ′h2+2η(1−s
′
)
∫ h−ηM
h−η(M−1)
tn−1+2−2ρdt = O(h2+2η(1−s
′−n/2−1+ρ))
|| < x >s′ h(∆χ4)gjeα||2 ≤ C ′h2+2η(2−s
′
)
∫ h−ηM
h−η(M−1)
tn−1+2−2ρdt = O(h2+2η(2−s
′−n/2−1+ρ)).
On en de´duit que l’ordre en h des termes correspondants vaut (au moins) :
−1+γ(ρ−n/2−s)+1+η(ρ−n/2−s′) = 1+γ(1−n)+1+γ(1−s−s′)+δγ(ρ−n/2−s′),
avec γ(1− s− s′) + δγ(ρ− n/2− s′) > 0 pour s et s′ assez proches de 1/2.
Pour obtenir la dernie`re estimation, il suffit de reprendre les arguments pre´ce´dents en
tenant compte du fait que la diffe´rence des re´solvantes est d’ordre 0 en h (cf. (4.4 ;9)).
Cinquie`me et dernie`re e´tape : A l’issue de l’e´tape pre´ce´dente, on a e´tabli qu’il existe
0 > 0 tel que :
σADα (λ, ω;h) =
C(h)h−n
nα(λ)
∑
1≤j,k≤2
= < ih−1Πgjeα, f2keα > +O(h(1+γ)(1−n)+0) (5.2; 3)
et :
σα(λ, ω;h)−σADα (λ, ω;h) =
C(h)h−n
nα(λ)
∑
1≤j,k≤2
= < ih−1(Π−Π0)gjeα, f2keα > +O(h(1+γ)(1−n)+1+0),
(5.2; 4)
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
Les deux assertions du the´ore`me 5.1.3 de´coulent donc du :
Lemme 5.2.7. Pour 1 ≤ j, k ≤ 2, on a :
< ih−1(Π− Π0)gjeα, f2keα >= O(h1+γ(1−n)+1+γ)
et :
< ih−1Π0gjeα, f2keα >=< ih−1gj, f2k >= O(h1+γ(1−n)),
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
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De´monstration : D’apre`s la proposition 4.1.2 et les proprie´te´s de gj et f2k, on a :
| < ih−1(Π− Π0)gjeα, f2keα > | = h−1|
∫
< (Π(x)− Π0)φα, φα >L2(IRnNy ) gj(x)f2k(x)dx|
≤ ch−1
∫
(h−γ + |xω|)1−ρ < x >−2ρ 1ICγη(x)dx
≤ c′h−1+γ(ρ−1)
∫ +∞
h−γ
r−2ρ+n−1dr = c
′
hγ(2ρ−n) = O(h2+γ(2−n)).
De la meˆme manie`re, on peut e´crire :
| < ih−1gj, f2k > | ≤ ch−1
∫
(h−γ + |xω|)1−ρ < x >−ρ 1ICγη(x)dx.
On effectue le changement de variable : x = xω + sω et on inte`gre par rapport a` s, en
remarquant que ρ > 1 et que, sur Cγη, on a : < x >≥ |xω|+ h−γ + |s|. On a donc :
| < ih−1gj, f2k > | ≤ ch−1
∫
(h−γ + |xω|)2−2ρdxω ≤ c′h−1
∫ +∞
0
(h−γ + r)2−2ρrn−2dr.
En posant r = h−γr
′
, on trouve :
| < ih−1gj, f2k > | ≤ c′h−1+γ(2ρ−2)−γ(n−2)−γ
∫ +∞
0
(1 + r
′
)2−2ρr
′n−2dr
′
ou` l’inte´grale est convergente (cf. ρ > n+1
2
), soit :
| < ih−1gj, f2k > | = O(h1+γ(1−n)).
5.3 Preuve du the´ore`me 5.1.4
Pour de´montrer ce the´ore`me 5.1.4, on suit la strate´gie de [I2] qui consiste essentiellement
a` adapter la de´marche du paragraphe 5.2. La preuve se de´compose en une se´rie de lemmes.
On utilise la partition de l’unite´ du paragraphe 5.2 et on choisit :
χ = χb = χa = 1− χ1 = χ2 + χ3.
On exploitera les re´sultats et les notations du paragraphe 5.2. Introduisons les notations
supple´mentaires suivantes :
φ1 = [−h2∆x, χ]eα + χ2I0aeα,
φ2 = χ2(Ia − I0a)eα + χ3Iaeα,
B1 = 2h
2|∇χ|2Πβ + 2h2χ(∆χ)Πβ,
B2 = 4χh(∇χ) · h∇xΠβ,
B3 = χ
2[Πβ, Ia − I0a ],
D = Π[χΠβ([−h2∆x,Π])∗ − [−h2∆x,Π]χΠβ]Π.
106
Rappelons que l’on a :
La = [−h2∆x, χ] + χIa,
ΠLAD = Π[−h2∆x,Π]χ+ΠLa.
On a donc :
Laeα = φ1 + φ2.
Comme les ope´rateurs Πβ et I
0
a commutent, on peut e´crire :
χΠβ(La)
∗ − LaΠβχ = B1 +B2 +B3.
De plus, on a aussi :
Π(χΠβ(L
AD)∗ − LADΠβχ)Π = D +Π(B1 +B2 +B3)Π.
Pour estimer les termes faisant intervenir B2 ou D, on aura besoin des deux estimations
suivantes :
|| < x >−s h∇xR(λ± i0;h) < x >−s || = O(h−1),
|| < x >−s h∇xΠRAD(λ± i0;h) < x >−s || = O(h−1),
pour s > 1/2, uniforme´ment pour λ ∈ I.
Graˆce a` la relation (4.2 ;6), la premie`re estimation se de´duit de la seconde. Pour obtenir
la seconde, remarquons que l’on a, pour z ∈ CI \ IR :
h∇xΠRAD(z) = h∇xΠRAD(i)− (z − i)h∇xΠRAD(i)2
−(z − i)2h∇xΠRAD(i)RAD(z)RAD(i)
et que les ope´rateurs RAD(i) et h∇xΠRAD(i) sont uniforme´ment borne´s (en h) sur les
espaces a` poids :
L2s(IR
n
x;L
2(IRnNy )) ≡ L2(IRnx;L2(IRnNy );< x >2s dx)
pour tout s (cf. l’annexe A). D’apre`s le the´ore`me 4.4.3, on peut faire tendre z vers λ ∈ I
avec ±=(z) > 0 pour s > 1/2 et obtenir ainsi la seconde estimation.
Posons maintenant :
Q1βα = = < R(λ+ i0)Laeα, χ2ΠβLaeα >,
Q1,ADβα = = < ΠRAD(λ+ i0)LADeα, χ2ΠβΠLADeα >,
Q2βα =
1
2i
< (B1 +B2 +B3)R(λ+ i0)Laeα, R(λ+ i0)Laeα >,
Q2,ADβα =
1
2i
< (B1 +B2 +B3 +D)ΠR
AD(λ+ i0)LADeα,ΠR
AD(λ+ i0)LADeα > .
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On a donc :
σβα(λ, ω;h) =
C(h)h−n
nα(λ)
(Q1βα +Q
2
βα),
σADβα (λ, ω;h) =
C(h)h−n
nα(λ)
(Q1,ADβα +Q
2,AD
βα ).
On va donc e´tudier les diffe´rences suivantes :
Q1βα −Q1,ADβα = = < (R(λ+ i0)− ΠRAD(λ+ i0))Laeα, χ2ΠβLaeα >
−= < ΠRAD(λ+ i0)[−h2∆x,Π]χeα, χ2ΠβΠLADeα >
−= < ΠRAD(λ+ i0)LADeα, χ2ΠβΠ[−h2∆x,Π]χeα >
et :
Q2βα −Q2,ADβα =
1
2i
3∑
j=1
< Bj(R(λ+ i0)− ΠRAD(λ+ i0))Laeα, R(λ+ i0)Laeα >
+
1
2i
3∑
j=1
< BjΠR
AD(λ+ i0)Laeα, (R(λ+ i0)− ΠRAD(λ+ i0))Laeα >
− 1
2i
3∑
j=1
< BjΠR
AD(λ+ i0)[−h2∆x,Π]χeα,ΠRAD(λ+ i0)LADeα >
− 1
2i
3∑
j=1
< BjΠR
AD(λ+ i0)LADeα,ΠR
AD(λ+ i0)[−h2∆x,Π]χeα >
− < DΠRAD(λ+ i0)LADeα,ΠRAD(λ+ i0)LADeα > .
Premie`re e´tape : On e´carte quelques termes ne´gligeables.
Lemme 5.3.1. Il existe 0 > 0 tel que l’on ait :
Q1βα −Q1,ADβα = = < (R(λ+ i0)− ΠRAD(λ+ i0))φ1, χ2Πβφ1 > +O(h1+γ(1−n)+1+0),
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
De´monstration : On proce`de comme dans la preuve du lemme 5.2.1. Prenons 1/2 <
s′ < s < ρ− n/2, s′ et s assez proches de 1/2. Comme on a :
φ1 = −2ihnα(λ)(∇χ) · ωeα − h2(∆χ)eα + χ2I0aeα,
on peut e´crire l’estimation suivante :
|| < x >s′ φ1|| ≤ Ch|| < x >−n/2−(s−s′) 1Isupp(∇χ)(x) < x >n/2+s−1 ||
+Ch2|| < x >−n/2−(s−s′) 1Isupp(∇χ)(x) < x >n/2+s−2 ||
+C|| < x >−n/2−(s−s′) 1Isuppχ2(x) < x >n/2+s−ρ ||
= O(h1+γ(1−n/2−s)) +O(h2+γ(2−n/2−s)) +O(hγ(ρ−n/2−s))
= O(h1+γ(1−n/2−s)),
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car ργ = 1 + γ et < x >−n/2−(s−s
′) est de carre´ inte´grable. De la meˆme manie`re, on a :
|| < x >s′ φ2|| = O(hγ(ρ+1−n/2−s)) +O(hη(ρ−n/2−s))
= O(h1+γ(2−n/2−s)) +O(h1+γ(1−n/2−s)+δγ(ρ−n/2−s))
= O(h1+γ(1−n/2−s)+min(δγ(ρ−n/2−s),γ))
et :
|| < x >s′ Π[−h2∆x,Π]χeα|| ≤ || < x >s′ h2(∇xΠ) · (∇χ)eα||+ || < x >s′ h2(∆xΠ)eα||
+nα(λ)|| < x >s′ h(∇xΠ) · ωeα||
= O(h2+γ(ρ+2−n/2−s)) +O(h2+γ(ρ+2−n/2−s)) +O(h1+γ(ρ+1−n/2−s))
= O(h2+γ(2−n/2−s)).
On a donc :
= < ΠRAD(λ+ i0)[−h2∆x,Π]χeα, χ2ΠβΠLADeα >
= O(h−1+2+γ(2−n/2−s)+1+γ(1−n/2−s))
= O(h1+γ(1−n)+2+γ+γ(1−2s))
avec 1+γ+γ(1−2s) > 0 pour s assez proche de 1/2. On a une estimation analogue pour
le terme :
= < ΠRAD(λ+ i0)LADeα, χ2ΠβΠ[−h2∆x,Π]χeα > .
Comme la diffe´rence des re´solvantes est un O(1), on a :
= < (R(λ+ i0)− ΠRAD(λ+ i0))Laeα, χ2ΠβLaeα >
= O(h2+2γ(1−n/2−s)) = O(h1+γ(1−n)+1+γ(1−2s))
ce qui est insuffisant. Mais si l’on retire le terme ou` φ1 figure deux fois, l’ordre en h des
termes restant est :
1 + γ(1− n) + 1 + γ(1− 2s) + min(δγ(ρ− n/2− s), γ)
avec γ(1− 2s) + min(δγ(ρ− n/2− s), γ) > 0 pour s assez proche de 1/2.
On examine maintenant les termes contenant une re´solvante sur chaque facteur :
Lemme 5.3.2. Il existe 0 > 0 tel que l’on ait :
Q2βα −Q2,ADβα =
1
2i
< B2(R(λ+ i0)− ΠRAD(λ+ i0))Laeα, R(λ+ i0)Laeα >
+
1
2i
< B2ΠR
AD(λ+ i0)Laeα, (R(λ+ i0)− ΠRAD(λ+ i0))Laeα >
+ O(h1+γ(1−n)+1+0),
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
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De´monstration : Tout d’abord, e´valuons les Bj et D. Pour 1/2 < s
′ < s < ρ − n/2, s′
et s assez proches de 1/2, on a :
sup
x
|| < x >2s′ B1(x)|| ≤ C sup
x
|h2 < x >2s′−2 1Isupp∇χ(x)| = O(h2+γ(2−2s′)),
sup
x
|| < x >2s′ hχ(x)|∇χ(x)|Πβ|| = O(h1+γ(1−2s′)),
sup
x
|| < x >2s′ B3(x)|| = O(hγ(ρ+1−2s′)) = O(h1+γ(2−2s′)),
ou` la norme || · || de´signe celle des ope´rateurs borne´s sur L2(IRnNy ). Ecrivons D sous la
forme :
D = Π[χΠβ([−h2∆x,Π])∗ − [−h2∆x,Π]χΠβ]Π
= 2hΠχΠβ(∇xΠ) · h∇xΠ+ h2ΠχΠβ(∆xΠ)Π + 2h2Π(∇xΠ) · (∇χ)ΠβΠ
+2hχ(∇xΠ)Πβ · h∇xΠ+ h2Π(∆xΠ)χΠβΠ.
On a donc les estimations suivantes :
sup
x
|| < x >2s′ hχ(x)Πβ(∇xΠ)(x)|| = O(h1+γ(ρ+1−2s′)) = O(h2+γ(2−2s′)),
sup
x
|| < x >2s′ h2(∇xΠ)(x) · (∇χ)(x)Πβ|| = O(h2+γ(ρ+2−2s′)) = O(h3+γ(3−2s′)),
sup
x
|| < x >2s′ h2(∆xΠ)(x)χ(x)Πβ|| = O(h2+γ(ρ+2−2s′)) = O(h3+γ(3−2s′)).
D’apre`s l’estimation concernant B1, les termes de Q
2
βα − Q2,ADβα contenant B1 et une
diffe´rence des re´solvantes sont d’ordre :
2 + γ(2− 2s′) + 1 + γ(1− n/2− s)− 1 + 1 + γ(1− n/2− s)
soit :
1 + γ(1− n) + 2 + γ + γ(2− 2s− 2s′)
avec γ + γ(2− 2s− 2s′) > 0 pour s, s′ assez proches de 1/2. Les autres termes contenant
B1 sont d’ordre :
2 + γ(2− 2s′)− 1 + 2 + γ(2− n/2− s)− 1 + 1 + γ(1− n/2− s)
soit :
1 + γ(1− n) + 2 + 2γ + γ(2− 2s− 2s′)
avec γ+ γ(2− 2s− 2s′) > 0 pour s, s′ assez proches de 1/2. De la meˆme fac¸on, les termes
contenant B3 et une diffe´rence des re´solvantes sont d’ordre :
1 + γ(2− 2s′) + 1 + γ(1− n/2− s)− 1 + 1 + γ(1− n/2− s)
soit :
1 + γ(1− n) + 1 + γ + γ(2− 2s− 2s′)
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avec γ + γ(2− 2s− 2s′) > 0 pour s, s′ assez proches de 1/2. Les autres sont d’ordre :
1 + γ(2− 2s′)− 1 + 2 + γ(2− n/2− s)− 1 + 1 + γ(1− n/2− s)
soit :
1 + γ(1− n) + 1 + 2γ + γ(2− 2s− 2s′)
avec γ + γ(2− 2s− 2s′) > 0 pour s, s′ assez proches de 1/2. Le terme contenant D est lui
d’ordre :
2 + γ(2− 2s′)− 1 + 1 + γ(1− n/2− s)− 1 + 1 + γ(1− n/2− s)
soit :
1 + γ(1− n) + 1 + γ + γ(2− 2s− 2s′)
avec γ + γ(2− 2s− 2s′) > 0 pour s, s′ assez proches de 1/2. Il reste a` e´valuer les termes
contenant B2 mais pas de diffe´rence de re´solvantes. Ils sont d’ordre :
1 + γ(1− 2s′)− 1 + 2 + γ(2− n/2− s)− 1 + 1 + γ(1− n/2− s)
soit :
1 + γ(1− n) + 1 + γ + γ(2− 2s− 2s′)
avec γ + γ(2− 2s− 2s′) > 0 pour s, s′ assez proches de 1/2.
Lemme 5.3.3. Il existe 0 > 0 tel que l’on ait :
Q2βα −Q2,ADβα =
1
2i
< B2(R(λ+ i0)− ΠRAD(λ+ i0))φ1, R(λ+ i0)φ1 >
+
1
2i
< B2ΠR
AD(λ+ i0)φ1, (R(λ+ i0)− ΠRAD(λ+ i0))φ1 >
+ O(h1+γ(1−n)+1+0)
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
De´monstration : Tout d’abord, estimons les termes qui restent a` l’issue du lemme 5.3.2.
D’apre`s les estimations pre´ce´dentes, ces deux termes sont d’ordre :
1 + γ(1− 2s′) + 1 + γ(1− n/2− s)− 1 + 1 + γ(1− n/2− s)
soit :
1 + γ(1− n) + 1 + γ(2− 2s− 2s′)
ce qui est insuffisant. Comme dans la preuve du lemme 5.3.1, on s’aperc¸oit qu’en retirant
les termes ou` φ1 figure deux fois, les termes restant sont d’ordre :
1 + γ(1− n) + 1 + γ(2− 2s′ − 2s) + min(δγ(ρ− n/2− s), γ)
avec γ(2− 2s′ − 2s) + min(δγ(ρ− n/2− s), γ) > 0 pour s′, s assez proches de 1/2.
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Deuxie`me e´tape : Dans les lemmes 5.3.1 et 5.3.3, on a montre´ que l’on pouvait remplacer
LADeα et Laeα par φ1. Mais les trois termes constituant φ1 ne sont pas tous du meˆme
ordre (cf la preuve du lemme 5.3.1). La contribution de l’un d’eux, a` savoir :
−h2(∆χ)eα,
peut eˆtre ne´glige´e. Il suffit, en effet, de reprendre les preuves de ces lemmes pour s’aper-
cevoir que cette contribution produit un gain en h de 1 + γ. Dans ces deux lemmes, on
peut donc remplacer φ1 par la somme suivante :
(f1 + f2)eα,
ou` les fonctions f1 et f2 sont de´finie dans la deuxie`me e´tape du paragraphe 5.2. En
reprenant les notations de la troisie`me e´tape de ce paragraphe 5.2, on va voir que, la`
aussi, la partie des fonctions fj qui est a` support dans une re´gion de petit parame`tre
d’impact joue un roˆle ne´gligeable. C’est l’objet des deux lemmes suivants :
Lemme 5.3.4. Il existe 0 > 0 tel que l’on ait :
Q1βα −Q1,ADβα = = < (R(λ+ i0)− ΠRAD(λ+ i0))(f21 + f22)eα, χ2Πβ(f21 + f22)eα >
+O(h1+γ(1−n)+1+0)
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
De´monstration : Comme on l’a signale´ dans la preuve du lemme 5.3.1, le terme :
= < (R(λ+ i0)− ΠRAD(λ+ i0))(f1 + f2)eα, χ2Πβ(f1 + f2)eα >
est d’ordre :
1 + γ(1− n) + 1 + γ(1− 2s).
D’apre`s la preuve du lemme 5.2.3, on a l’ame´lioration suivante, pour k ∈ {1, 2} et pour
1/2 < s
′
< s < ρ− n/2, s′, s assez proches de 1/2 :
|| < x >s′ f1keα|| = O(h1+γ(1−n/2−s
′
)+δγ(n−3/2))
alors que :
|| < x >s′ f2keα|| = O(h1+γ(1−n/2−s)).
Par conse´quent, l’ordre en h des termes ou` figure au moins une fois un facteur f1k pour
k ∈ {1, 2}, est :
1 + γ(1− n) + 1 + γ(1− s′ − s) + δγ(n− 3/2)
avec γ(1− s′ − s) + δγ(n− 3/2) > 0 pour s′, s assez proches de 1/2.
Lemme 5.3.5. Il existe 0 > 0 tel que l’on ait :
Q2βα −Q2,ADβα =
1
2i
< B2(R(λ+ i0)− ΠRAD(λ+ i0))(f21 + f22)eα, R(λ+ i0)(f21 + f22)eα >
+
1
2i
< B2ΠR
AD(λ+ i0)(f21 + f22)eα, (R(λ+ i0)− ΠRAD(λ+ i0))(f21 + f22)eα >
+ O(h1+γ(1−n)+1+0)
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
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De´monstration : Pour 1/2 < s
′
< s < ρ − n/2, s′, s assez proches de 1/2, l’ordre en h
du terme :
< B2(R(λ+ i0)− ΠRAD(λ+ i0))(f1 + f2)eα, R(λ+ i0)(f1 + f2)eα >
est :
1 + γ(1− n) + 1 + γ(2− 2s′ − 2s).
Graˆce a` l’ame´lioration rappele´e dans la preuve du lemme 5.3.4, les termes ou` figure au
moins une fois un facteur f1k pour k ∈ {1, 2} sont d’ordre :
1 + γ(1− n) + 1 + γ(1− 2s′) + γ(1− s′ − s) + δγ(n− 3/2)
avec γ(1− 2s′) + γ(1− s′ − s) + δγ(n− 3/2) > 0 pour s′, s assez proches de 1/2.
Troisie`me et dernie`re e´tape : On utilise maintenant les approximations e´tablies dans la
proposition 5.2.5. On reprend donc les notations de la quatrie`me e´tape du paragraphe 5.2.
Lemme 5.3.6. Il existe 0 > 0 tel que l’on ait :
Q1βα −Q1,ADβα = O(h1+γ(1−n)+1+0)
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
De´monstration : D’apre`s la proposition 5.2.5, on a :
Q1βα −Q1,ADβα = −= < ih−1(Π− Π0)(g1 + g2)eα, χ2Πβ(f21 + f22)eα >
+= < (R(λ+ i0)− ΠRAD(λ+ i0))(r1 + r2)eα, χ2Πβ(f21 + f22)eα >
−= < ΠRAD(λ+ i0))(rAD1 − r1 + rAD2 − r2)eα, χ2Πβ(f21 + f22)eα >
+O(h1+γ(1−n)+1+0)
car χ4 = 1 sur le support des f2k. Pour e´valuer les deux derniers termes, il suffit de
remarquer que les arguments de la preuve du lemme 5.2.6 sont applicables ici puisque
χ2Π est uniforme´ment borne´. Leur ordre en h est donc :
1 + γ(1− n) + 1 + 0
pour un certain 0 > 0. Pour estimer le premier terme, on peut reprendre les arguments
de la preuve du lemme 5.2.7 car la quantite´ :
< (Π(x)− Π0)φα, χ2Πβφα >L2(IRnNy )
est un O(< x >−ρ) uniforme´ment par rapport a` h. L’ordre en h de ce premier terme est
donc :
1 + γ(1− n) + 1 + γ.
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Lemme 5.3.7. Il existe 0 > 0 tel que l’on ait :
Q2βα −Q2,ADβα = O(h1+γ(1−n)+1+0)
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
De´monstration : On va encore s’appuyer sur la proposition 5.2.5 et les preuves des
lemmes 5.2.6 et 5.2.7. On remplace chaque facteur par le terme correspondant donne´ par
la proposition 5.2.5. Conside´rons tout d’abord les termes suivants :
− 1
2i
< B2ΠR
AD(λ+ i0)(rAD1 − r1 + rAD2 − r2)eα, R(λ+ i0)(f21 + f22)eα >,
− 1
2i
< B2ΠR
AD(λ+ i0)(f21 + f22)eα,ΠR
AD(λ+ i0)(rAD1 − r1 + rAD2 − r2)eα > .
D’apre`s la preuve du lemme 5.2.6, ils sont d’ordre :
1 + γ(1− 2s′)− 1 + γ(ρ+ 1− n/2− s) + γ(ρ− 1)− 1 + 1 + γ(1− n/2− s))
soit :
1 + γ(1− n) + 1 + γ + γ(2− 2s′ − 2s)
avec γ + γ(2− 2s′ − 2s) > 0 pour s′, s assez proches de 1/2.
Ensuite, prenons les termes qui contiennent au moins un facteur (r1+r2)eα. Il contiennent
tous une diffe´rence de re´solvantes. Ils sont donc d’ordre :
1 + γ(1− 2s′) +m− 1 + 1 + γ(1− n/2− s))
ou` l’on a :
m = min(−1+κ(ρ+1−n/2−s)+γ(ρ−1); 2κρ−η(n/2+s′); 1+κρ−η(n/2+s′); 2η(ρ−n/2−s′)),
d’apre`s les estimations e´tablies dans la preuve du lemme 5.2.6. On peut minorer m par :
m ≥ 1 + γ(1− n/2− s) + min(1, γ)− δγτ(s, s′)
ou` la fonction τ reste borne´e et est positive lorsque s et s′ s’approchent de 1/2. L’ordre
en h de tous ces termes est donc supe´rieur a` :
1 + γ(1− n) + 1 + min(1; γ) + γ(2− 2s′ − 2s)− δγτ(s, s′)
avec min(1; γ) + γ(2 − 2s′ − 2s) − δγτ(s, s′) > 0 pour δ assez petit et s′, s assez proches
de 1/2.
Les termes restant a` e´valuer sont :
1
2i
< B2ih
−1χ4(g1 + g2)(Π0 − Π)eα, ih−1χ4(g1 + g2)eα >,
1
2i
< B2ih
−1χ4(g1 + g2)Πeα, ih−1χ4(g1 + g2)(Π0 − Π)eα >,
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ou` B2 est donne´ par :
4χh(∇χ) · h∇xΠβ.
En utilisant les proprie´te´s de χ, de Π et les estimations suivantes :
∃c > 0; ∀x ∈ IRn, |(∇χ4)(x)| ≤ chη, |(∇g1)(x)|+ |(∇g2)(x)| ≤ chκρ,
on voit que ces termes sont e´gaux a` :
=
1
2i
< −4nα(λ)χχ4(g1 + g2)(∇χ · ω)Πβ(Π0 − Π)eα, ih−1χ4(g1 + g2)eα >
+
1
2i
< −4nα(λ)χχ4(g1 + g2)(∇χ · ω)ΠβΠeα, ih−1χ4(g1 + g2)(Π0 − Π)eα >
+ O(h1+γ(1−n)+1+0),
pour un certain 0 > 0. Pour estimer les deux derniers termes, on proce`de comme dans la
preuve du lemme 5.2.7. On majore donc :
| 1
2i
< −4nα(λ)χχ4(g1 + g2)(∇χ · ω)Πβ(Π0 − Π)eα, ih−1χ4(g1 + g2)eα > |
par :
Ch−1
∫
(h−γ + |xω|)2−2ρ < x >−ρ−1 1Isupp∇χ(x)dx
= C ′h−1+2γ(ρ−1)
∫ 2h−γ
h−γ
r−ρ−1+n−1dr
= C ′h1+γ(ρ+1−n) = O(h2+γ(2−n)).
L’autre terme est controˆle´ de la meˆme manie`re.
Remarque 5.3.8. Dans les preuves pre´ce´dentes, on n’a pas distingue´ le cas β = α du
cas β 6= α. On peut se demander si l’on peut ame´liorer l’approximation dans le second cas
en profitant de l’orthogonalite´ des canaux. Malheureusement, dans la me´thode pre´ce´dente,
l’orthogonalite´ des canaux n’intervient que dans la dernie`re e´tape en ce qui concerne les
termes qui contiennent une re´solvante sur chaque facteur.
5.4 Terme dominant de σα : pre´ponde´rence de la diffusion e´lastique.
Pour de´terminer le terme dominant dans σα, on utilise les arguments de [RW] (voir aussi
[RT]). La diffe´rence essentielle re´side dans la pre´sence de l’ope´rateur Π. Mais le lemme 5.2.7
permet de s’en de´barrasser. D’autre part, on peut de´terminer quelle section efficace totale
produit ce terme dominant, a` savoir σαα, la section efficace totale de´crivant la diffusion
e´lastique.
Commenc¸ons par exiber un terme dominant pour σα, inde´pendant des troncatures. Ce
terme fait intervenir le potentiel inter-amas Ia. On pourra le comparer avec les termes
dominants a` haute e´nergie de´gage´s dans [W5].
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The´ore`me 5.4.1. On prend les meˆmes hypothe`ses que dans le the´ore`me 5.1.3. Uni-
forme´ment par rapport a` λ ∈ I et ω ∈ Sn−1, il existe 0 > 0 tel que :
σα(λ, ω;h) = 4C(h)h
1−n
∫
Πω
sin2
(
1
4hnα(λ)
∫
IR
I0a(u+ sω)ds
)
du+O(h(1+γ)(1−n)+0),
avec γ = 1
ρ−1 et I
0
a = Ia|y=0.
Remarque 5.4.2. On retrouve donc le terme dominant de [RW], a` un coefficient mul-
tiplicatif pre`s : C(h)h1−n. La de´pendance en h du potentiel inter-amas (qui n’existe pas
dans [RW]) est annule´e car on a :
I0a(x;h) = I
0
a(x; 0).
Il n’est pas clair que le terme annonce´ soit dominant. On conside`rera ce point juste apre`s
la preuve du the´ore`me.
De´monstration : D’apre`s les relations (5.2 ;3) et (5.2 ;4) et le lemme 5.2.7, on a :
σα(λ, ω;h) =
C(h)h−n
nα(λ)
∑
1≤j,k≤2
= < ih−1gj, f2k > +O(h1−n+γ(1−n)+0).
Il reste a` exiber un terme dominant dans σα(λ, ω;h) qui soit inde´pendant des troncatures.
Pour cela, on re´introduit les termes dont on s’e´tait se´pare´ dans la preuve du the´ore`me 5.1.3.
Avec les notations de la troisie`me e´tape du paragraphe 5.2, on replace θ1, χ1I
0
a et χ3I
0
a
dans le calcul :
Lemme 5.4.3. Si, pour j ∈ {1, 2}, on note :
g˜j(x) =
∫ +∞
0
fj(x− 2nα(λ)tω)e−ih−1
∫ t
0
I0a(x−2nα(λ)(t−s)ω)dsdt,
alors on a :∑
1≤j,k≤2
= < ih−1gj, f2k >= = < ih−1(g˜1 + g˜2), I0a > +O(h1+γ(1−n)+0),
uniforme´ment par rapport a` λ ∈ I et ω ∈ SIa.
De´monstration : voir l’annexe E.
On modifie maintenant les termes g˜1, g˜2 en re´introduisant les termes abandonne´s dans la
premie`re e´tape du paragraphe 5.2.
Lemme 5.4.4. On pose :
g?(x) =
∫ +∞
0
I0a(x− 2nα(λ)tω)e−ih
−1 ∫ t
0
I0a(x−2nα(λ)(t−s)ω)dsdt.
Il existe 0 > 0 tel que :
= < ih−1(g˜1 + g˜2), I0a >= = < ih−1g?, I0a > +O(h1+γ(1−n)+0),
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1.
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De´monstration : voir l’annexe E.
Il reste a` calculer la quantite´ = < ih−1g?, I0a >. Pour cela, notons que l’on a l’e´quivalent
pour I0a de la cinquie`me proprie´te´ de la proposition 5.2.4 :
2nα(λ)ω · ∇g? + ih−1I0ag? = I0a
ce qui implique que :
= < ih−1g?, I0a >= −=
∫
2nα(λ)ω · ∇g? dx
puisque I0a est a` valeurs re´elles. Si, maintenant on pose :
φ(x, t) = e−ih
−1 ∫ t
0
I0a(x−2nα(λ)(t−τ)ω)dτ ,
on a :
ih−1g?(x) = −
∫ +∞
0
∂φ
∂t
(x, t)dt
= 1− e−ih−1
∫ +∞
0
I0a(x−2nα(λ)(t−τ)ω)dτ
= 1− e− i2nα(λ)h
∫ s
−∞ I
0
a(xω+uω)du,
ou` l’on a pose´ x = xω+sω et effectue´ un changement de variable dans l’inte´grale. Comme
ω · ∇ est en fait une de´rivation en s, on obtient :
−2nα(λ)ω · ∇g? = −I0a(xω + sω)e−
i
2nα(λ)h
∫ s
−∞ I
0
a(xω+uω)du.
Par conse´quent, on a :
= < ih−1g?, I0a > = −=
∫
Hω
∫
IR
I0a(xω + sω)e
− i
2nα(λ)h
∫ s
−∞ I
0
a(xω+uω)dudsdxω
=
∫
Hω
∫
IR
I0a(xω + sω) sin
(
1
2nα(λ)h
∫ s
−∞
I0a(xω + uω)du
)
dsdxω
= 4nα(λ)h
∫
Hω
∫
IR
d
ds
(
sin2
(
1
4nα(λ)h
∫ s
−∞
I0a(xω + uω)du
))
dsdxω
= 4nα(λ)h
∫
Hω
sin2
(
1
4nα(λ)h
∫ +∞
−∞
I0a(xω + uω)du
)
dxω.
La preuve du the´ore`me 5.4.1 est termine´e.
Pourquoi ce terme est-il dominant en ge´ne´ral ? Remplac¸ons momentane´ment le potentiel
I0a par la fonction :
V(x) = |x|−ρΦ(x/|x|)(1− χ(x/))
pour  > 0, pour Φ ∈ C∞(Sn−1; IR) et pour une fonction paire χ ∈ C∞0 (IRn; IR) valant
1 pre`s de 0. On s’inspire de [Y]. Apre`s un passage en coordone´es sphe´riques sur Hω, le
terme : ∫
Hω
sin2
(
1
4nα(λ)h
∫ +∞
−∞
V(xω + uω)du
)
dxω
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s’e´crit :
a
∫
Sn−2
∫ +∞
0
sin2
(
c
h
∫ +∞
−∞
V(rφ+ uω)du
)
rn−2dr dφ.
En remplac¸ant V par V0(x) = |x|−ρΦ(x/|x|), ce terme a encore un sens et vaut :
a
′
hγ(1−n)
pi
(n− 1)Γ(γ(n− 1)) sin(piγ(n− 1)/2)
∫
Sn−2
|Ω(ω, φ)|γ(n−1)dφ, (5.4; 1)
ou` Γ de´signe la fonction “gamma” et ou` Ω est donne´e par :
Ω(ω, φ) =
∫ pi
0
Φ(ω cos θ + φ sin θ) sinρ−2 θdθ.
De plus, la diffe´rence de ces termes est majore´e par :
a
∫
Sn−2
∫
r≤d
2| sin(ψ0 − ψ) cos(ψ0 + ψ)(sin(2ψ0) + sin(2ψ))|rn−2dr dφ,
car la quantite´ :
ψ0 − ψ ≡ c
2h
∫ +∞
−∞
(V0 − V)(rφ+ uω)du
est nulle de`s que r est grand devant . Par conse´quent, cette diffe´rence est controˆle´e par
bn−1, qui tend vers 0 lorsque  tend vers 0. En conclusion, le terme conside´re´ est supe´rieur
a` la moitie´ du terme (5.4 ;1) pourvu que  soit assez petit. On voit que ce terme (5.4 ;1)
est re´ellement d’ordre hγ(1−n) pour Φ = 1 par exemple.
Revenons a` I0a . En prenant le meˆme potentiel V avec Φ = 1, on conside`re les interactions
suivantes : 
Vij = e
2V, si i ∈ A′1, j ∈ A′2,
Vij = −eZ1V, si i = 1, j ∈ A′2,
Vij = −eZ2V, si i ∈ A′1, j = 2,
V12 = Z1Z2V,
ou` les constantes e, Z1, Z2 sont strictement positives. D’apre`s la formule (1.1 ;2) et le fait
que I0a(x) = Ia(x, y)|y=0, on obtient :
I0a(x) = (e
2|A′1| · |A′2|+ Z1Z2 − e|A′2|Z1 − e|A′1|Z2)V(x)
soit :
I0a(x) = (N1 − Z1)(N2 − Z2)V(x)
avec Nj = e|A′j|, 1 ≤ j ≤ 2. Dans ces conditions, si l’un des amas est neutre (N1 = Z1
ou N2 = Z2), le potentiel I
0
a est nul ! mais si chaque amas ne l’est pas alors le terme
apparaissant dans ce the´ore`me 5.4.1 est re´ellement dominant.
A la fin du paragraphe 5.1, on a constate´ que la diffusion associe´e aux canaux “adiaba-
tiques” e´tait la plus importante. L’objet du the´ore`me 5.4.5 suivant est de montrer que,
parmi ces canaux “adiabatiques”, le canal de sortie α est pre´ponde´rent et que le terme
dominant de σα est produit par la diffusion e´lastique σαα. Dans le cas ou` le potentiel
inter-amas Ia ne de´pend pas du parame`tre semi-classique h, ce re´sultat est connu (cf.
[I2]). On reprend d’ailleurs la technique utilise´e dans [I2].
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The´ore`me 5.4.5. Sous les hypothe`ses du the´ore`me 5.1.3, il existe 0 > 0 tel que l’on ait,
uniforme´ment par rapport a` λ ∈ I et ω ∈ Sn−1 :
σα(λ, ω;h)− σαα(λ, ω;h) = O(h(1+γ)(1−n)+0).
On a toujours γ = 1
ρ−1 .
De´monstration : D’apre`s la preuve du the´ore`me 5.1.3, on a :
σα(λ, ω;h) =
C(h)h−n
nα(λ)
∑
1≤j,k≤2
= < ih−1gjeα, f2keα > +O(h(1+γ)(1−n)+0).
Pour obtenir l’estimation cherche´e, il suffit donc de prouver l’estimation suivante :
σαα(λ, ω;h) =
C(h)h−n
nα(λ)
∑
1≤j,k≤2
< < h−1gjeα, f2keα > +O(h(1+γ)(1−n)+0). (5.4; 2)
Pour cela, on reprend la de´marche suivie dans le paragraphe 5.3 et on utilise les arguments
de la preuve du the´ore`me 5.1.4.
D’apre`s les arguments utilise´s dans les preuves des lemmes 5.3.1, 5.3.2, 5.3.3, 5.3.4, 5.3.5,
on voit que l’on a :
Q1αα = = < R(λ+ i0)(f21 + f22)eα, χ2(f21 + f22)eα >
+ O(h1+γ(1−n)+0)
Q2αα =
1
2i
< B2R(λ+ i0)(f21 + f22)eα, R(λ+ i0)(f21 + f22)eα >
+ O(h1+γ(1−n)+0)
puisque Παeα = eα et que, cette fois, on n’a pas de diffe´rence de re´solvantes. On utilise
alors la proposition 5.2.5 et on obtient :
Q1αα = h
−1< < (g1 + g2), χ2(f21 + f22) >
+ O(h1+γ(1−n)+0)
Q2αα =
1
2i
< −4nα(λ)χχ4(∇χ · ω)(g1 + g2)eα, ih−1χ4(g1 + g2)eα >
+ O(h1+γ(1−n)+0)
= 2nα(λ)h
−1 < χ(∇χ · ω)(g1 + g2), (g1 + g2) >
+ O(h1+γ(1−n)+0)
car χ4 = 1 sur la couronne Cηγ donc sur le support de ∇χ. Or, on a, par inte´gration par
parties :
2nα(λ)h
−1 < χ(∇χ · ω)(g1 + g2), (g1 + g2) >
= 2nα(λ)h
−11
2
< (ω · ∇(χ2 − 1))(g1 + g2), (g1 + g2) >
= 2nα(λ)h
−11
2
< (1− χ2))(g1 + g2), ω · ∇(g1 + g2) >
= h−1< < (1− χ2))(g1 + g2), 2nα(λ)ω · ∇(g1 + g2) >
= h−1< < (1− χ2))(g1 + g2), (f21 + f22) >,
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d’apre`s la dernie`re proprie´te´ de la proposition 5.2.4 et le fait que le potentiel I0a est re´el.
On trouve donc :
Q1αα +Q
2
αα = h
−1< < (g1 + g2), (f21 + f22) > +O(h1+γ(1−n)+0)
ce qui donne l’estimation (5.4 ;2).
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A Annexe de la partie 1.
Ope´rateurs borne´s sur des espaces a` poids.
On se place ici sous les hypothe`ses du paragraphe 1.3. Comme dans le lemme 1 p. 170 de
[RS4] ou bien dans [Kar], on ve´rifie ici que les ope´rateurs ∂αy (P
a+i)−1∂βy , pour |α|+|β| ≤ 2,
sont borne´s sur les espaces a` poids :
L2δ(IR
nN
y ) ≡ L2(IRnNy ;< y >2δ dy),
pour δ ∈ IR. Sur les meˆme espaces, on ve´rifie aussi que les ope´rateurs ∂αy (Pe(x) + i)−1∂βy ,
pour |α| + |β| ≤ 2, sont uniforme´ment borne´s. De plus, on montre que les ope´rateurs
(PAD + i)−1 et ∇xΠ(PAD + i)−1 sont borne´s sur les espaces a` poids :
L2δ(IR
n
x;L
2(IRnNy )) ≡ L2(IRnx;L2(IRnNy );< x >2δ dx).
Posons P a0 = −12∆y + HE (avec les notations du paragraphe 1.1). Soient F,G des
ope´rateurs de multiplication (par une fonction) tels qu’ils soient (P a0 + G)-borne´s. Mon-
trons tout d’abord que, pour tout δ ∈ IR, les ope´rateurs F (P a0 +G+i)−1, ∂βy (P a0 +G+i)−1,
pour |β| ≤ 2, et ∂βy (P a0 + G + i)−1∂γy , pour |β| = |γ| = 1, sont borne´s de L2δ(IRnNy ) dans
lui-meˆme. Par dualite´, on peut se limiter au cas ou` δ ≥ 0.
Prenons 0 ≤ δ ≤ 1. En notant (P a0 +G+ i)−1 par R, on a :
< y >δ FR < y >−δ= FR + [< y >δ, FR] < y >−δ .
Le commutateur s’e´crit :
[< y >δ, FR] = F [< y >δ, R] = FR[P a0 , < y >
δ]R
puisque F et G commutent avec < y >δ. Enfin le commutateur [P a0 , < y >
δ] est de la
forme : ∑
|α|=1
Aα∂
α
y +B
ou` les ope´rateurs de multiplication Aα et B sont borne´s puisque l’on suppose 0 ≤ δ ≤ 1.
L’ope´rateur < y >δ FR < y >−δ est donc bien borne´. De plus, on peut e´crire :
< y >δ ∂βyR < y >
−δ= ∂βyR + ∂
β
y [< y >
δ, R]− (∂βy < y >δ)R < y >−δ .
On en de´duit que l’ope´rateur < y >δ ∂βy (P
a
0 + G + i)
−1 < y >−δ est aussi borne´. En
e´crivant maintenant :
< y >δ ∂βyR∂
γ
y < y >
−δ = −(∂βy < y >δ)R∂γy < y >−δ
+∂βyR[P
a
0 , < y >
δ]R∂γy < y >
−δ
−∂βyR(∂γy < y >δ) < y >−δ +∂βyR∂γy ,
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on voit, d’apre`s les arguments pre´ce´dents, que l’ope´rateur est borne´. Supposons que, pour
s ≤ n, les ope´rateurs < y >s FR < y >−s, < y >s ∂βyR < y >−s et < y >s ∂βyR∂γy < y >−s
soient borne´s. Prenons encore 0 ≤ δ ≤ 1. On a :
< y >n+δ FR < y >−n−δ=< y >n FR < y >−n + < y >n [< y >δ, FR] < y >−n−δ
avec :
< y >n [< y >δ, FR] < y >−n = < y >n FR[< y >δ, P a0 ]R < y >
−n
=
∑
|α|=1
< y >n FR < y >−n ·Aα· < y >n ∂αyR < y >−n
+ < y >n FR < y >−n ·B· < y >n ∂αyR < y >−n .
En utilisant l’hypothe`se de re´currence, on voit que l’ope´rateur est borne´. De meˆme, on
peut e´crire :
< y >n+δ ∂βyR < y >
−n−δ = < y >n ∂βy < y >
δ R < y >−n−δ
− < y >n (∂βy < y >δ)R < y >−n · < y >−δ
ou` le dernier terme est borne´. En commutant < y >δ et R, on voit que le premier terme
vaut :
< y >n ∂βyR < y >
−n +
∑
|α|=1
< y >n ∂βyR < y >
−n ·Aα· < y >n ∂αyR < y >−n · < y >−δ
+ < y >n ∂βyR < y >
−n ·B· < y >n ∂αyR < y >−n · < y >−δ .
Il est donc borne´. De manie`re analogue, les ope´rateurs < y >n+δ ∂βyR∂
γ
y < y >
−n−δ sont
borne´s. On a donc e´tabli le re´sultat par re´currence.
On prend successivement G = P a − P a0 et G = Pe(x) − P a0 . D’apre`s la preuve de la
proposition 1.3.1, le potentiel G ve´rifie les hypothe`ses pre´ce´dentes (uniforme´ment en x
dans le second cas). On obtient donc les re´sultats relatifs a` P a et a` Pe(x).
En ce qui concerne les re´sultats relatifs a` PAD, on reprend les arguments pre´ce´dents en
utilisant le fait que l’ope´rateur Π commutent avec les < x >δ et que l’on a :
[PAD, < x >δ] = Π[−h2∆x, < x >δ]Π.
Preuve de la proposition 1.2.1.
Comme la fonction (x, y) 7→ Ia(x, y) est borne´e, on en de´duit que Ia(x)(P a + i)−1 et
(Pe(x) + i)
−1 sont uniforme´ment borne´s par rapport a` x, puisque la distance de i aux
spectres des ope´rateurs auto-adjoints P a et Pe(x) est minore´e par 1. Il suffit donc de
ve´rifier que, lorsque |x| → ∞, Ia(x)(P a+ i)−1 converge fortement vers 0 c’est-a`-dire que :
lim
|x|→∞
Ia(x)(P
a + i)−1φ = 0,
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pour φ ∈ S. Soit ψ = (P a+ i)−1φ. Le potentiel inter-amas Ia est compose´ de potentiel de
la forme V (x + L(y)), ou` L ∈ L(IRnN ; IRn) et V ve´rifie (Dρ), pour un re´el ρ > 0. On a,
d’apre`s (Dρ) :
|V (x− L(y))ψ(y)| ≤ C < x− L(y) >−ρ |ψ(y)| ≤ C < x >−ρ< L(y) >ρ |ψ(y)|.
Comme (P a+i)−1 est borne´ sur tous les espaces a` poids L2s(IR
nN) ≡ L2(IRnN , < y >2s dy)
et φ appartient a` S, la fonction < L(y) >ρ ψ(y) est dans L2(IRnNy ). Le the´ore`me de
convergence domine´e donne la conclusion annonce´e.
Preuve du lemme 1.2.7.
Soient (φj)1≤j≤m une base orthonorme´e de ImΠ0 dans L2(IRnNy ) et (ψp)p une suite conver-
geant faiblement vers 0 dans L2(IRn(N+1)x,y ). On a :
Π0ψp(x, y) =
m∑
j=1
< φj, ψp(x, ·) >y φj(y)
et :
< x >−µ (−∆x+i)−1 < φj, ψp(x, ·) >y φj(y) = φj(y) < x >−µ (−∆x+i)−1 < φj, ψp(x, ·) >y .
Comme φj ∈ L2(IRnNy ), la suite (< φj, ψp(x, ·) >y)n tend faiblement vers 0 dans L2(IRnx) et
comme < x >−µ (−∆x+i)−1 est un ope´rateur compact sur cet espace, on a la convergence
vers 0 de < x >−µ (−∆x + i)−1Π0ψp pour la norme de L2(IRn(N+1)x,y ). Ainsi < x >−µ
(−∆x + i)−1Π0 est un ope´rateur compact sur L2(IRn(N+1)x,y ).
Le meˆme raisonnement s’applique a` l’ope´rateur < x >−µ ∇x(−∆x + i)−1Π0. Conside´rons
maintenant l’ope´rateur < x >−µ (−∆x + i)−1Π. On pose pour |x| grand :
φj(x) = Π(x)φj.
Comme on a :
< φj(x), φk(x) > = < Π(x)φj, φk >
= δjk+ < (Π(x)− Π0)Π0φj, φk >
= δjk +O(< x >
−ρ)
d’apre`s la proposition 1.2.4, la famille (φj(x))1≤j≤m est une base de ImΠ(x) pour |x| ≥ R,
R assez grand. Notons par (φ˜j(x))1≤j≤m la base duale. Soit χ ∈ C∞(IRn) a` support dans
{|x| > R} et valant 1 au voisinage de l’infini. On a donc :
< x >−µ (−∆x + i)−1Πχψp = χ(x)φj(x)
m∑
j=1
< x >−µ (−∆x + i)−1 < φ˜j(x), ψn(x, ·) >y
+
m∑
j=1
< x >−µ (−∆x + i)−1[−∆x, χ(x)φj(x)](−∆x + i)−1 < φ˜j(x), ψp(x, ·) >y
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ou` le commutateur s’e´crit ∇x · O(< x >−ρ) + O(< x >−ρ), d’apre`s la proposition 1.2.4.
D’apre`s l’hypothe`se sur les ψp, la suite (< φ˜j(x), ψp(x, ·) >y)n tend faiblement vers 0 dans
L2(IRnx) et comme l’ope´rateur < x >
−ρ (−∆x+i)−1 est compact, on a donc la convergence
vers 0 en norme de (< x >−µ (−∆x + i)−1Πχψp)p.
D’apre`s la proposition 1.2.3, on peut reprendre ces arguments au voisinage de chaque
point. Graˆce a` une partition finie de l’unite´, on en de´duit que l’ope´rateur < x >−µ
(−∆x + i)−1Π est compact. Une preuve analogue donne la compacite´ de : < x >−µ
∇x(−∆x + i)−1Π.
Comme l’ope´rateur < x >−µ Π(−∆x + i)−1 est l’adjoint de l’ope´rateur (−∆x + i)−1 <
x >−µ Π, on voit, en commutant (−∆x + i)−1 et < x >−µ, que < x >−µ Π(−∆x + i)−1
est aussi compact. De meˆme, l’ope´rateur < x >−µ Π∇x(−∆x + i)−1 est compact.
Preuve du lemme 1.2.11.
On note par PAD0 l’ope´rateur Π(−∆x)Π. La diffe´rence :
Π(PAD0 + i)
−1Π− Π(−∆x + i)−1Π
s’e´crit :
= Π(PAD0 + i)
−1Π[∆x,Π](−∆x + i)−1Π,
= 2Π(PAD0 + i)
−1Π(∇xΠ) < x >ρ · < x >−ρ ∇x(−∆x + i)−1Π
+Π(PAD0 + i)
−1Π(∆xΠ) < x >ρ < x >−ρ (−∆x + i)−1Π.
D’apre`s le lemme 1.2.7, on en de´duit que les ope´rateurs :
< x >−µ Π(PAD0 + i)
−1, < x >−µ ∇xΠ(PAD0 + i)−1
sont compacts et, comme PAD − PAD0 est PAD−borne´, les deux premiers ope´rateurs le
sont aussi.
D’apre`s les relations suivantes :{
< x >−ρ Π(P + i)−1 = < x >−ρ Π(PAD +QAD + i)−1(I − V (P + i)−1),
< x >−ρ ∇xΠ(P + i)−1 = < x >−ρ ∇xΠ(PAD +QAD + i)−1(I − V (P + i)−1),
(V est P−borne´) et le fait que Π(PAD+QAD+ i)−1 = Π(PAD+ i)−1, on voit que les deux
autres le sont e´galement.
Preuve de la proposition 1.3.2.
On de´taille cette preuve. On montre tout d’abord que l’application IRn 3 k 7→ V (x+ k−
L(·))(Pe(x) + i)−1 est continue.
Posons y = (y1, yˆ) avec y1 ∈ IRn. On peut e´crire :
V (x+ k − L(y)) = Tk,yˆV (y1)T−1k,yˆ
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ou` la transformation Tk,yˆ est de´finie par :
Tk,yˆφ(y1) = φ(x+ k − L(y))
pour φ ∈ L2(IRn). Ainsi, on a :
V (x+ k − L(y))(−∆y1 + i)−1 = CTk,yˆV (y1)(−∆y1 + i)−1T−1k,yˆ
ou` la constante C est inde´pendante de k et de yˆ. Comme le potentiel V est ∆-compact,
comme l’application k 7→ Tk,yˆ est uniforme´ment borne´e et fortement continue, on en
de´duit que l’application k 7→ V (x + k − L(y))(−∆y1 + i)−1 est continue en norme. De
plus, comme les ope´rateurs Tk,yˆ sont uniforme´ment borne´s en yˆ, on a, pour toute fonction
f ∈ L2(IRnNy ) :∫ (∫
|[V (x+ k − L(y))− V (x− L(y))](−∆y1 + i)−1f |2dy1
)
dyˆ
≤ C
∫ (∫
|f |2dy1
)
dyˆ = C||f ||2.
On en de´duit donc la continuite´ en norme d’ope´rateur sur L2(IRnNy ) de l’application
k 7→ V (x+ k − L(·))(Pe(x) + i)−1.
Graˆce a` un argument d’interpolation, on montre que l’application :
IRn 3 k 7→ (|Pe(x)|+ 1)−1/2V (x+ k − L(·))(|Pe(x)|+ 1)−1/2
est aussi continue.
Montrons maintenant que l’application x 7→ (Pe(x) + i)−1 est de classe C1. Soit k ∈ IRn,
on e´tudie la de´rivabilite´ dans la direction k. La diffe´rence :
(Pe(x+ tk) + i)
−1 − (Pe(x) + i)−1
(t ∈ IR) fait intervenir les diffe´rences suivantes :
V (x+ tk − L(y))− V (x− L(y)) = t(k · ∇V )(x+ θk − L(y))
avec |θ| ≤ |t|. Or, on peut e´crire, y p.p. :
(∇V )(x− L(y)) = [M∇y1 , V (x− L(y))]
ou` la matrice M est construite a` partir de l’application L et est inde´pendante de x et de
y. D’apre`s les proprie´te´s de continuite´ pre´ce´dentes, on voit que la de´rive´e directionnelle
existe et est donne´e par :
d
dt
(Pe(x+ tk) + i)
−1|t=0 =
∑
(Pe(x) + i)
−1[k ·M∇y1 , V (x− L(y))](Pe(x) + i)−1,
la somme portant sur les potentiels constituant Ia. De plus, on voit que les applications
x 7→ (Pe(x) + i)−1(k ·M∇y1) et x 7→ V (x− L(y))(Pe(x) + i)−1 sont continues.
Pour montrer que l’application x 7→ (Pe(x)+ i)−1 est de classe C2, on proce`de de la meˆme
fac¸on en utilisant les continuite´s pre´ce´dentes.
Avec des calculs plus fastidieux encore, on peut ve´rifier en suivant la meˆme de´marche les
re´sultats de la remarque 1.3.3.
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B Annexe de la partie 2.
Preuve de la proposition 2.1.1.
Soient φ, ψ ∈ D(PAD) ∪ D(AAD). On a :
< ψ, i[PAD, AAD]φ > = < PADΠψ, iAADΠφ > + < iAADΠψ, PADΠφ >,
= < Π(−∆x)Πψ, iAADΠφ > + < iAADΠψ,Π(−∆x)Πφ >
+ < ΠPeΠψ, iA
ADΠφ > + < iAADΠψ,ΠPeΠφ >
puisque, d’apre`s la proposition 1.2.4 et le lemme 1.2.11, ΠPeΠ est P
AD−borne´ de borne
relative 0 et donc que D(PAD) = D(Π(−∆x)Π). D’apre`s le corollaire 1.2.10, on peut
transformer l’expression pre´ce´dente :
< ψ, i[PAD, AAD]φ > = < (−∆x)Πψ, iAΠφ > + < iAΠψ, (−∆x)Πφ >
+ < (−∆x)Πψ, i[Π, A]Πφ > + < i[Π, A]Πψ, (−∆x)Πφ >
+ < ΠPeΠψ, iAΠφ > + < iAΠψ,ΠPeΠφ >
ou` i[A,Π] = x · (∇xΠ), ΠIaΠ sont des ope´rateurs borne´s (cf. proposition 1.2.4). De plus,
ΠP aΠ = ΠPeΠ− ΠIaΠ est aussi borne´.
Sur D(A) ∩ D(−∆x), la forme i[−∆x, A] est repre´sente´e par −2∆x donc on a :
< (−∆x)Πψ, iAΠφ > + < iAΠψ, (−∆x)Πφ >=< ψ, 2Π(−∆x)Πφ > .
D’autre part, on a, au sens des distributions :{
AΠP aΠφ− ΠP aΠAΠφ = [A,Π]P aΠφ+Π[A,P a]Πφ+ΠP a[A,Π]Πφ ∈ L2(IRn(N+1)x,y ),
iAΠIaΠφ− ΠIaΠiAΠφ = i[A,Π]IaΠφ+Πi[A, Ia]Πφ+ΠIa[Π, A]Πφ ∈ L2(IRn(N+1)x,y ),
avec :
[A,P a] = 0, i[A, Ia] = x · (∇xIa), i[A,Π] = x · (∇xΠ).
On en de´duit que :
< ΠPeΠψ, iAΠφ > + < iAΠψ,ΠPeΠφ > = − < ψ,ΠPex · (∇xΠ)Πφ >
− < ψ,Πx · (∇xΠ)PeΠφ >
− < ψ,Πx · (∇xIa)Πφ >,
= − < ψ, x · (∇xIa)φ >
car Π(∇xΠ)Π = 0 (cf. remarque 1.2.6). Enfin, d’apre`s la proposition 1.2.4,−∆xΠ[A,Π]Πφ ∈
L2(IRn(N+1)x,y ). On a donc :
< ψ, i[PAD, AAD]φ > = < ψ, 2Π(−∆x)Πφ > − < ψ,Π(−∆x)x · (∇xΠ)Πφ >
− < ψ,Πx · (∇xΠ)(−∆x)Πφ > − < ψ,Πx · (∇xIa)Πφ > .
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D’apre`s la proposition 1.2.4, Πx · (∇xIa) < x >ρ est borne´, donc, graˆce au lemme 1.2.11,
Πx · (∇xIa)Π est PAD−compact. D’autre part, l’ope´rateur Πx · (∇xΠ)(−∆x)Π s’e´crit :
Πx · (∇xΠ)Πˆ(Π(−∆x) + 2(∇xΠ) · ∇x + (∆xΠ))Π
= 2Π(x · (∇xΠ))(∇xΠ) < x >ρ · < x >−ρ ∇xΠ+Π(x · (∇xΠ))(∆xΠ) < x >ρ < x >−ρ Π
(on a utilise´ la remarque 1.2.6). Il est donc PAD−compact. Par conse´quent, l’ope´rateur
syme´trique Π(−∆x)Π−Π(−∆x)(x · (∇xΠ))Π−Π(x · (∇xΠ))(−∆x)Π−Πx · (∇xIa)Π est
auto-adjoint sur D(Π(−∆x)Π) = D(PAD) et est borne´ infe´rieurement. On en de´duit que la
forme conside´re´e est borne´e infe´rieurement et est fermable, queD(PAD) ⊂ D(i[PAD, AAD]◦)
et que l’on a la relation (2.1 ;2).
Preuve du corollaire 2.1.3.
Soient φ, ψ ∈ S, on a :
< ψ,AAD(PAD − z)−1(AAD − z)−1φ >
=< ψ, (PAD−z)−1AAD(AAD−z)−1φ > + < ψ, (PAD−z)−1[PAD, AAD](PAD−z)−1(AAD−z)−1φ > .
D’apre`s la proposition 2.1.1, l’ope´rateur ferme´ AAD(PAD − z)−1(AAD − z)−1 est borne´
donc on a : (PAD − z)−1D(AAD) ⊂ D(AAD).
Pour λ 6= 0, on peut e´crire :
(AAD + iλ)−1(PAD + i)−1 − (PAD + i)−1(AAD + iλ)−1
= (AAD + iλ)−1
(
(PAD + i)−1AAD − AAD(PAD + i)−1
)
(AAD + iλ)−1
= (AAD + iλ)−1(PAD + i)−1[PAD, AAD]◦(PAD + i)−1(AAD + iλ)−1.
Toujours d’apre`s la proposition 2.1.1, [PAD, AAD]◦(PAD + i)−1 est borne´ donc, pour |λ|
assez grand, l’ope´rateur borne´ :
B(λ) = [PAD, AAD]◦(PAD + i)−1(AAD + iλ)−1
est de norme < 1. On a donc :
(AAD + iλ)−1(PAD + i)−1 = (PAD + i)−1(AAD + iλ)−1(1−B(λ))−1
d’ou` l’on de´duit que : (AAD + iλ)−1D(PAD) ⊂ D(PAD). De plus, pour |λ| assez grand,
(1−B(λ))−1 est uniforme´ment borne´ en λ et on a la convergence forte :
iλ(AAD + iλ)−1 → 1,
|λ| → ∞
ce qui implique la convergence forte souhaite´e.
Un argument de la preuve du the´ore`me 2.1.6.
On va ve´rifier que, pour s ∈ [0, 1], l’ope´rateur < AAD >s (PAD + i)−1 < x >−s est borne´.
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On proce`de par interpolation (cf. [RS1]). Soient φ, ψ ∈ S(IRnx;L2(IRnNy )). La fonction :
CI 3 s 7→ f(s) =<< AAD >s (PAD + i)−1 < x >−s φ, ψ >
est analytique sur {s ∈ CI; 0 < <(s) < 1} et continue borne´e sur {s ∈ CI; 0 ≤ <(s) ≤ 1} (on
a utilise´ le fait que < x >−s et (PAD+i)−1 conserve le domaine de AAD, cf. corollaire 2.1.3).
Ensuite, la fonction f est uniforme´ment borne´e sur {s ∈ CI; <(s) = 0} par c0||φ|| · ||ψ||.
Sur {s ∈ CI; <(s) = 1}, elle est aussi uniforme´ment borne´e par c1||φ|| · ||ψ|| car l’ope´rateur
AAD(PAD + i)−1 < x >−1 est borne´. Ce dernier point re´sulte des arguments utilise´s dans
l’annexe A. Par le the´ore`me des trois lignes d’Hadamard, on en de´duit qu’il existe une
constante C > 0 telle que, pour tout s avec 0 ≤ <(s) ≤ 1, on ait :
| << AAD >s (PAD + i)−1 < x >−s φ, ψ > | ≤ C||φ|| · ||ψ||.
Par densite´, on a donc le re´sultat.
Preuve de la proposition 2.3.6.
Il reste a` montrer l’inclusion :
σ(PAD0 ) ⊂ {0} ∪ [E0; +∞[.
Soit χ ∈ C∞0 (IR\{0}). Comme ImΠˆ ⊂ KerPAD0 (le noyau de PAD0 ), on a : χ(PAD0 )Πˆ = 0.
Pour toute fonction φ ∈ L2(IRn(N+1)x,y ) et λ ∈ IR, on peut e´crire :
χ(PAD0 )(P
AD
0 − λ)φ = (PAD0 − λ)χ(PAD0 )Πφ = Π(−h2∆x + E0 − λ)Πχ(PAD0 )φ.
Donc, si λ < E0, on a :
< (PAD0 − λ)χ(PAD0 )φ, χ(PAD0 )φ >≥
E0 − λ
2
||χ(PAD0 )φ||2. (B; 1)
Si λ ∈ σ(PAD0 ) avec λ < E0 alors, par le “petit” the´ore`me de Weyl (cf [RS1]), il existe
une suite (φn) d’e´tats normalise´s, avec φn ∈ D(PAD0 ), telle que ||(PAD0 − λ)φn|| tendent
vers 0 quand n→∞. Bien suˆr, on a aussi ||χ(PAD0 )(PAD0 − λ)φn|| → 0 et, d’apre`s (B ;1),
||χ(PAD0 )φn|| → 0.
D’autre part, si l’on conside`re une fonction θ ∈ C∞0 (IR) qui vaut 1 pre`s de λ, on a cette
fois la convergence : ||(1 − θ)(PAD0 )φn|| → 0 (cf. la preuve du “petit” the´ore`me de Weyl
dans [RS1]).
Ces deux convergences vers 0 ne sont compatibles que si λ = 0. Ceci prouve que l’on a
σ(PAD0 ) ⊂ {0} ∪ [E0; +∞[.
C Annexe de la partie 3.
Preuve du lemme 3.2.1.
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Prenons un re´el δ tel que 0 < δ < d(0, suppuˆ), la distance de 0 au support de uˆ, la
transforme´e de Fourier de u. On a l’estimation suivante :
||1I{|x|>δ|t|} < x >−µ e−it(−∆x)u|| ≤ C < t >−µ ||u||
ou` le majorant est inte´grable car µ > 1. On e´crit maintenant :
(e−it(−∆x)u)(x) = (2pi)−n
∫
eix·ξe−it|ξ|
2
uˆ(ξ)dξ.
Pour |x| < δ|t| et δ assez petit, la phase φ(ξ) = x · ξ − t|ξ|2 est non stationnaire sur
le support de uˆ. De plus, il existe une constante d > 0 telle que, pour tout x dans
{x; |x| < δ|t|} et tout ξ ∈ suppuˆ, on ait :
< x− 2tξ >≥ d < t > .
Comme uˆ ∈ S, on obtient, apre`s deux inte´grations par parties :
|(e−it(−∆x)u)(x)| ≤ C < t >−2,
uniforme´ment pour |x| < δ|t|. Comme µ ≥ 0, on en de´duit que :
||1I{|x|<δ|t|} < x >−µ e−it(−∆x)u|| ≤ C < t >−2
(∫
|x|<δ|t|
dx
)1/2
≤ D < t >−3/2 .
Preuve de la proposition 3.2.2.
La premie`re assertion est donne´e par le lemme 3.2.1 puisque hωaR gωa ∈ S(Xa) et que sa
transforme´e de Fourier est supporte´e en dehors de 0. D’autre part, on a :
e−it(−∆a)hωaR gωa = e
−it(−∆r)gωae
−it(−∆
x
′
a
)
hωaR
d’apre`s la de´composition pre´ce´dente. En utilisant la transformation de Fourier, on voit
que :
e
−it(−∆
x
′
a
)
hωaR → 1
quand R→∞, dans L2−δ(Hωa) pour tout δ > n−12 . Par de´finition, on a pose´ :
L2−δ(Hωa) ≡ L2(Hωa ;< x
′
a >
−2δ dx
′
a).
Si µ > n+1
2
, on peut trouver un δ > n−1
2
tel que µ− δ > 1. On a donc :
< r >−µ+δ e−it(−∆r)gωa ∈ L2(IRωa)
et on a dans L2(Xa) :
lim
R→∞
< xa >
−µ e−it(−∆a)hωaR gωa =< xa >
−µ e−it(−∆r)gωa .
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De plus, en appliquant le lemme 3.2.1 a` la fonction :
t 7→< r >−µ+δ e−it(−∆r)gωa ,
on voit que celle-ci est inte´grable. On en de´duit donc la dernie`re assertion.
Preuve de la proposition 3.3.6.
D’apre`s la remarque 3.3.4, on a, pour z ∈ CI \ IR :
(P − z)χeα = (−h2∆x)χeα + χ(P a + Ia − z)eα
= [−h2∆x, χ]eα + χ(P − λ)eα + χ(λ− z)eα
= [−h2∆x, χ]eα + χIaeα + χ(λ− z)eα
et :
(PAD − z)χeα = Π(−h2∆x)χΠeα + χ(ΠPeΠ− z)eα
= Π[−h2∆x, χ]Πeα + χ(PAD − λ)eα + χ(λ− z)eα
= Π[−h2∆x, χ]Πeα + χV ADeα + χ(λ− z)eα.
En appliquant R(z;h)(respectivement RAD(z;h)) avec <(z) = λ et en faisant =(z)→ 0±,
on obtient les deux premie`res e´galite´s.
Comme χ, θ et Ia sont a` valeurs re´elles, on a, d’apre`s ce qui pre´ce`de :
= < R(λ± i0;h)χIaeα, θIaeα > += < R(λ± i0;h)θIaeα, χIaeα >
= = < R(λ± i0;h)[χ,−h2∆x]eα, θIaeα > += < R(λ± i0;h)[θ,−h2∆x]eα, χIaeα >
= = < [χ,−h2∆x]eα, θeα > += < R(λ± i0;h)[χ,−h2∆x]eα, [θ,−h2∆x]eα >
+= < [θ,−h2∆x]eα, χeα > += < R(λ± i0;h)[θ,−h2∆x]eα, [χ,−h2∆x]eα > .
En e´crivant [χ,−h2∆x]eα = h2∆xχeα + 2inα(λ)h(∇χ) · ωeα, on voit que :
= < [χ,−h2∆x]eα, θeα > += < [θ,−h2∆x]eα, χeα >
= 2nα(λ)h(< < (∇χ) · ωeα, θeα > +< < (∇θ) · ωeα, χeα >) = 0,
graˆce a` une inte´gration par parties. On a donc la troisie`me e´galite´.
Pour prouver la dernie`re, on utilise la deuxie`me e´galite´ et on a :
= < RAD(λ± i0;h)χV ADeα, θV ADeα > += < RAD(λ± i0;h)θV ADeα, χV ADeα >
= = < χeα, θV ADeα > += < ΠRAD(λ± i0;h)[χ,−h2∆x]Πeα, θV ADeα >
+= < θeα, χV ADeα > += < ΠRAD(λ± i0;h)[θ,−h2∆x]Πeα, χV ADeα >
= = < Πχeα, θ(−h2∆x)Πeα > += < ΠRAD(λ± i0;h)[χ,−h2∆x]Πeα, θV ADeα >
+= < Πθeα, χ(−h2∆x)Πeα > += < ΠRAD(λ± i0;h)[θ,−h2∆x]Πeα, χV ADeα >
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puisque V ADeα = (Π(−h2∆x)Π+ΠPe− λ)eα et que la contribution de ΠPe− λ est nulle.
De nouveau graˆce a` cette deuxie`me e´galite´, la quantite´ cherche´e vaut :
= = < Πχeα, θ(−h2∆x)Πeα > += < [χ,−h2∆x]Πeα, θΠeα >
+= < ΠRAD(λ± i0;h)[χ,−h2∆x]Πeα, [θ,−h2∆x]Πeα >
+= < Πθeα, χ(−h2∆x)Πeα > += < [θ,−h2∆x]Πeα, χΠeα >
+= < ΠRAD(λ± i0;h)[θ,−h2∆x]Πeα, [χ,−h2∆x]Πeα >
Il reste a` voir que la somme des premier, deuxie`me, quatrie`me et cinquie`me termes est
nulle. Cette somme est :
= < (−h2∆x)χΠeα, θΠeα > += < Πχeα, [θ,−h2∆x]Πeα > += < Π[χ,−h2∆x]Πeα, θΠeα >
+= < (−h2∆x)θΠeα, χΠeα > += < Πθeα, [χ,−h2∆x]Πeα > += < Π[θ,−h2∆x]Πeα, χΠeα >
et vaut :
2=(< < (−h2∆x)χΠeα, θΠeα >) + 2=(< < Πχeα, [θ,−h2∆x]Πeα >)
+2=(< < Π[χ,−h2∆x]Πeα, θΠeα >) = 0.
D Annexe de la partie 4.
Preuve du lemme 4.1.1.
Prenons x ∈ IRn, z ∈ Γ(x) (respectivement z ∈ Γ(∞)) lorsqu’il s’agit de Pe(·;h) (respec-
tivement P a(h)). En calculant sur l’espace de Schwartz, on a :
es<y>(P a(h)− z)e−s<y>(P a(h)− z)−1 = I + es<y>[P a(h), e−s<y>](P a(h)− z)−1
et :
es<y>(Pe(x;h)− z)e−s<y>(Pe(x;h)− z)−1 = I + es<y>[Pe(x;h), e−s<y>](Pe(x;h)− z)−1.
Or, on a :
[Pe(x;h), e
−s<y>] = [P a(h), e−s<y>] = [−∆y +HE, e−s<y>]
= e−s<y>(A(y) · ∇y +B(y))
avec ||A(y)||+ ||B(y)|| = O(s), uniforme´ment h. Ainsi, les ope´rateurs :
es<y>[P a(h), e−s<y>](P a(h)− z)−1 et es<y>[Pe(x;h), e−s<y>](Pe(x;h)− z)−1
sont borne´s sur L2(IRnNy ) et ve´rifient :
||es<y>[P a(h), e−s<y>](P a(h)− z)−1|| = O(s),
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uniforme´ment en h et z ∈ Γ(∞), et :
||es<y>[Pe(x;h), e−s<y>](Pe(x;h)− z)−1|| = O(s),
uniforme´ment en h, x ∈ IRn et z ∈ Γ(x). Par conse´quent, les ope´rateurs :
es<y>(P a(h)− z)e−s<y>(P a(h)− z)−1 et es<y>(Pe(x;h)− z)e−s<y>(Pe(x;h)− z)−1
sont borne´s, inversibles pour s assez petit et leurs inverses respectifs U0(z;h) et U(x, z;h)
sont uniforme´ment borne´s en h et z ∈ Γ(∞), respectivement en h, x ∈ IRn et z ∈ Γ(x).
Comme on a :
e−s<y>Π0(h)es<y> =
1
2ipi
∫
|z−E0|=δ/2
(z − P a(h))−1U0(z;h)dz
et :
e−s<y>Π(x;h)es<y> =
1
2ipi
∫
Γ(x)
(z − Pe(x;h))−1U(x, z;h)dz,
e−s<y>Π0(h)es<y> est uniforme´ment borne´ en h, l’application x 7→ e−s<y>Π(x;h)es<y> ∈
L(L2(IRnNy )) est bien de´finie et est uniforme´ment borne´e en x et h.
Preuve de la proposition 4.1.2.
Commenc¸ons par e´tablir l’estimation (4.1 ;8) :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||(∂αx Ia)(x;h)Π0(h)|| ≤ Dα < x >−ρ−|α|
uniforme´ment pour h assez petit. Notons tout d’abord que, si ψ ∈ L2(IRnNy ), on a, d’apre`s
(4.1 ;1), (4.1 ;2) et (4.1 ;3), la relation (4.1 ;9) suivante :
||Π0(h)− Π0(0)|| = O(h2)
et donc :
||(1− Π0(0))Π0(h)(∂αx Ia)(x;h)ψ|| ≤
1
2
||Π0(h)(∂αx Ia)(x;h)ψ||
pour h assez petit. On est donc ramene´ a` estimer la norme de Π0(0)Π0(h)(∂
α
x Ia)(x;h).
Conside´rons (φj)1≤j≤m une base orthonorme´e de ImΠ0(0). La quantite´ (∂αx Ia)(x;h) est
constitue´ de potentiels du type :
(∂αV )(x+ Lh(y) + L(y))
ou` Lh, L ∈ L(IRnN ; IRn) avec ||Lh|| = O(h2), L inde´pendant de h et V ve´rifiant (Dρ). Si
φj(h) = Π0(h)φj, on a donc :
|(∂αV )(x+ Lh(y) + L(y))φj(h)(y)| ≤ C < x+ Lh(y) + L(y) >−ρ−|α| |φj(h)(y)|
≤ C ′ < x >−ρ−|α|< Lh(y) + L(y) >ρ+|α| |φj(h)(y)|
≤ C ′′ < x >−ρ−|α|< L(y) >ρ+|α| |φj(h)(y)|.
Graˆce a` la de´croissance exponentielle des φj (cf. (1.2 ;1)) et au lemme 4.1.1, on obtient
l’estimation cherche´e.
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On montre maintenant l’estimation (4.1 ;10) suivante :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||∂αx (Π(x;h)− Π0(h))Π0(h)|| ≤ Dα < x >−ρ−|α|
uniforme´ment pour h assez petit.
Pour < x >≤ R1, il suffit de ve´rifier que ||∂αxΠ(x;h)|| est uniforme´ment borne´ en x et h.
Comme l’application x 7→ Pe(x;h) est continue en norme des re´solvantes, uniforme´ment
en h, Π(x;h) est donne´, au voisinage de chaque point x0, par l’expression (4.1 ;5), ou` Γ(x)
est remplace´ par Γ(x0). Le re´sultat de´coule maintenant du fait que la distance du spectre
de Pe(x;h) a` Γ(x0) est minore´e, sur ce voisinage, par une quantite´ strictement positive et
inde´pendante de x et h, et d’un argument de compacite´.
Pour < x >≥ R1, Γ(x) est donne´ par (4.1 ;2) si bien que l’on a :
Π(x;h)− Π0(h) = 1
2ipi
∫
|z−E0|=δ/2
(z − Pe(x;h))−1Ia(x;h)(z − P a(h))−1dz.
D’apre`s l’hypothe`se (Dρ), on peut utiliser la formule de Leibnitz :
∂αx [(z−Pe(x;h))−1Ia(x;h)(z−P a(h))−1] =
∑
β≤α
Cβα∂
β
x [(z−Pe(x;h))−1]∂α−βx [Ia(x;h)(z−P a(h))−1].
La contribution de Ia est de´termine´e par la proprie´te´ :
∀α ∈ IN n, ∀x ∈ IRn, ∂αx (Ia(x;h)(z − P a(h))−1)Π0(h) = (∂αx I±a )(x;h)(z − P a(h))−1Π0(h)
ou` I±a (x;h) est obtenu a` partir de Ia(x;h) en remplac¸ant les V2j par ±V2j, pour j ∈ A′1,
suivant la parite´ de |α|. Puisque l’on a obtenu l’estimation (4.1 ;8) en traitant se´pare´ment
les termes constituant Ia, cette contribution est en O(< x >
−ρ−|α|+|β|), uniforme´ment en
z et h, pour |z − E0| = δ/2. Comme la re´solvante (z − Pe(x;h))−1 est borne´e par une
constante, uniforme en z, x et h, pour |z − E0| = δ/2, les termes constituant ∂βx (z −
Pe(x;h))
−1 sont au moins O(< x >−ρ−|β|) avec la meˆme uniformite´, sauf pour β = 0 ou`
le terme est uniforme´ment borne´. On en de´duit donc l’estimation (4.1 ;10).
Pour prouver (4.1 ;6), on peut se limiter, comme pour l’estimation (4.1 ;10), au cas ou` |x|
est grand. On e´tablit d’abord :
lim
|x|→∞
sup
h∈[0,hδ ]
||Π(x;h)− Π0(h)|| = 0.
C’est la` qu’intervient l’hypothe`se de stabilite´ faite sur les ej(h) (cf.(Hδ)
′′
). On reprend les
arguments de [K] en suivant la de´pendance en h.
Soient (φj(h))1≤j≤m une base orthonorme´e de ImΠ0(h). Posons φj(x;h) = Π(x;h)φj(h).
On a :
< φj(x;h), φk(x;h) > = < Π(x;h)φj(h), φk(h) >
= δjk+ < (Π(x;h)− Π0(h))Π0(h)φj(h), φk(h) >
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D’apre`s (4.1 ;10), le dernier terme est un O(< x >−ρ), uniforme´ment en h. Soit R2 ≥
R1 tel que les φj(x;h) forment une base de ImΠ(x;h) pour < x >≥ R2. On note par
(φ˜j(x;h))1≥j≥m la base duale. On a donc, pour < x >≥ R2 :
Π(x;h)− Π0(h) =
m∑
j=1
< φ˜j(x;h), · > φj(x;h)−
m∑
j=1
< φj(h), · > φj(h)
=
m∑
j=1
< φ˜j(x;h)− φj(h), · > φj(x;h) +
m∑
j=1
< φj(h), · > (φj(x;h)− φj(h))
Comme :
||φj(x;h)− φj(h)||+ ||φ˜j(x;h)− φj(x;h)|| = O(< x >−ρ),
on a :
||Π(x;h)− Π0(h)|| = O(< x >−ρ),
pour < x >≥ R2, uniforme´ment en h, c’est-a`-dire (4.1 ;6) pour |α| = 0. Soit R3 ≥ R2 tel
que l’on ait l’estimation (4.1 ;11) :
||Π(x;h)− Π0(h)|| ≤ 1/2,
pour < x >≥ R3, uniforme´ment en h.
On montre (4.1 ;6) par re´currence sur |α|. Supposons que l’on ait cette estimation pour
|α| < p. Prenons α ∈ IN n avec |α| = p.
D’apre`s la relation :
Π(x;h)− Π0(h) = (Π(x;h)− Π0(h))2 − 2Π0(h) + Π(x;h)Π0(h) + Π0(h)Π(x;h)
= (Π(x;h)− Π0(h))2 + (Π(x;h)− Π0(h))Π0(h) + Π0(h)(Π(x;h)− Π0(h)),
on a :
∂αx (Π(x;h)− Π0(h)) =
∑
β 6=0, β<α
Cβα∂
β
x (Π(x;h)− Π0(h))∂α−βx (Π(x;h)− Π0(h))
+(Π(x;h)− Π0(h))∂αx (Π(x;h)− Π0(h))
+(∂αx (Π(x;h)− Π0(h)))(Π(x;h)− Π0(h))
+∂αx (Π(x;h)− Π0(h))Π0(h) + Π0(h)∂αx (Π(x;h)− Π0(h)).
Pour |x| ≥ R3, on a donc, d’apre`s (4.1 ;11) :
||(Π(x;h)−Π0(h))∂αx (Π(x;h)−Π0(h))+(∂αx (Π(x;h)−Π0(h)))(Π(x;h)−Π0(h))|| ≤
1
2
||∂αx (Π(x)−Π0)||
et on trouve (4.1 ;6) pour |α| = p en utilisant l’hypothe`se de re´currence et (4.1 ;10).
Montrons maintenant (4.1 ;7). La` aussi, il suffit d’obtenir l’estimation pour |x| grand. On
a :
(Π(x;h)Pe(x;h)Π(x;h)− E0)φj(x;h) = Π(x;h)Pe(x;h)(Π(x;h)− Π0(h))φj(h)
+Π(x;h)(Pe(x;h)− E0)Π0(h)φj(h),
= Π(x;h)Pe(x;h)(Π(x;h)− Π0(h))φj(h)
+Π(x;h)Ia(x;h)Π0(h)φj(h)
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avec les meˆmes φj(x;h) et φj(h) que pre´ce´demment. Comme Π(x;h)Pe(x;h) est uni-
forme´ment borne´ en x et h, l’estimation de´coule de (4.1 ;6) et de (4.1 ;8).
Il reste a` e´tablir l’estimation suivante :
∀α ∈ IN n, ∃Dα > 0; ∀x ∈ IRn, ||(∂αx Ia)(x;h)Π(x;h)|| ≤ Dα < x >−ρ−|α|,
uniforme´ment en h. On peut encore supposer |x| grand. Comme pour (∂αx Ia)(x;h)Π0(h), on
peut se rame`ner a` (∂αx Ia)(x;h)Π(x;h)Π0(h) d’apre`s (4.1 ;6) puis a` (∂
α
x Ia)(x;h)Π(x;h)Π0(h)Π0(0)
graˆce a` (4.1 ;9). Dans ce cas, le lemme 4.1.1 et la de´croissance exponentielle des fonctions
propres associe´es a` E0 (cf. (1.2 ;1)) permettent de conclure.
Preuve de la proposition 4.1.3.
On donne ici les de´tails de la preuve. On s’inte´resse donc a` :
[V (x+ Lh(y) + L(y))− V (x+ L(y))](z − Pe(x;h))−1Π(x;h) =∫ 1
0
∇V (x+tLh(y)+L(y))·Lh(y) < y >−1 dt < y > (z−Pe(x;h))−1 < y >−1 < y > Π(x;h),
en calculant sur des fonctions de l’espace de Schwartz S(IRnNy ). L’ope´rateur < y > (z −
Pe(x;h))
−1 < y >−1 est uniforme´ment borne´ en x,h et z ∈ Γ(x) (cf. la preuve du lemme
4.1.1), ||Lh < y >−1 || = O(h2) et la fonction ∇V est borne´e (cf. (Dρ)). Il ne reste plus
qu’a` ve´rifier que < y > Π(x;h) est uniforme´ment borne´ en x et h.
Conside´rons le cas ou` |x| est grand. Pour h assez petit, on est ramene´, graˆce au lemme 4.1.1,
a` < y > Π0(0) qui est borne´ en vertu de la de´croissance exponentielle des fonctions propres
associe´es a` E0 (cf. (1.2 ;1)).
A x fixe´, on peut appliquer le the´ore`me HVZ (cf. [RS3] ou bien [CFKS]) a` Pe(x; 0) ce qui,
avec l’hypothe`se (Hδ), assure que les valeurs propres λ1(x; 0), . . . , λm(x; 0) sont situe´es
strictement au-dessous du spectre essentiel. Leur distance a` ce spectre essentiel est meˆme
minore´e par δ, uniforme´ment en x et h. On peut donc appliquer les re´sultats de [A]
a` l’ope´rateur elliptique Pe(x; 0) et obtenir une de´croissance exponentielle des fonctions
propres associe´es aux valeurs propres pre´ce´dentes. Pour tout x0 ∈ IRn, il existe s0 > 0 tel
que :
∀φ ∈ ImΠ(x0; 0), s ≤ s0 =⇒ es<y>φ ∈ L2(IRnNy ).
Graˆce a` la continuite´ de l’application x 7→ Π(x;h) uniforme´ment en h (cf. (4.1 ;6)), on a,
au voisinage de x0 :
||(1− Π(x0;h))Π(x;h) < y > φ|| ≤ 1
2
||Π(x;h) < y > φ||
pour φ ∈ S(IRnNy ). D’apre`s le lemme 4.1.1, on a donc :
||Π(x;h) < y > φ|| ≤ 1
2
||Π(x0;h)es0<y>|| ||e−s0<y>Π(x;h)es0<y>|| ||e−s0<y> < y > φ||
et ||Π(x;h) < y > || est localement uniforme´ment borne´. Par compacite´, on voit que
< y > Π(x;h) est uniforme´ment borne´ en x et h.
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Ainsi on a :
||(Π(x;h)− Π(x; 0))Π(x; 0)||+ ||(Π(x;h)− Π(x; 0))Π(x;h)|| = O(h2)
et donc :
||Π(x;h)− Π(x; 0)|| = O(h2)
uniforme´ment en x, c’est-a`-dire (4.1 ;12).
On montre maintenant que les λj(x;h) sont proches des λj(x; 0). Fixons x et conside´rons
une base orthonorme´e de ImΠ(x; 0) : φ1(x; 0), . . . , φm(x; 0). Posons φj(x;h) = Π(x;h)φj(x; 0).
D’apre`s l’estimation (4.1 ;12), les fonctions φj(x;h) forment une base de ImΠ(x;h) pour
h assez petit, inde´pendamment de x. On note par φ˜j(x;h) les fonctions de la base duale
et on a :
||φj(x;h)− φj(x; 0)||+ ||φ˜j(x;h)− φj(x;h)|| = O(h2),
uniforme´ment en x. La matrice M(x;h) de Pe(x;h) dans la base des φj(x;h) a pour
coefficients :
< φ˜j(x;h), Pe(x;h)φk(x;h) > = < φj(x;h), Pe(x;h)φk(x;h) > +O(h
2)
= < φj(x; 0),Π(x;h)Pe(x;h)Π(x;h)φk(x; 0) > +O(h
2)
= < φj(x; 0),Π(x; 0)Pe(x; 0)Π(x; 0)φk(x; 0) > +O(h
2),
et ||M(x;h)−M(x; 0)|| = O(h2), ou` le O(h2) est inde´pendant de x. Les λj(x;h), range´es
dans l’ordre croissant, sont les valeurs propres de la matrice syme´trique M(x;h) que l’on
peut exprimer au moyen de la formule du “minimax” suivante :
λj(x;h) = min
F∈Ej
max
u∈F\{0}
< M(x;h)u, u >
||u||2 ,
ou` Ej est l’ensemble des sous-espaces vectoriels de dimension j de CI m. Une relation
analogue donne les λj(x; 0) en fonction de M(x; 0). La majoration de la distance entre les
deux matrices implique alors :
λj(x;h)− λj(x; 0) = O(h2),
pour tout j ∈< 1,m >, uniforme´ment en x.
E Annexe de la partie 5.
Preuve de la proposition 5.1.1.
D’apre`s le lemme 2 page 24 de [RS3] et le fait que l’ope´rateur (1 − χ˜c)(P˜c + i)−1 est
compact pour un certain p > 0, on a :
s− lim
t→±∞ e
itP (1− χ˜c)e−itPcJ˜γ = 0
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et, par conse´quent, les ope´rateurs d’onde de canal, de´finis au paragraphe 3.2, sont donne´s
par :
Ω˜γ± = s− lim
t→±∞ e
itP χ˜ce
−itPcJ˜γ.
Un raisonnement analogue montre que l’on a aussi :
ΩAD± = s− limt→±∞ e
itPADχe−itPaΠ0.
Conside´rons la premie`re e´tape des preuves de ces the´ore`mes 3.3.1 et 3.3.3. On a, pour
fa ∈ S(Xa) :
L˜ae
−it(−∆a)J˜αfa = ([−∆a, χ˜a] + χ˜aI˜a)e−it(−∆a)J˜αfa
= (−(∆aχ˜a) + χ˜aI˜a)e−it(−∆a)J˜αfa
−2 < J˜α(∇aχ˜a), e−it(−∆a)J˜α(∇afa) >q .
D’apre`s le lemme 3.2.1, l’application :
IR 3 t 7→ L˜ae−it(−∆a)J˜αfa
est inte´grable. De meˆme, en notant que LADΠα s’e´crit :
LADΠα = Π[−h2∆x, χ]ΠΠα + χV ADΠα
= −h2Π(∆xχ)ΠΠα − 2h2Π(∇xχ) · (∇xΠ)ΠΠα
−2hΠ(∇xχ) · ΠΠαh∇x + χV ADΠα
on a, d’apre`s la preuve du the´ore`me 3.3.3 et ce meˆme lemme 3.2.1, l’inte´grabilite´ de
l’application :
IR 3 t 7→ LADe−it(−h2∆x)fφα
pour tout f ∈ S(IRn).
D’autre part, on a, pour fc ∈ S(Xc) (avec γ ≡ (c, Eγ, φ˜γ) = α, β) :
(F˜γ(λ)(L˜c)∗fc)(θc) = − < 2i(∇cχ˜c), nγ(λ)θc >q (F˜γ(λ)fc)(θc)
+[F˜γ(λ)(χ˜cI˜cfc − (∆cχ˜c)fc)](θc).
On en de´duit que l’ope´rateur < xc >
s
q L˜cF˜γ(λ)∗ est borne´ pour 1/2 < s < ρ/2 et fortement
continu en λ. Comme on a aussi :
(Fγ(λ)(ΠLAD)∗fφγ)(θ) = −2ih2ΠΠ0φγ(∇xχ) · nγ(λ)θ(Fγ(λ)f)(θ) + [Fγ(λ)(χΠV ADf)](θ)
+[−h2Π(∆xχ)Πφγ − 2h2Π(∇xχ) · (∇xΠ)Πφγ][Fγ(λ)f ](θ),
l’ope´rateur < x >s ΠLADFγ(λ)∗ est borne´ pour 1/2 < s < ρ/2 et fortement continu en λ,
d’apre`s la preuve du the´ore`me 3.3.3.
Graˆce a` ces proprie´te´s, on peut reprendre le calcul de la premie`re e´tape des preuves de
ces the´ore`mes 3.4.1 et 3.4.5 et obtenir :
T˜βα(λ) = −2ipiF˜β(λ)(χ˜bL˜a − (L˜b)∗R˜(λ+ i0)L˜a)F˜α(λ)∗,
TADβα (λ) = −2ipiFβ(λ)(χΠLAD − (LAD)∗ΠRAD(λ+ i0)LAD)Fα(λ)∗,
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(car λ ∈ Iβ(h)). De plus, on peut reprendre les deuxie`mes, troisie`mes et quatrie`mes e´tapes
et e´tablir les relations suivantes :
σβα(λ, ωa) =
pi
nα(λ)
||F˜β(λ)(χ˜bL˜a − (L˜b)∗R˜(λ+ i0)L˜a)e˜α||2sb,
σADβα (λ, ω) =
pi
nα(λ)
||Fβ(λ)(χΠLAD − (LAD)∗ΠRAD(λ+ i0)LAD)eα||2.
Pour obtenir l’expression annonce´e de σβα(λ, ωa), on utilise la formule de Stone :
F˜β(λ)∗F˜β(λ) = 1
2ipi
(R˜β(λ+ i0)− R˜β(λ− i0))
avec R˜β(z) = (−∆b + Eβ − z)−1 et il vient :
σβα(λ, ωa) =
1
nα(λ)
= < R˜β(λ+ i0)fβα, fβα >b
pour :
fβα = J˜ ∗β (χ˜b − (L˜b)∗R˜(λ+ i0))L˜ae˜α.
Ensuite, on e´crit :
R˜β(z)J˜ ∗β = J˜ ∗β R˜b(z),
ou` R˜b(z) = (P˜b − z)−1, et la formule des re´solvantes suivante :
R˜b(z)(χ˜b − (L˜b)∗R˜(z)) = χ˜bR˜(z).
En prenant la limite dans L(L2s(X);L2−s(X)), pour s > 1/2, quand =(z)→ 0 avec <(z) =
λ et en reportant dans l’expression de σβα(λ, ωa), on trouve :
σβα(λ, ωa) =
1
nα(λ)
= < χ˜bR˜(λ+ i0)L˜ae˜α, Π˜β[χ˜b − (L˜b)∗R˜(λ+ i0))]L˜ae˜α >b
avec Π˜β = J˜βJ˜ ∗β , qui n’est autre que l’expression annonce´e.
Pour la section adiabatique, on utilise la formule de Stone suivante :
Fβ(λ)∗Fβ(λ) = 1
2ipi
(Ra(λ+ i0)−Ra(λ− i0))Πβ
avec Ra(z) = (−h2∆x + P a − z)−1 et il vient :
σADβα (λ, ω) =
1
nα(λ)
= < Ra(λ+ i0)fADβα , fADβα >
pour :
fADβα = Πβ(χ− (LAD)∗ΠRAD(λ+ i0))LADeα.
On utilise alors la formule des re´solvantes suivante :
Ra(z)(χ− (LAD)∗ΠRAD(z)) = χRAD(z)
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et, comme pour σβα(λ, ωa), on trouve l’expression annonce´e de σ
AD
βα (λ, ω).
Preuve de la proposition 5.2.4.
Si |xω| ≥ 3h−η alors, pour tout t, le vecteur x − 2nα(λ)tω est en dehors du support de
la fonction fj. Si |xω| ≤ h−κ alors, pour tout t, la projection de x − 2nα(λ)tω sur Hω,
l’hyperplan orthogonal a` ω, est en dehors du support de la fonction θj(h
κ·). On a donc la
premie`re proprie´te´.
D’apre`s la de´finition de la couronne Cγη et la de´croissance de la fonction fj, on a :
|gj(x)| ≤
∫ +∞
0
(h−γ + |xω|+ |x− 2nα(λ)tω|)−ρdt = c(h−γ + |xω|)1−ρ
ou` la constante c est inde´pendante de x et de h. D’autre part, on a :
(∇gj)(x) =
∫ +∞
0
(∇f2j)(x− 2nα(λ)tω)e−ih−1
∫ t
0
I0a(x−2nα(λ)(t−s)ω)dsdt
−ih−1
∫ +∞
0
f2j(x− 2nα(λ)tω)e−ih−1
∫ t
0
I0a(x−2nα(λ)(t−s)ω)ds
∫ t
0
(∇I0a)(x− 2nα(λ)(t− s)ω)dsdt.
On a :
|(∂αx f2j)(x)| = O(h|α|κ < x >−ρ)
pour |α| ≤ 2. Par ailleurs, on a, pour tout t :∫ +∞
0
|(∇I0a)(x− 2nα(λ)(t− s)ω)|ds ≤ c
∫ t
0
(s+ < xω >)
−ρ−1ds = c < xω >−ρ
et : ∫ +∞
0
|(∆I0a)(x− 2nα(λ)(t− s)ω)|ds ≤ c < xω >−ρ−1 .
Ces deux derniers termes sont donc respectivement des O(hκρ) et O(hκ(ρ+1)). Comme
κρ > 1 pour δ assez petit, on voit que l’on a :
(∇gj)(x) ≤ c(h−γ + |xω|)1−ρ.
Plus pre´cise´ment, on a, pour |xω| > h−κ :
(∇gj)(x) ≤ O(hκ(h−γ + |xω|)1−ρ) +O(hκρ−1(h−γ + |xω|)1−ρ) ≤ O(hκρ) +O(hκρ−1+γ(ρ−1))
avec γ(ρ− 1) = 1. En remarquant que κ > κρ− 1 > 0, pour δ assez petit, et en utilisant
les meˆmes arguments, on en de´duit la quatrie`me proprie´te´.
Enfin, on a :
f2j(x) = −
∫ +∞
0
d
dt
(
f2j(x− 2nα(λ)tω)e−ih−1
∫ t
0
I0a(x−2nα(λ)(t−s)ω)ds
)
dt
et, en effectuant la de´rivation, on voit apparaˆıtre la dernie`re proprie´te´.
Preuve du lemme 5.4.3.
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On voit que l’on a gj(x) = θ2(h
κxω)g˜j(x) pour j ∈ {1, 2}. Pour 1 ≤ j, k ≤ 2, on a :
| < ih−1θ1(hκxω)g˜j(x), θ2(hκxω)fk(x) > | ≤ ch−1
∫
h−κ≤|xω |≤2h−κ
(h−γ+|xω|)1−ρ < x >−ρ 1ICγβ(x)dx
car la deuxie`me proprie´te´ de la proposition 5.2.4 reste valable pour θ1(h
κxω)g˜j(x) donc
aussi pour g˜j(x). On e´value cette inte´grale comme dans la preuve du lemme 5.2.7 et on
obtient :
| < ih−1θ1(hκxω)g˜j(x), θ2(hκxω)fk(x) > | ≤ ch−1
∫ 2h−κ
0
(h−γ + r)2−2ρrn−2dr.
En effectuant le changement de variable r = h−γu, on trouve :
| < ih−1θ1(hκxω)g˜j(x), θ2(hκxω)fk(x) > | ≤ ch1+γ(1−n)
∫ 2hγ−κ
0
(1 + u)2−2ρun−2du
= O(h1+γ(1−n)+(γ−κ)(n−1)),
avec (γ − κ)(n− 1) > 0.
On montre de meˆme l’existence d’un 0 > 0 tel que :
| < ih−1θ1(hκxω)g˜j(x), θ1(hκxω)fk(x) > | = O(h1+γ(1−n)+0).
On a donc :∑
1≤j,k≤2
= < ih−1gj, f2k >= = < ih−1(g˜1 + g˜2), f1 + f2 > +O(h1+γ(1−n)+0).
Rappelons que l’on a : f2 = χ2I
0
a et f1 = 2inα(λ)h∇χ1 · ω. Graˆce a` la relation :
2nα(λ)ω · ∇g˜j + ih−1I0a g˜j = fj,
on ve´rifie, au moyen d’une inte´gration par parties, que :
= < ih−1(g˜1 + g˜2), f1 >= = < ih−1(g˜1 + g˜2), χ1I0a > .
Enfin, on peut rajouter la contribution de χ3I
0
a . En effet, on a :
| < ih−1g˜j(x), χ3(x)I0a(x) > | ≤ ch−1
∫
|x|>2h−β
(h−γ + |xω|)1−ρ < x >−ρ dx
≤ ch−1
∫
(h−γ + |xω|)1−ρ(h−β + |xω|)1−ρdxω.
Ce terme est controle´ par :
h−1
∫
|xω |≥2h−κ
(h−γ+|xω|)1−ρ(h−β+|xω|)1−ρdxω ≤ ch−1
∫ +∞
1
(h−γ+r)1−ρ(h−β+r)1−ρrn−2dr.
En posant r = h−βu, il est majore´ par :
ch−1−β−β(n−2)+2β(ρ−1)
∫ +∞
1
(hβ−γ + u)1−ρ(1 + u)1−ρun−2du,
140
ou` l’inte´grale est uniforme´ment borne´e en h. L’ordre en h de ce terme est donc −1−γ(1+
δ)(n− 1)+2(1+ δ) = 1+ γ(1−n)+ δ(2− γ(n− 1)) avec γ(n− 1) < 2 (car ρ > n+1
2
).
Preuve du lemme 5.4.4.
Pour j ∈< 1, 3 >, on pose :
g?j (x) =
∫ +∞
0
(χjI
0
a)(x− 2nα(λ)tω)e−ih
−1 ∫ t
0
I0a(x−2nα(λ)(t−s)ω)dsdt.
On a bien suˆr g?2 = g˜2. En utilisant le fait que :
f1(x− 2nα(λ)tω) = 2nα(λ)ω · ∇χ1(x− 2nα(λ)tω) = − d
dt
(χ1(x− 2nα(λ)tω)),
on obtient par inte´gration par parties ih−1g˜1 = −χ1 + ih−1g?1. Puisque les fonctions sont
a` valeurs re´elles, on a = < χ1, I0a >= 0. On en de´duit donc :
= < ih−1(g˜1 + g˜2), I0a >= = < ih−1(g?1 + g?2), I0a > +O(h1+γ(1−n)+0).
De plus, en adaptant la deuxie`me proprie´te´ de la proposition 5.2.4, on a :
| < ih−1g?3(x), I0a(x) > | ≤ ch−1
∫
|x|>2h−β
(h−β + |xω|)1−ρ < x >−ρ dx
≤ ch−1
∫
(h−β + |xω|)2−2ρdxω.
Comme pre´ce´demment, on a :
h−1
∫
|xω |<2h−κ
(h−β + |xω|)2−2ρdxω = O(h1+γ(1−n)+(β−κ)(n−1)),
ce qui termine la preuve de ce lemme.
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