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We use an optimal control protocol to cool one mode of the center of mass motion of an optically levitated
nanoparticle. The feedback technique relies on exerting a Coulomb force on a charged particle with a pair of
electrodes and follows the control law of a linear quadratic regulator, whose gains are optimized by a machine
learning algorithm in under 5 s. With a simpler and more robust setup than optical feedback schemes, we achieve
a minimum center of mass temperature of 5 mK at 3×10−7 mbar and transients 10 to 600 times faster than cold
damping. This cooling technique can be easily extended to 3D cooling and is particularly relevant for studies
demanding high repetition rates and force sensing experiments with levitated objects.
Introduction. With the recent Nobel prizes for the detec-
tion of gravitational waves[1] and optical tweezers[2, 3], the
fields of optomechanics[4] and optical trapping have been
put into the spotlight of modern research in physics. Re-
cent progress has brought micro-optomechanical systems to
the ground state of motion[5–7], opening up possibilities
for quantum transducers[8] and force sensors[9, 10] while
providing new platforms to test quantum mechanics at the
mesoscopic scale[11–13].
Such experiments require long coherence times, a prop-
erty quantified by the mechanical Q factor. To date, the
highest Q factors are found in nanoengineered SiN mem-
branes and in levitated particles in vacuum, with values ex-
ceeding 108[14–16]. Being isolated from the environment,
levitated particles[17] offer further possibilities, since they
can be used to study internal phonons, quantized internal
degrees of freedom[18, 19] and matter-wave interferometry.
They have been extensively used in previously unaccessible
physical regimes[20] and proposed for quantum mechanics
experiments[21, 22].
As with clamped resonators, a general prerequisite of
these proposals is the ground state of motion, which so far
has remained elusive for levitated systems. Ongoing efforts
concentrate on cavity[23, 24] and feedback[16, 25] cool-
ing of the center of mass (CoM) motion of optically levi-
tated particles, with parametric feedback cooling (PFC)[16]
being the current standard technique for motion control
and the only to report sub mK temperatures[26]. An all-
electrical feedback approach for highly charged particles
has also been proposed[27] based on the recent development
of charge control in nanoparticles[28, 29]. However, the
separation of feedback force and trapping potential will add
flexibility and allow for optimal control (OC) protocols[30].
For linear observable systems, the OC law is known as
the linear quadratic regulator (LQR) and is widely utilized
in larger mechanical systems[30]. It guarantees that a dy-
namical system will minimize its energy in the fastest way
possible. For a levitated nanoparticle, the LQR takes the law
of a proportional-derivative controller with optimal gain co-
efficients. These can be determined analytically, but an addi-
tional machine learning (ML) algorithm will autonomously
find the optimal gains without prior knowledge of the sys-
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Figure 1. Experimental setup (a) Picture of the setup inside the
vacuum chamber. The purple glow on the right is a plasma gen-
erated to control the particle’s charge (b) Close-up image of the
trapping region with a simulation of the electric field for an ap-
plied DC voltage of 1 V. (c) Setup sketch. A microscope objective
(OBJ) is used to trap a silica nanoparticle. The scattered light is
collected and sent to a balanced photodiode to detect the motion.
The x–motion signal is band-pass filtered (BPF) and sent to the
FPGA, where the LQR signal is calculated. The output is low-pass
filtered (LPF) and sent to the electrodes to cool the motion electri-
cally. The LQR parameters are controlled with a ML routine that
runs on the board CPU. Parametric feedback cooling (PFC) is used
to modulate the laser light with an electro-optic modulator (EOM)
and cool the two other axes during all the measurements.
tem parameters.
In this letter we present the first demonstration of cooling
and control of one mode of the CoM motion of an optically
levitated charged nanoparticle with a ML controlled LQR
feedback, using electric fields to exert a force on the par-
ticle’s motion. With a considerably simpler experimental
setup than previous feedback experiments[16, 25], the LQR
yields temperatures that are between one and two orders of
magnitude lower than PFC[16] over the 10−1 mbar to 10−7
mbar range and has transients 10 to 600 times faster than
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2regular cold damping. The minimum temperature is eventu-
ally limited by the present detection noise floor, yielding a
temperature of 5 mK at 3× 10−7 mbar.
Theory. The CoM motion along the x–axis of an op-
tically levitated particle can be described by the stochastic
differential equation
x¨+ Γx˙+ ω20x =
σ
m
η(t) + u(t), (1)
wherem is the particle mass[31], Γ is the damping term due
to the interaction with residual gas molecules, ω0 is the os-
cillator’s natural frequency, ση(t) is a stochastic force with
zero mean and autocorrelation R(τ) = σ2δ(τ), associated
with the damping via the fluctation-dissipation relation[32]
σ =
√
2kBTmΓ, and u(t) is an externally applied feed-
back force of arbitrary form. Experimentally, the velocity
v(t) is inaccessible. We can only measure a noisy position,
z(t) = x(t) + ξ(t), where z(t) is the observed position and
ξ(t) is detection noise, in our case dominated by shot noise.
If equation (1) describes the system evolution accurately,
there exists an OC law[30] u(t) that minimizes the expected
energy functional
J = E
[∫ T
0
(
x2(t) + ρu2(x(t))
)
dt
]
, (2)
where ρ is a weighting parameter and T is the energy inte-
gration time; both can be chosen at will. The expression of
u(t) that minimizes J is given by the LQR controller[30]:
u(t) = K ·
(
x(t)
v(t)
)
, K =
(
kp kd
)
, (3)
whereK is a constant matrix whose coefficients can be cal-
culated numerically (supplementary).
Since we can make ρ arbitrarily small, then, for a fixed
T the OC law will minimize J ∝ 〈x2(t)〉. There-
fore, a proportional-derivative controller with expression
u(t) = kpx(t) + kdv(t) will minimize the energy among all
other possible feedback protocols u(x(t)), either linear or
nonlinear[30]. In particular, it outperforms PFC[16], which
relies on a modulation of the potential. The case where only
a damping term is considered (kp = 0) is usually known as
cold damping (CD)[33]. While the final minimal tempera-
ture for CD and LQR in most experimental conditions is the
same, the LQR has significantly shorter transient times.
The optimal controller can be separated in two steps:
firstly, an optimal phase state estimator (known as Kalman
filter[34–36]), that will produce estimates of (x(t), v(t))
given noisy position measurements z(t); secondly, an opti-
mal feedback (LQR) based on (3). The combination of both
is known as a linear quadratic Gaussian (LQG) controller. In
our experiment, instead of a Kalman filter we approximate
the phase space coordinates as
(xˆ(t), vˆ(t)) = (z(t),−ω0z(t− φ/ω0)),
with φ = pi/2. Not using a Kalman filter yields higher CoM
temperatures, but results in a considerably simplified digital
signal processing unit. Additionally to the feedback we have
implemented a ML algorithm that autonomously optimizes
the parameters (kp, kd) by minimizing 〈x2(t)〉, adapting it-
self to different experimental conditions.
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Figure 2. Cold damping: kp = 0 and varying kd. (a) PSD of the
motion in the x direction recorded from the IL detector signal at
various gains for a particle at p = 10−5 mbar. For large kd, Sx(ω)
shows noise squashing. (b) PSD of the motion in the x direction
simultaneously recorded with the OoL detector. Noise squashing is
avoided. (c) Minimum temperature achieved at different pressures
for the optimal kd (OoL detector). The lowest temperature, Teff =
5.1 ± 0.5 mK, is reached at 3 × 10−7 mbar. (d) Temperature vs.
kd gain at 3 × 10−7 mbar, displaying an optimal gain minimum
at kd ' 700 rad/s, where Teff = 5.1 ± 0.5 mK (OoL detector).
Eq. (14) predicts a qualitative behaviour in accordance with data,
with optimal kd a factor 3.4 larger than measured. The minimum
temperature in the plot is approximately 10 times larger than values
predicted by theory.
Since the random thermal noise η(t) and measurement
noise ξ(t) are uncorrelated, we may calculate (supplemen-
tary) the power spectral density (PSD) of the particle posi-
tion x(t) as
Sx(ω) =
σ2/m2
(ω20 + kp − ω2)2 + (Γ + kd)2ω2
+
k2p + k2dω2
(ω20 + kp − ω2)2 + (Γ + kd)2ω2
σ2ξ , (4)
where Sξ(ω) = σ2ξ is the detection noise level (constant at
the spectral range of interest in our experiment). The sec-
ond term of the PSD, absent in freely oscillating particles,
3is due to the introduction of noise by the feedback and be-
comes dominant for large kp, kd gains. The feedback also
introduces a correlation between detection noise and posi-
tion that affects the PSD shape of the measured z(t). This
SIL(ω), obtained through the in-loop (IL) detector, differs
from the expression in eq. 4 (supplementary).
For small kd the difference between SIL(ω) and Sx(ω)
is negligible. However, due to the correlation of detec-
tion noise and x(t), SIL(ω) shows a reduction or squash-
ing of the noise floor around ω0 for large values of kd. To
avoid underestimations of the particle’s effective tempera-
ture Teff = mω20〈x2〉/kB (supplementary), we introduce a
second, out-of-loop (OoL), detector with uncorrelated noise.
This OoL was omitted in previous levitodynamics feedback
cooling experiments[16, 25, 26].
Experimental setup. The experimental setup is dis-
played in Fig. 1. A silica nanoparticle (235±11 nm in diam-
eter) is loaded at ambient pressure into a single beam optical
trap inside a vacuum chamber (wavelength λ = 1064 nm,
power P ' 75 mW, objective NA = 0.8). The charge Q of
the particle, −50 net e+ in this study, is controlled[29, 31]
with a corona discharge on a bare electrode; the voltage
polarity determines the sign of the charges that are added.
Along the horizontal direction x, a pair of electrodes sepa-
rated by del form a parallel-plate capacitor around the parti-
cle position (Fig. 1(b)). Applying a voltage V (t), we create
a feedback force u(t) ≈ QV (t)/del on the particle.
Figure 1(c) shows a sketch of the optical setup. We use
balanced photodiodes to monitor the oscillation of the parti-
cle over all three degrees of freedom. Along the two oscil-
lation modes perpendicular to x we perform PFC[16]. This
maintains the particle motion in these two directions in the
linear regime, avoiding mechanical cross coupling with the
x mode, while keeping the particle trapped at high vacuum.
The CoM position in the x direction is detected with two
photodiodes: the first, an IL detector, generates the feed-
back signal used to cool the particle with the LQR, whereas
the OoL detector solely records data.
The IL x signal is first processed with an analog band-
pass filter, then sent to a FPGA where it is separated into
xˆ(t) and vˆ(t) by delaying the signal appropriately, ampli-
fied with the kp, kd gains and summed back together. The
resulting u(t) feedback signal is later low-pass filtered and
sent to the electrodes (see Fig.1(c)). The feedback gains
kp and kd are controlled from the board CPU, either man-
ually or with a ML algorithm that adapts the gains au-
tonomously. This adaptive routine obtains an estimate of
the particle energy from the OoL detector signal and finds
the gain values that minimize it with a stochastic gradient
descent technique[37].
Results Cold damping measurements (kp, kd manually
set) at pressures ranging from 10−2 mbar to 10−7 mbar are
shown in Fig. 2. Figures 2(a) and 2(b) display the dou-
ble sided PSDs SILx (ω) and SOoLx (ω), measured from the IL
and OoL detectors respectively. For strong feedback gains
in the order of kd = 1 krad/s the energy of the mode be-
comes comparable to the noise energy. In contrast to the
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Figure 3. ML algorithm (a) ML routine adapting to the optimal
kd while the pressure in the chamber is reduced from p = 10 mbar
to p = 10−5 mbar. Points in the same segment are measured at
constant pressure. (b) Convergence of the ML routine (started at
t = 0) to the optimal gain in a few steps at p = 3×10−6 mbar, for
five uncooled x initial conditions. All reach similar final energy
values (value of kd in FPGA units is displayed), but slightly differ
in the converged gains. Each section represent 3 second iteration
steps during which kd has been left constant (for clarity). Data is
smoothed with a moving average filter and separated on the verti-
cal axis by a constant factor for readability. (c) Setup and process-
ing details of the algorithm. The OoL signal is sent to the FPGA
(through a different input than the IL feedback signal), where the
mode energy is estimated. A stochastic gradient descent algorithm,
running on the CPU, optimizes the values of kp, kd.
OoL measurement, on the IL PSDs we observe squashing
of the noise floor due to the correlation of detector noise
and particle signal. Noise squashing was previously ob-
served in other systems[38–40] but never in feedback cooled
levitated nanoparticles. In Fig. 2(c) we plot the minimum
CoM temperature for different pressures, achieving temper-
atures between one and two orders of magnitude lower than
PFC[16], since PFC is nonlinear and becomes inefficient for
small x(t). Below p < 10−5 mbar Teff is not reduced as effi-
ciently as at higher pressures, suggesting the detectors noise
floor σ2ξ as the main limiting factor at this pressure range. In
Fig. 2(d) we show Teff(kd) at 3 × 10−7 mbar, achieving a
minimum Teff = 5.1± 0.5 mK. The qualitative temperature
behaviour agrees with theory, although the expected optimal
kd is a factor 3.4 larger than measured and the minimum Teff
is approximately 10 times larger than predicted with the the-
oretical expression of Teff (supplementary). Since at these
temperatures the motion PSDs are close to the noise floor,
this could be due to noise correlations or PFC effects unac-
counted for in the model.
In Fig. 3 we present time traces with the ML adaptive al-
gorithm on. Figure 3(a) displays the particle’s temperature
as pressure is reduced, showing how the algorithm adapts kd
4to different conditions starting from a hot particle (individ-
ual data points are recorded at constant pressure while the
algorithm is in standby). At 10−5 mbar, temperatures lie in
the 10−2 mK range, recovering the results obtained with the
cold damping pressure scan. Figure 3(b) shows how the al-
gorithm converges to similar final temperatures for five iden-
tical initial conditions. Fluctuations of the estimated energy
result in a “noisy” convergence of the algorithm around the
optimum, a characteristic feature of stochastic gradient de-
scent based techniques. A block diagram of the algorithm
processing details is sketched in Fig. 3(c) (details in supple-
mentary).
Finally, introducing a kp term, we investigate (Fig. 4)
the full LQR and the difference in transient times in com-
parison to cold damping; we also compare the results with
full system simulations of the LQG. An increase in kp leads
to faster cooling, as shown in Fig. 4(a). Here, the ratio
of decay times between cold damping tCD and OC’s tLQR
with increasing values of kp is plotted for different values of
kd, showing decay times a factor 10 to 600 shorter. Three
experimental sample paths serve as examples in Fig. 4(b).
Reducing the time required to transition between different
thermal states is beneficial in experiments where the feed-
back signal needs to adapt quickly to avoid particle loss or
where high repetition rates are required. However, as shown
in Fig. 4(c), the experimental transient times that we observe
are still orders of magnitude longer than the simulated LQG.
This is probably due to the introduction of artificial delays
to approximate v(t), which reduce the correlation between
feedback signal and actual phase space variables.
Conclusions and Outlook. In summary, we have demon-
strated a novel feedback cooling technique for levitated
nanoparticles based on an adaptive optimal protocol, us-
ing electric fields to act on charged particles. Our feedback
scheme, which only requires an FPGA and electrodes in the
vicinity of the levitated particle, stands out for its robust-
ness and simplicity, and can be easily extended to 3D cool-
ing. Importantly, the usage of OoL detection addresses the
limitations of prior implementations[25, 26], preventing po-
tential energy underestimations and hence providing a more
accurate temperature readout. In the present experiment we
reach a temperature of 5 mK at 3× 10−7 mbar, correspond-
ing to an occupation number below 1000 phonons.
Shot noise and the optical setup measurement efficiency
set the lowest achievable temperature; since detection was
not optimized, this leaves potential for future improvements.
Detection efficiency can be greatly increased by exploit-
ing cavity enhanced detection schemes. If additionally the
experiment is performed at ultra-high vacuum, occupation
numbers can be brought down by a factor 102 or 103, mak-
ing ground-state cooling attainable[41].
In our scheme, the transients between thermal and cooled
states are at least one order of magnitude shorter than in reg-
ular cold damping. This feature may be important in exper-
iments where sudden changes (such as varying optical po-
tentials when approaching a surface or nanostructure) might
lead to particle loss. Furthermore, the ML algorithm op-
timizes the cooling performance continuously, adapting to
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(c) Numerical simulation of controllers approaching the kLQRp op-
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kLQRp ). The simulations show how the minimum stationary energy
can be reached in a fraction of one oscillation period when kp is
properly tuned. In our measurements we never reach µs transients,
due to the use of artificial delays to approximate v(t).
different regimes without requiring prior knowledge of the
initial particle state within τML < 5 s. This makes it espe-
cially suitable for experiments with slowly varying condi-
tions, such as pressure or intensity, minimizing the need for
continuous realignment and feedback optimization. Future
extension to LQG control will reduce the minimum achiev-
able temperature two-fold, since the use of a Kalman filter
will produce optimal estimates of v(t), reducing the effect
of measurement noise, and eliminate the need for artificial
delays in the system. The introduction of further parame-
ters from the Kalman filter will make the ML algorithm in-
dispensable, since optimization will become a high dimen-
sional problem.
We anticipate that the presented adaptive feedback tech-
nique can be implemented in a diverse range of levitody-
namics experiments, since it lends easily to miniaturization
and automation. It can be a significant addition in studies re-
quiring robustness and high repetition rates, like the planned
future space mission MAQRO[42], or in small devices, such
as force and inertial sensors[43] based on levitated objects.
Note added. We have recently become aware of related
work performed by Tebbenjohanns et al. at ETH Zurich and
Iwasaki et al. at the Tokyo Institute of Technology.
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6SUPPLEMENTARY MATERIAL
Code and data
The FPGA (Red Pitaya STEMlab board) bitstream has
been programmed in Vivado Design Suite, combining Xil-
inx IP cores and custom Verilog code. The feedback law
(gains, delay, machine learning on/off, etc.) is controlled
from the Red Pitaya CPU board with custom made C code
that communicates with the FPGA through registers. Links
to the code (which can be downloaded and freely used) can
be found here.
Data from measurements and MATLAB code used for the
analysis can also be found here.
Spectral densities and Teff
The CoM motion along the x–axis of an optically levi-
tated particle subject to a LQR (which takes the expression
of a proportional-derivative feedback controller in this case)
is described by the stochastic differential equation
x¨+ Γx˙+ ω20x =
σ
m
η(t)− kp(x+ ξ(t))
− kd(v(t) + ξ˙(t)), (5)
wherem is the particle mass, Γ is the damping term due to
the interaction with air molecules, ω0 is the oscillator natural
frequency, ση(t) is a stochastic force with zero mean and au-
tocorrelation R(τ) = σ2δ(τ), associated with the damping
via the fluctation-dissipation relation[32] σ =
√
2kBTmΓ,
kp and kd are the feedback gains and ξ(t) is a signal rep-
resenting measurement noise. The model described by eq.
(5) is accurate as long as the optical field is well approxi-
mated by a quadratic potential. This is usually the case at
pressures above 50 mbar, where the viscous damping domi-
nates the particle’s dynamics, and is also a good description
at lower pressures when the feedback u(t) restricts the par-
ticle’s motion to the vicinity of the optical trap center.
Taking the Fourier transform of (5), defining F(ξ(t)) =
Λξ(ω), F(η(t)) = Λη(ω) and solving for X(ω) we get
X(ω) = σ/m(ω20 + kp − ω2) + iω(Γ + kd)
Λη(ω)
− (kp + ikdω)Λξ(ω)(ω20 + kp − ω2) + iω(Γ + kd)
. (6)
Equivalently, the Fourier transform including the mea-
surement noise will be
X(ω) + Λξ(ω) =
σ/m
(ω20 + kp − ω2) + iω(Γ + kd)
Λη(ω)−
(w20 − ω2) + iωΓ
(ω20 + kp − ω2) + iω(Γ + kd)
Λξ(ω).
(7)
By using Sx(ω) = E(|X(ω)|2) and the fact that ξ(t) and
η(t) are uncorrelated we find the PSDs of both the real po-
sition and the measured position in the IL detector:
Sx(ω) =
σ2/m2
(ω20 + kp − ω2)2 + (Γ + kd)2ω2
+
k2p + k2dω2
(ω20 + kp − ω2)2 + (Γ + kd)2ω2
σ2ξ , (8)
SIL(ω) =
σ2/m2
(ω20 + kp − ω2)2 + (Γ + kd)2ω2
+
(ω20 − ω2)2 + Γ2ω2
(ω20 + kp − ω2)2 + (Γ + kd)2ω2
σ2ξ . (9)
With a completely analogous argument, if we define β(t)
as the measurement noise in the OoL detector, the measured
OoL position PSD will be
SOoL(ω) =
σ2/m2
(ω20 + kp − ω2)2 + (Γ + kd)2ω2
+
k2p + k2dω2
(ω20 + kp − ω2)2 + (Γ + kd)2ω2
σ2ξ + σ2β . (10)
(a)
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Figure 5. Theoretical PSD of the CoM motion in the presence
of cold damping with a perfectly adjusted delay φ = pi/2. (a)
The plot shows three PSDs: the particle’s PSD without taking into
account measurement noise, the real S′x(ω) and the signal S′OoL(ω)
measured in the out of loop. The PSD Sx(ω) would practically
overlap with S′x(ω). (b) Comparison of the PSD signals measured
in the IL detector and OoL detector, showing perfect squashing
symmetry in the IL.
In this experiment, however, we haven’t used the real par-
ticle velocity. Instead, we have approximated
v(t) ' ω0x(t− τ),
where τ = φ/ω0 and φ = pi/2. By using the fact that
F(x(t− τ)) = e−iωτX(ω) we may obtain new expressions
for the PSDs. Considering only a derivative gain kd and
defining
G(ω) = (ω20−kd cos(ωτ)−ω2)2 + (Γω+ω0kd sin(ωτ))2,
7then the new PSD expressions will be
S′x(ω) =
σ2/m2
G(ω) +
ω20k
2
d
G(ω)σ
2
ξ , (11)
S′IL(ω) =
σ2/m2
G(ω) +
(ω20 − ω2)2 + Γ2ω2
G(ω) σ
2
ξ (12)
S′OoL(ω) =
σ2/m2
G(ω) +
ω20k
2
d
G(ω)σ
2
ξ + σ2β . (13)
These PSDs are very similar to the ones found before for
values of ω close to ω0 as long as φ is exactly pi/2. Nev-
ertheless, for values smaller or larger than pi/2 the result-
ing PSD will have a small asymmetry, very visible in the
IL noise squashing. Figure 5 shows the resulting theoreti-
cal PSDs with a properly tuned delay, whereas the case of
φ 6= pi/2 is displayed in Fig. 6. Experimental data with dif-
ferent delay values is shown in Fig. 7, showing good agree-
ment with the derived expressions.
(a) (b)
(c) (d)
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Figure 6. Theoretical PSD of the CoM motion in the presence of
cold damping with a smaller/larger than pi/2 delay. (a) The plot
shows three PSDs: the particle’s PSD without taking into account
measurement noise, the real S′x(ω) and the signal S′OoL(ω) mea-
sured in the out of loop, for a delay of 0.8 · pi/2. (b) The plot
shows three PSDs: the particle’s PSD without taking into account
measurement noise, the real S′x(ω) and the signal S′OoL(ω) mea-
sured in the out of loop, for a delay of 1.2 · pi/2. (c) Comparison
of the PSD signals measured in the IL detector and OoL detector,
showing asymmetry in the IL, for a delay of 0.8 · pi/2. (d) Com-
parison of the PSD signals measured in the IL detector and OoL
detector, showing asymmetry in the IL, for a delay of 1.2 · pi/2.
Using the equipartition theorem, we define the mode ef-
fective temperature as Teff = mω20〈x2〉/kB , which we can
find with Parseval’s theorem as
Teff =
mω20
kB
1
2pi
∫ ∞
−∞
Sx(ω)dω.
Using the following integral expressions
1
2pi
∫ ∞
−∞
1
(ω2 − ω20)2 + Γ2ω2
dω = 12ω20Γ
,
1
2pi
∫ ∞
−∞
ω2
(ω2 − ω20)2 + Γ2ω2
dω = 12Γ ,
we find
Teff =
mω20
2kB
(
σ2/m2 + k2pσ2ξ
(ω20 + kp)(Γ + kd)
+
k2dσ
2
ξ
(Γ + kd)
)
. (14)
which coincides with the expression for cold damping found
in [39] when kp = 0. We use expression (14) to compare
the measured temperatures with theoretical values in terms
of kp, kd.
Frequency (kHz)
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Figure 7. Experimental PSDs recorded with the IL detector for
large kd gains (kp = 0), showing squashing of the noise floor. The
center PSD displays a symmetrical squashing dip, corresponding
to a feedback delay that is correctly tuned. Decreasing (left PSD)
or increasing (right PSD) the value of the delay leads to squashing
asymmetry, as predicted in equations 13 and plotted in Fig. 6.
Data evaluation details
We estimate the conversion factor between the FPGA
software gain Kp, Kd (in arbitrary units) and kp, kd as de-
fined in the equation of motion to be
kp ' 55bitsnm
10
32768
V
bits
Gel577
ne−
m
109 nm
m
Kp = 3.34× 108Kp (15)
Kd ' 3.3410
8
ω0
kd = 4.26× 102Kd (16)
where Gel accounts for the electronic gain in our setup,
m ≈ 2×10−17 kg is the mass of the particle used throughout
the letter, e− the electron charge and n = 50 the number of
elementary charges in our particle.
To estimate the energy of the particle’s x mode the OoL
PSD is background corrected by subtracting the detection
noise floor and then the uncalibrated area of the PSD is
summed up over a region of interest of approx ±15 kHz.
The calibration (i.e., volts to m2/Hz conversion factor) is ob-
tained by calculating the area of a PSD at 50 mbar without
8any feedback, assuming that it is thermalized at a room tem-
perature of T = 295 K (nonlinear terms of the optical field
expansion have contributions way below experimental error
at this pressure). Dividing the respective areas and multi-
plying with the room temperature yields the effective mode
temperature.
The uncertainty in the evaluation of temperature is cal-
culated by taking into account the uncertainties of the PSD,
noise floor and calibration factor. They are displayed as er-
ror bars in the figure plots.
Machine learning algorithm
We use a form of stochastic gradient descent[37] for the
adaptive feedback algorithm. The objective function to be
minimized is an estimation of the particle energy, calculated
as
Q(Kp,Kd) = h ∗
(
ζ2(t)
) ≈ 〈x2(t)〉, (17)
whereKp, Kd are in arbitrary FPGA units, ζ(t) is the sig-
nal measured in the OoL detector after an analog band-pass
filter, and h[n] is a low-pass digital infinite impulse response
filter of order 1. This low-pass filter is implemented in the
FPGA and has a cutoff frequency fc = 0.3 Hz, designed to
eliminate fluctuations and, thus, the time dependency on Q
(not to be confused with the particle’s charge).
Experimentally, the OoL signal is fed into a second FPGA
input, and Q is continuously calculated. The updated values
of Q are written into a register at 62.5 MHz, and custom-
made software designed to control the FPGA (running on
the board CPU) reads the current energy value. The program
decides the new values of Kp, Kd according to
(Kp[n],Kd[n]) = (Kp[n− 1],Kd[n− 1])− δ∇Q, (18)
where the step size δ has been chosen to ensure conver-
gence and reasonable speeds and the gradient of Q is ap-
proximated as
∇Q(Kp[n],Kd[n]) ≈(
Q(2Kp[n],Kd[n])−Q(Kp[n],Kd[n])
Kp[n]
Q(Kp[n],2Kd[n])−Q(Kp[n],Kd[n])
Kd[n]
)
(19)
by exploring for a short time different values of Kp and Kd.
Simulations of the LQG
The LQG minimizes the functional
J = E
[∫ T
0
(
x2(t) + ρu2(x(t))
)
dt
]
, (20)
but since we can make ρ arbitrarily small, then, for a fixed
T ,
J ≈ T E
[
1
T
∫ T
0
x2(t)dt
]
∝ 〈x2(t)〉. (21)
In other words, for ρ  1 the LQG minimizes the energy
functional among all other feedback laws (a similar argu-
ment can be made for n–dimensional linear systems). Since
we have used some approximations (i.e., no Kalman filter)
in the actual implementation of the feedback scheme, we use
simulations of the LQG as a benchmark for comparison.
The simulations of the LQG have been performed in
MATLAB and consist of a three step process:
1. We generate a signal x(t) to emulate the particle’s
position. After that we generate and add a measure-
ment noise, obtaining z(t), thus taking into account
the two dominant noise sources (shot noise and elec-
tronic noise) in the measured signal.
2. The signal xˆ(t) is reconstructed from z(t) by a
Kalman filter.
3. We add a feedback step with a LQR. We first calculate
kp, kd by solving the Ricatti equation, as described in
[44], and calculate u(t) as in equation 3. We add u(t)
to the equation of motion when the simulated feed-
back is “turned on”.
Finally, we compare the results of the LQR with the ones
where different values of kp and kd are used.
The signal x(t) simulation is performed with a Runge-
Kutta method of strong order 1[45], which we detail in what
follows: let X(t) ∈ Rn be the stochastic process that we
want to simulate, satisfying the general Itô stochastic differ-
ential equation (SDE):
dX = a(t,X) dt+ b(t,X) dW.
Given a time step ∆t and the value X(tk) = Xk, then
X(tk+1) is calculated recursively as
K1 = a(tk,Xk)∆t+ (∆Wk − Sk
√
∆t) · b(tk,Xk),
K2 = a(tk+1,Xk + K1)∆t+
(∆Wk + Sk
√
∆t) · b(tk+1,Xk + K1),
Xk+1 = Xk + 12 (K1 + K2),
where ∆Wk ∼ N (0,∆t), and Sk = ±1, having each prob-
ability 1/2.
As described in the main text, the equation of motion of
the center of mass of the levitated nanoparticle is
dxt = vtdt ,
mdvt = −∇Ψ(xt)dt−mΓvtdt+ σdWt +mu(t)dt ,
where
Ψ(x) = mω20
(
x2
2
)
and higher terms of the series expansion of the optical po-
tential have not been considered.
9The rest of the values needed to perform the simulations
(i.e., m, Γ, σ, σξ, and the electronic noise) have been calcu-
lated assuming:
• A temperature T = 295 K.
• A spherical silica particle of radius 117.5 nm and den-
sity 2200 kg/m3.
• γ = mΓ follows Stoke’s drag force, and is linear with
the pressure for moderate levels of vacuum.
• The noise intensity σ satisfies the fluctuation-
dissipation relation, i.e. σ =
√
2kBTmΓ.
• σ2ξ ' 6×10−24 m2/Hz, the noise floor of our balanced
detectors.
• The Red Pitaya electronic noise approximately fol-
lows a normal distribution with σRP = 1 mV. The
digital discretization noise has also been taken into
account.
Mass determination
We follow the procedure described in F. Ricci et. al.[31],
based on setting the number of elementary charges of the
particle to a known value (we apply a high DC voltage
VHV ∼ ±1 kV to a bare electrode and create a corona dis-
charge), driving the particle at a specific frequency ωdr with
a calibrated electric field and comparing the measurements
of the CoM motion PSD to theory.
Since the motion of the particle in the optical trap without
any driving is purely thermal, its PSD Sv(ω) is well approx-
imated by a Lorentzian function
Sv(ω) =
σ2/m2
(ω2 − ω20)2 + Γ2ω2
.
From an experimental measurement of Sthv (ω) we can ex-
tract the value of Sthv (ωdr) and perform maximum likelihood
estimation to obtain the values of ω0 and Γ as fitting pa-
rameters. Introducing an electric driving, we determine the
magnitude of the driven resonance Sv(ωdr) and calculate the
electrical contribution Selv (ωdr) = Sv(ωdr)− Sthv (ωdr).
The mass of the particle can ultimately be calculated con-
sidering the ratio RS = S
el
v(ωdr)
Sthv (ωdr)
= Sv−S
th
v
S thv
∣∣∣
ω=ωdr
. Note that
Selv scales asm
−1 while Sthv scales asm
−2. Thus, from their
ratio we obtain:
m =
n2q q
2
e E
2
0 T
8 kBT Γ RS
, (22)
where nq is the number of elementary charges, qe the elec-
tron charge, E0 the electric field amplitude, T the trace inte-
gration time, kB Boltzmann’s constant, Γ the damping and
RS the previously calculated ratio.
