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1 Introduction
Let $F:=\mathrm{G}\mathrm{F}(\mathrm{g})$ . All vectors and matrices are assumed to be those on $F$ . Let $F((D))$ be
the ring of formal Laurent series with variable $D$ , and $F(D)$ the rational ring field viewed
as asubring of $F((D))$ by astandard way:
$F((D))$ $:=$ $\{X(D)=\sum_{i\geq M}x_{i}D^{i}|M\in \mathbb{Z}$ , $x_{i}\in F$ for all $i\}$ ,
$F(D)$ $:=$ $\{\frac{P(D)}{Q(D)}|P(D)$ , $Q(D)\in F[D]$ , $Q(D)\neq 0\}\subset F((D))$ ,
where $F[D]$ is aring of polynomials.
We shall start with the definition of aconvolutional code. Aconvolutional code is afunc-
tion which maps asequence of $k$-dimensional vectors (information words) $u(0)$ , $u(1)$ , $\ldots$
to asequence of $n$-dimensional vectors (codewords) $x$ (0), $x$ (1), $\ldots$ . Aconvolutional code
is equipped with aregister $s$ , which takes an $m$-dimensional vector(state vector) $s(i)$ at a
time $i$ . When avector $u(i)$ at atime $i$ is input, the convolutional code with astate vector
$s(i)$ put out avector $x(i)$ and the state of the encoder turns to $s(i+1)$ . The encoder for
aconvolution code is formally described by
$s(i+1)$ $=$ $s(i)A+u(i)B$, $s(0)=0$ ,
$x(i)$ $=$ $s(i)C+u(i)D$ ,
where four matrices $A$ , $B$ , $C$ , $D$ have the sizes
$A$ : $m\mathrm{x}m$ ,
$B$ : $k\mathrm{x}m$ ,
$C$ : $m\cross n$ ,
$D$ : $k\cross n$ .
We furthermore assume that $D$ is of rank $k$ .
Now we define three vectors $X(D)$ , $D(D)$ , $S(D)$ on $F((D))$ by
$X(D)= \sum_{i\geq 0}ox(i)D^{i}$ , $U(D)= \sum_{i\geq 0}u(i)D^{i}$ , $S(D)= \sum_{i\geq 0}s(i)D^{i}$ .
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Furthermore define a $k\cross n$ matrix $G(D)$ called agenerator matrix on the rational function
field $F(D)$ by
$G(D):=D+B$ $( \frac{1}{D}I_{m}-A)^{-1}C$ .
Then
$X(D)=U(D)G(D)$
and the rank of $G(D)$ is $k$ . Since $G(D)$ has entries from $F(D)$ , nothing essential is lost
by considering the rational subcode of the code. Thus we shall adopt the following as the
definition of aconvolutional code:
Definition 1.1 $C$ is said to be an $(n, k)$ convolutional code for $1\leq k\leq n$ , if $C$ is a
$k$-dimensional subspace of $F(D)^{n}$ .
If $G(D)$ is generator matrix for $C$ , then rank $G(D)=k$ and $C$ is $F(D)$-row space of





Example 1.2 Consider the following state space realization $(A, B, C, D)$ for aconvolu-
tional code over $F=\mathrm{G}\mathrm{F}(2)$ with $(n, k, m)=(2,1,2)$ whose encoding matrices are given
by
A $=(\begin{array}{ll}0 10 0\end{array})$ : $B$ $=(1 0 )$ : $C=(\begin{array}{ll}1 01 1\end{array})$ : $D=(1 1)$ .
The generating matrix of this code has the following form:
$G(D)=(1+D+D^{2} 1+D^{2})$ .




Example 1.3 Consider the following state space realization $(A, B,C,D)$ for aconvolu-
tional code over $F=\mathrm{G}\mathrm{F}(2)$ with $(n, k, m)=(4,3,2)$ . Then the encoding matrices are
given by
$A=(\begin{array}{ll}0 11 1\end{array})$ , $B$ $=(\begin{array}{ll}\mathrm{l} 00 00 0\end{array})$ ,














Definition 1.4 The weight of aformal Laurant series $\mathrm{X}\{\mathrm{D}$ ) $= \sum_{i\geq m}x_{\dot{\iota}}D^{:}\in F((D))$ is
defined to be the number of non-zero coefficients:
$\mathrm{w}\mathrm{t}(X(D)):=\#$ $\{i ; x:\neq 0\}$ .
Clearly, the weight of $X(D)$ is finite if and only if $X(D)$ is aLaurant polynomial. The
weight of avector $X(D)=(X_{1}(D), \ldots, X_{n}(D))\in F(D)^{n}$ is defined to be the sum of the
weights of its constituent $X_{i}(D)$ .
$\mathrm{w}\mathrm{t}(X(D)):=\sum_{i=1}^{n}\mathrm{w}\mathrm{t}(X_{i}(D))$ .
Furthermore, the weight of amatrix $K(D)=(k_{ij}(D))$ over $F(D)$ is defined to be the sum
of the weights of its constituent $k_{ij}(D)$ :
$\mathrm{w}\mathrm{t}(K(D)):=\sum_{i,j}\mathrm{w}\mathrm{t}(k_{ij}(D))$
.
Example 1.5 Let F $=\mathrm{G}\mathrm{F}(2)$ . The weight of $\mathrm{I}/(\mathrm{I}+D)=\mathrm{I}+D+D^{2}$ $+\cdots$ is infinity.
The weight of $(1+D^{3})/D^{2}=D^{-2}+D$ is 2.
Definition 1.6 Agenerator matrix $G(D)$ of aconvolutional code is said to be catas-
trophic if there is avector $u(D)\in F(D)^{k}$ of infinite weight while the corresponding
codeword $x(D)=u(D)G(D)$ has afinite weight.
In 1968 Massey and Sain [1] proved the following theorem, which allows us to tell
whether agiven polynomial generator matrix is catastrophic or not.
Theorem 1.7 (Massey-Sain theorem, [1], [2, Theorem 6.3]) Let $G(D)$
be a polynomial generator matr$r\cdot x$ of an $(n, k)$ convolutional code and let $\Delta_{k}(D)$ the greatest
common divisor of the $k\cross k$ minors of $G(D)$ . Then the following three conditions are
equivalent
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(a) $G(D)$ is non-catastrophic.
(b) $\Delta_{k}(D)$ is a power of $D$ .
(c) $G(D)$ has a right inverse matrix, all of whose entries are of finite weight.
The Massey-Sain theorem can not be directly applied to arbitrary generator matrices,
i.e. those which may have non-polynomial entries. In 1998 R. J. McEliece [2] stated the
following theorem, where the condition (b) was replaced by aweaker condition $(\mathrm{b}’)$ .
Theorem 1.8 (McEliece theorem, [2, Theorem 6.6]) Let $G(D)$ is $\dot{a}n$ arbitrary gen-
erator matrix for an $(n, k)$ convolutional code. Let $\beta(D)$ be the least common multiple of
the denominators in $G(D)$ , let $G’(D)$ be the matrix obtained from $G(D)$ by multiplying
each entr$ry$ by $\beta(D)$ . And let $\alpha(D)$ be the greatest common divisor of the $k\cross k$ minors of
$G’(D)$ , and the ratio $\alpha(D)/\beta(D)$ is reduced to lowest terms, say $\alpha’(D)/\beta’(D)$ . Then the
following three conditions are equivalent.
(a) $G(D)$ is non-catastrophic.
$(\mathrm{b}’)\alpha’(D)$ is a power of $D$ .
(c) $G(D)$ has a right inverse matr$7^{\tau}ix$, all of whose entries are of finite weight.
Unfortunately, this important theorem does not hold in this form. The condition looks
too weak as is shown in the following section.
2Aproof of McEliece theorem
In this section, we give aproof of Theorem 1.8 (McEliece theorem) in alittle improved
form. We first show that the original McEliece theorem does not hold (Example 2.1).
Next we prove McEliece theorem in arevised form (Theorem 2.2).




The least common multiple of the denominators is $\beta(D)=1+D+D^{2}$ , and the matrix
obtained by multiplying each of the entries of $G(D)$ by $\beta(D)$ is
$G’(D)=(\begin{array}{lllllll}1 0 0 \mathrm{l}+ D0 1+ D+D^{2} 0 1+ D+D^{2}0 0 1+ D+D^{2} \mathrm{l}+ D+D^{2}\end{array})$ .
The greatest common divisor of the $3\cross 3$ minors of $G’(D)$ is $\alpha(D)=(1+D+D^{2})^{2}$ , so
that the ratio $\alpha/\beta$ is
$\frac{\alpha(D)}{\beta(D)}=\frac{(1+D+D^{2})^{2}}{(1+D+D^{2})}=\frac{1+D+D^{2}}{1}=\frac{\alpha’(D)}{\beta’(D)}$.
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Thus $\alpha’(D)=1+D+D^{2}$ , which is not apower of D. We see that $(\mathrm{b}’)$ fails.
But if now we define
$K(D)=(\begin{array}{llll}1+ D+D^{2} 0 0 0 1 0 0 0 \mathrm{l} 0 0 0\end{array})$ ,
it follows that
$G(D)K(D)$ $=$ $( \frac{1}{1+D+D^{2},00},$ $001001$ $\frac{1+D}{1+D+D^{2},11},$ $)$ $(\begin{array}{llll}\mathrm{l}+ D+D^{2} 0 0 0 1 0 0 0 \mathrm{l} 0 0 0\end{array})$
$=$ $(\begin{array}{lll}1 0 00 1 00 0 1\end{array})=I_{3}$ .
Thus $G(D)$ has aright inverse matrix, all of whose entries are of finite weight. We see
that (c) holds. Therefore, the McEliece theorem does not hold.
According to this observation, we must replace $(\mathrm{b}’)$ . Our replacement is stated as
follows;
Theorem 2.2 (Main theorem) Let $G(D)$ be an arbitrary generator matrix for an $(n, k)$
convolutional code. Let $\beta(D)$ be the least common multiple of the denominators in $G(D)$ ,
let $G’(D)$ be the matrix obtained from $G(D)$ by multiplying each entry by $\beta(D)$ . And
let $(\gamma_{1}(D), \ldots, \gamma_{k}(D))$ be the elementary divisor for $G’(D)$ , and the ratio $\gamma_{k}(D)/\beta(D)$
be reduced to lowest terms, say $\gamma_{k}’.(D)/\beta’(D)$ . Then the following three conditions are
equivalent
(a) $G(D)$ is non-catastrophic.
$(\mathrm{b}’’)\gamma_{k}’(D)$ is a power of $D$ .
(c) $G(D)$ has a right inverse matrix, all of whose entries are of finite weight.
In order to prove Theorem 2.2 (main theorem), we need to quote the following well-
known fact.
Lemma 2.3 Let $R$ be a principal ideal domain. If $G$ is a $k\cross n$ matrix over $R$ , then
there exists a $k\cross k$ non-singular matrix $X$ , an $n\cross$ $n$ non-singular matrix $Y$ and a $k\cross n$
diagonal matrix $\Gamma=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{r})$ such that $XGY=\Gamma$ , $\gamma_{i}|\gamma_{i+1}(1\leq i<r)$ , $\gamma_{r}\neq 0$ ,
rank $G=r$ . And $(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{r})$ is unique up to multiplication by a unit
Definition 2.4 $(\gamma_{1},\gamma_{2}, \ldots,\gamma_{r})$ referred to in Lemma 2.3 is said to be an elementary
divisor for $G$ .
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Corollary 2.5 If $G(D)$ is an arbitrary generator matrix for an $(n, k)$ convolutional code,
then there exists a $k\cross k$ non-singular matrix $X(D)$ , an $n\cross n$ non-singular matr $.xY(D)$ and
a diagonal matrix $\Gamma(D)=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\gamma_{1}(D), \ldots, \gamma_{k}(D))$ such that $X(D)G’(D)Y(D)=\Gamma(D)_{l}$
$\gamma_{i}(D)|\gamma_{i+1}(D)(1\leq i<k)$ , $\gamma_{k^{n}}(D)\neq 0$ where $G’(D)=\beta(D)G(D)$ and $\beta(D)$ is the least
common multiple of the denominators in $G(D)$ . And $(\gamma_{1}(D), \gamma_{2}(D)$ , $\ldots$ , $\gamma_{k}(D))$ is unique
up to multiplication by a unit.
Proof. Since $G’(D)$ is a $k\cross n$ matrix over aprincipal ideal domain $F[D]$ (polynomial
ring) with rank $G’(D)=k$ , this result follows immediately from Lemma 2.3. $\square$
Proof of main theorem.
The proof is proceeded as follows: $(\mathrm{a})\Rightarrow(\mathrm{b}’)\Rightarrow(\mathrm{c})\Rightarrow(\mathrm{a})$ .
$(\mathrm{a})\Rightarrow(\mathrm{b}^{\prime/})$ Suppose that $\gamma_{k}’(D)$ is not apower of $D$ . We show that $G(D)$ is acatastrophic
generator matrix. We define
$u(D):=(0$ 0 ,$\frac{\beta’(D)}{\gamma_{k}(D)})X(D)$ .
Since $X(D)$ is anon-singular matrix and $\gamma_{k}’(D)$ is not aunit, we have that $\gamma_{k}’(D)$ dose
not divide a $k$-th row of $X(D)$ . Since $\gamma_{k}’(D)$ is not apower of $D$ , we have that
$\mathrm{w}\mathrm{t}(u(D))=+\infty$ .
And it follows that
$\frac{1}{\beta(D)}u(D)X(D)^{-1}\Gamma(D)$
$=$ (0 . . . 0 $\frac{\beta’(D)}{\beta(D)\gamma_{k}’(D)}$ ) $\Gamma(D)$
$=$ (0 . . . 0 $\frac{1}{\gamma_{k}(D)}$ ) $(’ \mathrm{x}_{1}(D)0^{\cdot}.$ . $\gamma_{k}(D)0$ 0 $)$





$=$ (0 . . . 010. . . 0) $Y(D)^{-1}$
Since $Y(D)$ is anon-singular matrix, $Y(D)^{-1}$ is amatrix over $F[D]$ . So,
$\mathrm{w}\mathrm{t}(\mathrm{x}(D))<+\infty$ .
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Thus $G(D)$ is acatastrophic generator matrix.
$(\mathrm{b}’)\Rightarrow(\mathrm{c})$ Suppose that $\gamma_{k}’(D)$ is apower of D. Let $K’(D)$ be an $n\cross k$ matrix as follows:
$IC’(D)= \mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(.\frac{\gamma_{k}(D)}{\gamma_{1}(D)},$ $\frac{\gamma_{k}(D)}{\gamma_{2}(D)}$ , $\ldots$ , $\frac{\gamma_{k}(D)}{\gamma_{k}(D)})=(\begin{array}{lll}.\frac{\gamma_{k}(D)}{\gamma_{1}(D)} 00 \ddots 0 .\frac{\gamma_{k}(D)}{\gamma_{k}(D)}\end{array})$
Since $\gamma_{i}(D)$ divides $\gamma_{i+1}(D)$ for $1\leq i<k$ , we have that $\gamma_{i}(D)$ divides $\gamma_{k}(D)$ for $1\leq i\leq k$ .
So, $K’(D)$ is amatrix over $F[D]$ . We define
$K(D):=, \frac{\beta’(D)}{\gamma_{k}(D)}Y(D)K’(D)X(D)$ .
Since $\gamma_{k}’(D)$ is apower of $D$ , we have that
$\mathrm{w}\mathrm{t}(K(D))<+\infty$ .
And it follows that
$\Gamma(D)K’(D)$ $=$ $(\begin{array}{llll}\gamma_{1}(D) 0 \ddots 00 \gamma_{k}(D) \end{array})(\begin{array}{lll}\frac{\gamma_{k}(D)}{\gamma_{1}(D)} 00 \ddots 0 \frac{\gamma_{k}(D)}{\gamma_{k^{\sim}}(D)}\end{array})$
$=$ $\gamma_{k}(D)I_{k}$ ,






where $I_{k}$ is a $k\cross k$ identity matrix. Thus $G(D)$ has aright inverse matrix, all of whose
entries are of finite weight.
$(\mathrm{c})\Rightarrow(\mathrm{a})$ Suppose that $K(D)$ is aright inverse matrix for $G(D)$ , all of whose entries are
of finite weight. If $G(D)$ is acatastrophic generator matrix, there exists $u(D)\in F(D)^{k}$
such that
$\mathrm{w}\mathrm{t}(u(D))=+\infty$ , $\mathrm{w}\mathrm{t}(u(D)G(D))<+\infty$ .
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But since $G(D)K(D)=I_{k}$ and $\mathrm{w}\mathrm{t}(K(D))<+\infty$ , we have that
$\mathrm{w}\mathrm{t}(u(D))=\mathrm{w}\mathrm{t}(u(D)I_{k}.)=\mathrm{w}\mathrm{t}(u(D)G(D)K(D))<+\infty$ .





in Example 2.1 is anon-catastrophic generator matrix.
Example 2.7 Consider the following generator matrix for the (3, 2, 2) convolutional code
over $\mathrm{G}\mathrm{F}(2)$ .
$G(D)=( \frac{1}{1+D,0},$ $1+D0$ $1+D1)$ .
The least common multiple of the denominators is $\beta(D)=1+D$ , and the matrix obtained
by multiplying each of the entries of $G(D)$ by $\beta(D)$ is
$G’(D)=(\begin{array}{lllll}1 0 1+ D0 (1+ D)^{2} (1+ D)^{2}\end{array})$ .
The elementary divisor of $G’(D)$ is $(\gamma_{1}(D), \gamma_{2}(D))=(1, (1+D)^{2})$ , so that the ratio $\gamma_{2}/\beta$
is
$\frac{\gamma_{2}(D)}{\beta(D)}=\frac{(1+D)^{2}}{1+D}=\frac{1+D}{1}=\frac{\gamma_{2}’(D)}{\beta’(D)}$ .
Thus $\gamma_{2}’(D)=1+D$ , which is not apower of $D$ . So, $\mathrm{G}(\mathrm{D})$ is acatastrophic generator




$\mathrm{w}\mathrm{t}(x(D))=\mathrm{w}\mathrm{t}(u(D)G(D))=\mathrm{w}\mathrm{t}((0 1 1 ))=2<+\infty$ .
And the encoding matrices are given by
$A=(\begin{array}{ll}1 00 0\end{array})$ , $B$ $=(\begin{array}{ll}\mathrm{l} 00 1\end{array})$ , $C=(\begin{array}{lll}1 0 00 \mathrm{l} 1\end{array})$ , $D=(\begin{array}{lll}1 0 10 1 \mathrm{l}\end{array})$ .
27






Finally, Theorem 2.2 (Main theorem) is an extension of Theorem 1.7 (Massey-Sain
theorem). We prove that (b) and $(\mathrm{b}’)$ are equivalent if $G(D)$ is apolynomial generator
matrix.
Definition 2.8 Let $\Delta_{i}$ be the greatest common divisor of the $i\cross i$ minors of $G$ .
$(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{r})$ is said to be adeterminantal divisor for $G$ .
Lemma 2.9 If $(\gamma_{1},\gamma_{2}, \ldots, \gamma_{r})$ is an elementar$ry$ divisor and $(\Delta_{1}, \Delta_{2}, \ldots, \Delta_{r})$ is a deter-
minantal divisor for $G$ , then $\Delta_{1}=\gamma_{1}$ , $\Delta_{2}=7172$ , $\ldots$ , $\Delta_{r}=7172\cdots$ $\gamma_{r}$ , $\Delta_{i}=0$ for
$i>r$ .
Remark 2.10 If $G(D)$ is a polynomial generator matrix for an (n, k) convolutional code,
then the condition (b) of Theorem 1.7 and the condition $(\mathrm{b}^{\prime/})$ of Theorem 2.2 are equiva-
lent.
Proof Since $G(D)$ is apolynomial generator matrix, we have $\beta(D)=1$ . So, $G’(D)=$
$G(D)$ and $\gamma_{k}’(D)=\gamma_{k}(D)$ .
$(\mathrm{b})\Rightarrow(\mathrm{b}^{\prime/})$ Suppose that $\Delta_{k}(D)$ is apower of $D$ . Since $\gamma_{k}(D)$ divides $\Delta_{k}(D)$ , we have
that $\gamma_{k}.(D)$ is apower of $D$ , too.
$(\mathrm{b}^{\prime/})\Rightarrow(\mathrm{b})$ Suppose that $\gamma_{k}(D)$ is apower of $D$ . Since $\gamma_{i}(D)$ divides $\gamma_{i+1}(D)$ , we have
that $\gamma_{i}(D)$ divides $\gamma_{k}(D)$ for $1\leq i\leq k$ . So, $\gamma_{i}(D)$ is apower of $D$ for $1\leq i<k$ , too.
Since $\Delta_{k}(D)=\gamma_{1}(D)\cdots$ $\gamma_{k}(D)$ , we have that $\Delta_{k}(D)$ is apower of $D$ . $\square$
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