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Рассмотрены математические модели фрактальных алгоритмов сжатия на 
предмет устойчивости к воздействию помех случайного характера, предло-
жены пути разрешения данной проблемы. Рассмотрена возможность созда-
ния оптимизированного алгоритма, устойчивого к воздействию помех. 
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Постановка проблемы. В [1] были приведены результаты экспери-
мента, согласно которым применение фрактального алгоритма сжатия 
целесообразно только при высоком отношении сигнал/шум. В случае, 
когда уровень помехи высокий, потери возрастают, а степень архивации 
понижается, что делает применение фрактального алгоритма неэффек-
тивным. Следовательно, при высоком уровне помех, когда аппаратными 
средствами понизить его невозможно,  становится актуальной разработ-
ка методов повышения помехоустойчивости алгоритма сжатия. 
Для дальнейшей разработки помехозащищенных алгоритмов необхо-
димо рассмотреть, чем же помехи так влияют на алгоритм. Фрактальные 
алгоритмы далеко не самые распостраненные, но с точки зрения рацио-
нальности было бы не уместным разрабатывать новый алгоритм, основыва-
ясь, например, на алгоритме JPEG. В настоящее время этот алгоритм уста-
рел, и на его основе разработан новый стандарт сжатия JPEG2000 – так 
называемый «многослойный JPEG». К тому же, фрактальные алгоритмы 
сжатия позволяют сжимать изображение с гораздо большим коэффициен-
том сжатия, без видимого ухудшения качества изображения. Таким обра-
зом, рационально было бы рассмотреть именно фрактальные алгоритмы на 
предмет влияния на них помех ввиду того, что по предложенным критериям 
оценки фрактальный алгоритм дает наилучшие результаты. 
Анализ литературы. Различные методы сжатия изображений основы-
ваются на устранении тех или иных форм избыточности, в частности фрак-
тальные методы рассматривают самоподобие как источник избыточности [2, 
3]. Считается, что самоподобие является свойством почти всех природных 
объектов и их изображений [4], и, следовательно, устранение этой формы 
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избыточности может значительно уменьшить объем данных, необходимых 
для описания природного объекта или его изображения. Примером может 
служить «папоротник Барнсли» (рис. 1). 
Фрактальное кодирование (сжатие) полуто-
новых изображений основано на гипотезе, со-
гласно которой в любом изображении можно 
обнаружить локальное самоподобие различных 
его частей. Существующие алгоритмы фракталь-
ного сжатия, как правило, придерживаются сле-
дующей схемы кодирования [5]. Кодируемое 
изображение разбивается на множество не пере-
крывающихся блоков (ранговых областей), для 
каждого из которых, в пределах этого же изоб-
ражения, ищется блок большего размера (домен), 
пиксели которого путем некоторого преобразо-
вания, задаваемого несколькими коэффициента-
ми, переводились бы в пиксели ранговой обла-
сти. При этом для поиска оптимального соответ-
ствия ранговых областей и доменов необходим 
полный перебор вариантов, что влечет за собой значительные вычисли-
тельные затраты. Из преобразований, переводящих домены в ранговые об-
ласти, формируется отображение, переводящее изображение в изображе-
ние. При этом кодом изображения будут являться местоположение и разме-
ры ранговых областей, а также коэффициенты преобразований, описываю-
щих самоподобие внутри изображения. Количество бит, необходимых для 
описания кода, будет существенно меньше количества бит, необходимых 
для описания исходного изображения. В известных фрактальных методах 
сжатия изображений значение коэффициента сжатия может достигать 100 
при приемлемом качестве восстановления. 
Цель работы: выявление последствий влияния зашумленности 
изображения на степень сжатия изображений фрактальными алгоритма-
ми. 
Основная часть. Рассмотрим математическое описание метода 
фрактального сжатия. Пусть x = (x1, x2, … , xn)
 Т  Rn – исходное изоб-
ражение (сигнал). Рассмотрим аффинное преобразование  
bAx)x(Wx:W  ,                                 (1) 
состоящее из матрицы A и вектора смещения b. Будем рассматривать 
только W, обладающие свойством сжимаемости: 
nRy,x)y,x(sd))y(W),x(W(d:)1,0[s  ,                  (2) 
Рис. 1. Папоротник Барнсли 
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тогда существует единственная неподвижная точка отображения W [4]: 
)x(Wx ff  .                                        (3) 
Процесс кодирования состоит в определении A и b таких, что рас-
стояние d(x0, xf) между исходным сигналом x0 и неподвижной точкой xf 
отображения W минимально, а сами A и b имеют сравнительно простое 
представление. По полученному ИФС-коду можно восстановить его не-
подвижную точку (а, следовательно, и исходный сигнал), решая итера-
тивным образом уравнение )x(Wx ff  . Начиная с произвольного 
начального приближения x0  R
n, последовательность итераций xk = W
k 
(x0) сходится к искомой неподвижной точке k
k
f xlimx

 . Таким обра-
зом, если выполнены все указанные выше требования, то с помощью 
ИФС можно итерационным путем получить сколь угодно хорошую ап-
проксимацию исходного изображения. Но на практике решение обрат-
ной задачи построения ИФС-кода требует проведения слишком большо-
го объема вычислений. Теорема о коллаже, доказанная М. Барнсли, поз-
воляет значительно упростить процедуру построения фрактального кода. 
Согласно этой теореме, вместо минимизации расстояния d(x0, xf)  между 
исходным образом и неподвижной точкой ИФС, можно минимизировать 
расстояние d(x0, W(x0)) между исходным образом и его «коллажем», по-
лученным с помощью данной ИФС. 
Таким образом, построенный фрактальный код является субопти-
мальным, и является единственным применяемым на практике. Это зна-
чит, что имеют место потери в качестве изображения. 
С учётом вышесказанного, схема компрессии выглядит так: изоб-
ражение x разбивают на кусочки xi, называемые ранговыми областями. 
Далее для каждой области x i находят область d i и преобразование wi та-
кие, что выполняются следующие условия: 1) di по размерам больше xi; 
2) wi(xi) имеет ту же форму, размеры и положение, что и xi; 3) коэффи-
циент u преобразования wi должен быть меньше единицы; 4) значение 
должно быть как можно меньше. Первые три условия означают, что 
отображение wi будет сжимающим. А в силу четвёртого условия кодиру-
емое изображение x и его образ w(x) будут похожи друг на друга. В идеа-
ле x = w(x). А это означает, что наше изображение x и будет являться не-
подвижной точкой w. Именно здесь используется подобие различных ча-
стей изображения (отсюда и название – «фрактальная компрессия»). Как 
оказалось, практически все реальные изображения содержат такие похо-
жие друг на друга, с точностью до аффинного преобразования, части.  
Таким образом, для компрессии изображения w нужно: 1) разбить 
изображение на ранговые области xi (непересекающиеся области, покрыва-
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ющие все изображение); 2) для каждой ранговой области x i найти область di 
(называемую доменной), и отображение wi, с указанными выше свойства-
ми; 3) запомнить коэффициенты аффинных преобразований w, положения 
доменных областей di, а также разбиение изображения на домены. 
Соответственно, для декомпрессии изображения нужно: 1) создать 
какое-то (любое) начальное изображение x0; 2) многократно применить 
к нему отображение w (объединение wi). 
Так как отображение w сжимающее, то в результате, после доста-
точного количества итераций, изображение придёт к аттрактору и пере-
станет меняться. Аттрактор и является нашим исходным изображением. 
Декомпрессия завершена. 
Пусть дано изображение m  n точек (m и n кратны 8), 256 градаций 
серого. Ранговые и доменные области будем брать квадратными. Исход-
ное изображение разобьём на ранговые области размером 8  8 точек. 
Доменные области будем искать размером 16  16 точек путём перебора 
всех возможных положений. Существует всего 8 аффинных преобразо-
ваний, переводящих квадрат в квадрат (повороты на 0, 90, 180 и 270°, 
зеркальные отражения относительно центральной горизонтали, цен-
тральной вертикали, от главной и побочной диагоналей). Осталось найти 
только коэффициенты для преобразования цвета. Но значения u и v 
(контрастности и яркости) можно легко найти аналитически. 
Если есть две последовательности значений цвета пикселов a 1, 
a2, … , an (доменной области) и b1, b2, … , bn (ранговой области), то 
можно минимизировать среднеквадратичное отклонение цвета пикселов, 
представляющее собой вариант метрики различия изображений  



n
1i
2
ii )bvau(x .                                     (4) 
Для этого достаточно приравнять частные производные x по u и по 
v к нулю, и решить уравнение относительно u и v. Тогда:  
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Итак, какие же данные необходимо хранить в результате. Сетка разбие-
ния на ранговые области постоянная для всех изображений, её хранить не 
надо. Остаётся положение ранговых областей (верхнего левого угла), номер 
преобразования и коэффициенты яркости и контрастности. Как же оценить 
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степень потерь и регулировать их в этом случае? Во-первых, можно ограни-
чить степень аффинных преобразований, заведомо обеспечив степень сжатия 
не ниже фиксированной величины. Во-вторых, можно потребовать, чтобы в 
ситуации, когда разница между обрабатываемым фрагментом и наилучшим 
его приближением будет выше определенного порогового значения, этот 
фрагмент дробился обязательно. В-третьих, можно запретить дробить фраг-
менты размером, допустим меньше четырех пикселей. При этом, при повы-
шении степени сжатия соответственно и качество результирующего изобра-
жения становится ниже. А при сжатии сильно зашумленного изображения 
падение эффективности сжатия значительно, ввиду того, что в сжимаемом 
изображении подобные области гораздо мельче пи сильном зашумлении. 
В данном случае имеет смысл разработка методов оптимизации ал-
горитма, учитывающих его субоптимальность. 
Выводы. Предложен вариант оптимизации алгоритма фрактального 
сжатия изображений, исходя из которого можно: 
– оценить влияние случайной помехи на качество изображения по-
сле сжатия по алгоритму; 
– выявить дальнейшие этапы по сведению к минимуму или устра-
нению субоптимальности алгоритма; 
– затрачивать для компрессии и декомпрессии приемлемые вычис-
лительные мощности. 
Перспективы дальнейших исследований. Работа над оптимизацией 
фрактального сжатия позволит свести к минимуму влияние помех на сте-
пень сжатия и качество результирующего изображения, что очень актуаль-
но для следящих систем, работающих в условиях высоких помех (атомные 
электростанции, системы видеонаблюдения в условиях плохой видимости). 
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