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Study on surface roughness and friction during hot rolling of stainless steel 301 
Abstract 
A well-defined boundary condition is important for generating an accurate model for simulating metal 
forming process. It is important to characterize the features of the oxide scale in hot rolling of stainless 
steel strip. Short time oxidation tests in humid air with water vapor content of 7.0 vol. % were carried out 
using Gleeble 3500 thermo-mechanical simulator. The deformation, surface morphology of oxide scale, 
and the friction in hot rolling were studied by conducting hot rolling tests. The results show that the 
surface roughness decreases with an increase of reduction. The effect of oxide scale on friction and 
surface roughness transfer in hot rolling depends on oxide scale generated during reheating. When 
reheating time is increased, the average thickness of oxide scale increases and a relatively rough surface 
was obtained after hot rolling. Thick oxide scale of 301 steel shows the high lubricative effect. 
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Pedestrian Lane Detection for Assistive Navigation of Blind People
Manh Cuong Le, Son Lam Phung and Abdesselam Bouzerdoum
School of Electrical, Computer and Telecommunications Engineering
University of Wollongong, Australia
Abstract
Navigating safely in outdoor environments is a chal-
lenging activity for vision-impaired people. This paper
is a step towards developing an assistive navigation sys-
tem for the blind. We propose a robust method for de-
tecting the pedestrian marked lanes at traffic junctions.
The proposed method includes two stages: regions of
interest (ROI) extraction and lane marker verification.
The ROI extraction is performed by using colour and in-
tensity information. A probabilistic framework employ-
ing multiple geometric cues is then used to verify the ex-
tracted ROI. The experimental results have shown that
the proposed method is robust under challenging illu-
mination conditions and obtains superior performance
compared to the existing methods.
1 Introduction
Visual impairment is a significant health problem.
The World Health Organization estimates that globally
about 285 million people are visually impaired, and 39
million of them are blind [11]. To support the vision im-
paired navigating safely in outdoor environments, an as-
sistive system should perform several vital tasks such as
finding pedestrian lanes, detecting and recognizing traf-
fic obstacles, and sensing dangerous traffic situations.
This paper addresses the task of finding the pedes-
trian lanes that are indicated by painted markers. Al-
though lane detection for autonomous vehicles has been
investigated for several years [2, 4], little work has
been done on pedestrian lane detection for blind peo-
ple. Furthermore, most techniques for detecting pedes-
trian lanes are designed to find zebra painted patterns
[8, 10, 3].
There are two major classes of approaches for
lane detection: edge-based and intensity/colour-based.
Edge-based approach use the features of the edges: ori-
entation and magnitude, and a predefined lane model
(e.g. straight lines, B-Splines, parabola, or hyperbola)
to identify the lane markers. Examples of this approach
include [8, 7, 6]. The edge-based approach is simple
to implement and has less computational complexity.
However, this approach is sensitive to the background
noise. In assistive navigation for blind people, since
the images are captured at a close range, the cluttered
background may strongly affect selecting proper edges
representing the lane markers. Alternatively, intensity
[1, 4] or colour features [2, 5, 9] are often employed
to segment the lane markers. However, intensity infor-
mation is not discriminative for scenes where the back-
ground objects have the similar intensity levels as the
lane markers. In addition, the use of only colour is sen-
sitive to lighting condition variations.
In this paper, we propose a new method to detect
pedestrian lanes that are marked by two white stripes;
these are common cases at traffic intersections (see
Fig. 1). Our method includes two stages: ROI extrac-
tion and lane marker verification. We employ colour
and intensity information for identifying the potential
lane markers, and then verify those candidate regions in
a probabilistic framework. Geometric features of lane
markers are used for this verification. Most existing
work on pedestrian lane detection is evaluated based
on visual inspection. We address this gap by creating
a large data set of images with the ground-truth. This
allows performance of detection algorithms to be evalu-
ated rigorously. Our method is evaluated and compared
with existing methods on the newly created dataset. Ex-
perimental results have shown the robustness of the pro-
posed method.
The remainder of the paper is organized as follows.
The proposed method is described in Section 2. Experi-
ments and comparisons are presented in Section 3. The
final conclusion is drawn in Section 4.
2 Proposed Method
The proposed method has two stages: ROI extraction
and lane maker verification. ROI extraction is per-
formed first to segment the candidate lane markers us-
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ing colour and intensity information. From the seg-
mented regions, lane markers are determined by a prob-
abilistic framework.
2.1 Regions of Interest Extraction
Compared to the background regions, painted lane
markers and road surfaces are distinctive in colour.
Painted lane makers have whitish colours while road
surfaces have grayish colours of asphalt concrete. Thus,
in our method the first step of ROI extraction is pixel-
wise colour segmentation. In particular, let p(c|ω1) and
p(c|ω2) denote the class-conditional probability density
functions (pdf ) of a colour c (in R,G,B) for the two
classes: lane maker ω1 and non-lane maker ω2. The
p(c|ω1) and p(c|ω2) can be estimated through training.
Applying the Bayesian decision rule, a pixel x is classi-
fied as lane maker pixel if
p(C(x)|ω1)
p(C(x)|ω2) ≥ τ, (1)
where C(x) is the colour at x, and τ is a threshold de-
termined empirically.
Since colour-based segmentation is sensitive to il-
lumination changes, pixels from the road surface with
high illumination can be classified as lane marker pix-
els (see Fig 1). To overcome this issue, intensity in-
formation is used to remove such pixels. Specifically,
symmetrical local thresholding proposed in [1] is em-
ployed. For each detected pixel x = (x, y) satisfying
(1), an adaptive threshold γ is calculated as follows:
γ = max (μ−, μ+) + Δ, (2)
where μ− and μ+ denote the mean intensity values of
pixels whose x-coordinate is in [x−R, x] and [x, x+R]
respectively. In our experiment, R is computed rela-
tively to the image width and set to 1/4 of the image
width, and Δ is the difference in the average pixel inten-
sity between the lane marker and road surface obtained
from the training data.
Pixels whose the intensity is lower than γ are re-
moved. Connected components formed by the remain-
ing pixels are then extracted. After segmentation, re-
gions with small areas are considered as noise and
therefore removed. This step results in a set of candi-
date lane markers M . An example of the ROI extraction
is shown in Fig. 1.
2.2 Lane Maker Verification
In this section, we present a probabilistic method to
identify the lane markers given the results of ROI ex-
traction. Instead of verifying individual candidate lane
markers, we verify pairs of lane markers using the ge-
ometric relationship between two lane markers. For a
pair of potential lane markers (mi,mj), their geometric
relationship includes the angle ϕij , the distance dij and
the vertical overlap oij between mi and mj as shown in
Fig. 2. These cues are informative and discriminative to
find the lane region. In particular, the conditional prob-
ability of the lane region ω1 for a pair of lane markers
(mi,mj) is computed as
P (ω1|mi,mj) = p(mi,mj |ω1)P (ω1)
p(mi,mj)
=
p(ϕij , dij , oij |ω1)P (ω1)
p(mi,mj)
. (3)
We assume that the parameters ϕij , dij and oij are
statistically independent given ω1, p(mi,mj) is uni-
form and P (ω1) is constant. Equation (3) can be writen
as
P (ω1|mi,mj) ∝ p(ϕij |ω1)p(dij |ω1)p(oij |ω1), (4)
where p(ϕij |ω1), p(dij |ω1) and p(oij |ω1) represent the
likelihood functions of geometric parameters for pairs
of lane markers.
The p(ϕij |ω1) can be computed from the pdf of the
angle ϕij between two markers of the true lanes given
in the training dataset, using the histogram approach.
The orientation of a marker region is estimated using the
least-square method. In our experiment, the angles ϕij
within the range [00, 1800] are quantised into 18 bins.
The distance dij between two centres of lane mark-
ers relative to the image width, represents the width of
a true lane. In this paper, we model the p(dij |ω1) using
the normal distribution as









where μd and σd are estimated from the training data.
Each component mi can be further represented by
its closest bounding box bi (see Fig. 2). The vertical




j )−max(b1i , b1j )
max(b2i , b
2
j )−min(b1i , b1j )
, (6)
where b1 and b2 are the top and bottom coordinates of
a bounding box b respectively (see Fig 2). Note that the
image coordinate is employed, i.e. (0, 0) is referred to
the left-top corner of the image. Due to the perspective
projection, lane markers of a pedestrian lane have high
vertical overlapping (see Fig 2). Thus, we model the
p(oij |ω1) based on the vertical overlapping of detected
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Figure 1. Illustration of the proposed method. From left to right: input image, result of colour-based segmentation, result
of local thresholding, results of small components (noise) removal, detected lane markers.
lane markers. In particular, the p(oij |ω1) is modeled
using the sigmoid function as
p(oij |ω1) = α
α+ e−βoij
, (7)
where α and β are positive parameters to control the
vertical deviation of lane markers. In our experiment, α
and β are set to 0.2 and 5.0 respectively. Equation (7)
indicates that the higher is the overlapping the higher is
p(oij |ω1).
Finally, the best candidate markers m∗i ,m
∗
j can be




j ) = argmax
mi,mj∈M
P (ω1|mi,mj). (8)
An result example of lane marker verification is illus-
















Figure 2. Geometric relationship of two lane markers
(shaded areas).
3 Experimental Results
3.1 Image Data and Evaluation Measure
To evaluate pedestrian lane detection algorithms, we ac-
quired a large dataset of images, taken at traffic cross-
ings with different backgrounds, times of day, and
weather conditions. We created the ground-truth by
manually annotating the image coordinates of pedes-
trian lane markers. Each lane marker was represented
by a polygon. Lane regions then can be obtained from
annotated markers. Overall, 1000 images were col-
lected. We used 600 images for training and the remain-
ing images for testing.
Given a ground-truth lane region Rg and a detected
lane region Rd, the matching score between these two
regions is defined as
s(Rg,Rd) =
|Rg ∩Rd|
|Rg ∪Rd| , (9)
where ∩ and ∪ denote the intersection and union of two
regions and |R| is the area of region R.
A detected lane region Rd is considered as correct
if there exists a ground-truth lane region Rg that satis-
fies s(Rg,Rd) ≥ θ, where θ is an evaluation threshold
which is set of 0.5 in our experiment.
Two evaluation measures are computed:
• Recall is the percentage of the ground-truth lane
regions that are detected correctly by machine.
• Precision is the ratio between the number of the
lane regions detected correctly and the total num-
ber of machine-generated lane regions.
3.2 Results
We implemented the proposed method using Matlab
and evaluated it on the newly created dataset. The av-
erage processing time for an image of 300 × 400 pix-
els is about 0.83 s, but it could be further optimized.
Sample visual results of pedestrian lane detection are
presented in Fig. 3. By combining colour and local in-
tensity information, the proposed method detects cor-
rectly pedestrian marked lanes in different illumination
and weather conditions (sunny, cloudy, strong shadows,
times of day).
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Figure 3. Visual results of lane detection. Columns 1
and 3: input images. Columns 2 and 4: detected pedes-
trian lane regions.
For comparison purposes, we implemented the
Hough transform-based method (HT), which is com-
monly used in lane detection, e.g. [7]. Another method
used for the comparison is the work of Lee and Cho
[5] using colour information to extract lane marker pix-
els and edge orientation information to estimate lane
boundaries. The detection performance of these meth-
ods are summarised in Table 1.
Table 1. Comparison of algorithms for pedestrian
lane detection.
Methods HT Lee and Cho Our method
Recall (%) 72.9 75.3 91.6
Precision (%) 74.3 76.5 93.5
The proposed method detects correctly 91.6% of the
ground-truth lane regions, whereas the Hough trans-
form method and the algorithm of Lee and Cho can de-
tect only 72.9% and 75.3%, respectively. Furthermore,
our method archives the precision of 93.5%. In com-
parison, the Hough transform and Lee and Cho meth-
ods can obtain the precision of only 74.3% and 76.5%,
respectively.
4 Conclusion
This paper proposed a method for robust detection of
pedestrian marked lanes at traffic crossings. The pro-
posed method employed colour and intensity informa-
tion in extracting the candidate markers and verified the
extracted markers in a probabilistic framework. Multi-
ple geometric cues were used for the verification. The
proposed method was evaluated and compared with ex-
isting approaches. Experimental results have shown the
potential of the method in challenging environmental
conditions.
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