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Fixed Point Indices and Invariant Periodic Sets of
Holomorphic Systems
Guang Yuan Zhang
Abstract. This note presents a method to study center families of periodic
orbits of complex holomorphic differential equations near singularities, based
on some iteration properties of fixed point indices. As an application of this
method, we will prove Needham’s theorem in a more general version.
1. Fixed point indices of holomorphic mappings
Let Cn be the complex vector space of dimension n, let U be an open set in Cn
and let f : U → Cn be a holomorphic mapping. If p ∈ U is an isolated zero of f,
say, there exists a neighborhood V with p ∈ V ⊂ V ⊂ U such that p is the unique
solution of the equation f(x) = 0 in V . Then we can define the zero index of f at
p by
pif (p) = #{x ∈ V ; f(x) = q},
where q is a regular value of f such that |q| is small enough and # denotes the
cardinality. pif (p) is well defined (see [9] or [17] for the detail).
If f : U → Cn is a holomorphic mapping and p is an isolated fixed point of f,
then there is a ball B in U centered at p so that p is the unique fixed point of f in
B, in other words, p is the unique zero of the mapping
f − I : B → Cn,
which puts each x ∈ B into f(x) − x, and then the fixed point index of f at p is
well defined by
µf (p) = pif−I(p).
Fixed point indices of holomorphic mappings have the geometric properties
stated in the following lemmas (see [16] and [17]). We will denote by ∆n a ball in
Cn centered at the origin.
Lemma 1. Let f : ∆n → Cn be a holomorphic mapping such that 0 ∈ ∆n is an
isolated fixed point of f. Then µf (0) ≥ 1, and the equality holds if and only if the
Jacobian matrix f ′(0) of f at 0 has no eigenvalue equal to 1.
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Lemma 2. Let U be an open and bounded set in Cn and let f : U → Cn be a
holomorphic mapping such that f has no fixed point on the boundary ∂U. Then f
has only finitely many fixed points in U .
Lemma 3. Let f : ∆n → Cn be a holomorphic mapping such that 0 is the
unique fixed point of f in ∆n. Then for any holomorphic mapping g : ∆n → Cn
that is sufficiently close to f on the boundary ∂∆n, g has only finitely many fixed
points in ∆n and
µf (0) =
∑
g(x)=x
x∈∆n
µg(x).
This lemma gives us an intuitive interpretation of the fixed point index: with
the same condition of this lemma, for any holomorphic mapping g : ∆n → Cn such
that g is sufficiently close to f on the boundary ∂∆n and all fixed points of g in ∆n
are simple, g has exactly µf (0) distinct fixed points in ∆
n. A fixed point x of g is
called simple if det(g′(x)− I) 6= 0, say, the Jacobian matrix g′(x) has no eigenvalue
1, where I is the unit matrix.
Let f : ∆n → Cn be a holomorphic mapping such that 0 is a fixed point of f.
Then for any positive integer k, the k-th iteration fk of f is well defined in some
neighborhood Vk of 0, where f
1 = f, f2 = f ◦ f, f3 = f ◦ f ◦ f, and so on. The
following result can be found in a more general and more precise version in [16]
when n = 2, and when n > 2 the proof is similar and will be given in the appendix
section.
Proposition 1. Let m > 1 be a prime number and let f : ∆n → Cn be a
holomorphic mapping such that 0 ∈ ∆n is an isolated fixed point of both f and fm.
If f ′(0) has an eigenvalue that is a primitive m-th root of 1, then
(1.1) µfm(0) > m.
A complex number λ is called a primitive m-th root of 1, if λm = 1 but λk 6= 1
for k = 1, . . . ,m− 1. The following lemma is due to Shub, M. and Sullivan, D. [14].
Lemma 4. Let m > 1 be a positive integer and let Θ : ∆n → Cn be a holomor-
phic mapping with an isolated fixed point at the origin 0 ∈ ∆n. Assume that for
each eigenvalue λ of Θ′(0), either λ = 1 or λm 6= 1. Then 0 is still an isolated fixed
point of Θm.
In the rest of this section we will consider a holomorphic system
(1.2) x˙ =
dx
dt
= F (x), x ∈ ∆n,
where F : ∆n → Cn is a holomorphic mapping such that 0 is an isolated zero of F ,
say, 0 is an isolated singularity of the system. The following result is well known.
Lemma 5. For any τ > 0, there is a ball B ⊂ ∆n centered at the origin 0 such
that the local flow φ(t, x) of (1.2) is real analytic on [0, τ ] × B, holomorphic with
respect to x, φ([0, τ ]×B) ⊂ ∆n and, putting Φτ (x) = φ(τ, x), the Jacobian matrices
Φ′τ (0) and F
′(0) of Φτ and F at 0, respectively, are related by
(1.3) Φ′τ (0) = e
τF ′(0).
Now, we can prove the following result as a consequence of Proposition 1.
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Corollary 1. Consider the holomorphic system (1.2) and assume the Jaco-
bian matrix F ′(0) has an eigenvalue ωi, with ω 6= 0 being real. Let Φ(x) = φ( 2pi|ω| , x)
be the time 2pi|ω| mapping of the local flow φ(t, x) of the system. Then 0 is an accu-
mulated fixed point of Φ.
Proof. By Lemma 5, Φ is well defined and holomorphic in a neighborhood of
0. To prove the conclusion by contradiction, we assume that 0 is an isolated fixed
point of Φ. Then µ = µΦ(0) is well defined.
Let m be an integer with m > µΦ(0). Then 0 is an isolated fixed point of both
Ψ(x) = φ( 2pi
m|ω| , x) and the m-th iteration Ψ
m of Ψ, for
Ψm(x) = φ(
m2pi
m|ω|
, x) = Φ(x)
in a neighborhood of 0. The previous equality also implies that
(1.4) µΨm(0) = µΦ(0) = µ.
On the other hand, it follows from (1.3) that Ψ′(0) has an eigenvalue equal to
e
2piω
m|ω|
i, which is a primitive m-th root of 1, and then by Proposition 1,
µΨm(0) > m > µ.
This contradicts (1.4). Therefore, 0 can not be an isolated fixed point of Φ. 
This corollary is the key ingredient of our method to study invariant varieties
of holomorphic systems. After some analysis about the fixed point set Fix(Φ) of
Φ we will be able to prove that Fix(Φ) contains an analytic variety of complex
dimension at least 1, consisting of 0 and periodic orbits of the same period of the
system. Under certain condition, we will also be able to prove that Fix(Φ) consists
of periodic orbits of the same period 2pi|ω| . Here the period always means the least
positive period.
2. Periodically invariant varieties of holomorphic systems
2.1. Centers of planar holomorphic systems . In the history of the qual-
itative theory of planar ODEs, one of the most interesting problems is to find the
condition such that a singularity of an ODE is a center or isochronous center.
Let U be a domain in R2 and let G ∈ Ck(U,R2), k ≥ 1. For the planar ODE
(2.1) x˙ = G(x), x ∈ U,
an isolated singular point p ∈ U is called a center if and only if there exists a punc-
tured neighborhood V ⊂ U of p, consisting of periodic orbits of (2.1) surrounding
p, and p is called an isochronous center if and only if it is a center and all orbits of
(2.1) near p have the same period.
Up to now, several classes of systems have been studied extensively, in relation
to the existence of isochronous centers (see [2]). Among them, the equation
z˙ = P (z), z ∈ U ⊂ R2 ∼= C,
where P is a complex holomorphic function defined on U , were considered in [1],
[3], [5], [6], [7], [8], [12], [13] and [15], etc.
The first result about isochronous centers of complex holomorphic equations
was probably given by Gregor [6] in 1958. Gregor’s result can be concluded as
follows.
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Theorem 1 (Gregor). Consider the system
(2.2) z˙ = P (z), z ∈ U ⊂ C,
where P is a holomorphic function defined on U . A simple zero 0 ∈ U of P is
a center of system (2.2) if and only if P ′(0) is pure imaginary. In this case 0
is an isochronous center and the common period of each cycle surrounding 0 is
T = 2pi|P ′(0)| .
This result can be found summarized in [7] and several proofs of this theorem
can be found in [1], [3], [8], [12] and [15].
2.2. Invariant periodic sets of holomorphic systems in Cn. Now, con-
sider an n-dimensional complex holomorphic system
(2.3) x˙ = F (x), x ∈ ∆n,
where ∆n is a ball centered at the origin 0 in Cn and F : ∆n → Cn is a holomorphic
mapping such that 0 is an isolated zero of F, say, 0 is an isolated singularity of (2.3).
When n = 2, as a generalization of Gregor’s theorem, Needham and McAllister
[11] proved that if
F ′(0) =
(
µi 0
0 λ
)
,
where µ 6= 0 is a real number and λ 6= 0 is a complex number, then there exists
a one dimensional complex manifold consisting of 0 and periodic orbits of (2.3) of
the same period.
For arbitrary n, Needham [10] proved the following theorem.
Theorem 2 (Needham). If F ′(0) has a nonzero pure imaginary eigenvalue µi
and if the other eigenvalues all have nonzero real parts, then there uniquely exists
a one dimensional complex submanifold of a neighborhood of 0 in ∆n, consisting of
0 and periodic orbits of (2.3) of the same period 2pi|µ| .
In this note, we shall use Corollary 1, together with some analysis of fixed
point sets of certain moment mapping of the local flow of (2.3), to prove Needham’s
theorem in more general versions:
Theorem 3. There is a complex analytic variety in ∆n with pure complex
dimension at least 1 consisting of 0 and periodic orbits of (2.3) of the same period,
if and only if F ′(0) has a nonzero pure imaginary eigenvalue.
Theorem 4. If F ′(0) has a nonzero pure imaginary eigenvalue ωi and if for
any other eigenvalue λ of F ′(0),
λ/ (ωi) 6= ±2,±3, . . . ,
then there exists a complex analytic variety in ∆n of pure complex dimension at
least 1, consisting of 0 and periodic orbits of (2.3) of the same period 2pi|ω| .
Theorem 5. If F ′(0) has a nonzero pure imaginary eigenvalue ωi and if for
any other eigenvalue λ of F ′(0),
λ/ (ωi) 6= 0,±1,±2, . . . ,
then there uniquely exists a complex analytic disk D in ∆n consisting of 0 and
periodic orbits of (2.3) of the same period 2pi|ω| .
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The term pure dimension means that the variety has the same dimension ev-
erywhere, the term analytic disk means that D is a holomorphic embedding of a
disk in the complex plane and the uniqueness of D means that any analytic disk
satisfying the condition in the theorem coincides with D in a neighborhood of 0 in
C
n.
Remark 1. The method in this note can also be applied to study the analyticity
of stable manifolds and unstable manifolds of holomorphic differential equations, by
parameter transformation of the time t: we can use any line in the complex plane
to replace the real line of t.
For example, if we replace the time t by (a+ ib)t with b 6= 0, then the invariant
varieties in Theorems 3 to 5 become stable, or unstable, invariant sets in the new
systems.
3. Proof of Theorems 3–5
Lemma 6. There exist positive numbers δ and T0, such that for each T in the
interval (0, T0], the system (2.3) has no periodic orbit of period T intersecting Bδ,
where Bδ = {x ∈ C
n; |x| < δ}.
Proof. Let φ = φ(t, x) be the local flow of (2.3). By Lemma 5, for any T0 > 0,
there is a δ > 0, such that φ(t, x) is real analytic on [0, T0]×Bδ and complex holo-
morphic with respect to x. We shall show that the conclusion holds for sufficiently
small δ and sufficiently small T0.
Otherwise, for any fixed δ and T0, there exist sequences {ηj} in the interval
(0, δ) and {tj} in the interval (0, T0) such that
(3.1) ηj → 0 and tj → 0 as j →∞,
and that for each j, (2.3) has a periodic orbit Oj of period tj intersecting Bηj .
By the fact that φ(0, x) ≡ x we have
(3.2) max
x∈Bδ,0≤t≤tj
|φ(t, x)− x| → 0 as j →∞.
Considering that Oj ∩ Bηj contains infinitely many fixed points of the time tj
mapping Φtj (x) = φ(tj , x) of the local flow φ and ηj < δ, we conclude by Lemma
2 that the time tj mapping Φtj has a fixed point xj ∈ ∂Bδ (the boundary of Bδ),
for each j. Without loss of generality, assume
(3.3) lim
j→∞
xj = x0
for some x0 ∈ ∂Bδ.
We assume that δ is small enough such that 0 is the unique singularity of (2.3)
in Bδ. Then there exist positive numbers t0 and θ0 with t0 < T0, such that
|φ(t0, x0)− x0| > θ0.
Thus, by (3.3), for sufficiently large j,
|φ(t0, xj)− xj | > θ0.
On the other hand, since xj is a fixed point of the time tj mapping Φtj , we
have that φ(tj , xj) = xj for each j, and then, putting t0 = mjtj + rj for each j,
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where mj is an integer and 0 ≤ rj < tj , we have
|φ(rj , xj)− xj | = |φ(rj , φ(mjtj , xj))− xj |
= |φ(mjtj + rj , xj)− xj | = |φ(t0, xj)− xj | > θ0.
This contradicts (3.2), for 0 ≤ rj < tj and xj ∈ ∂Bδ. This completes the proof. 
To prove Theorems 3–5, we need some known results about analytic sets. The
reader is referred to [4], pages 14–57, for the details.
Lemma 7. Let A be an analytic subset of an open subset of Cn. Then for any
p ∈ A, the (complex) dimension dimpA of A at p is at least 1 if and only if p is an
accumulated point of A.
Lemma 8. If dimpA ≥ 1, then A has an irreducible component B containing
p, with a pure complex dimension at least 1.
Lemma 9. Any irreducible component of A is the closure in A of some con-
nected component of regA, where regA is the set of all regular points of A.
A point p ∈ A is called regular, if there is a neighborhood Vp of p in C
n, such
that Vp ∩ A is a complex submanifold of Vp.
PROOF OF THEOREM 3. We first proof the necessity. Assume that there
exists an analytic variety Σ of pure complex dimension at least 1, consisting of the
singularity 0 and periodic orbits of (2.3) of the same period τ0 (note that the period
always indicates the least positive period.)
By Lemma 6, there exist positive numbers δ and T0 (< τ0) such that for each
T ∈ (0, T0], the system (2.3) has no periodic orbit of period T intersecting Bδ.
Let M be a prime number such that τ0/M < T0 and let Φ(x) = φ(τ0/M, x) be
the time τ0/M mapping of the local flow φ(t, x) of (2.3). Then 0 is the unique fixed
point of Φ located in Bδ. On the other hand, by the assumption about Σ, 0 is an
accumulated point of Σ and all points of Σ are fixed points of ΦM (x) = φ(τ0, x),
and then 0 is an accumulated point of fixed points of ΦM .
Thus by Lemma 4, Φ′(0) has an eigenvalue Λ such that Λ 6= 1 but Λm = 1,
which implies by Lemma 5 that F ′(0) has an eigenvalue λ with Λ = e
τ0λ
M 6= 1 and
ΛM = eτ0λ = 1. Clearly, λ = ωi fore some real number ω 6= 0. This completes the
proof of the necessity.
The sufficiency follows from Theorem 4 directly. 
PROOF OF THEOREM 4. Assume F ′(0) has an eigenvalue ωi such that
ω 6= 0 is a real number and for any other eigenvalue λ
(3.4) λ/ (ωi) 6= ±2,±3, ...
Then by Corollary 1, the origin 0 is an accumulated point of fixed points of the time
2pi
|ω| mapping Φ = φ(
2pi
|ω| , ·) of the local flow φ(t, x) of (2.3) defined in a neighborhood
of the origin.
By Lemma 5, for some ball B centered at the origin 0, φ(t, x) is real analytic
on [0, 2pi|ω| ] × B and holomorphic with respect to x ∈ B. Let AB be the set of all
fixed points of the mapping Φ in
VB = φ([0,
2pi
|ω|
]×B) = {φ(t, x); t ∈ [0,
2pi
|ω|
], x ∈ B}.
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Then AB is an analytic subset of VB and by Lemma 7 we have dim0AB ≥ 1, and
then, by Lemma 8, there exists an irreducible component ΣB of AB containing p
with a pure complex dimension at least 1.
We first show that ΣB\{0} consists of periodic orbits of (2.3). It suffices to
prove that ΣB is invariant by the flow φ(t, x). Note that by the definition of VB,
AB is invariant by the local flow φ, say, φ(t,AB) = AB for all real t.
By Lemma 9, there exists a connected component S of RegAB such that ΣB is
the closure of S in AB. Then each p ∈ S has a neighborhood Up in VB, such that
S∩Up is a complex submanifold of Up and S is the only connected component of AB
intersecting Up, and then ΣB is the only irreducible component of AB intersecting
Up. On the other hand, for sufficiently small ε > 0,Φε(ΣB) = φ(ε,ΣB) must
intersects Up, and then by the fact that Φε = φ(ε, ·) is a biholomorphic mapping
from VB onto Φε(VB), Φε(ΣB) is also an irreducible component of Φε(AB) = AB
(Recall that AB is invariant by the flow φ(t, x)). Therefore, Φε(ΣB) and ΣB are
both irreducible components of AB and both intersect Up, and then Φε(ΣB) = ΣB,
which implies that φ(t,ΣB) = ΣB for all real t. Thus ΣB is invariant by φ and then
ΣB\{0} consists of periodic orbits.
It is clear that for each periodic orbitO ⊂ ΣB\{0}, the period T (O) ofO equals
to 2pi|ω|mO for some positive integer mO. By Lemma 6, we may assume that B is
small enough such that for some fixed T0 > 0, the period of each orbit in ΣB\{0} is
larger than T0. Then for each periodic orbit O ⊂ ΣB we have T0 ≤ T (O) =
2pi
|ω|mO
,
with
(3.5) mO ∈ {1, 2, . . . ,m
∗},
where m∗ is the integral part of 2pi (T0|ω|)
−1
.
We assert that if the ball B is small enough, then for each periodic orbit O ⊂
ΣB\{0}, mO = 1. Otherwise, by (3.5) there is a fixed integerm > 1, and a sequence
{xk} ⊂ ΣB\{0}, such that xk → 0 as k →∞ and the periodic orbit passing through
xk has period
2pi
|ω|m for each k, say, φ(
2pi
|ω|m , xk) = xk for each k.
Let M be any given prime number with 2pi|ω|mM < T0. Then 0 is an isolated
fixed point of Θ(x) = φ( 2pi|ω|mM , x) but 0 is an accumulated point of fixed points of
ΘM , for
ΘM (xk) = φ(
2pi
|ω|m
,xk) = xk, k = 1, 2, . . .
Therefore, by Lemma 4, the Jacobian matrix Θ′(0) must have an eigenvalue Λ with
Λ 6= 1 but ΛM = 1. Hence, by (1.3), we have Λ = e
2pi
|ω|mM
λ for some eigenvalue λ of
F ′(0) such that λ 6= 0 and 2pi|ω|mλ is a multiple of 2pii, and then λ/(ωi) = ±km for
some positive integer k, which contradicts (3.4). Therefore, we have m = 1. The
proof is complete. 
PROOF OF THEOREM 5. Assume that λ1, . . . , λn are the n eigenvalues
of the Jacobian matrix F ′(0) of F at 0, with λ1 = ωi and
(3.6) λl/λ1 6= 0,±1,±2,±3, ..., l = 2, 3, . . . , n.
Ignoring a linear transform of the phase space, we may assume that the Jacobian
matrix F ′(0) is lower triangular and has λ1, λ2, ..., λn down its main diagonal. We
write this by
(3.7) F ′(0) = (λ1, λ2, λ3, ..., λn) .
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By Lemma 5, there exists a ball B centered at the origin 0 such that the local
flow φ(t, x) of (2.3) is real analytic on [0, 2pi|ω| ] × B and complex holomorphic with
respect to x ∈ B.
By (3.7) and Lemma 5,
Λl = e
2pi
|ω|
λl , l = 1, 2, . . . , n,
are all the eigenvalues of the Jacobian matrix Φ′(0) of the time 2pi|ω| mapping Φ(x) =
φ( 2pi|ω| , x) at 0, and by (3.6) we have
(3.8) Λl 6= 1, l = 2, . . . , n.
It also follows from (3.7) and Lemma 5 that Φ′(0) = (1,Λ2,Λ3 . . . ,Λn) is a lower
triangular matrix which has 1,Λ2,Λ3 . . . ,Λn down its main diagonal. Therefore,
putting x = (x1, x2, . . . , xn) and Φ = (ϕ1, ϕ2, . . . , ϕn), by (3.8) we have
det
(
∂ (ϕ2, ϕ3, . . . , ϕn)
∂ (x2, x3, . . . , xn)
− In−1
)∣∣∣∣
x=0
6= 0
where In−1 is the (n−1)×(n−1) unit matrix. So, by the implicit function theorem,
there uniquely exist one variable complex holomorphic functions xl = xl(x1), l =
2, . . . , n, defined in a neighborhood of the origin in the complex plane C, solving
the system of the equations
ϕl(x1, x2, . . . , xn) = xl, l = 2, . . . , n,
in a neighborhood of the origin 0, with
(3.9) xl(0) = 0, l = 2, 3, . . . , n.
Therefore, in a neighborhood of the origin 0 in Cn, the fixed point equation
(3.10) Φ(x1, x2, . . . , xn) = (x1, x2, . . . , xn)
is equivalent to the system of the n equations
(3.11)
{
x1 = ϕ1(x1, x2(x1), . . . , xn(x1)),
xl = xl(x1), l = 2, . . . , n.
By Corollary 1, 0 is an accumulated point of fixed points of Φ, and then 0 is an
accumulated point of zeros of the holomorphic function x1−ϕ1(x1, x2(x1), . . . , xn(x1))
which is defined in a neighborhood of the origin 0 in C. Therefore, we have
ϕ1(x1, x2(x1), . . . , xn(x1)) ≡ x1
in a neighborhood of x1 = 0 in C, and then the equation (3.11) reads
(3.12)
{
x1 = x1,
xl = xl(x1), l = 2, . . . , n.
It is clear that there exists a positive number δ such that
Σ∗δ = {(x1, ϕ2(x1), . . . , ϕn(x1)); x1 ∈ C, |x1| < δ}
is an analytic disk in ∆n, which contains 0 by (3.9).
By the equivalence of (3.10) and (3.12), in a neighborhood of 0, Σ∗δ coincides
with the set AB of all fixed points of Φ in
VB = φ([0,
2pi
|ω|
]×B),
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and then 0 ∈ AB has a neighborhood U0 in AB so that U0 is an analytic disk in
Cn. On the other hand, by Theorem 4 there exists an analytic variety Σ of pure
complex dimension at least 1, consisting of 0 and periodic orbits of the same period
2pi
|ω| of the system (2.3), and then by the equivalence of (3.10) and (3.12), 0 ∈ Σ has
a neighborhood V0 in Σ such that V0 ⊂ U0, which implies that the dimension of Σ
is equal to 1, and then V0 coincides with U0 in a neighborhood of 0.
Now, we can conclude that Σ,Σ∗δ and AB coincide in a neighborhood of the
origin. Therefore, when B is small enough, AB is contained in Σ∩Σ
∗
δ , and then AB
contains an analytic disk D consisting of 0 and periodic orbits of the same period
2pi
|ω| .
The above argument also show that any analytic disk D consisting of 0 and
periodic orbits of (2.3) with the same period 2pi|ω| coincides with Σ
∗
δ in a neighborhood
of 0, which implies the uniqueness and the proof is complete. 
4. Appendix
Proof of Proposition 1. By the given condition, there exists a ballB ⊂ ∆n
with center 0 such that both f and fm is well defined in a neighborhood of B and
0 is the unique fixed point of both f and fm in B.
Let λ be an eigenvalue of f ′(0) that is a primitive m-th root of 1. Then the
Jacobian matrix (fm)′(0) = (f ′(0))m of fm at 0 has the eigenvalue λm = 1, and
then by Lemma 1 we have
(4.1) µfm(0) ≥ 2.
We first assume that none of eigenvalues of f ′(0) equals to 1. Then applying
Lemma 1 once more we have
(4.2) µf (0) = 1.
We can construct a sequence fk : ∆
n → Cn of holomorphic mappings, converg-
ing to f uniformly, such that for each k, 0 is a simple fixed point of both fk and
fmk , say, fk(0) = f
m
k (0) = 0, but neither f
′
k(0) nor (f
m
k )
′(0) has eigenvalue 1. This
can be accomplished by small perturbations of the linear part of f at 0.
It is clear that for sufficiently large k, fmk is well defined on B and f
m
k converges
to fm uniformly on B as k tends to ∞. Therefore, by (4.1), Lemma 3 and the
condition that 0 is a simple fixed point of fmk , we conclude that for sufficiently
large k, fmk has another fixed point xk 6= 0 in B. On the other hand, since 0 is the
unique fixed point of f in B, by Lemma 3 and (4.2), for sufficiently large k, 0 is
the unique fixed point of fk in B. Thus, we have fk(xk) 6= xk.
Now that fk(xk) 6= xk, f
m
k (xk) = xk andm is prime, xk is a periodic point of fk
with period m, say, the periodic orbit Γ(xk) = {xk, fk(xk), . . . , f
m−1
k (xk)} contains
m distinct points. Since 0 is the unique fixed point of fm in B, by the convergence
of fmk we have that xk → 0 as k →∞, and then by the condition f(0) = 0 and the
convergence of fk, the periodic orbit Γ(xk) is contained in B for sufficiently large
k. Thus for sufficiently large k, 0, xk, fk(xk), . . . , f
m−1
k (xk) are m+1 distinct fixed
points of fk in B. By Lemma 3, we then have
µfm(0) ≥ m+ 1.
Therefore, (1.1) holds.
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In general, we can consider the mapping
fε = (ε1z1, . . . , εnzn) + f(z1, . . . , zn)
where ε = (ε1, . . . , εn) is so chosen that f
′
ε(0) has eigenvalue λ but none other
eigenvalue equals to 1. It is easy to see that we can chose ε sufficiently small so that
fmε is sufficiently close to f
m, and then by Lemma 3, we have µfm(0) ≥ µfmε (0) ≥
m+ 1. This completes the proof. 
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