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Abstrak 
Pada umumnya asumsi dasar untuk data pada bagan kendali adalah bersifat saling bebas dan 
menyebar normal. Namun tidak semua data dapat memenuhi asumsi tersebut salah satunya ketika 
terjadi autokorelasi. Jika terdapat autokorelasi pada data dapat mempengaruhi tingkat alarm palsu 
sehingga permasalahan autokorelasi perlu untuk diatasi. Cara untuk mengatasi data berautokorelasi 
pada bagan kendali dapat dilakukan dengan menggunakan bagan kendali modifikasi Shewhart dan 
bagan kendali ARMAST. Hasil penelitian menunjukkan pada bagan kendali ARMAST lebih 
sensitif terhadap data yang out of control dibandingkan dengan bagan kendali modifikasi Shewhart 
karena nilai ARL yang diperoleh pada bagan kendali ARMAST lebih kecil dibandingkan dengan 
ARL pada bagan kendali modifikasi Shewhart. Sehingga dalam penelitian ini disimpulkan bahwa 
performance bagan kendali ARMAST lebih baik dibandingkan bagan kendali modifikasi 
Shewhart. 
 
Kata kunci: Autokorelasi, modifikasi Shewhart, ARMAST, ARL  
 
1. Pendahuluan 
Asumsi dasar penggunaan bagan kendali adalah data yang diperoleh bersifat saling bebas 
dan menyebar normal dengan nilai tengah   dan ragam    dimana nilai   dan    tetap [6].. 
Namun, dalam prakteknya tidak semua asumsi dapat terpenuhi salah satunya ketika proses yang 
terjadi bersifat autokorelasi. Jika terdapat autokerelasi pada data dapat mempengaruhi tingkat 
alarm palsu sehingga permasalahan autokorelasi ini perlu untuk diatasi [7]. Cara untuk mengatasi 
permasalahan autokorelasi pada bagan kendali yaitu dengan memodelkan menggunakan runtun 
waktu. 
Beberapa peneliti telah menerapkan bagan kendali dengan model runtun waktu diantaranya 
yaitu Choirotunnisa (2014) meneliti pengaruh autokorelasi pada bagan kendali  ̅ dengan 
menggunakan model AR(1) diperoleh hasil sisaan model yang menyebar normal dan saling bebas 
menunjukkan bahwa tidak terdapat autokorelasi pada data dan proses terkendali. Hal ini berati 
bahwa model AR(1) dapat digunakan untuk memperbaiki pengaruh autokorelasi pada bagan 
kendali. Fitriani (2015) meneliti bagan kendali Cumulative Sum (CUSUM) untuk pengontrolan 
proses dengan model AR(1) diperoleh hasil pada bagan kendali Cumulative Sum (CUSUM) 
tradisional out of control lebih cepat terdeteksi dibandingkan dengan bagan kendali Cumulative 
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Sum (CUSUM) untuk pengontrolan proses dengan model AR(1) hal ini karena bagan kendali 
Cumulative Sum (CUSUM) tadisional underestimate.  
Pada sebagian besar penelitian mengenai bagan kendali yang menggunakan model runtun 
waktu data yang sering digunakan yaitu data berpola AR(1) sedangkan dalam permasalahan 
autokorelasi dapat saja ditemukan data dengan pola yang lain. Misalkan, jika suatu data memiliki 
pola ARMA(1,1). Jika data berpola ARMA(1,1) pengaruh autokorelasi dapat diatasi dengan 
menggunakan bebrapa bagan kendali yang dimodelkan dengan ARMA(1,1). Untuk mengatasinya 
dapat dilakukan dengan menggunakan bagan kendali modifikasi Shewhart dan juga bagan kendali 
ARMAST yaitu bagan kendali ARMA yang mengalami autokorelasi [10]. Sehingga pada 
penelitian ini bertujuan membandingkan kinerja bagan kendali modifikasi Shewhart dan bagan 
kendali ARMAST pada data ARMA(1,1) .   
2.  Tinjauan Pustaka 
2.1 Model ARMA (   ) 
Bentuk umum untuk ARMA (   ) dapat dinyatakan dalam persamaan  
  ̇                                                   
Sehingga bentuk umum untuk model ARMA(1,1) dapat dinyatakan dalam persamaan  
  ̇                       
dengan: 
   = parameter-parameter moving average ke 1 
      nilai kesalahan pada saat      
   adalah proses white noise dengan         
   
    parameter autoregresi ke-  
  ̇       
[9] 
2.2 Autokorelasi  
Autokorelasi menyatakan hubungan antara variabel yang sama dengan waktu yang berbeda 
sehingga terdapat perbedaan antara korelasi dan autokorelasi. Korelasi yaitu mengukur hubungan 
linier antara dua buah variabel yang berbeda sedangkan autokorelasi mengukur hubungan linier 
antara variabel yang sama dengan waktu yang berbeda [9] 
Fungsi Autokorelasi atau Autocorrelation Function (ACF) adalah suatu fungsi yang 
menunjukkan besarnya korelasi antara pengamatan waktu ke-t dengan pengamatan pada waktu 
yang sebelumnya. Fungsi autokorelasi menunjukkan koefisien autokorelasi yang merupakan 
pengukuran korelasi antara observasi pada waktu yang berbeda [3].  
Fungsi autokorelasi parsial (partial autocorrelation function) digunakan untuk mengukur 
tingkat keeratan antara    dan     , apabila pengaruh dari lag waktu (time lag) dianggap terpisah 
[1].  
Tabel 1. Ciri-ciri teoritis ACF dan PACF untuk proses stasioner 
Model ACF PACF 
AR(p) Turun secara eksponensial atau 
membentuk gelombang sinus 
Terpotong setelah lag p 
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MA(q) Terpotong setelah lag q Turun secara eksponensial atau 
membentuk gelombang sinus 
ARMA(p,q) Turun cepat setelah lag (q-p) Turun cepat setelah lag (p-q) 
Sumber : Wei, 2006 
2.3 Kestasioneran 
Box dan Jenkins (1976) menjelaskan bahwa pada deret waktu yang bersifat stasioner kuat, 
waktu pengamatan tidak berpengaruh terhadap rata-rata  , variansi   , dan kovariansi   . Ini 
berarti bahwa deret    akan berfluktuasi disekitar   dan variansi  
  yang tetap, dan dapat 
dikatakan bahwa deret    stasioner dalam   dan  
  [9].   
Pemeriksaan kestasioneran suatu data dapat digunakan diagram runtun waktu (time series 
plot) yaitu diagram pencar antara nilai peubah    dengan waktu t. Jika diagram berfluktuasi 
disekitar garis yang sejajajar sumbu waktu (t) maka dikatakan data stasioner dalam rata-rata [1]. 
Grafik suatu data yang stasioner dapat dilihat pada Gambar 2.4 dan yang tidak stasioner dapat 
dilihat pada Gambar 2.5 
 
Gambar 1. Plot Time Series Stasioner 
(Sumber: Aswi dan Sukarna, 2006) 
 
Pemerikasaan kestasioneran suatu  data dapat juga menggunakan uji unit root. Uji unit root 
yang biasa digunakan adalah uji augmented Dickey–Fuller. Uji lain yang serupa yaitu uji Phillips–
Perron. Keduanya mengindikasikan keberadaan unit root sebagai hipotesis nol. 
Pengujian augmented Dickey–Fuller  
Hipotesis  
         (data tidak stasioner)  
          (data stasioner)   
Statistik uji 
  
 ̂   
  ( ̂)
 
Daerah Kritis 
       
Kriteria keputusan:  
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 0 ditolak jika |    |    
 
    
[8]. 
Suatu proses yang stasioner {  } mempunyai sifat: 
1. Mean    yaitu          
2. Variansi   yaitu Var             
 =    
3. Covariansi    yaitu                 (fungsi dari perbedaan waktu  
                                
4. Korelasi antara    dan      (autokorelasi)   
   
           
√                
 
  
  
   
2.4 White Noise Process 
Suatu proses {  } dinamakan white noise process (proses yang bebas dan identik) jika 
bentuk peubah acak yang berurutan tidak saling berkorelasi dan mengikuti distribusi tertentu [9].  
Suatu white noise process {  } adalah stasioner dengan beberapa sifat berikut: 
               ,             
         dan                           untuk     
Fungsi autovariansi: 
   {
  
                 
                     
 
Fungsi autokorelasi: 
   {
                 
                 
 
Fungsi autokorelasi parsial 
    {
                 
                 
 
Langkah pengujian ljung-Box: 
1.  Hipotesis  
                  ( Tidak ada korelasi pada residu )  
                              , untuk             (Ada korelasi pada residu )  
2. Statistik uji yang digunakan adalah statistic Ljung-Box yaitu  
         ∑
  
 
   
 
   
 
dengan   adalah banyaknya observasi,   adalah banyaknya lag yang diuji,    adalah nilai 
koefisien autokorelasi pada lag-k. 
3. Kriteria keputusan: Tolak    jika        
  dengan        
[9]. 
2.5 Pengujian Signifikansi Parameter  
Pada runtun waktu setelah diperoleh dugaan model awal dengan melihat plot ACF dan 
PACF selanjutnya dilakukan uji signifikansi parameter. Uji signifikan parameter dapat dilakukan 
dengan langkah-langkah berikut: 
 
1. Hipotesis  
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                 (parameter tidak signifikan)  
         dan     (parameter signifikan)  
2. Statistik uji yang digunakan dapat dilihat pada persamaan  
  
 ̂
  ( ̂)
 dan   
 ̂
  ( ̂)
  
3. Kriteria keputusan:     ditolak jika  
|    |>  
 
    
2.6 Pemilihan Model Terbaik 
Pemilihan model terbaik dapat dilakukan dengan membandingkan nilai Mean Square Error 
(MSE). Mean Square Error (MSE) adalah suatu kriteria pemilihan model terbaik berdasarkan 
pada hasil sisa peramalan. Persamaan dari Mean Square Error yaitu 
    
 
 
∑  ̂     
 
 
   
 
Semakin kecil nilai Mean Square Error yang dihasilkan berarti model yang dipilih semakin baik. 
2.7 Bagan Kendali Shewhart 
Misalkan w sebagai sampel statistik yang akan diukur kualitasnya dengan nilai mean w 
adalah    dan standar deviasi w adalah    maka  UCL, CL, LCL pada bagan kendali shewhart 
sebagai berikut: 
             
        
                      
L adalah jarak batas kontrol dari garis tengah, dinyatakan dalam unit standar deviasi [6]. Nilai L 
pada umumnya yaitu 1, 2, dan 3. Semakin besar nilai L menunjukkan semakin lebar batas suatu 
bagan kendali 
2.8 Average Run Length  
Kriteria yang digunakan untuk dapat membandingkan bagan kendali adalah dengan 
mengukur seberapa cepat diagram kontrol tersebut membangkitkan sinyal out of control. Bagan 
kendali yang lebih cepat mendeteksi sinyal out of control disebut lebih sensitif terhadap perubahan 
proses [5]. Salah satu cara untuk mengukur kinerja diagram kontrol adalah dengan menggunakan 
Average Run Length (ARL). Average Run Length (ARL) adalah jumlah rata-rata titik sampel yang 
harus di plot pada bagan kendali sebelum suatu titik menunjukkan keadaan tak terkendali (out of 
control) [6]. Semakin kecil ARL, semakin cepat grafik kendali mendeteksi adanya pergeseran. 
Persamaan ARL yaitu : 
     
 
                             
   
atau  
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3.  Metode Analisis 
Jenis data yang digunakan terdiri atas dua data yaitu data simulasi dan data asli. Data 
simulasi yaitu berupa data yang dibangkitkan dengan menggunakan program R 3.4.3 sebanyak 500 
data dan 5.000 data. Data yang dibangkitkan berupa data yang berdistribusi normal dengan nilai 
mean 0 dan nilai variansi 1. Data asli yaitu data Inflasi Bulanan Indonesia Januari 2005 -Desember 
2017 diperoleh dari Badan Pusat Statistika. 
Tahapan yang dilakukan dalam penelitian ini adalah sebagai berikut: 
Tahap I menggunakan data simulasi 
1. Menentukan rumus mean dan variansi 
2. Menentukan rumus bagan kendali bagan kendali modifikasi Shewhart dan ARMAST untuk 
data ARMA(1,1)  
3. Membangkitkan data ARMA(1,1) dengan menggunakan persamaan                   
dengan nilai mean      dan nilai variansi        
4. Menguji kestasioneran data yang telah di bangkitkan 
5. Mengestimasi Parameter, mendiagnostik model, dan menentukan model terbaik dari data yang 
telah dibangkitkan untuk membuktikan data yang telah di bangkitkan memiliki model 
ARMA(1,1) 
6. Menghitung nilai bagan kendali moifikasi Shewhart dan bagan kendali ARMAST untuk model 
data ARMA(1,1)  
7. Membandingkan performance bagan kendali modifikasi Shewhart dan ARMAST pada data 
ARMA(1,1) dengan melihat nilai ARL 
 
Tahap II menggunakan data asli 
1. Menguji kestasioneran data  
2. Mengestimasi Parameter, mendiagnostik model, dan menentukan model terbaik dari data 
yang telah dibangkitkan untuk membuktikan data yang telah di bangkitkan memiliki model 
ARMA(1,1) 
3. Menghitung nilai mean dan nilai variansi residual dari data 
4. Menghitung nilai bagan kendali Moifikasi Shewhart dan bagan kendali ARMAST untuk data 
ARMA(1,1) 
5. Membandingkan performance bagan kendali modifikasi Shewhart dan ARMAST pada data 
ARMA(1,1) dengan melihat hasil UCL dan LCL 
4.  Hasil dan Pembahasan 
4.1  Penentuan Bagan kendali Modifikasi Shewhart 
bentuk umum Autoregressive Moving Average (ARMA) ordo (1,1) atau ARIMA (1,0,1) yaitu 
  ̇    ̇             
 
Dalam penentuan bagan kendali ARMA(1,1) terlebih dahulu ditentukan mean dan variansi 
ARMA(1,1). Dari hasil penelitian diperoleh mean   dan variansi 
            
 
       
 Sehingga bagan 
kendali Shewhart pada ARMA(1,1) adalah 
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         √
            
 
       
  
         (1) 
         √
            
 
       
  
4.2 Penentuan Bagan Kendali ARMAST 
Bagan kendali Autoregressive Moving Average untuk data yang mengalami autokorelasi 
disebut dengan ARMAST. Dimana    adalah data yang berautokorelasi. Dengan rumus korelasi 
      
    
    
 dan rumus kovariansi                   . Sehingga bentuk umum model 
Autoregressive Moving Average (ARMA) dapat dinyatakan sebagai berikut: 
           ∑  
       
   
   
 
dengan         dan            
Dalam menentukan bagan kendali terlebih dahulu ditentukan mean dan variansi dari bagan kendali 
ARMA. Dari hasil penelitian diperoleh mean   dan variansi   
   {  
  
  
    
  (    
   
    
)
    
    
}   
  
dengan  
        
  
  
   
  
   {  
  
  
    
  (    
   
    
)
    
    
}  
  
     
  
 
  
 
Sehingga diperoleh bagan kendali ARMAST (1,1) yaitu  
          √{  
  
  
    
  (    
   
    
)
    
    
}   
   
         √{  
  
  
    
  (    
   
    
)
    
    
}   
  (2) 
          √{  
  
  
    
  (    
   
    
)
    
    
}  
  
4.3 Studi Kasus I 
Pada bab ini akan dibangkitkan data ARMA(1,1) yaitu 500 dan 5.000 data dengan 
menggunakan R 3.4.3 yang memiliki nilai error       beproses white noise dengan nilai mean    = 
0, nilai variansi    = 1,   = 0,4. dan      . 
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4.3.2 Bagan Kendali 
 Berdasarkan hasil perhitungan nilai UCL, CL, dan LCL dengan menggunakan 
persamaan (1) diperoleh bagan kendali modifikasi Shewhart pada ARMA(1,1) untuk data 500 
yaitu UCL =         , CL =        , dan LCL           . Dengan menggunakan 
persamaan (2) diperoleh hasil bagan kendali ARMAST yaitu UCL =         , CL =        , 
dan LCL           . 
Hasil perhitungan bangan kendali pada 5000 diperoleh nilai bagan kendali modifikasi 
Shewhart yaitu UCl = 3,08925, CL = - 0,00308 dan LCL = -3,0954. Nilai bagan kendali ARMAST 
yaitu UCl = 2,423685, CL = - 0,00308 dan LCL = -2,4298255. Secara visual grafik bagan kendali 
pada n = 500 dan n = 5.000 dapat dilihat pada Gambar 2 dan Gambar 3 
 
 
Gambar 2. Bagan Kendali Data 500 
 
Gambar 3. Bagan Kendali Data 5000 
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4.3.2  Perhitungan Average Run Length 
Untuk mengetahui performance dari suatu bagan kendali dapat dilakukan dengan melihat 
nilai Average Run Length (ARL). Semakin kecil ARL, semakin cepat grafik kendali mendeteksi 
adanya pergeseran. Dengan bantuan software R 3.4.3 didapatkan nilai ARL yang dapat dilihat 
pada Tabel 2 
Tabel 2. Nilai ARL 
Shift MShewhart ARMAST 
n =500 n = 5.000 n =500 n = 5.000 
0 35,084 34,7054 16,3600 15,8240 
0,5 22,264 21,0928 12,0760 10,4736 
1 9,872 9,8720 5,7300 5,4636 
2 2,730 2,7300 2,0040 1,8272 
4 1,064 1,0160 1,0000 1,0054 
Sumber: Data diolah, 2018 
 
Berdasarkan Tabel 2 nilai ARL untuk shift 0 pada bagan kendali modifikasi Shewhart 
dengan n = 500 adalah 35,084 dan pada bagan kendali ARMAST adalah 16,3600. Berdasarkan 
hasil nilai ARL menunjukkan untuk shift 0 nilai ARL dari bagan kendali ARMAST jauh lebih 
kecil dibandingkan bagan kendali modifikasi Shewhart. Pada nilai shift 0,5 , 1, 2, dan 4  untuk 
n=5000 juga menunjukkan nilai ARL bagan kendali ARMAST lebih kecil dibandingkan bagan 
kendali modifikasi Shewhart. 
Untuk n= 5.000 pada shift 0 nilai ARL bagan kendali modifikasi Shewhart adalah 34,7054 
dan pada bagan kendali ARMAST adalah 15,8240. Hal ini menunjukkan untuk shift 0 dengan n = 
5.000 nilai ARL dari bagan kendali ARMAST jauh lebih kecil dibandingkan bagan kendali 
modifikasi Shewhart. Pada nilai shift 0,5 , 1, 2, dan 4  untuk n= 5.000 juga menunjukkan nilai 
ARL bagan kendali ARMAST lebih kecil dibandingkan bagan kendali modifikasi Shewhart. 
4.4 Studi Kasus II 
Pada bab ini digunakan data Inflasi Bulanan Indonesia Januari 2005 - Desember 2017  
4.4.1 Uji Kestasioneran Data 
Sebelum melakukan identifikasi model terlebih dahulu dilakukan uji kestasioneran. Untuk 
mengetahui data telah stasioner atau tidak dapat dilihat pada grafik data. Dapat dilihat pada 
Gambar 4. 
84 
Syandriana Syarifuddin, Erna Tri Herdiana, M. Saleh AF 
1441281129680644832161
10
8
6
4
2
0
Index
In
fl
a
s
i
Time Series Plot of Data Inflasi
 
Gambar 4. Grafik Data Inflasi Bulanan 
Berdasarkan Gambar 4 menunjukkan data tidak mengalami trend naik ataupun trend turun tetapi 
berada di sekitaran rata-rata hal ini berarti data telah stasioner. Selain dengan grafik dapat 
dilakukan uji kestasioneran data dengan uji ADF. Dengan menggunakan bantuan software R 3.4.3 
didapatkan hasil pengujian untuk data yaitu Dickey-Fuller = -5.1329, Lag order = 5, p-value = 
0.01. Karena nilai p-value < 0.05 sehingga  0 ditolak yang berarti data stasioner.  
4.4.2 Identifikasi model ARIMA 
Untuk menetukan dugaan model ARIMA dapat dilakukan dengan melihat pada plot ACF 
dan PACF. Dapat dilihat pada Gambar 5. 
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Gambar 5. Plot ACFdan PACF Data Inflasi Bulanan 
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Berdasarkan Gambar 5 menunjukkan pada grafik ACF terjadi cut off pada lag 1 dan  pada grafik 
PACF menunjukkan terjadi cut off pada lag 1 sehingga didapatkan beberapa dugaan model. Dapat 
dilihat pada Tabel 4.4. 
Tabel 3. Hasil Estimasi Parameter 
Model Parameter p-value MSE 
ARMA(1,1) AR(1) -0,5818 0,001 0,702 
MA(1) -0,71917 0,000 
Konstanta 0,8513 0,000 
AR(1) AR(1) 0,2005 0,012 0,714 
Konstanta 0,4305 0,000 
MA(1) MA(1) -0,2497 0,002 0,707 
Konstanta 0,53894 0,000 
Sumber: Data diolah, 2018 
Berdasarkan Tabel 3. pada semua dugaan model nilai MSE terkecil berada pada model 
ARMA(1,1) yaitu 0,702 dan semua parameter ARMA(1,1) signifikan. Sehingga dapat disimpulkan 
model data jumlah orang yang dimakamkan adalah ARMA(1,1) dengan parameter AR = -0,5818 
dan MA = -0,71917. 
4.4.3 Uji White Noise 
Hasil nilai statististik Ljung-Box untuk pengujian white noise dapat dilihat pada Tabel 4.5  
Tabel 4. Hasil Ljung-Box 
Lag     DF p-value 
12 7,6 9 0,577 
24 12,2 21 0,935 
36 20,6 33 0,955 
48 30,3 45 0,955 
Sumber: Data diolah, 2018 
Nilai statistik Ljung-Box pada lag 12 menunjukkan nilai statistik antara lag t dengan lag 12. 
Pada Tabel 4. menunjukkan bahwa pada lag 12 nilai p-value aadalah 0,577 > 0,05 yang berarti 
tidak cukup bukti untuk menolak    sehingga diperoleh kesimpulan yaitu tidak ada korelasi antara 
residual pada lag t dengan residual pada lag 12. Untuk lag 24, 36, dan 48 nilai p-value > 0,05 
artinya antara sisaan pada lag t dan pada lag 24, 36, dan 48 tidak ada yang saling berkorelasi. 
Karena tidak ada yang mengalami korelasi sehingga dapat disimpulkan residual telah memenuhi 
syarat white noise. 
4.4.4 Bagan Kendali 
 Berdasarkan hasil perhitungan nilai UCL, CL, dan LCL dengan menggunakan 
persamaan (1) diperoleh bagan kendali modifikasi Shewhart pada ARMA(1,1) untuk data 500 
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yaitu UCL =          , CL =      , dan LCL          . Dengan menggunakan persamaan 
(2) diperoleh hasil bagan kendali ARMAST yaitu UCL =         , CL =      , dan LCL 
          . Secara visual dapat dilihat pada Gambar 6. 
 
 
Gambar 6. Bagan Kendali Inflasi Bulanan Indonesia 
Secara visual pada Gambar 6. menunjukkan pada kedua bagan kendali terdapat dua data yang 
keluar dari bagan kendali yaitu pada bulan Oktober 2005 dan Juli tahun 2017. Jika dibandingkan 
bagan kendali modifikasi Shewhart dan ARMAST maka didapatkan bagan kendali modifikasi 
Shewhart lebih lebar dibandingkan bagan kendali ARMAST. Hal ini mengindikasikan bahwa 
ARMAST lebih sensitif terhadap data out of control dibandingkan dengan modifikasi Shewhart. 
 
5.  Kesimpulan 
Berdasarkan penelitian terhadap data yang berpola ARMA(1,1) pada data simulasi 
diperoleh bagan kendali modifiksi Shewhart lebih lebar dibandingkan bagan kendali ARMAST. 
Untuk data Inflasi Bulanan Indonesia Januari 2005 hingga Desember 2017 diperoleh Bagan 
kendali Shewhart adalah                           dan                   Bagan 
kendali ARMAST adalah                                          . Berdasarkan 
hasil bagan kendali pada data Inflasi Bulanan Indonesia Januari 2005 hingga Desember 2017 juga 
menunjukkan bagan kendali modifikasi Shewhart lebih lebar dibandingkan bagan kendali 
ARMAST. Hal ini mengindikasikan bahwa ARMAST lebih sensitif terhadap data out of control 
dibandingkan dengan modifikasi Shewhart. Berdasarkan nilai ARL diperoleh hasil nilai ARL 
bagan kendali ARMAST lebih kecil dibandingkan dengan bagan kendali modifikasi Shewhart 
Sehingga dapat disimpulkan performance bagan kendali ARMAST lebih baik dibandingkan 
dengan modifikasis Shewhart.  
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