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Abstract. In this paper, we consider the minimal period estimates for brake orbits
of nonlinear symmetric Hamiltonian systems. We prove that if the Hamiltonian
function H ∈ C2(R2n,R) is super-quadratic and convex, for every number τ > 0,
there exists at least one τ -periodic brake orbit (τ, x) with minimal period τ or τ/2
provided H(Nx) = H(x).
§1 Introduction and main result
Let J =
(
0 −I
I 0
)
and N =
(−I 0
0 I
)
with I being the identity of Rn. Suppose
H ∈ C2(R2n,R) satisfying
H(Nx) = H(x), ∀x ∈ R2n. (1.1)
We consider the following problem


x˙(t) = JH ′(x(t)),
x(−t) = Nx(t),
x(τ + t) = x(t), ∀ t ∈ R.
(1.2)
A solution (τ, x) of (1.2) is a special periodic solution of the Hamiltonian system
in (1.2), we call it a brake orbit and τ the brake period of x.
The existence and multiplicity of brake orbits on a given energy hypersurface
was studied by many Mathematicians. In 1987, P. Rabinowitz in [26] proved that if
H satisfies (1.1), Σ = H−1(1) is star-shaped, and x ·H ′(x) 6= 0 for all x ∈ Σ, then
there exists a brake orbit on Σ. In 1987, V. Benci and F. Giannoni gave a different
proof of the existence of one brake orbit on Σ in [1]. In 1989, A. Szulkin in [27]
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1
proved that there exist at least n brake orbits on Σ, if H satisfies conditions in [26]
of Rabinowitz and the energy hypersurface Σ is
√
2-pinched. Long, Zhang and Zhu
in [23] proved that there exist at least 2 geometrically distinct brake orbits on any
central symmetric strictly convex hypersuface Σ. Recently, Z.Zhang and the author
of this paper in [16] proved that there exist at least [n/2]+ 1 geometrically distinct
brake orbits on any central symmetric strictly convex hypersurface Σ, furthermore,
there exist at least n geometrically distinct brake orbits on Σ if all brake orbits on
Σ are non-degenerate.
In his pioneering work [24], P. Rabinowitz proposed a conjecture on whether a
superquadratic Hamiltonian system possesses a periodic solution with a prescribed
minimal period. This conjecture has been deeply studied by many mathematicians.
For the strictly convex case, i.e., H ′′(x) > 0, Ekeland and Hofer in [6] proved that
Rabinowtz’s conjecture is true. We refer to [3]-[6],[8], [10], [17]-[19], and reference
therein for further survey of the study on this problem.
For Rabinowitz’ conjecture on the second order Hamiltonian systems, similar
results under various convexity conditions have been proved (cf. [5] and reference
therein). In [17] and [19], under precisely the conditions of Rabinowitz, Y. Long
proved that for any τ > 0 the second order system
x¨+ V ′(x) = 0
possesses a τ -periodic solution x whose minimal period is at least τ/(n+1). Similar
result for the first order system (1.1) is still unknown so far.
It is natural to ask the Rabinowitz’s question for the brake orbit problem: for
a superquadratic Hamiltonian function H satisfying condition (1.1), whether the
problem (1.2) possesses a solution (τ, x) with prescribed minimal period τ for any
τ > 0 (brake orbit minimal periodic problem in short).
In this paper we first consider the brake orbit minimal periodic problem for the
nonlinear Hamiltonian systems. From Section 3, we have the following result.
Theorem 1.1. Suppose the Hamiltonian function H satisfies the conditions:
(H1) H ∈ C2(R2n,R) satisfying H(Nx) = H(x), ∀x ∈ R2n.
(H2) there are constants µ > 2 and r0 > 0 such that
0 < µH(x) ≤ H ′(x) · x, ∀|x| ≥ r0.
(H3) H(x) = o(|x|2) near x = 0.
(H4) H(x) ≥ 0, ∀x ∈ R2n.
(H5) H ′′(x) > 0, ∀x ∈ R2n.
Then there exists a brake orbit (τ, x) of problem (1.2) with minimal brake period τ
or τ/2.
In fact, in Section 3 a more general theorem is proved (see Theorem 3.1) where
the superquadratic condition (H2) is relaxed to
H(x) =
1
2
(Bx, x) + H˜(x)
with H˜ satisfying condition (H2), and the convexity condition (H5) is relaxed to
H ′′(x(t)) ≥ 0, ∀t ∈ R and ∫ τ/2
0
H ′′(x(t)) dt > 0 for all brake orbit (τ, x).
We also prove some results about the brake orbit minimal periodic problems for
the second order Hamiltonian systems in Section 3.
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§2 Iteration inequalities of the L0-index theory
We observe that the problem (1.2) can be transformed to the following La-
grangian boundary value problem{
x˙(t) = JH ′(x(t)),
x(0) ∈ L0, x(τ/2) ∈ L0,
(2.1)
where L0 = {0} × Rn ⊂ R2n.
An index theory suitable for the study of problem (2.1) was established in [13]
for any Lagrangian subspace L. As usual, we denote
Sp(2n) = {M ∈ L(R2n)|MTJM = J},
P(2n) = {γ ∈ C([0, 1], Sp(2n))| γ(0) = I2n}
and
Pτ (2n) = {γ ∈ C([0, τ ], Sp(2n))| γ(0) = I2n}.
For a symplectic path γ ∈ P(2n), its Maslov-type index associated with a La-
grangian subspace L is assigned to a pair of integers (iL(γ), νL(γ)) ∈ Z×{0, 1, · · · , n}.
We call it the L-index of γ in short. In [23], the index µj(γ), j = 1, 2 was defined
for γ ∈ P(2n), the µj-indices are essentially the special L-indices for L = L0 and
L = L1 = R
n × {0} ⊂ R2n up to a constant n, respectively. In order to estimate
the period of a brake orbit, we need to estimate the L0-index of the iteration path
γk associated to the iterated brake orbit xk.
For reader’s convenience, we recall the definition of the L0-index which was first
established in [13]. Some properties for this index theory are listed in the appendix
below. For L0 = {0} ⊕ Rn, we define the following two subspaces of Sp(2n) by
Sp(2n)∗L0 = {M ∈ Sp(2n)| detV 6= 0},
Sp(2n)0L0 = {M ∈ Sp(2n)| detV = 0},
for M =
(
S V
T U
)
.
Since the space Sp(2n) is path connected, and the n×n non-degenerated matrix
space has two path connected components, one with detV > 0, and another with
detV < 0, the space Sp(2n)∗L0 has two path connected components as well. We
denote by
Sp(2n)±L0 = {M ∈ Sp(2n)| ± detV > 0}
then we have Sp(2n)∗L0 = Sp(2n)
+
L0
∪ Sp(2n)−L0 . We denote the corresponding
symplectic path space by
P(2n)∗L0 = {γ ∈ P(2n)| γ(1) ∈ Sp(2n)∗L0}
and
P(2n)0L0 = {γ ∈ P(2n)| γ(1) ∈ Sp(2n)0L0}.
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Definition 2.1. We define the L0-nullity of any symplectic path γ ∈ P(2n) by
νL0(γ) ≡ dimkerL0(γ(1)) := dimkerV (1) = n− rankV (1)
with the n× n matrix function V (t) defined in (2.1).
We note that rank
(
V (t)
U(t)
)
= n, so the complex matrix U(t) ± √−1V (t) is
invertible. We define a complex matrix function by
Q(t) = [U(t)−√−1V (t)][U(t) +√−1V (t)]−1.
It is easy to see that the matrix Q(t) is a unitary matrix for any t ∈ [0, 1]. We
denote by
M+ =
(
0 In
−In 0
)
, M− =
(
0 Jn
−Jn 0
)
, Jn = diag(−1, 1, · · · , 1).
It is clear that M± ∈ Sp(2n)±L0.
For a path γ ∈ P(2n)∗L0 , we first adjoin it with a simple symplectic path starting
from J = −M+, i.e., we define a symplectic path by
γ˜(t) =
{
I cos (1−2t)π2 + J sin
(1−2t)π
2 , t ∈ [0, 1/2];
γ(2t− 1), t ∈ [1/2, 1].
then we choose a symplectic path β(t) in Sp(2n)∗L0 starting from γ(1) and ending
at M+ or M− according to γ(1) ∈ Sp(2n)+L0 or γ(1) ∈ Sp(2n)−L0 , respectively. We
now define a joint path by
γ¯(t) = β ∗ γ˜ :=
{
γ˜(2t), t ∈ [0, 1/2],
β(2t− 1), t ∈ [1/2, 1].
By the definition, we see that the symplectic path γ¯ starting from −M+ and ending
at either M+ or M−. As above, we define
Q¯(t) = [U¯(t)−√−1V¯ (t)][U¯(t) +√−1V¯ (t)]−1.
for γ¯(t) =
(
S¯(t) V¯ (t)
T¯ (t) U¯(t)
)
. We can choose a continuous function ∆¯(t) in [0, 1] such
that
det Q¯(t) = e2
√−1∆¯(t).
By the above arguments, we see that the number 1π (∆¯(1)− ∆¯(0)) ∈ Z and it does
not depend on the choice of the function ∆¯(t). We note that there is a positive
continuous function ρ : [0, 1]→ (0,+∞) such that
det(U¯(t)−√−1V¯ (t)) = ρ(t)e
√−1∆¯(t).
Definition 2.2. For a symplectic path γ ∈ P(2n)∗L0, we define the L0-index of γ
by
iL0(γ) =
1
pi
(∆¯(1)− ∆¯(0)). (2.2)
For a L0-degenerate symplectic path γ ∈ P(2n)0L0 , its L0-index is defined by the
infimum of the indices of the nearby nondegenerate symplectic paths.
Definition 2.3. For a symplectic path γ ∈ P(2n)0L0, we define the L0-index of γ
by
iL0(γ) = sup
U∈N (γ)
inf
U
{iL0(γ˜)| γ˜ ∈ U ∩ P(2n)∗L0},
where N (γ) is the set of all open neighborhood of γ in P(2n)L0.
Suppose the continuous symplectic path γ : [0, 1] → Sp(2n) is the fundamental
solution of the following linear Hamiltonian system
z˙(t) = JB(t)z(t) (2.3)
with B(t) satisfying B(t+ 2) = B(t) and B(1 + t)N = NB(1− t)). We define the
L0-iteration paths γ
k : [0, k]→ Sp(2n) of γ by
γ1(t) = γ(t), t ∈ [0, 1],
γ2(t) =
{
γ(t), t ∈ [0, 1]
Nγ(2− t)γ(1)−1Nγ(1), t ∈ [1, 2],
and in general, for j ∈ N
γ2j−1(t) =


γ(t), t ∈ [0, 1],
Nγ(2− t)γ(1)−1Nγ(1), t ∈ [1, 2],
· · · · · ·
Nγ(2j − 2− t)γ(1)−1Nγ(1)γ(2)2j−5, t ∈ [2j − 3, 2j − 2],
γ(t− 2j + 2)γ(2)2j−4, t ∈ [2j − 2, 2j − 1],
(2.4)
γ2j(t) =


γ(t), t ∈ [0, 1],
Nγ(2− t)γ(1)−1Nγ(1), t ∈ [1, 2],
· · · · · ·
γ(t− 2j + 2)γ(2)2j−4, t ∈ [2j − 2, 2j − 1],
Nγ(2j − t)γ(1)−1Nγ(1)γ(2)2j−3, t ∈ [2j − 1, 2j],
(2.5)
We note that if γ˜(t), t ∈ R is the fundamental solution of the linear system (2.3),
then there holds γk = γ˜|[0,k]. For the iteration path γk, the following Bott-type
iteration formulas were proved in [16].
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Proposition 2.4. Suppose ωk = e
π
√−1/k. For odd k we have
iL0(γ
k) = iL0(γ
1) +
[k/2]∑
i=1
iω2i
k
(γ2),
νL0(γ
k) = νL0(γ
1) +
[k/2]∑
i=1
νω2ik (γ
2),
for even k, we have
iL0(γ
k) = iL0(γ
1) + iL0
ω
k/2
k
(γ1) +
k/2−1∑
i=1
iω2ik (γ
2),
νL0(γ
k) = νL0(γ
1) + νL0
ω
k/2
k
(γ1) +
k/2−1∑
i=1
νω2ik (γ
2),
where the (L0-ω) index (i
L0
ω (γ), ν
L0
ω (γ)) of γ for ω ∈ U := {z ∈ C| |z| = 1} was
defined in [16], and the ω-index (iω(γ
2), νω(γ
2)) of γ2 for ω ∈ U was defined in
[22](cf.[21]).
We note that ω
k/2
k =
√−1. For any two 2ki× 2ki matrices of square block form,
Mi =
(
Ai Bi
Ci Di
)
with i = 1, 2, the ⋄-product of M1 and M2 is defined to be the
2(k1 + k2)× 2(k1 + k2) matrix
M1 ⋄M2 =


A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2

 .
Denote byM⋄k the k-fold ⋄-product ofM . Let N1(λ, b) =
(
λ b
0 λ
)
for λ = ±1 and
b = ±1, or 0. Denote by R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
. We remind that the unit circle
in the complex plane is defined by U = {z ∈ C : |z| = 1}, and the upper(lower) semi
closed unit circle U+(U−) is defined by U± = {z ∈ U : z = eθ
√−1, 0 ≤ ±θ ≤ pi}.
In [22], for any M ∈ Sp(2n), Long defined the homotopy set of M in Sp(2n) by
Ω(M) = {N ∈ Sp(2n) |σ(N) ∩U = σ(M) ∩ U and
dimC kerC(N − λI) = dimC kerC(M − λI), ∀λ ∈ σ(M) ∩U}.
The path connected component of Ω(M) which contains M is denoted by Ω0(M),
and is called the homotopy component of M in Sp(2n).
In [15], the following result was proved (cf. Theorem 10.1.1 of [21]).
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Proposition 2.5. 1o For any γ ∈ P(2n) and ω ∈ U \ {1}, there always holds
i1(γ) + ν1(γ)− n ≤ iω(γ) ≤ i1(γ) + n− νω(γ). (2.6)
2o The left equality in (2.6) holds for some ω ∈ U+ \ {1} (or U− \ {1}) if and
only if there holds I2p ⋄N1(1,−1)⋄q ⋄K ∈ Ω0(γ(τ)) for some non-negative integers
p and q satisfying 0 ≤ p + q ≤ n and K ∈ Sp(2(n − p − q)) with σ(K) ⊂ U \ {1}
satisfying that all eigenvalues of K located within the arc between 1 and ω including
ω in U+ (or U−) possess total multiplicity n − p − q. If ω 6= −1, all eigenvalues
of K are in U \ R and those in U+ \ R (or U− \ R) are all Krein negative (or
positive) definite. If ω = −1, it holds that −I2s ⋄ N1(−1, 1)⋄t ⋄ H ∈ Ω0(K) for
some non-negative integers s and t satisfying 0 ≤ s + t ≤ n − p − q, and some
H ∈ Sp(2(n − p − q − s − t)) satisfying σ(H) ⊂ U \ R and that all elements in
σ(H) ∩U+ (or σ(H) ∩U−) are all Krein-negative (or Krein-positive) definite.
3o The left equality in (2.6) holds for all ω ∈ U \ {1} if and only if I2p ⋄
N1(1,−1)⋄(n−p) ∈ Ω0(γ(τ)) for some integer p ∈ [0, n]. Specifically in this case,
all the eigenvalues of γ(τ) equal to 1 and ντ (γ) = n+ p ≥ n.
4o The right equality in (2.6) holds for some ω ∈ U+ \ {1} (or U− \ {1}) if
and only only if there holds I2p ⋄ N1(1, 1)⋄r ⋄K ∈ Ω0(γ(τ)) for some non-negative
integers p and r satisfying 0 ≤ p + r ≤ n and K ∈ Sp(2(n − p − r)) with σ(K) ⊂
U \ {1} satisfying the condition that all eigenvalues of K located within the closed
arc between 1 and ω in U+ \ {1} (or U− \ {1}) possess total multiplicity n− p− r.
If ω 6= −1, all eigenvalues in σ(K) ∩ U+ (or σ(K) ∩ U−) are all Krein positive
(or negative) definite; if ω = −1, there holds (−I2s) ⋄ N1(−1, 1)⋄t ⋄ H ∈ Ω0(K)
for some non-negative integers s and t satisfying 0 ≤ s + t ≤ n − p− r, and some
H ∈ Sp(2(n − p − r − s − t)) satisfying σ(H) ⊂ U \ R and that all elements in
σ(H) ∩U+ (or σ(H) ∩U−) are all Krein positive (or negative) definite.
5o The right equality in (2.6) holds for all ω ∈ U \ {1} if and only if I2p ⋄
N1(1, 1)
⋄(n−p) ∈ Ω0(γ(τ)) for some integer p ∈ [0, n]. Specifically in this case, all
the eigenvalues of γ(τ) must be 1, and there holds ντ (γ) = n+ p ≥ n.
6o Both equalities in (2.6) hold for all ω ∈ U \ {1} if and only if γ(τ) = I2n.
Combining Propositions 2.4 and 2.5, we have the following result.
Theorem 2.6. 1o For any γ ∈ P(2n) and k ∈ N, there holds
iL0(γ
1) +
[
k
2
]
(i1(γ
2) + ν1(γ
2)− n) ≤ iL0(γk)
≤ iL0(γ1) +
[
k
2
]
(i1(γ) + n)− 1
2
ν1(γ
2k) +
1
2
ν1(γ
2), if k ∈ 2N− 1, (2.7)
iL0(γ
1) + iL0√−1(γ
1) +
(
k
2
− 1
)
(i1(γ
2) + ν1(γ
2)− n) ≤ iL0(γk) ≤ iL0(γ1) + iL0√−1(γ1)
+
(
k
2
− 1
)
(i1(γ) + n)− 1
2
ν1(γ
2k) +
1
2
ν1(γ
2) +
1
2
ν−1(γ2), if k ∈ 2N. (2.8)
The index (iL0ω (γ), ν
L0
ω (γ)) is defined in [16] for ω ∈ U = {z ∈ C| |z| = 1}, see also
Definition 4.9 in the appendix below.
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2o The left equality of (2.7) holds for some k ≥ 3 and of (2.8) holds for some
k ≥ 4 if and only if there holds I2p ⋄ N1(1,−1)⋄q ⋄ K ∈ Ω0(γ2(2)) for some non-
negative integers p and q satisfying p + q ≤ n and some K ∈ Sp(2(n − p − q))
satisfying σ(K) ⊂ U \R. If r = n− p− q > 0, then R(θ1) ⋄ · · · ⋄R(θr) ∈ Ω0(K) for
some θj ∈ (0, pi). In this case, all eigenvalues of K on U+ (on U−) are located on
the arc between 1 and exp(2pi
√−1/k) (and exp(−2pi√−1/k)) in U+ (in U−) and
are all Krein negative (positive) definite.
3o The right equality of (2.7) holds for some k ≥ 3 and of (2.8) holds for some
k ≥ 4 if and only if there holds I2p ⋄N1(1, 1)⋄r ∈ Ω0(γ2(2)) for some non-negative
integers p and r satisfying p+ r = n.
4o Both equalities of (2.7), and also of (2.8), hold for some k > 2 if and only if
γ2(2) = I2n.
Proof. By Proposition 2.4, summing the inequalities of (2.6) with ω = ω2ik , 1 ≤ i <
k/2, i ∈ N, we obtain the inequalities (2.7) for odd k and (2.8) for even k. We
remind that here we have used the Bott-type formula
ν1(γ
k) =
∑
ωk=1
νω(γ).
The equality conditions follow from 2o and 4o of Proposition 2.5 together with
Corollary 9.2.8 and List 12 in P198 of [21]. We note that from List 12 in P198 of
[21], no eigenvalue on U+ is Krein positive definite.
Since we should consider the Bott-type iteration formulas in Proposition 2.4 in
odd and even cases, the inequalities in Theorem 2.6 is naturally considered in two
cases correspondingly. We will see that the inequalities in Theorem 2.6 for even
times iteration path are our main difficult to prove that the brake orbit found in
Section 3 has minimal period, though we believe this kind brake orbit has minimal
period, we can only prove that it has minimal period or it is 2-times iteration of a
brake orbit with minimal period.
§3 Applications to nonlinear Hamiltonian systems
We now apply Theorem 2.6 to the brake orbit problem of autonomous Hamil-
tonian system 

−Jx˙ = Bx+H ′(x), x ∈ R2n,
x(τ/2 + t) = Nx(τ/2− t),
x(τ + t) = x(t), t ∈ R,
(3.1)
where H(Nx) = H(x) and B =
(
B1 0
0 B2
)
is a 2n × 2n symmetric semi-positive
definite matrix whose operator norm is denoted by ‖B‖, B1 and B2 are n × n
symmetric matrices. A solution (τ, x) of the problem (3.1) is a brake orbit of the
Hamiltonian system, and τ is the brake period of x. To find a brake orbit of the
Hamiltonian system in (3.1), it is sufficient to solve the following problem
{ −Jx˙(t) = Bx+H ′(x(t)), x ∈ R2n, t ∈ [0, τ/2],
x(0) ∈ L0, x(τ/2) ∈ L0.
(3.2)
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Any solution x of problem (3.2) can be extended to a brake orbit (τ, x) with the
mirror symmetry of L0 by x(τ/2 + t) = Nx(τ/2 − t), t ∈ [0, τ/2] and x(τ + t) =
x(t), t ∈ R.
Theorem 3.1. Suppose the Hamiltonian function H satisfies the conditions:
(H1) H ∈ C2(R2n,R) satisfying H(Nx) = H(x), ∀x ∈ R2n.
(H2) there are constants µ > 2 and r0 > 0 such that
0 < µH(x) ≤ H ′(x) · x, ∀|x| ≥ r0.
(H3) H(x) = o(|x|2) at x = 0.
(H4) H(x) ≥ 0 ∀x ∈ R2n.
Then for every 0 < τ < 2π‖B‖ , the system (3.1) possesses a non-constant brake orbit
(τ, x) satisfying
iL0(x, τ/2) ≤ 1. (3.3)
Moreover, if x further satisfies the following condition:
(HX) H ′′(x(t)) ≥ 0 ∀t ∈ R and ∫ τ/2
0
H ′′(x(t)) dt > 0.
Then the minimal brake period of x is τ or τ/2.
We remind that if B = 0, then 2π‖B‖ = +∞.
Proof. We divide the proof into two steps.
Step 1. Show that there exists a brake orbit (τ, x) satisfying (3.3) for 0 < τ < 2π‖B‖ .
Fix τ ∈ (0, 2π‖B‖ ). Without loss generality, we suppose τ = 2, then τ < 2π‖B‖
implies ‖B‖ < pi. By conditions (H1)-(H4), we can find a non-constant τ -periodic
solution x of (3.2) via the saddle point theorem such that (3.3) holds. For reader’s
convenience, we sketch the proof here and refer the reader to Theorem 3.5 of [15]
for the case of periodic solution. We note that the main ideas here are the same as
that in the periodic case. We refer the paper [11] for some details.
In fact, following P. Rabinowitz’ pioneering work [24], let K > 0 and χ ∈
C∞(R,R) such that χ(t) = 1 if t ≤ K, χ(t) = 0 if t ≥ K + 1, and χ′(t) < 0 if
y ∈ (K,K + 1). The number K will be determined later. Set
HˆK(z) =
1
2
(Bz, z) +HK(z),
with
HK(z) = χ(|z|)H(z) + (1− χ(|z|))RK |z|4,
where the constant RK satisfies
RK ≥ max
K≤|z|≤K+1
H(z)
|z|4 .
We set L2 = L2([0, 1],R2n) and define a Hilbert space E :=WL0 =W 1/2,2L0 ([0, 1],R2n)
with L0 boundary conditions by
WL0 = {z ∈ L2| z(t) =
∑
k∈Z
exp(kpitJ)ak, ak ∈ L0, ‖z‖2 :=
∑
k∈Z
(1 + |k|)|ak|2 <∞}.
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We denote its inner product by 〈·, ·〉. By the well-known Sobolev embedding theo-
rem, for any s ∈ [1,+∞), there is a constant Cs > 0 such that
‖z‖Ls ≤ Cs‖z‖, ∀ z ∈ WL0 .
Define a functional fK on E by
fK(z) =
∫ 1
0
(
1
2
z˙ · Jz − HˆK(z)) dt, ∀z ∈ E. (3.4)
For m ∈ N, define E0 = L0,
Em = { z ∈ E | z(t) =
m∑
k=−m
exp(kpitJ)ak, ak ∈ L0},
E± = { z ∈ E | z(t) =
∑
±k>0
exp(kpitJ)ak, ak ∈ L0},
and E+m = Em ∩ E+, E−m = Em ∩ E−. We have Em = E−m ⊕ E0 ⊕ E+m. Let Pm be
the projection Pm : E → Em. Then {Em, Pm}m∈N form a Galerkin approximation
scheme of the operator −Jd/dt on E. Denote by fK,m = fK |Em . Set Qm =
{re : 0 ≤ r ≤ r1} ⊕ {Br1(0) ∩ (E−m ⊕ E0m)} with some e ∈ ∂B1(0) ∩ E+m. Then
for large r1 > 0 and small ρ > 0, ∂Qm and Bρ(0) ∩ E+m form a topological (in
fact homologically) link (cf. P84 of [2]). By the condition ‖B‖ < pi, we obtain a
constant β = β(K) > 0 such that
(I) fK,m(z) ≥ β > 0, ∀z ∈ ∂Bρ(0) ∩ E+m,
(II) fK,m(z) ≤ 0, ∀z ∈ ∂Qm.
In fact, by (H3), for any ε > 0, there is a δ > 0 such that HK(z) ≤ ε|z|2 if |z| ≤ δ.
Since HˆK(z)|z|−4 is uniformly bounded as |z| → +∞, there is anM1 =M1(K) such
that HˆK(z) ≤M1|z|4 for |z| ≥ δ. Hence
HˆK(z) ≤ ε|z|2 +M1|z|4, ∀z ∈ R2n.
For z ∈ ∂Bρ(0) ∩ E+m, we have
∫ 1
0
HK(t, z)dt ≤ ε‖z‖2L2 +M1‖z‖4L4 ≤ (εC22 +M1C44‖z‖2)‖z‖2.
So we have
fK,m(z) =
1
2
〈Az, z〉 − 1
2
〈Bz, z〉 −
∫ 1
0
HK(z(t))dt
≥ pi
2
‖z‖2 − ‖B‖
2
‖z‖2 − (εC22 +M1C44‖z‖2)‖z‖2
=
pi
2
ρ2 − ‖B‖
2
ρ2 − (εC22 +M1C44ρ2)ρ2.
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Since ‖B‖ < pi, we can choose constants ρ = ρ(K) > 0 and β = β(K) > 0, which
are sufficiently small and independent of m, such that for z ∈ ∂Bρ(0) ∩ E+m,
fK,m(z) ≥ β > 0.
Hence (I) holds.
Let e ∈ E+m ∩ ∂B1 and z = z− + z0 ∈ E−m ⊕E0. We have
fK,m(z + re) =
1
2
〈Az−, z−〉+ 1
2
r2〈Ae, e〉 − 1
2
〈B(z + re), z + re〉 −
∫ 1
0
HˆK(z + re)dt
≤ −pi
2
‖z−‖2 + pi
2
r2 −
∫ 1
0
HˆK(z + re)dt,
If r = 0, from condition (H4), there holds
fK,m(z + re) ≤ −pi
2
‖z−‖2 ≤ 0.
If r = r1 or ‖z‖ = r1, then from (H2), We have
HK(z) ≥ b1|z|µ − b2,
where b1 > 0, b2 are two constants independent of K and m. Then there holds
∫ 1
0
HˆK(z + re)dt ≥ b1
∫ 1
0
|z + re|µdt− b2
≥ b3
(∫ 1
0
|z + re|2dt
)µ
2
− b4
≥ b5
(‖z0‖µ + rµ)− b4,
where b3, b4 are constants and b5 > 0 independent of K and m. Thus there holds
fK,m(z + re) ≤ −pi
2
‖z−‖2 + pi
2
r2 − b5
(‖z0‖µ + rµ)+ b4,
So we can choose large enough r1 independent of K and m such that
ϕm(z + re) ≤ 0, on ∂Qm.
Then (II) holds.
Now define Ω = {Φ ∈ C(Qm, Em) |Φ(x) = x for x ∈ ∂Qm}, and set
cK,m = inf
Φ∈Ω
sup
x∈Φ(Qm)
fK,m(x).
It is well known that fK satisfies the usual (P.S)
∗ condition on E, i.e. a se-
quence {xm} with xm ∈ Em possesses a convergent subsequence in E, provided
f ′K,m(xm) → 0 as m → ∞ and |fK,m(xm)| ≤ b for some b > 0 and all m ∈ N
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(see [11] for a proof). Thus by the saddle point theorem (cf. [25]), we see that
cK,m ≥ β > 0 is a critical value of fK,m, we denote the corresponding critical point
by xK,m. The Morse index of xK,m satisfies
m−(xK,m) ≤ dimQm = mn + n+ 1.
By takingm→ +∞, we obtain a critical point xK such that xK,m → xK , m→ +∞
and m−d (xK) ≤ dimQm = 1+n+mn, 0 < cK ≡ fK(xK) ≤M1, where the d-Morse
index m−d (xK) is defined to the total number of the eigenvalues of f
′′
K belonging to
(−∞, d] for d > 0 small enough, and M1 is a constant independent of K. Moreover,
by the Galerkin approximation method, Theorem 2.1 of [14], we have the d-Morse
index satisfying
m−d (xK) = mn+ n+ iL0(xK , 1) ≤ 1 + n+mn.
Thus we have
iL0(xK , 1) ≤ 1.
Now the similar arguments as in the section 6 of [25] yields a constant M2 in-
dependent of K such that ‖xK‖∞ ≤ M2. Choose K > M2. Then x ≡ xK is
a non-constant solution of the problem (3.2) satisfying (3.3). By extending the
domain with mirror symmetry of L0, we obtain a 2-periodic brake orbit (2, x) of
problem (3.1).
Step 2. Estimate the brake period of (2, x).
Denote the minimal period of the brake orbit x by 2/k for some k ∈ N, i.e.,
(x, 1/k) is a solution of the problem (3.2). By the condition (HX) and B being
semi-positive definite, using (9.17) of [4], we have that i1(x, 2/k) ≥ n for every 2/k-
periodic solution (x, 2/k) (see also (4.2) in the appendix below), and by Theorem
5.2 of [13] we see that iL0(x, 1/k) ≥ 0 for the L0-solution (x, 1/k) (see also (4.3) in
the appendix below). Together with (3.21) of [16](see also (4.14) in the appendix
below), we obtain
iL0√−1(x, 1/k) ≥ iL0(x, 1/k) ≥ 0, i1(x, 2/k) ≥ n. (3.5)
Since the system (3.1) is autonomous, we have
ν1(x, 2/k) ≥ 1. (3.6)
Therefore, by Theorem 2.6, (3.3) and (3.5)-(3.6), we obtain k = 1, 2, 3, 4.
If k = 3, by (3.3) and (3.5)-(3.6), and by using Theorem 2.6 again we find
the left equality of (2.7) holds for k = 3 and iL0(x, 1/3) = 0, i1(x, 2/3) = n, and
ν1(x, 2/3) = 1.
The left side hand equality in the inequality (2.7) holds if and only if I2p ⋄
N1(1,−1)⋄q ⋄ K ∈ Ω0(γ(2/3)) for some non-negative integers p and q satisfying
p + q ≤ n and some K ∈ Sp(2(n − p − q)) satisfying σ(K) ⊂ U \ R. If r =
n − p − q > 0, then by List 12 in P198 of [21](see also the list after Definition 4.4
in the appendix below), we have R(θ1) ⋄ · · · ⋄ R(θr) ∈ Ω0(K) for some θj ∈ (0, pi).
In this case, all eigenvalues of K on U+ (on U−) are located on the arc between
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1 and exp(2pi
√−1/k) (and exp(−2pi√−1/k)) on U+ (in U−) and are all Krein
negative (positive) definite. We remind that γ(t) is the fundamental solution of the
linearized system at (2/3, x). By the condition ν1(x, 2/3) = 1, we have p = 0, q = 1.
By Lemma 4.3 in the appendix below, there are paths α ∈ P2/3(2), β ∈ P2/3(2n−2)
such that γ ∼ α ⋄ β, α(2/3) = N1(1,−1), β(τ) = K. By the locations of the end
point matrix α(2/3) and β(2/3), there are two integers k1, k2 such that (see the
proof of Theorem 4.3 in [15], specially (4.18) and (4.19) there).
i1(α, 2/3) = 2k1, i1(β, 2/3) = 2k2 + n− 1.
From this result, we see that if n = 1, then N1(1,−1) ∈ Ω0(γ(2/3)), and i1(x, 2/3)
must be even, so i1(x, 2/3) = n = 1 is impossible. If n > 1, we have n− 1 > 0 and
i1(x, 2/3) = 2(k1 + k2) + n− 1.
But i1(x, 2/3) = n, so k1 + k2 =
1
2
. It is also impossible.
If k = 4, the solution (1/2, x) itself is a brake orbit. Thus i1(x, 1/2) and i1(x, 1)
are well defined and by Theorem 2.6, we have that the left hand side equality in
(2.8) holds for k = 4 and
i1(x, 1/2) = n, ν1(x, 1/2) = 1, iL0(x, 1/4) = i
L0√−1(x, 1/4) = 0.
By the same arguments as above, we still get i1(x, 1/2) = 2(k1 + k2) + n− 1. This
is also impossible. 
Remark 3.2. If B = 0, the results of Theorem 3.1 hold for every τ > 0. The
following condition is more accessible than (HX) but it implies the condition (HX).
(H6)H ′′(x) ≥ 0 for all x ∈ R2n, the set D = {x ∈ R2n|H ′(x) 6= 0, 0 ∈ σ(H ′′(x))}
is hereditarily disconnected, i.e. every connected component of D contains only
one point.
Similarly, we consider the brake orbit minimal periodic problem for the following
autonomous second order Hamiltonian system


x¨+ V ′(x) = 0, x ∈ Rn,
x(0) = x(τ/2) = 0
x(τ/2 + t) = −x(τ/2− t), x(τ + t) = x(t).
(3.7)
A solution (τ, x) of (3.7) is a kind of brake orbit for the second order Hamiltonian
system.
In this paper, we consider the following conditions on V :
(V1) V ∈ C2(Rn,R).
(V2) There exist constants µ > 2 and r0 > 0 such that
0 < µV (x) ≤ V ′(x) · x, ∀|x| ≥ r0.
(V3) V (x) ≥ V (0) = 0 ∀x ∈ Rn.
(V4) V (x) = o(|x|2), at x = 0.
(V5) V (−x) = V (x), ∀x ∈ Rn.
(V6) V ′′(x) > 0, ∀x ∈ R.
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Theorem 3.3. Suppose V satisfies the conditions (V1)-(V6). Then for every τ >
0, the problem (3.7) possesses a non-constant solution (τ, x) such that the minimal
period of x is τ or τ/2.
Proof. Without loss generality, we suppose τ = 2. We define a Hilbert space W
which is a subspace of W 1,2([0, 1],Rn) by
W = {x ∈W 1,2([0, 1],Rn)| x(t) =
∞∑
k=1
sin kpit · ak, ak ∈ Rn}.
The inner product of W is still the W 1,2 inner product.
We consider the following functional
ψ(x) =
∫ 1
0
(
1
2
|x˙|2 − V (x)) dt, ∀x ∈W. (3.8)
A critical point x of ψ is a solution of the problem (3.7) by extending the domain to
R via x(1+t) = −x(1−t) and x(2+t) = x(t). The condition (V3) implies ψ(0) = 0.
The condition (V4) implies ψ(∂Bρ(0)) ≥ α0 with ∂Bρ(0) = {x ∈ W | ‖x‖ = ρ} for
some small ρ > 0 and α0 > 0. In fact, there exists a constant c1 > 0 such that
∫ 1
0
|x˙|2 dt ≥ c1‖x‖2W . (3.9)
If ‖x‖W → 0, then ‖x‖∞ → 0. So by condition (V4), for any 0 < ε < c12 , there
exists small ρ > 0 such that
∫ 1
0
V (x(t))dt ≤ ε‖x‖22 ≤ ε‖x‖2W , ‖x‖W = ρ.
Thus we have
ψ(x) =
∫ 1
0
(
1
2
|x˙|2 − V (x)) dt ≥ (c1
2
− ε)ρ2 := α0 > 0.
The condition (V2) implies that there exists an element x0 ∈ W with ‖x0‖ > ρ,
such that ψ(x0) < 0. In fact, we take an element e ∈ W with ‖e‖ = 1 and by (V3)
we assume
∫ 1
0
V (e(t))dt > 0. Consider x = λe for λ > 0. Condition (V2) implies
that there is a constant c2 > 0 such that V (λe) ≥ λµV (e) − c2 for λ large enough,
and there holds
ψ(λe) ≤ λ2
∫ 1
0
1
2
|e˙|2dt− λµ
∫ 1
0
V (e(t))dt+ c2 < 0.
Then we take x0 = λe for large λ such that the above inequalities holds.
We define
Γ = {h ∈ C([0, 1],W ) | h(0) = 0, h(1) = x0}
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and
c = inf
h∈Γ
sup
s∈[0,1]
ψ(h(s)).
By using the Mountain pass theorem (cf. Theorem 2.2 of [25]), from the conditions
(V2)-(V4) it is well known that there exists a critical point x ∈W of ψ with critical
value c > 0 which is a Mountain pass point such that its Morse index satisfying
m−(x, 1) ≤ 1. If we set y = x˙ and z = (x, y) ∈ R2n, the problem (3.7) can be
transformed into the following problem
{
z˙ = −JH ′(z),
z(0) ∈ L0, z(1) ∈ L0
with H(z) = H(x, y) = 12 |y|2+V (x). We note that (V5) implies H(Nz) = H(z), so
(2, z) is a brake orbit with brake period 2. We remind that in this case the complex
structure is −J , but it does not cause any difficult to apply the index theory. By
Theorem 5.1 of [13], the Morse index m−(x, 1) of x is just the L0-index iL0(z, 1) of
(1, z). i.e., there holds(see also Lemma 4.6 in the appendix below)
m−(x, 1) = iL0(z, 1), m
0(x, 1) = νL0(z, 1).
We can suppose the minimal period of x is 2/k for k ∈ N. But iL0(z, 1/k) =
m−(x, 1/k) ≥ 0, and from the convexity condition (V6), we have i1(z, 2/k) ≥ n.
With the same arguments as in the proof of Theorem 3.1, we get k ∈ {1, 2}. 
We note that the functional ψ is even, there may be infinite many solutions
(τ, x) satisfying Theorem 3.3. We also note that Theorem 3.3 is not a special case
of Theorem 3.1, since the Hamiltonian function H(x, y) = 12 |y|2+V (x) is quadratic
in the variables y, in this case B =
(
0 0
0 In
)
with ‖B‖ = 1. Thus when applying
Theorem 3.1 to this case, we can only get the result of Theorem 3.3 for 0 < τ < 2pi.
We now consider the following problem


x¨+ V ′(x) = 0, x ∈ Rn,
x˙(0) = x˙(τ/2) = 0,
x(τ/2 + t) = x(τ/2− t), x(τ + t) = x(t).
(3.10)
A solution of (3.10) is also a kind of brake orbit for the second order Hamiltonian
system.
By set y = x˙, z = (y, x) and H(z) = H(y, x) = 12 |y|2 + V (x), the problem (3.10)
can be transformed into the following L0-boundary value problem
{
z˙ = JH ′(z)
z(0) ∈ L0, z(τ/2) ∈ L0.
In this case the condition H(Nz) = H(z) is satisfied automatically. Set B =(
In 0
0 0
)
, then ‖B‖ = 1. The following result is a direct consequence of Theorem
3.1.
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Corollary 3.4. Suppose V satisfies the conditions (V1)-(V4) and (V6). Then for
every 0 < τ < 2pi, the problem (3.10) possesses a non-constant solution (τ, x) such
that x has minimal period τ or τ/2.
We note that if we directly solve the problem (3.10) by the same way as in the
proof of Theorem 3.3, the formation of the functional is still ψ as defined in (3.8),
but the domain should be
W1 = {x ∈W 1,2([0, 1],Rn)| x(t) =
∞∑
k=0
cos kpit · ak, ak ∈ Rn}.
In this time, it is not able to apply the Mountain pass theorem to get a critical
point directly due to the fact Rn ⊂W1, so the inequality (3.9) is not true.
§4 Appendix. Some properties for the indeices
4.1. Some properties of Maslov-type index. For a symplectic path γ ∈ P(2n),
its Maslov-type index is a pair of integers (i1(γ), ν1(γ)) ∈ Z × {0, 1, · · · , 2n} (cf.
[20],[21]). If γ ∈ P(2n) is the fundamental solution of a linear Hamiltonian system
x˙ = JB(t)x
with continuous symmetric matrix function B(t), its Maslov-type index usually
denoted by (i1(B), ν1(B)). The following result was proved in [12].
Lemma 4.1. If B1(t)−B2(t) > 0 is a positive definite matrix function, then there
holds
i1(B1) ≥ i1(B2) + ν1(B2). (4.1)
(4.1) also holds under the following condition
B(t) = B1(t)−B2(t) ≥ 0,
∫ 1
0
B(t)dt > 0.
As a direct consequence, if the continuous symmetric matrix function satisfying
B(t) ≥ 0 and ∫ 1
0
B(t)dt > 0, then there holds
i1(B) ≥ n. (4.2)
Definition 4.2. ([20],[21])Two symplectic paths γ0 and γ1 ∈ P(2n) are homotopic
on [0, 1], denoted by γ0 ∼ γ1, if there exists a map δ ∈ C([0, 1] × [0, 1], Sp(2n))
such that δ(0, ·) = γ0(·), δ(1, ·) = γ1(·), δ(s, ·) = I2n, and ν1(δ(s, 1)) is constant for
0 ≤ s ≤ 1.
We note that for two paths γ0 and γ1 ∈ P(2n) with the same end points γ0(1) =
γ1(1), γ0 ∼ γ1 with fixed end points if and only if i1(γ0) = i1(γ1). By choosing
suitable zigzag standard paths αn,k in P∗(2n) with i1(αn,k) = k and αn,k(1) =M±n
if (−1)k = ±1 as in [22], and by the definition of the Maslov-type index, we have
the following result.
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Lemma 4.3. For a symplectic path γ ∈ P(2n) with γ(1) =M1⋄M2, Mj ∈ Sp(2nj),
j = 1, 2, n1 + n2 = n, there exists two symplectic paths γj ∈ P(2nj) such that
γ ∼ γ1 ⋄ γ2 and γj(1) =Mj.
The index function (iω(γ), νω(γ)) was defined for ω ∈ U := {z ∈ C| |z| = 1} in
[22] by Y.Long.
Definition 4.4. ([22])For any M ∈ Sp(2n) and ω ∈ U, choosing γ ∈ P(2n) with
γ(1) =M , the splitting numbers of M are defined by
S±M (ω) = lim
ǫ→0+
iexp(±ǫ√−1)ω(γ)− iω(γ).
The following list for the splitting number comes from [21].
(1) (S+M (1), S
−
M(1)) = (1, 1) for M = N1(1, b) with b = 1 or 0.
(2) (S+M (1), S
−
M(1)) = (0, 0) for M = N1(1,−1).
(3) (S+M (−1), S−M(−1)) = (1, 1) for M = N1(−1, b) with b = −1 or 0.
(4) (S+M (−1), S−M(−1)) = (0, 0) for M = N1(−1, 1).
(5) (S+M (e
√−1θ), S−M (e
√−1θ)) = (0, 1) for M = R(θ) with θ ∈ (0, pi) ∪ (pi, 2pi).
(6) (S+M (ω), S
−
M(ω)) = (1, 1) for M = N2(ω, b) being non-trivial with ω = e
√−1θ ∈
U \ R.
(7) (S+M (ω), S
−
M(ω)) = (0, 0) for M = N2(ω, b) being trivial with ω = e
√−1θ ∈ U \R.
(8) (S+M (ω), S
−
M(ω)) = (0, 0) for any ω ∈ U andM ∈ Sp(2n) satisfying σ(M)∩U = ∅.
4.2. Some properties of the L0-index. For a symplectic path γ ∈ P(2n), the
so called L0-index (iL0(γ), νL0(γ)) ∈ Z× {0, 1, · · · , n} was first defined in [13]. We
have a brief introduction of this index theory in the section 2 of this paper. The
following result was proved in [13].
Lemma 4.5. Suppose γ ∈ P(2n) is the fundamental solution of the following linear
Hamiltonian system
x˙(t) = JB(t)x(t), x(t) ∈ R2n,
where B(t) =
(
S11(t) S12(t)
S21(t) S22(t)
)
is symmetric with n × n blocks Sjk. If S22(t) >
0(positive definite), there holds
iL0(γ) = iL0(B) ≥ 0. (4.3)
(4.3) is also true if S22(t) ≥ 0 and
∫ 1
0
S22(t)dt > 0.
We consider the following problem
{
[P (t)x′(t)−Q(t)x(t)]′ +QT (t)x′(t) +R(t)x = 0,
x(0) = x(1) = 0,
(4.4)
where P and R are symmetrial n×n matrix function, we suppose −P > 0 (positive
definite). For simplicity, We assume P,Q are smooth and R is continuous. The
equations in (4.4) was studied by M.Morse. We turn it into a first order equations
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with Lagrangian boundary condition by setting z(t) = (x(t), y(t))T ∈ R2n with
y = P (t)x′(t)−Q(t)x(t): {
z˙ = JB(t)z
z(0), z(1) ∈ L0,
(4.5)
where B = B(t) is defined by
B(t) =
(−R(t)−QT (t)P−1(t)Q(t) −QT (t)P−1(t)
−P−1(t)Q(t) −P−1(t)
)
.
We take the space W = W 1,20 ([0, 1],R
n), the subspace of W 1,2([0, 1],Rn) with the
elements x satisfying x(0) = x(1) = 0. Define the following functional on W
ϕ(x) = −1
2
∫ 1
0
〈P−1(t)(P (t)x′(t)−Q(t)x(t)), P (t)x′(t)−Q(t)x(t)〉
− 〈(R(t) +QT (t)P−1(t)Q(t))x(t), x(t)〉 dt.
The critical point of ϕ is a solution of the problem (4.4), and so we get a solution of
the problem (4.5). Denote the Morse index of the functional ϕ at x = 0 by mL0(B),
which is the total multiplicity of the negative eigenvalues of the Hessian of ϕ at
x = 0, and the nullity by nL0(B). The following result was proved in [13].
Lemma 4.6. There holds
iL0(B) = m
L0(B), νL0(B) = n
L0(B).
Let E be a separable Hilbert space, and Q = A − B : E → E be a bounded
salf-adjoint linear operators with B : E → E a compact self-adjoint operator.
N = kerQ and dimN < +∞. Q|N⊥ is invertible. P : E → N the orthogonal
projection. Set d = 1
4
‖(Q|N⊥)−1‖−1. Γ = {Pk|k = 1, 2, · · · } be the Galerkin
approximation sequence of A:
(1) Ek := PkE is finite dimensional for all k ∈ N,
(2) Pk → I strongly as k → +∞
(3) PkA = APk.
For an operator S, we denote by M∗(S) the eigenspaces of S with eigenvalues
belonging to (0,+∞), {0} and (−∞, 0) with ∗ = +, 0 and ∗ = −, respectively. We
denote by m∗(S) = dimM∗(S). Similarly, we denote by M∗d (S) the d-eigenspaces
of S with eigenvalues belonging to (d,+∞), (−d, d) and (−∞,−d) with ∗ = +, 0
and ∗ = −, respectively. We denote by m∗d(S) = dimM∗d (S).
Lemma 4.7. (Lemma 3.3 in [16]) Let B be a linear symmetric compact operator.
Then the difference of the d-Morse indices
m−d (Pm(A−B)Pm)−m−d (PmAPm) (4.6)
eventually becomes a constant independent of m, where d > 0 is determined by the
operators A and A−B. Moreover m0d(Pm(A−B)Pm) eventually becomes a constant
independent of m and for large m, there holds
m0d(Pm(A−B)Pm) = m0(A−B). (4.7)
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Definition 4.8. ([16]) For the operators A and B in Lemma 4.7, Γ is an Galerkin
approximation sequence w.r.t A, we define the relative index by
I(A,A−B) = m−d (Pm(A−B)Pm)−m−d (PmAPm), m ≥ m∗, (4.8)
where m∗ > 0 is a constant large enough such that the difference in (4.6) becomes
a constant independent of m ≥ m∗.
For ω = e
√−1θ, we define a Hilbert space Eω = EωL0 consisting of those x(t) in
L2([0, 1],C2n) such that e−θtJx(t) has Fourier series
e−θtJx(t) =
∑
j∈Z
ejπtJ
(
0
aj
)
, aj ∈ Cn
and
‖x‖2 :=
∑
k∈Z
(1 + |k|)|ak|2 <∞.
For x ∈ Eω, we can write
x(t) = eθtJ
∑
j∈Z
ejπtJ
(
0
aj
)
=
∑
j∈Z
e(θ+jπ)tJ
(
0
aj
)
=
∑
j∈Z
e(θ+jπ)t
√−1
(√−1aj/2
aj/2
)
+ e−(θ+jπ)t
√−1
(−√−1aj/2
aj/2
)
.
So we can write
x(t) = ξ(t) +Nξ(−t), ξ(t) =
∑
j∈Z
e(θ+jπ)t
√−1
(√−1aj/2
aj/2
)
. (4.9)
For ω = 1, i.e., θ = 0, we define two selfadjoint operators A1, B1 ∈ L(E1) by
extending the bilinear forms
〈A1x, y〉 =
∫ 1
0
(−Jx˙(t), y(t))dt, 〈B1x, y〉 =
∫ 1
0
(B(t)x, y)dt
on E1, here (·, ·) is the Hermitian inner product in C2n. Then B is compact. For
ω = e
√−1θ, θ ∈ [0, pi), we define two self-adjoint operators Aω, Bω ∈ L(Eω) by
extending the bilinear forms
〈Aωx, y〉 =
∫ 1
0
(−Jx˙(t), y(t))dt,
〈Bωx, y〉 =
∫ 1
0
(B(t)x(t), y(t))dt
on Eω, where we have written x(t) = ξ(t) + Nξ(−t), y(t) = η(t) + Nη(−t) as in
(3.10). Then Bω is also compact.
By Theorem 2.1 of [14], we have the following formula
I(A1, A1 −B1) = iL0(B) + n. (4.10)
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Definition 4.9. ([16]) We define the index function
iL0ω (B) := I(A
ω, Aω −Bω), νL0ω (B) := m0(Aω −Bω), ω = e
√−1θ, θ ∈ (0, pi).
Lemma 4.10. ([16]) The index function iL0ω (B) is locally constant. For ω0 =
e
√−1θ0 , θ0 ∈ (0, pi) is a point of discontinuity of iL0ω (B), then νL0ω0 (B) > 0 and so
dim(γ(1)L0 ∩ eθ0JL0) > 0. Moreover there hold
|iL0ω0+(B)− iL0ω0−(B)| ≤ νL0ω0 (B), |iL0ω0+(B)− iL0ω0 (B)| ≤ νL0ω0 (B),
|iL0ω0−(B)− iL0ω0 (B)| ≤ νL0ω0 (B), |iL0(B) + n− iL00+(B)| ≤ νL0(B),
(4.11)
where iL0ω0+(B), i
L0
ω0−(B) are the right and left limit respectively of the index function
iL0ω (B) at ω0 = e
√−1θ0 as a function of θ.
By (4.10), Definition 4.9 and Lemma 4.10, we see that for any ω0 = e
√−1θ0 , θ0 ∈
(0, pi), there holds
iL0ω0 (B) ≥ iL0(B) + n−
∑
ω=e
√−1θ
0≤θ≤θ0
νL0ω (B). (4.12)
We note that ∑
ω=e
√−1θ
0≤θ≤θ0
νL0ω (B) ≤ n. (4.13)
So we have
iL0(B) ≤ iL0ω0 (B) ≤ iL0(B) + n. (4.14)
Acknowledgements: The author of this paper appreciates the referee for his
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