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Hoy en d´ıa, con la continua generacio´n de grandes volu´menes de datos
propiciada por los recientes avances en aspectos tecnolo´gicos que se vienen
dando en los u´ltimos an˜os, son muchos los sectores e industrias que deciden
sacar un rendimiento de los mismos haciendo uso de algoritmos de aprendi-
zaje automa´tico, con el objetivo de poder aplicar el conocimiento obtenido
a una posterior toma de decisiones.
Desde el punto de vista ma´s pra´ctico, estos avances pueden ser utilizados
para realizar tareas que requieren de un tiempo relativamente amplio para
ser completadas de forma manual, como por ejemplo, el problema que se
plantea en el presente trabajo, en el que se propone desarrollar un mode-
lo que sea capaz de clasificar ima´genes de especies de zooplancton en sus
respectivas categor´ıas.
Para llevar a acabo esta tarea de clasificacio´n de ima´genes, se hace uso de
aprendizaje profundo o tambie´n denominado como deep learning a trave´s
de la utilizacio´n de redes convolucionales.
Palabras clave: Aprendizaje automa´tico, aprendizaje profundo, redes




Nowadays large volumes of data are continously generated due to the
recent technological advances. Many sectors and industries decide to take
advantage of them using machine learning algorithms, hoping to apply the
knowledge obtained to enhance decision making.
In practice, the advances can be used to carry out tasks that require a rela-
tively long time to be completed manually. In the present work, we develop
a model that is capable of classifying images of zooplankton species in their
respective categories.
We use convolutional neural networks, a particular deep learning technique,
for the classification of the images.
Keywords: Machine learning, deep learning, convolutional neural net-
works, residual neural networks, zooplankton clasification
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1. Introduccio´n
En los u´ltimos an˜os, la mejora en aspectos algor´ıtmicos y sobretodo
computacionales esta´ permitiendo el avance en campos relacionados con la
inteligencia artificial, como es el aprendizaje automa´tico. A todo ello se le
suma la gran cantidad de datos que son generados continuamente, deno-
minado como Big Data [6], lo que hace que deban existir herramientas y
personas dispuestas a interpretar y sacar el mayor valor posible de esta in-
gente cantidad de informacio´n.
Este trabajo tiene por objetivo generar modelos que sean capaces de
clasificar ima´genes de zooplancton en sus correspondientes categor´ıas. Para
llevar a cabo dicha tarea se hace uso de deep learning. Uno de los motivos
que ha llevado al deep learning a convertirse en una te´cnica tan usada en
los u´ltimos an˜os es la gran cantidad de datos que se generan a d´ıa de hoy,
ya que gran parte de la base de los algoritmos usados en deep learning ya
exist´ıan desde los an˜os 50, como el perceptro´n [7], o la posterior incursio´n
unas de´cadas despue´s de algoritmos capaces de ajustar los pesos de las redes
neuronales por s´ı mismas, como es el caso del algoritmo backpropagation [8].
La generacio´n de grandes volu´menes de datos se debe a que en la actualidad
la inmensa mayor´ıa de las acciones son llevadas a cabo con dispositivos
electro´nicos, desde los computadores y los dispositivos mo´viles, hasta las
pulseras que registran la actividad, haciendo que gran parte de las empresas
apuesten por el deep learning para darles sentido a dichos datos almacenados
y poder obtener algu´n tipo de conocimiento de ellos. Otro de los factores
que pueden ser decisivos a la hora de utilizar deep learning es la facilidad de
obtener caracter´ısticas relevantes de un problema por s´ı mismo durante el
proceso de aprendizaje, siendo una etapa relativamente costosa en cuanto a
te´rminos computacionales se refiere, aunque a trave´s del uso de las GPU’s
(Graphics Processing Unit) se puede conseguir acelerar los ca´lculos que son
llevados a cabo, lo que implica una disminucio´n del tiempo requerido para
el aprendizaje.
Para el problema tratado se hace uso de datos procedentes de una base
de datos que contiene ma´s de 850000 ima´genes de especies de zooplancton,
estableciendo el taman˜o total de las mismas en 7,1 GB, haciendo que se
pueda considerar como un problema de Big Data. Para que la realizacio´n
del trabajo sea posible, se han establecido una serie de tareas:
Extraccio´n de las ima´genes de la base de datos NoSQL.
Generacio´n de modelos que sean capaces de clasificar las ima´genes de
zooplancton en sus correspondientes categor´ıas.




En medios acua´ticos podemos encontrar un amplio rango de organismos
y especies, con taman˜os totalmente diferentes. Este trabajo se centra en el
uso de ima´genes de varios de estos organismos, en concreto pertenecientes
al zooplancton. Estas especies poseen un taman˜o muy reducido por lo gene-
ral, haciendo que su visualizacio´n en muchos casos sea posible u´nicamente
a trave´s de microscopio. Cabe destacar la capacidad de algunos tipos de
zooplancton para la ingesta de micropla´sticos [9, 10] o para la medicio´n de
la calidad del agua de lagos [11]. Al igual que ocurre con el fitoplancton,
puede servir de indicador del estado general del ecosistema marino. Ante la
dificultad que puede acarrear la clasificacio´n de cada una de las especies de
forma manual, debido al problema comentado anteriormente del taman˜o de
las mismas, se plantea automatizar esta tarea haciendo uso de deep learning,
de forma que dada una imagen, se pueda clasificarla en su correspondiente
especie de zooplancton.
Figura 1: Ejemplo de zooplancton [1].
Antes de poder trabajar con el conjunto de ima´genes final, se hace uso de
Flowcam [12]. Este sistema de ana´lisis de part´ıculas por ima´genes permite
la identificacio´n y clasificacio´n no solo de zooplancton, sino de fitoplancton
tambie´n. Es en el observatorio belga LifeWatch en donde las muestras uti-
lizadas en este trabajo son tomadas usando nueve estaciones situadas en
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la parte belga del mar del Norte. Las muestras son pasadas a trave´s del
sistema Flowcam, siendo fotografiada cada una de sus part´ıculas. Posterior-
mente dichas part´ıculas son identificadas de forma semiautoma´tica en base a
para´metros morfolo´gicos, como la simetr´ıa, y a su fluorescencia utilizando un
software espec´ıfico de Flowcam. De esta manera, las ima´genes utilizadas en
este trabajo han sido previamente tratadas con el procedimiento comentado,
para posteriormente ser posible la aplicacio´n de te´cnicas de deep learning.
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2. Tecnolog´ıas
2.1. Lenguajes de programacio´n
2.1.1. Python
Python [13] es un lenguaje de programacio´n de alto nivel y de propo´sito
general, cuya idea principal es permitir a trave´s de su sintaxis expresar con-
ceptos de manera sencilla en una pocas l´ıneas de co´digo. Soporta mu´ltiples
paradigmas de programacio´n, como por ejemplo, programacio´n orientada a
objetos, programacio´n imperativa y funcional. Por lo general, y al igual que
otros lenguajes de programacio´n dina´micos, Python es usado de manera fre-
cuente como un lenguaje para desarrollar scripts que permitan automatizar
tareas concretas. De cara al uso en el campo del machine learning y el deep
learning, cabe destacar la cantidad de paquetes existentes como: scikit-learn
[14], Tensorflow [15], Mxnet [16], Theano [17], Lasagne [18]. Siendo estos
dos u´ltimos usados para la realizacio´n del trabajo, Theano como framework
principal para el entrenamiento de las redes neuronales, y Lasagne como li-
brer´ıa que corre por encima de Theano facilitando la construccio´n y manejo
de las propias redes neuronales.
2.2. Sistemas de bases de datos
En cuanto a la infraestructura que da soporte al almacenamiento de
todas las ima´genes utilizadas durante el trabajo, se hace uso de una base de
datos no relacional proporcionada de forma remota por el IFCA (Instituto
de F´ısica de Cantabria).
2.2.1. MongoDB
MongoDB [19] es un sistema de bases de datos no relacional (NoSQL)
orientado principalmente al almacenamiento de documentos en un formato
similar a JSON (JavaScript Object Notation) denominado BSON (Binary
JSON). Mientras las bases de datos relaciones poseen tablas, MongoDB tiene
colecciones de documentos en las que se utiliza la combinacio´n clave-valor
para almacenar datos y acceder a ellos.
2.2.2. GridFS
GridFS [20] es un protocolo para almacenar grandes archivos que se
ejecuta por encima de MongoDB, para ello divide cada uno de los ficheros
en una serie de fragmentos y los almacena como si se tratase de ficheros




Si hablamos de reconocimiento, clasificacio´n de ima´genes y visio´n por
computador, en la actualidad podemos encontrarnos que el estado del arte
en este campo se situ´a entorno al uso del deep learning [21], y ma´s concre-
tamente a la utilizacion de las redes convolucionales [22, 23] y las distintas
variaciones que surgen de ellas. Estas son capaces de actuar de forma eficaz
en multitud de campos, como por ejemplo, la imagen me´dica [24] o en el uso
de veh´ıculos auto´nomos [25] entre otros.
El presente trabajo hace uso de una de estas variantes denominada
ResNet-50 [5], descrita en mayor profundidad en la seccio´n 3.4.1. Para ello
se reutiliza co´digo ya desarrollado para la clasificacio´n de ima´genes de plan-
tas [26], introduciendo alguna modificacio´n al ser pensado en principio para
clasificar ima´genes de plantas en color, mientras que las ima´genes de zoo-
plancton se encuentran en blanco y negro. Tambie´n se hace uso de dos
te´cnicas usadas frecuentemente en problemas de este tipo. La primera de
ellas es data augmentation, que proporciona una serie de transformaciones
a las ima´genes originales para obtener una variedad ma´s amplia sobre las
mismas. Mientras que la segunda se denomina fine-tuning, y tiene por obje-
tivo reutilizar los pesos entrenados para otro problema que pueda compartir
caracter´ısticas similares con el actual. Ambas te´cnicas son explicadas con
ma´s detalle en las secciones 3.5.1 y 3.5.2 respectivamente.
3.1. Planteamiento
Se propone dividir el problema en dos etapas. En la primera, una red
clasificara´ entre las clases no pertenecientes al zooplancton, y en la segunda
otra red ajustara´ la prediccio´n entre las clases de zooplancton. La divisio´n
del problema viene dado por el desbalanceado de las clases del conjunto de
datos, en el que por lo general la mayor parte del conjunto de datos esta´
compuesto por ima´genes no pertenecientes al zooplancton, como pueden ser
residuos orga´nicos o fibras, esto queda explicado en detalle en la seccio´n
3.3.1. El proceso a seguir tanto para la fase de entrenamiento como para la
fase de test se puede apreciar en la Figura 2a, en donde A es el conjunto
de clases mayoritarias/no zooplancton y B el de minoritarias/zooplancton,
mientras que NONE equivale a una clase extra introducida en la primera
red para indicar que la clase no pertenece al conjunto de clases que no son
de zooplancton.
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(a) Fase de entrenamiento (b) Fase de test
Figura 2: Metodolog´ıa planteada para el entrenamiento y test. Siendo (a) la
fase perteneciente al entrenamiento y (b) la fase perteneciente al test.
Con esto se pretende realizar un filtrado a trave´s de la primera red que
contiene las ima´genes no pertenecientes a especies de zooplancton, dejando
la segunda red para un entrenamiento ma´s concreto sobre las ima´genes que
corresponden a categor´ıas de zooplancton. De esta manera, tambie´n es po-
sible minimizar el desbalanceado de las clases comentado anteriormente, ya
que la mayor parte no se corresponden con ima´genes de zooplancton, tal y
como se describe en la seccio´n 3.3.
Por otro lado, la Figura 2b muestra el planteamiento propuesto para la
parte de test, en donde las ima´genes son pasadas a trave´s de ambos modelos
generados anteriormente, obteniendo la prediccio´n final de la combinacio´n
de la prediccio´n local de ambos.
3.2. Extraccio´n de ima´genes
Uno de los pasos iniciales es la extraccio´n de todas las ima´genes con-
tenidas en la base de datos no relacional a subcarpetas para cada una de
las categor´ıas, como queda representado en la Figura 3. Al tratarse de una
cantidad importante de ima´genes, en concreto 850306, es un proceso relati-
vamente lento y propenso a posibles errores durante la realizacio´n del mismo.
Debido a este motivo se implementa un sistema que vaya almacenando en
un fichero los MD5 de cada una de las ima´genes para en caso de ocurrir
algu´n problema durante la extraccio´n poder restablecer el proceso en el lu-
gar donde se produjo el incidente, filtrando en la consulta a la base de datos
las ima´genes ya extra´ıdas con anterioridad. Adema´s, se permite cancelar de
forma intencionada el proceso en cualquier momento utilizando el sistema
anteriormente descrito, y retomarlo en el punto donde se dejo´.
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Figura 3: Flujo de extraccio´n de las ima´genes procedentes de la base de
datos no relacional.
3.3. Conjunto de datos
Los datos utilizados para la realizacio´n del presente trabajo son 850306
ima´genes de 25 clases distintas, 4 de ellas no pertenecientes al zooplancton y
las 21 restantes que s´ı pertenecen a especies de zooplancton, cada una de las
cuales posee la etiqueta correspondiente a su categor´ıa. En este caso las 4
categor´ıas que no se corresponden con algu´n tipo de especie de zooplancton
son: Detritus, Artefacts, Fibres y Others. Estas categor´ıas forman parte de
residuos orga´nicos, objetos desconocidos o fibras.
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Figura 4: Ima´genes de ejemplo de cada una de las clases.
En la Figura 4 se puede obtener una vista previa de cada una de las cate-
gor´ıas presentes en el conjunto de datos, para ello se muestra un ejemplo de
cada clase. Tambie´n se puede apreciar como las ima´genes poseen diferentes
taman˜os, desde la mayor de ellas con un taman˜o de 15882x21176, hasta la
menor con un taman˜o de 114x38, aunque el taman˜o de imagen ma´s repetido
a lo largo del conjunto de datos es 208x129. A pesar de los diferentes ta-
man˜os de las ima´genes, estas son homogeneizadas a un taman˜o de 224x224
antes de ser utilizadas para la fase del entrenamiento. En cuanto a la escala
de colores se refiere, todas se encuentran representadas a trave´s de la escala
de grises.
3.3.1. Distribuciones
Al tratarse de un conjunto de datos relativamente amplio, es fa´cil encon-
trar categor´ıas desbalanceadas en cuanto a nu´mero de ima´genes, tal y como
se muestra en la Figura 5, en donde se aprecia como la clase Detritus con
441675 ima´genes acapara un 51,94 % del conjunto total de datos, haciendo
evidente que se trata de un conjunto de ima´genes totalmente desbalancea-
do, este hecho incrementa la complejidad del problema al tener que tratar
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el desbalanceado de las clases.
Figura 5: Distribucio´n global.
Debido a disponer de un tiempo y unos recursos computacionales li-
mitados, el uso de cualquier tipo de validacio´n cruzada queda descartado,
pasando a dividir el conjunto de datos en entrenamiento, validacio´n y test.
Para mantener las distribuciones originales, se utiliza muestreo estratificado
para los tres conjuntos. Esta te´cnica permite que cada una de las categor´ıas
tenga la representacio´n apropiada en base a la distribucio´n original. En el
caso del conjunto de entrenamiento, el taman˜o corresponde al 80 % de la
muestra original tal y como se puede ver en la Figura 6, con un taman˜o
total de 680242 ima´genes.
Figura 6: Distribucio´n del entrenamiento.
En cuanto a los conjuntos de validacio´n y de test, se toma el 10 % para
cada uno de ellos, resultando en las distribuciones mostradas en las Figuras
7 y 8 respectivamente, cada una de las cuales posee 85302 ima´genes en su
totalidad.
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Figura 7: Distribucio´n de la validacio´n.
Figura 8: Distribucio´n del test.
El nu´mero de ima´genes de cada especie, junto con sus respectivas dis-
tribuciones en los conjuntos de entrenamiento, validacio´n y test, y con el
porcentaje de cada una de ellas queda recogido de forma general en la Tabla
1. En ella se aprecia el desbalanceado existente entre las clases, haciendo
que entre las 7 clases con ma´s ima´genes sumen un 98.6 % aproximadamente
del total, dejando el 1.4 % restante para las otras 18 clases.
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Ima´genes Porcentaje
Clase Entr. Val. Test. Entr. Val. Test.
Detritus 353340 44168 44167 51,9 51,9 51,9
Artefacts 180718 22590 22590 26,6 26,6 26,6
Calanoida 73816 9227 9227 10,9 10,9 10,9
Noctiluca 29376 3672 3672 4,3 4,3 4,3
Fibres 16269 2034 2033 2,4 2,4 2,4
Harpacticoida 9693 1212 1211 1,4 1,4 1,4
Appendicularia 7672 959 959 1,1 1,1 1,1
Pisces[egg] 1966 246 246 0,3 0,3 0,3
Echinodermata 1473 184 184 0,2 0,2 0,2
Cirripedia[nau] 1432 179 179 0,2 0,2 0,2
Annelida 1006 126 126 0,1 0,1 0,1
Cumacea 790 99 99 0,1 0,1 0,1
Mollusca 549 69 68 0,08 0,08 0,08
Cirripedia[cyp] 506 63 64 0,07 0,07 0,08
Chaetognatha 489 61 61 0,07 0,07 0,07
Caridea[zoe] 295 37 37 0,04 0,04 0,04
Brachyura[zoe] 238 30 30 0,03 0,04 0,04
Ctenophora 181 23 22 0,03 0,03 0,03
Pisces[larv] 159 20 20 0,02 0,02 0,02
Amphipoda 107 13 14 0,02 0,02 0,02
Mysidacea 51 6 7 0,007 0,007 0,008
Brachyura[mega] 43 5 6 0,006 0,006 0,007
Anomura 36 4 5 0,005 0,005 0,006
Porcellana[zoe] 33 4 4 0,005 0,005 0,005
Others 4 1 1 0,001 0,001 0,001
Total 680242 85032 85032
Tabla 1: Nu´mero de ima´genes de las distribuciones de cada categor´ıa junto
con sus correspondientes porcentajes.
3.4. Redes convolucionales
Las redes convolucionales surgen como un subtipo de las redes neuro-
nales artificiales tradicionales con uso extendido en el campo de la visio´n
artificial. Una de las primeras arquitecturas ma´s destacadas fue LeNet-5 [2],
representada en la Figura 9, seguida de otras en los u´ltimos an˜os como Alex-
Net [27], VGG-16 [28] o ResNet [5]. Sobre esta u´ltima se centra en mayor
detalle la seccio´n 3.4.1. En la actualidad, la arquitectura Inception-v4 [29]
junto con alguna variante de la ResNet, como es ResNeXt [30], se encuentran
entre las ma´s usadas para tareas de clasificacio´n de ima´genes.
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Figura 9: Red convolucional LeNet-5 [2].
La principal diferencia con las redes neuronales tradicionales reside en
la incorporacio´n de la operacio´n denominada convolucio´n, en la que se mul-
tiplica elemento a elemento la imagen resultante hasta el momento con una
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Figura 10: Ejemplo de convolucio´n [3] utilizando una representacio´n de 7×7
con un filtro de 3× 3, dando resultado a una representacio´n de 5× 5.
De forma opcional, se pueden utilizar dos para´metros habituales en las
operaciones de convolucio´n. El primero de ellos denominado padding incre-
menta el nu´mero de p´ıxeles de cada uno de los bordes de la representacio´n,
por lo general estableciendo el valor de estos a 0 (zero padding). Con esto se
consigue que los p´ıxeles cercanos a los bordes no se vean infrarrepresentados
con respecto a los p´ıxeles que ocupan posiciones ma´s centrales, y permite
que el paso a trave´s de mu´ltiples capas no reduzca en exceso el taman˜o de la
representacio´n final. El otro para´metro se denomina stride, su valor estable-
ce el nu´mero de p´ıxeles a desplazarse por el filtro, tanto de forma horizontal










siendo n la dimensio´n de la entrada, f la dimensio´n del filtro, p el valor del
padding y s el del stride.
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La mayor parte de las arquitecturas de redes convolucionales incorporan
una operacio´n denominada pooling, la cual permite reducir la dimensiona-
lidad de la representacio´n existente. Al igual que con la operacio´n de con-
volucio´n, se define un taman˜o de filtro que opera tomando el ma´ximo (max
pooling), o el promedio (average pooling) de la regio´n sobre la que se aplica
la operacio´n, como se muestra en la Figura 11. A diferencia de la convolu-
cio´n, el pooling no requiere de un aprendizaje de pesos o para´metros de la
red, por lo que su complejidad computacional es pra´cticamente nula.
Figura 11: Dos formas distintas de hacer la operacio´n de pooling [4], utili-
zando average pooling o max pooling.
Aplicada la convolucio´n y el pooling sobre cada una de las capas, se
utiliza una funcio´n de activacio´n, por lo general ReLU (Rectified Linear
Unit) [31], que permite evitar el problema del desvanecimiento de gradiente
(vanishing gradient problem) [32] producido cuando el nu´mero de capas es
elevado y se utilizan funciones como la sigmoide o la tangente hiperbo´lica.
Los valores resultantes de aplicar esta serie de operaciones se convierten a
un vector que se pasa como entrada a una red densamente conectada, la
cual puede tener mu´ltiples capas ocultas y una salida que utiliza softmax
en caso de tratarse de un problema con ma´s de dos clases al proporcionar
una distribucio´n de probabilidad sobre las clases utilizadas, o simplemente
una funcio´n de activacio´n sigmoide en caso de tratarse de un problema de
clasificacio´n binaria.
3.4.1. Redes residuales
Una de las variantes ma´s utilizadas hoy en d´ıa sobre las redes convo-
lucionales es el uso de bloques residuales que da lugar a las denominadas
redes residuales [5], o ma´s comu´nmente conocidas como ResNet, a las que
acompan˜a un nu´mero indicando la cantidad de bloques residuales utilizados.
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En el presente trabajo se usan 50 de estos bloques, pasando a denominarse
la red como ResNet-50.
Este tipo de variante permite entrenar redes con una mayor profundidad,
ya que su objetivo principal es evitar la degradacio´n que se produce al tener
una red con un nu´mero relativamente alto de capas ocultas. Este problema
no viene producido por sobreajuste u overfitting [33], sino que el an˜adir ma´s
capas hace que incluso el error de entrenamiento se vea incrementado, como
queda reflejado en la Figura 12, perteneciente a uno de los experimentos
llevados a acabo en el art´ıculo original sobre las redes residuales.
Figura 12: Error en funcio´n del nu´mero de capas para una red no residual
[5].
La idea principal reside en tratar el problema de la degradacio´n comenta-
do anteriormente. Para ello se define H(x) como la funcio´n que representar´ıa
el aprendizaje por parte de la red con sus correspondientes capas no linea-
les, siendo x la entrada de la primera de ellas. Dicha funcio´n viene dada por
H(x) = F (x) + x, partiendo de la hipo´tesis de que es ma´s fa´cil optimizar la
parte residual que la funcio´n original de aprendizaje de la red, por lo que el
residuo se obtiene con F (x) = H(x)− x.
Figura 13: Bloque residual [5].
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Esta formulacio´n permite establecer una conexio´n directa entre conjuntos
de capas, siendo posible an˜adir la funcio´n identidad de un conjunto de capas
previas a otro conjunto de capas posteriores como se muestra en la Figura
13, con un bloque residual en el que F = W2σ(W1x) con σ siendo la funcio´n
de activacio´n, en este caso ReLU [31]. Por lo tanto, cada uno de los bloques
residuales viene dado por,
y = F (x, {Wi}) + x
en donde F (x, {Wi}) representa el mapeo residual a aprender por la red.
En caso de no coincidir las dimensiones de x y F se introduce una matriz
Ws, quedando la formulacio´n final de cada bloque residual como,
y = F (x, {Wi}) +Wsx
3.5. Entrenamiento
Para la fase del entrenamiento, se hace uso de pesos preentrenados sobre
el conjunto de datos ImageNet [34], esto proporciona los beneficios del fine-
tuning comentados en la seccio´n 3.5.2. En la Figura 2a se puede visualizar
el planteamiento para la parte del entrenamiento, ya introducido de forma
breve en la seccio´n 3.1. En dicha figura se aprecia como la primera red
entrena con las ima´genes de las clases que no son de zooplancton, denotadas
como A, junto con la clase NONE. La otra de las redes entrena con las
ima´genes de las clases de zooplancton, denotadas como B. Es importante
resaltar que A contiene un conjunto de clases, mientras que NONE es una
u´nica clase, quedando denotado de esta manera para simplificar la Figura
2a, mientras que lo mismo ocurre para la segunda red, en la que el conjunto
de clases viene dado por B.
A trave´s de las Tablas 2 y 3 se pueden visualizar las clases utilizadas para
cada una de las redes respectivamente, junto con el nu´mero de ima´genes y el
porcentaje que representa cada una de ellas. La primera abarca un total de
680242 ima´genes para el entrenamiento, mientras que la segunda cuenta con
129915, correspondientes a las ima´genes de la clase NONE en la primera red.
Es importante destacar que la clase Others, que no pertenece al zooplancton,
se ha incluido en las clases de zooplancton de la segunda red, debido a que
en el conjunto de ima´genes original apenas cuenta con 6 ima´genes.
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Red 1 Ima´genes Porcentaje
Clase Entr. Val. Test Entr. Val. Test
Detritus 353340 44168 44167 51,9 51,9 51,9
Artefacts 180718 22590 22590 26,6 26,6 26,6
NONE 129915 16240 16242 19,1 19,1 19,1
Fibres 16269 2034 2033 2,4 2,4 2,4
Total 680242 85032 85032
Tabla 2: Ima´genes de las categor´ıas utilizadas para la primera red.
Red 2 Ima´genes Porcentaje
Clase Entr. Val. Test Entr. Val. Test
Calanoida 73816 9227 9227 56,8 56,8 56,8
Noctiluca 29376 3672 3672 22,6 22,6 22,6
Harpacticoida 9693 1212 1211 7,5 7,5 7,5
Appendicularia 7672 959 959 5,9 5,9 5,9
Pisces[egg] 1966 246 246 1,5 1,5 1,5
Echinodermata 1473 184 184 1,1 1,1 1,1
Cirripedia[nau] 1432 179 179 1,1 1,1 1,1
Annelida 1006 126 126 0,8 0,8 0,8
Cumacea 790 99 99 0,6 0,6 0,6
Mollusca 549 69 68 0,4 0,4 0,4
Cirripedia[cyp] 506 63 64 0,4 0,4 0,4
Chaetognatha 489 61 61 0,4 0,4 0,4
Caridea[zoe] 295 37 37 0,2 0,2 0,2
Brachyura[zoe] 238 30 30 0,2 0,2 0,2
Ctenophora 181 23 22 0,1 0,1 0,1
Pisces[larv] 159 20 20 0,1 0,1 0,1
Amphipoda 107 13 14 0,1 0,1 0,1
Mysidacea 51 6 7 0,04 0,04 0,04
Brachyura[mega] 43 5 6 0,03 0,03 0,04
Anomura 36 4 5 0,03 0,02 0,03
Porcellana[zoe] 33 4 4 0,03 0,02 0,02
Others 4 1 1 0,003 0,006 0,006
Total 129915 16240 16242
Tabla 3: Ima´genes de las categor´ıas utilizadas para la segunda red.
Para entrenar cada una de las redes es necesario establecer el nu´mero de
e´pocas y el taman˜o de batch que se utiliza. El nu´mero de e´pocas indica el
nu´mero de veces que el conjunto completo de los datos es pasado a trave´s de
la red, mientras que el taman˜o de batch determina el nu´mero de ima´genes que
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se utiliza para calcular los gradientes necesarios para actualizar los pesos de
la red, haciendo que mu´ltiples batches compongan una u´nica e´poca, pasando
a denominarse mini-batches. El uso de mini-batches es necesario al tratarse
de un problema con un nu´mero relativamente alto de ima´genes, por lo que
no establecer un taman˜o de batch significar´ıa tener que cargar todas las
ima´genes a la vez en memoria, resultando computacionalmente muy costoso
para el problema planteado.
En este caso se ha decidido utilizar un taman˜o de batch de 64 para las dos
redes, haciendo que u´nicamente se cargue en memoria ese nu´mero de ima´ge-
nes al mismo tiempo y permitiendo actualizar los pesos de la red una vez se
han calculado los gradientes necesarios de cada mini-batch. Por otra parte,
el nu´mero de e´pocas para la primera red se ha establecido en 20, mientras
que, en el caso de la segunda, al poseer un nu´mero inferior de ima´genes, es
posible en cuanto a recursos computacionales se refiere, entrenarla durante
un nu´mero mayor de e´pocas, siendo 150 el valor elegido. Ambos valores han
sido seleccionados teniendo en cuenta los recursos computaciones disponi-
bles y teniendo por objetivo realizar la fase de entrenamiento en un tiempo
que no superase la semana de ejecucio´n.
Con el objetivo de reducir el impacto negativo que supone el trabajar con
un conjunto de datos tan desbalanceado, a la funcio´n de coste por la que se
rige todo el proceso de optimizacio´n, en este caso Categorical Cross Entropy
[35], se le incorpora una ponderacio´n sobre las clases o tambie´n denominado
como class weights. Esto permite que las muestras de las categor´ıas con un
menor nu´mero de instancias tengan un mayor impacto sobre la funcio´n de
coste, mientras que las categor´ıas predominantes posean un menor peso,
haciendo que el aprendizaje se produzca de una manera ma´s balanceada.
Adema´s, el algoritmo de optimizacio´n que ajusta los pesos de la red es
Adam (Adaptative Moment Estimation) [36], el cual combina los beneficios
de otros algoritmos y te´cnicas de optimizacio´n [37], como son Momentum
[38] y RMSprop [39].
Para que todo el proceso de entrenamiento sea posible llevarlo a cabo
en un tiempo razonable, se hace uso de la GPU Titan X Pascal, que cuenta
con 12 GB de memoria RAM.
3.5.1. Data augmentation
A trave´s de la te´cnica denominada data augmentation [40] es posible pro-
porcionar a la red las ima´genes originales con ciertas modificaciones. Estas
modificaciones pueden ir desde rotar la imagen una serie de determinados
grados, modificar los valores RGB, o aplicar un efecto de espejo o mirroring
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sobre la imagen, como se muestra en el ejemplo de la Figura 14. Con esto
se pretende conseguir mayor diversidad en el conjunto de datos a la hora
de entrenar la red. Tambie´n es utilizado en problemas en los que alguna
clase del conjunto de ima´genes es reducido, como es el caso del problema
planteado en el presente trabajo.
Original Mirrored
Figura 14: Ejemplo de mirroring sobre una de las especies.
3.5.2. Fine-tuning
Otra de las te´cnicas usadas es el fine-tuning, que permite utilizar una
red previamente entrenada sobre con conjunto de datos relativamente amplio
para otro problema, pero cuyas caracter´ısticas ba´sicas puedan ser comunes al
problema actual y por lo tanto u´tiles. Para el problema tratado, el conjunto
de datos sobre los que se entrenaron los pesos originales es ImageNet [34], un
conjunto de datos con millones de ima´genes y miles de categor´ıas. De esta
forma es ma´s sencillo encontrar caracter´ısticas comunes en las primeras capas
de la red, por lo que son las u´ltimas capas las que se entrenan sobre los datos
del problema a tratar, ya que en ellas se pueden encontrar representaciones
ma´s abstractas, y por lo tanto, ma´s espec´ıficas del problema.
3.6. Test
Generados los modelos que permiten la clasificacio´n de las especies, la
forma de clasificar nuevas ima´genes no vistas ni en el conjunto de entrena-
miento ni en el de validacio´n es a trave´s de la metodolog´ıa planteada en la
Figura 2b. En ella se pasa la nueva imagen al modelo de la primera red, el
cual trata de clasificar entre las clases que no son de zooplancton o NONE.
Posteriormente la misma imagen es pasada a la segunda red que se encarga
de clasificar entre las especies de zooplancton. Es imprescindible pasar la
imagen a la segunda red para poder calcular el Top-5, explicado en detalle
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en la seccio´n 4, al u´nicamente tener 4 clases en la primera red contando la
clase NONE (que no contabiliza para el Top-5).
Si en vez de calcular hasta el Top-5, se calculase u´nicamente el Top-1, no
ser´ıa necesario pasar las ima´genes en las que la prediccio´n no fuese NONE
a la segunda red, como se muestra en la Figura 15, ahorrando tiempo de
co´mputo.
Figura 15: Metodolog´ıa en caso de testear con el Top-1, en donde solo es
necesario usar la segunda red si la clase con mayor probabilidad es NONE.
A modo de ejemplo, la Figura 16 recoge parte del proceso de prediccio´n
final a seguir para una imagen. En ella se encuentran, de forma ordenada
de izquierda a derecha, tanto el vector de predicciones de las clases como el
vector que contiene la probabilidad de cada una de ellas, mientras que los
valores de la clase NONE se encuentran resaltados.
Figura 16: Ejemplo de prediccio´n para la primera red, en la que se obtiene
un vector de clases y otro de probabilidades.
Lo mismo ocurre para las predicciones de la segunda red, ilustradas a
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trave´s de la Figura 17. Con la diferencia de que los ı´ndices tienen que ser
normalizados para conseguir la sensacio´n de una u´nica red global, esto se
consigue sumando el nu´mero de clases de la primera red (sin contar NONE)
a cada ı´ndice. Adema´s, las probabilidades de la clase NONE se reparten
entre las clases de la segunda red, para ello se multiplica cada probabilidad
obtenida en esta nueva red por la probabilidad de la clase NONE obtenida
en la primera.
Figura 17: Ejemplo de prediccio´n para la segunda red, en la que se obtiene
un vector de clases y otro de probabilidades.
Por u´ltimo, es necesario ordenar las nuevas probabilidades obtenidas jun-
to con parte de las ya existentes de la primera red para generar la prediccio´n
final para la imagen correspondiente, tal y como se muestra en la Figura 18.
Este tipo de implementacio´n permite calcular de forma sencilla la me´trica
Top-K, descrita en la seccio´n 4.
Figura 18: Ejemplo de prediccio´n final, en la que se combinan las predicciones
de las dos redes.
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4. Resultados
La forma de obtener una idea del rendimiento que puedan proporcionar
los modelos sobre conjuntos de datos independientes en la fase de entrena-
miento, es a trave´s de la utilizacio´n de un conjunto de datos de validacio´n
sobre el que evaluar los modelos. En la Figura 19 se recoge tanto la pe´rdida
que tiene la primera de las redes a lo largo de las e´pocas como el acierto
obtenido, con la u´nica diferencia de que para el entrenamiento se grafica el
resultado de cada mini-batch y para la validacio´n los valores graficados son
la media de cada e´poca. En ella se puede ver como no se produce sobreajus-
te sobre el conjunto de validacio´n, sino que la pe´rdida y acierto de ambos
conjuntos de datos obtienen valores similares, haciendo pensar que existe
todav´ıa un margen de mejora posible si el entrenamiento se prolongase a lo
largo de un nu´mero mayor de e´pocas.
Figura 19: Pe´rdida y acierto de la primera red, tanto para el entrenamiento
como para la validacio´n.
Para la segunda red, la evaluacio´n del proceso de entrenamiento se puede
seguir a trave´s de la Figura 20. En este caso la pe´rdida de la validacio´n y
el entrenamiento se va distanciando a medida que transcurren las e´pocas,
esto podr´ıa ser un signo de que podr´ıa sobreajustar si el entrenamiento
se hubiese realizado durante un nu´mero mayor de e´pocas. Para el acierto,
no es hasta entorno a la e´poca 110 que la red parece estabilizarse en su
rendimiento sobre el conjunto de validacio´n, ya que hasta ese momento el
comportamiento estaba siendo muy erra´tico.
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Figura 20: Pe´rdida y acierto de la segunda red, tanto para el entrenamiento
como para la validacio´n.
Entrenados ambos modelos y evaluados sobre sus respectivos conjuntos
de validacio´n, se pasa el conjunto de ima´genes de test a trave´s de ellos. En
este caso se toma como me´trica de que tan bien ha sido su rendimiento
haciendo uso del Top-K, siendo K = {1, 2, 3, 4, 5}. Esta me´trica permite
obtener el acierto teniendo el cuenta las K clases con mayor probabilidad
para cada una de las ima´genes del conjunto de test, por lo que si la clase
verdadera a la que pertenece se encuentra dentro de las K con ma´s proba-
bilidades se cuenta como acierto. Se ha tomado 5 como el mayor nu´mero
utilizado para el Top, al tratarse de un problema con pocas categor´ıas, por
lo que la utilizacio´n de un Top ma´s amplio no fuese relevante al situarse el
acierto cercano al 100 % con el Top-5, tal y como se muestra en la Tabla 4.
En ella incluso se puede apreciar como utilizando el Top-3 ya es suficiente







Tabla 4: Acierto desde el Top-1 hasta el Top-5 para el conjunto de test.
El acierto a nivel individual de cada una de las categor´ıas es visible a
trave´s de la Tabla 5. En ella queda reflejado la diferencia de acierto a lo




























Tabla 5: Acierto para cada categor´ıa sobre el conjunto de test.
Una forma de visualizar en mayor profundidad el rendimiento de las pre-
dicciones sobre cada una de las clases es a trave´s de la matriz de confusio´n.
En este caso se hace uso de una matriz de confusio´n que recoge las proba-
bilidades de cada prediccio´n y posteriormente las normaliza en funcio´n del
nu´mero de muestras de cada una de las clases, tal y como se muestra en la
Figura 21.
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Figura 21: Matriz de confusio´n de probabilidades.
Es evidente que en las predicciones sigue existiendo cierta descompensa-
cio´n, haciendo que gran parte de las ima´genes sean clasificadas como Detri-
tus, como se muestra en la Figura 22, sin serlo en realidad, aunque existen
ciertas excepciones como Calanoida o Cumacea.
Figura 22: Distribucio´n de las predicciones.
Para un mayor entendimiento de los resultados obtenidos, se hace uso
tambie´n de otras me´tricas como Precision, Recall y F1 Score, tanto en sus






















en donde tpi, fpi, fni se corresponden con los verdaderos positivos, falsos
positivos y falsos negativos respectivamente para cada clase, mientras que l
indica el nu´mero de clases. Mientras que F1 Score, al ser la media armo´nica
de Precision y Recall, se calcula de la misma forma independientemente de
la versio´n Macro o Micro,
F1 Score = 2 · Precision ·Recall
Precision+Recall
En la Tabla 6 quedan reflejados los valores obtenidos para las me´tricas
descritas anteriormente. En la versio´n Macro las categor´ıas son tratadas por
igual sin tener en cuenta el nu´mero de ima´genes de cada una, mientras que
la versio´n Micro si tiene en cuenta este aspecto. Por lo tanto, los resultados
de la versio´n Macro son inferiores en cuanto a rendimiento ya que las clases
que mejor clasifican tienen tanta importancia en el resultado final como las
clases que peor lo hacen. De la misma forma se puede apreciar como los
valores Micro y el Top-1 son equivalentes entre s´ı.
Macro Micro
Precision Recall F1 Score Precision Recall F1 Score
62.5 % 59.02 % 0.607 85.79 % 85.79 % 0.858
Tabla 6: Resultados utilizando las me´tricas Macro y Micro.
Los resultados obtenidos se pueden situar en un contexto de comparacio´n
con otros resultados y te´cnicas distintas para resolver el mismo problema. En
este caso se propone comparar los resultados obtenidos con otros que tratan
de clasificar ima´genes de zooplancton [42] utilizando SVM (Support Vector
Machine) [43], MKL (Multiple Kernel Learning) [44] y un sistema base de
referencia (Baseline System) [45] basado en los atributos ma´s relevantes de
las ima´genes, todo ello sobre el conjunto de 3771 ima´genes ZooScan, y por lo
tanto un conjunto ampliamente ma´s reducido que el utilizado en el presente
trabajo, en el que las ima´genes fueron tomadas en la bah´ıa de Villefrance Sur
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Mer en Francia [46]. Las me´tricas utilizadas en la comparacio´n vienen dadas
por la versio´n Macro, que como se comentaba anteriormente no tiene en
cuenta el desbalanceado de los datos, pero son las me´tricas requeridas para
poder comparar los resultados obtenidos con los ya publicados. A trave´s de
la Tabla 7 se aprecia esta comparacio´n, en donde es evidente que al tratarse
de conjunto de ima´genes que sufre de un grado alto de desbalanceado, los
valores obtenidos se encuentran por debajo de los ya publicados. En ella se
incluye tambie´n 1 − Precision, considera´ndose como una medida de error
de Precision que es utilizada en la publicacio´n.
Te´cnica Recall 1-Precision F1 Score
ResNet-50 (este trabajo) 59.02 % 37.50 % 0.607
Sistema base de referencia [42] 80.77 % 16.28 % 0.822
SVM (Lineal, C=10) [42] 85.52 % 16.01 % 0.847
MKL(Polinomial,C=100)[42] 86.79 % 11.63 % 0.876
Tabla 7: Comparacio´n de los resultados Macro entre diferentes te´cnicas.
Es importante aclarar que tanto este trabajo como el utilizado en la com-
paracio´n comparten el mismo objetivo, clasificar ima´genes de zooplancton.
Sin embargo, existen grandes diferencias en cuanto a nu´mero de ima´genes
utilizadas y a la distribucio´n de las mismas, haciendo que la publicacio´n no
sufra de desbalanceado en el mismo grado que s´ı ocurre con el presente tra-
bajo, y tratando 20 clases distintas por las 25 aqu´ı recogidas. Adema´s, las
me´tricas Macro no favorecen en absoluto a un conjunto de datos desbalan-
ceado, haciendo que los resultados recogidos en la Tabla 7 puedan parecer
pobres.
La solucio´n a este problema viene dada por comparar los resultados si-
guiendo las me´tricas Micro ya descritas anteriormente. Ha sido necesario
calcular los valores Micro de los resultados publicados, ya que solo se pro-
porcionaban los valores Macro. Para ello se han tomado las matrices de
confusio´n publicadas, que aunque por razones desconocidas no se corres-
ponden con las de los resultados de los mejores me´todos obtenidos en la
publicacio´n, sirven como comparacio´n con los resultados obtenidos en el
trabajo. Se ha de suponer que con las matrices de confusiones de los mejores
me´todos los resultados Micro de la publicacio´n hubiesen sido ligeramente
mejores, pero no existe forma de reproducirlos sin esas matrices. Dicho lo
cual, la comparacio´n con los valores Micro viene dada por la Tabla 8. En
ella se puede observar como los resultados se situ´an en valores muy similares
a los de la publicacio´n, pudiendo considerarse una comparacio´n ma´s justa
que utilizando los valores Macro recogidos en la Tabla 7.
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Te´cnica Recall 1-Precision F1 Score
ResNet-50 (este trabajo) 85.79 % 14.21 % 0.858
Sistema base de referencia [42] 81.69 % 18.31 % 0.817
SVM (Lineal, C=10) [42] 84.73 % 15.27 % 0.847
MKL(Polinomial, C=100)[42] 87.40 % 12.60 % 0.874
Tabla 8: Comparacio´n de los resultados Micro entre diferentes te´cnicas.
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5. Conclusiones
El objetivo principal del proyecto consist´ıa en la clasificacio´n de ima´genes
de distintas especies de zooplancton, por lo que se propuso la utilizacio´n de
te´cnicas de deep learning que fuesen capaces de generar modelos con los que
llevar a cabo dicha tarea. Cumplidos los objetivos descritos anteriormente,
se pasa a valorar los resultados obtenidos para los modelos finales generados.
Los resultados en cuanto a nivel de acierto sobre los distintos Top utili-
zados se podr´ıan definir como satisfactorios, teniendo en cuenta el desbalan-
ceado tan evidente que sufre el conjunto de ima´genes original, tambie´n hay
que tener en cuenta que al trabajar sobre una cantidad de ima´genes cercana
al millo´n se requiere de una serie de recursos computacionales importantes
para el tratamiento de tal volumen de datos. En este caso se ha dispuesto
de una GPU sin la cual hubiese sido imposible llevar a cabo todo el trabajo
realizado, aunque es evidente que la utilizacio´n de mu´ltiples GPU’s ayudar´ıa
a reducir tanto el tiempo de entrenamiento como el de test.
En todas las fases por las que ha pasado la realizacio´n del proyecto han
surgido diferentes problemas y dificultades. Como por el ejemplo el hecho
de que la extraccio´n de las ima´genes de la base de datos requiriese de varios
d´ıas y en donde en principio no se contaba con ningu´n sistema de recupera-
cio´n de las ima´genes ya extra´ıdas, teniendo que empezar el proceso desde el
inicio si ocurr´ıa alguna incidencia, haciendo que el sistema de cache´ explica-
do en la seccio´n 3.2 fuese de gran utilidad para solventar ese contratiempo.
Es evidente que otro de los problemas con los que se ha tratado es el des-
balanceado tan extremo que sufr´ıa el conjunto de ima´genes original, y que
llevo´ a tomar la decisio´n de dividir el problema en la utilizacio´n de dos re-
des convolucionales distintas. Este hecho del desbalanceado provoco´ tambie´n
problemas a la hora de comparar los resultados con los ya publicados, en los
que se utilizaban me´tricas que se podr´ıan considerar poco adecuadas para el
conjunto de ima´genes utilizado, por lo que hubo que reproducir los valores
publicados y convertirlos a me´tricas donde la comparacio´n fuese ma´s justa.
En cuanto a la parte personal, poder afrontar este problema me ha su-
puesto el tratar de primera mano con un problema real con cientos de miles
de instancias y con la dificultad an˜adida del desbalanceado existente entre
las clases. Adema´s, me ha permitido hacer uso te´cnicas utilizadas en la ac-
tualidad para resolver problemas de clasificacio´n de ima´genes que requieren
de un alto coste computacional, y que son tratados haciendo uso de GPU’s.
De cara a la mejora del proyecto realizado, se pueden listar los siguientes
puntos clave que a mi entender podr´ıan mejorar o facilitar la mejora de lo
realizado hasta la fecha:
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Incrementar el nu´mero de e´pocas para la primera red, en la que es evi-
dente que al tratarse de un nu´mero relativamente grande de ima´genes
con respecto a la segunda, ser´ıa recomendable poder entrenarla por un
tiempo ma´s amplio, en el que probablemente el error de validacio´n si-
guiese decayendo y el acierto incrementa´ndose ligeramente. En cambio
para la segunda red se puede intuir como un aumento en el nu´mero de
e´pocas provocar´ıa sobreajuste, tal y como se comenta en la seccio´n 4.
Aplicacio´n de te´cnicas de over-sampling [47] sobre las categor´ıas mi-
noritarias, y de sub-sampling [48] en las categor´ıas mayoritarias. Esto
tendr´ıa por objetivo equilibrar en la medida en que fuese posible el
nu´mero de ima´genes por categor´ıa, tratando de minimizar el proble-
ma del desbalanceado con el que se ha lidiado a lo largo de todo el
trabajo.
Realizacio´n de pruebas con diferente nu´mero clases para la primera de
las redes, tratando de encontrar la combinacio´n de clases que maximi-
cen el acierto global.
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