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Abstract
We study the sample path regularity of a second-order random field (X t )t∈T where T is an open subset
of Rd . It is shown that the conditions on its covariance function, known to be equivalent to mean square
differentiability of order k, imply that the sample paths are a.s. in the local Sobolev space W k,2loc (T ). We
discuss their necessity, and give additional conditions for the sample paths to be in a local Sobolev space
Wµ,2loc (T ) of fractional order µ. This finally allows, via Sobolev embeddings, to draw conclusions about
a.s. continuous differentiability of the sample paths.
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1. Introduction
Let (X t )t∈T be a real-valued second-order random field on T ⊆ Rd with mean 0 (this as-
sumption can be replaced by a suitable regularity condition on the mean function) and covariance
function
K (s, t) = Cov(Xs, X t ), s, t ∈ T .
It is well known (see e.g. [6, p. 199, 224]) that continuity of K on the diagonal of T × T is
necessary and sufficient for (X t )t∈T to be m.s. (mean square) continuous, and that the existence
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of the generalized mixed derivative
Di,i K (t, t) := lim
h,h′→0
K (t + h′ei , t + hei )− K (t + h′ei , t)− K (t, t + hei )+ K (t, t)
hh′
(1)
is necessary and sufficient for (X t )t∈T to have a m.s. partial derivative at t in the direction of ei ,
where ei denotes the i th unit vector in Rd .
M.s. continuity (or differentiability, respectively) neither implies nor requires that (X t )t∈T has
continuous (differentiable) sample paths. In stochastic modelling with random fields, however,
the variable of interest is regarded as a sample path of (X t )t∈T , and its smoothness may represent
a meaningful physical property. A good model should therefore have sample paths which have
the desired smoothness. This is one motivation for striving for a comprehensive understanding
of the sample path regularity of second-order random fields.
In the case where (X t )t∈T is Gaussian, necessary and sufficient conditions for a.s. (almost
sure) sample path continuity are known and have found their way into textbooks such as Adler
and Taylor [1] and Azaı¨s and Wschebor [2]. If (X t )t∈T is separable (cf. [6, Ch. III Section 2],
for a detailed introduction to the concept of separability), then a.s. sample path continuity is
guaranteed if for some C <∞ and some δ, η > 0
E((X t − Xs)2) ≤ C|log‖t − s‖|1+δ , for all s, t ∈ T with ‖t − s‖ < η (2)
[1, Thm. 1.4.1]. From there it is not difficult to proceed to criteria for a.s. differentiability of the
sample paths. With the same techniques that we use later in the proof of Theorem 1, it can be
shown that the sample paths of (X t )t∈T are continuously differentiable a.s. if condition (2) holds
for its m.s. partial derivatives [2, Sec. 1.4.3].
For stationary Gaussian random fields condition (2) is even necessary for a.s. sample path
continuity [1, Cor. 1.5.5], and so we see that the smoothness of the sample paths is primarily
determined by the smoothness of the covariance function. However, the additional assumption
that (X t )t∈T is Gaussian is crucial. A simple example is the homogeneous Poisson process: it
has discontinuous sample paths although (2) is satisfied.
Kent [8] gives a sufficient condition on the covariance function for a.s. sample path continuity
independent of any distribution assumptions. Much more regularity of K is required compared
to (2) in order to ensure the same degree of smoothness of the sample paths, even though Kent’s
condition is demonstrated to be very sharp.
In this paper we study a slightly different form of regularity, which will turn out to correspond
very naturally to the framework of second-order random fields. Instead of “classical” derivatives
we consider so-called weak derivatives Dα f , α ∈ Nd , defined by the requirement∫
T
f (x)Dαϕ(x)dx = (−1)|α|
∫
T
Dα f (x)ϕ(x)dx for all ϕ ∈ C∞c (T )
(see [5, Sec. 5.2] for more details). This kind of derivative appears in the context of Sobolev
spaces which are commonly used in numerical analysis.
In Section 2 we show that m.s. differentiability of (X t )t∈T implies a.s. weak differentiability
of its sample paths whatever the particular distribution. This yields sharp, simple conditions on
the covariance function or, in the stationary case, on the spectral measure of (X t )t∈T ensuring
that its sample paths are a.s. in some Sobolev space W k,2(T ) or W k,2loc (T ). This is the space of
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all locally integrable functions f : T → R such that for each multi-index α with |α| ≤ k, Dα f
exists in the weak sense and belongs to L2(T ) or L2loc(T ), respectively. The space W
k,2(T ) has
the nice mathematical property that it is a Hilbert space with inner product
( f, g)W k,2(T ) :=
∑
0≤|α|≤k
(Dα f, Dαg)L2(T ).
The proof of our result is first only given for the special case that T is an interval on the real line
in order to illustrate the main idea. A rigorous proof of the general case is complicated by many
technicalities and is therefore deferred to the Appendix, but we already discuss the necessity of
our conditions for some important classes of random fields.
In Section 3 we introduce the Sobolev spaces Wµ,2(T ) of non-integer order and derive
additional conditions on the covariance function (and the spectral measure) ensuring that the
sample paths belong a.s. to some space Wµ,2(T ) or Wµ,2loc (T ).
This can then be used, as detailed in Section 4, to obtain sufficient conditions for a.s. sample
path continuity and differentiability (in the ordinary sense) similar to those given by [8]. The
article is concluded with a short summary and outlook.
2. Sample paths in Sobolev spaces of integer order
The results on “classical” sample path regularity stated in the introduction hold for any
separable random field. Without this assumption of separability, events related to sample path
properties are in general not even measurable in the cylindrical σ -algebra that comes with the
construction of a random field.
In the framework of Sobolev spaces that we study here, it turns out to be more adequate to
assume instead that (X t )t∈T is a measurable random field, i.e. that it is measurable as a map
X : (,A)× (T,Bd |T )→ (R,B)
with respect to the completion of σ(A⊗ Bd |T ). Just as separability this is not a very restrictive
assumption, since for any second-order random field with continuous covariance function (which
is our minimum requirement) exists a measurable version [6, Ch. 3, Section 3, Thm. 1].
The following theorem is the main result of this article:
Theorem 1. Let (X t )t∈T be a measurable centred random field on an open subset T ⊆ Rd with
covariance function K . If the generalised mixed derivative Dα,αK exists and is continuous on
the diagonal of T × T for all |α| ≤ k, then the sample paths of (X t )t∈T are in W k,2loc (T ) a.s. If
in addition∫
T
Dα,αK (t, t)dt <∞ for all α with 0 ≤ |α| ≤ k, (3)
then the paths of (X t )t∈T are in W k,2(T ) a.s.
Corollary 1. Let (X t )t∈T be a measurable, weakly stationary random field on an open subset
T ⊆ Rd with covariance function K (s, t) = Φ(t − s), s, t ∈ T , and spectral measure ν. If Φ is
2k times differentiable at the origin or, equivalently, if∫
Rd
‖ξ‖2kν(dξ) <∞, (4)
then the sample paths of (X t )t∈T are a.s. in W k,2loc (T ). If T is bounded they are a.s. in W k,2(T ).
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Proof. We first consider the special case where d = 1 and T = (a, b), a, b ∈ R, to illustrate
the simple idea of the proof. The generalization to arbitrary open subsets T ⊂ Rd requires very
technical auxiliary lemmas and is deferred to the Appendix.
The proof is stated for k = 1, higher order derivatives are obtained by applying the steps of
the proof recursively.
Under the assumptions of Theorem 1 (X t )t∈T has a m.s. derivative (X ′t )t∈T which is itself
a m.s. continuous random field [6, p. 199, 224]. We can therefore pass to a measurable version
(Y ′t )t∈T of it, and we show that Y ′ (ω) is a weak derivative of X (ω) for a.e. ω. By assumption (3)
and Fubini’s theorem we have
E
(∫ b
a
(Y ′t )2dt
)
=
∫ b
a
E
(
(Y ′t )2
)
dt =
∫ b
a
D1,1 K (t, t)dt <∞. (5)
This implies Y ′ (ω) ∈ L2(T ) ⊂ L1(T ) for a.e. ω ∈  and hence, for these ω and some arbitrary
s ∈ (a, b) we can define a random field (Yt )t∈T by
Yt (ω) := Xs(ω)+
∫ t
s
Y ′h(ω)dh. (6)
Every sample path Y(ω) constructed according to (6) is absolutely continuous and Y ′ (ω) is a
weak derivative. The a.s. continuity of its sample paths also implies that (Yt )t∈T is measurable.
We finally show that the sample paths of (Yt )t∈T and (X t )t∈T are a.s. identical in L2(T ). The
fact that the respective sample paths are a.s. in L2(T ) follows as in (5) since both random fields
are measurable and hence have measurable sample paths.
The existence of Di,i K (t, t) also implies the existence of ∂K
∂1ei
(t, t) and ∂K
∂2ei
(t, t), the i th
partial derivatives of K in the first/second argument [6, Ch. 4, Section 3, Thm. 4] and we have,
for every t ∈ T
E(Yt X t ) = K (s, t)+
∫ t
s
∂K
∂1e1
(h, t)dh = K (s, t)+ K (t, t)− K (s, t) = K (t, t),
E((Yt )2) = K (s, s)+ 2
∫ t
s
∂K
∂1e1
(h, s)dh +
∫ t
s
∫ t
s
∂2 K
∂1e1 ∂2e1
(h, h′)dh′dh
= K (s, s)+
∫ t
s
∂K
∂1e1
(h, t)dh +
∫ t
s
∂K
∂1e1
(h, s)dh
= K (s, s)+ K (t, t)− K (s, t)+ K (t, s)− K (s, s) = K (t, t).
Putting both together we get
E
(
(Yt − X t )2
)
= E
(
(X t )
2
)
− 2E (Yt X t )+ E
(
(Yt )
2
)
= 0,
which implies P(X t 6= Yt ) = 0 for every t ∈ T . Applying Fubini’s Theorem to (1{X t 6=Yt })t∈T
yields
E
(∫
T
1{X t 6=Yt }dt
)
=
∫
T
E(1{X t 6=Yt })dt = 0,
and so we have for a.e. ω ∈ : λd({t ∈ T : X t (ω) 6= Yt (ω)}) = 0, i.e. Y(ω) L
2= X (ω). Then,
even though X (ω) need not be absolutely continuous itself, it must be weakly differentiable with
weak derivative Y ′t (ω) and both are in L2(T ). 
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The a.s. absolute continuity of the sample paths under the assumptions of Corollary 1 (but
assuming (X t )t∈R to be separable instead of measurable) was already noted by Doob [4, p.
535–537]. However, to the knowledge of the author, no attempt has been made so far to make
the connection with Sobolev spaces and generalize this idea to higher dimensions.
Theorem 1 and Corollary 1 show that in order for a random field (X t )t∈T to have weakly
differentiable sample paths it is sufficient that it is m.s. differentiable, and that the m.s. partial
derivatives are m.s. continuous. In the stationary case, under an additional assumption on the
finite dimensional distributions of (X t )t∈T , we can prove that this is also necessary.
Assume w.l.o.g. that (X t )t∈T is centred and let H := span{X t , t ∈ T } be the vector space of
all finite linear combinations of random variables from (X t )t∈T . H is a pre-Hilbert space with
inner product 〈Xs, X t 〉 := Cov(Xs, X t ) and we denote its Hilbert space closure by H.
Now, our additional assumption is that there exist continuous functions χ,ψ : R+ → R+
with limx→∞ ψ(x) = 0 so that
P(|Z | ≤ M) ≤ χ(M) · ψ(Var(Z)) for all M > 0, Z ∈ H. (7)
This holds for instance for Gaussian random fields because for Z ∼ N (0, σ 2) we have
P(|Z | ≤ M) ≤ 2 M · 1√
2piσ 2
σ 2→∞−→ 0.
Note that (7) carries over to all Z ∈ H. From any sequence (Zn)n∈N ⊂ H with Zn m.s.−→ Z ∈ H
we can extract a subsequence (Znk )k∈N that converges a.s. But then, by dominated convergence
and the continuity of ψ and 〈., .〉, we have
P(|Z | ≤ M) = lim
k→∞ P(|Znk | ≤ M) ≤ limk→∞χ(M) · ψ(Var(Znk )) = χ(M) · ψ(Var(Z)).
Proposition 1. Let (X t )t∈T be as in Corollary 1 and assume that condition (7) is satisfied. If Φ
is not 2k times differentiable at the origin or, equivalently, if∫
Rd
‖ξ‖2kν(dξ) = ∞,
then the sample paths of (X t )t∈T do a.s. not have weak derivatives of order k.
Proof. We give the proof for k = 1, the case k > 1 follows in the same way since, according to
the above remarks, condition (7) also holds for the m.s. partial derivatives of (X t )t∈T . Consider
the difference quotients
X (i,h)t :=
X t+hei − X t
h
, t ∈ T, h ∈ R so that t + hei ∈ T .
For some sequence (hn)n∈N of real numbers with limn→∞ hn = 0 define the set
A :=
{
(ω, t) ∈ × T : lim sup
n→∞
|X (i,hn)t (ω)| <∞
}
and denote its the cross sections by
Aω := {t ∈ T : (ω, t) ∈ A} and At := {ω ∈  : (ω, t) ∈ A}.
A is a measurable set since (X t )t∈T is a measurable random field.
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If (X t )t∈T does not have a m.s. partial derivative in the direction ei , then one can choose
(hn)n∈N such that
lim
n→∞Var(X
(i,hn)
t ) = ∞,
[11, P-3-5] and hence, by (7), we have
lim
n→∞ P(|X
(i,hn)
t | ≤ M) = 0 for any t ∈ T and any M <∞.
We can therefore choose a subsequence (nk)k∈N of (n)n∈N so that
P(|X (i,hn)t | ≤ k) ≤ 2−k for all n ≥ nk .
Then
∞∑
k=1
P
(
|X (i,hnk )t | ≤ k
)
<∞,
and so Borel–Cantelli’s lemma yields
P
(⋂
m∈N
⋃
k>m
{ω : |X (i,hnk )t (ω)| ≤ k}
)
= 0.
Hence, for any fixed t ∈ T we have lim supk→∞ |X (i,hnk )t (ω)| = ∞ for a.e. ω and so P(At ) = 0.
By Fubini’s theorem we conclude
(P ⊗ λd)(A) = 0. (8)
Now let W ⊂  be the set of all ω for which X (ω) has an i th weak derivative. For every
ω ∈ W there exists a function Y(ω) that coincides with X (ω) λd -a.e. on T , so the restriction
of Y(ω) to almost every line parallel to the i th coordinate direction is absolutely continuous [9,
Thm. 5.6.3]. Hence, the following sets
I∞(ω) :=
{
t ∈ T : lim sup
n→∞
|Y (i,hn)t (ω)| = ∞
}
,
I 6=,0(ω) := {t ∈ T : Yt (ω) 6= X t (ω)}, and
I 6=,n(ω) := {t ∈ T : t + hnei ∈ T and Yt+hnei (ω) 6= X t+hnei (ω)}
are all λd -null sets, and so is the set
I (ω) := I∞(ω) ∪
∞⋃
n=0
I 6=,n(ω).
For all t ∈ T \ I (ω) it holds that
lim sup
n→∞
|X (i,hn)t (ω)| = lim sup
n→∞
|Y (i,hn)t (ω)| <∞
so we have T \ I (ω) ⊂ Aω and therefore λd(Aω) = λd(T ) for all ω ∈ W . But then, using (8)
we get
0 = (P ⊗ λd)(A) ≥ (P ⊗ λd)((W × T ) ∩ A) Fubini= P(W ) · λd(T )
and it follows that P(W ) = 0 which completes the proof. 
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One of the consequences of Proposition 1 is that, unlike in the case where “classical” differ-
entiability is considered, the additional assumption that the random field is Gaussian does not
yield a higher order of (weak) differentiability compared to a non-Gaussian random field with
the same covariance function.
The following example considers another class of weakly stationary random fields which do
not satisfy (7) in general, but for which the necessity of the conditions in Theorem 1 and Corol-
lary 1 can also be seen. A similar example has been used by Kent [8] to illustrate the sharpness
of his condition for sample path continuity.
Example 1 (Moving Average Model). Let (ζn)n∈N be a labelling of the point sets of a homoge-
neous Poisson point process on Rd with intensity 1 and let φ be a square-integrable, (upper or
lower) semi-continuous function in Rd with compact support. Then the random field (X t )t∈Rd
defined by
X t :=
∞∑
j=1
φ(t − ζ j ), t ∈ Rd (9)
is weakly stationary with mean
∫
Rd φ(t)dt and covariance function Φ(h) = (φ ∗ φ)(h), where
‘∗’ denotes convolution in Rd [10, Ch. 3.2].
We show that (X t )t∈Rd is measurable. In the case where φ is continuous (then the sample paths
are continuous as well) this follows as in Lemma 1 in the Appendix. If φ is only semi-continuous,
it can be obtained as the pointwise limit of a sequence (φn)n∈N of continuous functions. Any ran-
dom field (Xn,t )t∈Rd , defined as in (9) with φn instead of φ, is then measurable and we have
lim
n→∞ Xn,t (ω) := X t (ω), for all (ω, t) ∈ × R
d .
But then the random field (X t )t∈Rd is also measurable as the pointwise limit of (Xn,t )t∈Rd for
n→∞.
Let φ̂ be the Fourier transform of φ, i.e.
φ̂(ξ) = (2pi)−d/2
∫
Rd
e−i ξ ′xφ(x)dx .
The Fourier transform of Φ is then Φ̂ = (2pi)d/2 φ̂2, and by applying the inverse Fourier trans-
form we see that the spectral measure of Φ is given by ν(B) = ∫B φ̂ 2(ξ)dξ , B ∈ Bd . Now, if
condition (4) in Corollary 1 does not hold, i.e.∫
Rd
‖ξ‖2k φ̂ 2(ξ)dξ = ∞,
then this implies at the same time that φ does not belong to W k,2(Rd) [5, p. 282]. Consequently,
since the restriction of any sample path X (ω) to an arbitrary compact subset V ⊂ Rd can be
represented as a finite sum of translates of φ, these sample paths cannot belong to W k,2loc (R
d).
Nevertheless we note that the conditions of Theorem 1 and Corollary 1 are not necessary for
all types of random fields.
Example 2. Let ν be a symmetric probability measure on (Rd ,Bd). Let2 andΨ be independent
RVs with 2 ∼ ν and Ψ uniformly distributed on (0, 2pi), and define (X t )t∈Rd by
X t (ω) :=
√
2 cos(t ′2(ω)+Ψ(ω)). (10)
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This is a weakly stationary, zero-mean random field with covariance function [12, p. 92]
K (s, t) =
∫
Rd
cos((t − s)′θ)ν(dθ).
By choosing ν accordingly one can control the order of m.s. differentiability, while it follows
immediately from (10) that (X t )t∈Rd has always infinitely smooth sample paths.
3. Sample paths in Sobolev spaces of fractional order
Having argued that Sobolev spaces are somewhat natural function spaces for second-order
random fields, we now go one step further and consider Sobolev spaces of fractional order
(cf. e.g. [9, Sec. 6.8]). Together one then has a class of function spaces with continuously
parametrized degree of smoothness.
Let T be an open subset in Rd . For µ ∈ R+ \N and k := bµc (the biggest integer <µ) define
| f |Wµ,2(T ) :=
(∑
|α|=k
∫
T
∫
T
|Dα f (x)− Dα f (y)|2
‖x − y‖d+2(µ−k) dxdy
)1/2
‖ f ‖Wµ,2(T ) :=
(
‖ f ‖2W k,2(T ) + | f |2Wµ,2(T )
)1/2
.
Then the spaces Wµ,p(T ) and Wµ,2loc (T ) are defined by
Wµ,2(T ) :=;
{
f ∈ W k,2(T ) : ‖ f ‖Wµ,2(T ) <∞
}
,
Wµ,2loc (T ) :=
{
f ∈ W k,2loc (T ) : ‖ f ‖Wµ,2(V ) <∞ for all compact subsets V ⊂ T
}
.
Define
d2α(s, t) := Dα,αK (s, s)+ Dα,αK (t, t)− 2Dα,αK (s, t).
Then we have the following sufficient condition for sample paths in Wµ,2loc (T ):
Theorem 2. Let (X t )t∈T be as in Theorem 1 and assume that Dα,αK exists and is continuous
on T × T for all |α| ≤ k. If in addition for some k < µ < k + 1, 0 < C <∞ and δ, η > 0
d2α(s, t) ≤
C(Dα,αK (s, s)+ Dα,αK (t, t))‖t − s‖2(µ−k)
|log‖t − s‖|1+δ , s, t ∈ T, ‖s − t‖ < η, (11)
holds for all α with |α| = k, then the sample paths of (X t )t∈T are in Wµ,2loc (T ) a.s. If in addition
condition (3) holds, then the sample paths are in Wµ,2(T ) a.s.
Proof. We already know that a.e. sample path of (X t )t∈T is in W k,2loc (T ), so it remains to show
that |X (ω)|Wµ,2(T ) is finite for a.e. ω ∈ . This follows via Fubini’s Theorem if we can prove
that ∫
T
∫
T
E(|DαX t − DαXs |2)
‖t − s‖d+2(µ−k) dsdt <∞ for all α with |α| = k.
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To this end we split the integral into two parts and verify that∫
T
∫
T
1{‖t−s‖≥η}(s, t)
E(|DαX t − DαXs |2)
‖t − s‖d+2(µ−k) dsdt <∞ (12)
and ∫
T
∫
T
1{‖t−s‖<η}(s, t)
E(|DαX t − DαXs |2)
‖t − s‖d+2(µ−k) dsdt <∞. (13)
We prove (12), noting that
E(|DαX t − DαXs |2) = Dα,αK (s, s)+ Dα,αK (t, t)− 2Dα,αK (s, t)
≤ Dα,αK (s, s)+ Dα,αK (t, t)+ 2√Dα,αK (s, s)Dα,αK (t, t)
≤ 2(Dα,αK (s, s)+ Dα,αK (t, t)).
Then, using condition (3) (respectively some compact subset V instead of T ), we have∫
T
∫
T
1{‖t−s‖≥η}(s, t)
E(|DαX t − DαXs |2)
‖t − s‖d+2(µ−k) dsdt
≤ 2
∫
T
∫
T
1{‖t−s‖≥η}(s, t)
(Dα,αK (s, s)+ Dα,αK (t, t))
‖t − s‖d+2(µ−k) dsdt
≤ 4
∫
T
Dα,αK (t, t)dt︸ ︷︷ ︸
<∞
·
∫
‖h‖≥η
‖h‖−d−2(µ−k)dh︸ ︷︷ ︸
= Sd ∫∞η r−1−2(µ−k)dr<∞
<∞
where Sd denotes the surface area of the d-dimensional unit sphere. In the same way, now using
both condition (3) and (11), we obtain∫
T
∫
T
1{‖t−s‖<η}(s, t)
E(|DαX t − DαXs |2)
‖t − s‖d+2(µ−k) dsdt
≤ C
∫
T
∫
T
1{‖t−s‖<η}(s, t)
Dα,αK (s, s)+ Dα,αK (t, t)
‖t − s‖d |log‖t − s‖|1+δ dsdt
≤ 2C
∫
T
Dα,αK (t, t)dt︸ ︷︷ ︸
<∞
·
∫
‖h‖<η
‖h‖−d |log‖h‖|−1−δdh︸ ︷︷ ︸
<∞
<∞,
where we have used that (w.l.o.g. η < 1)∫
‖h‖<η
‖h‖−d |log‖h‖|−1−δdh = Sd
∫ η
0
r−1|log(r)|−1−δdr = Sd
∫ log η
−∞
|r |−1−δdr.
This shows (13) and completes the proof. 
Theorem 3. Let (X t )t∈T be a measurable weakly stationary random field on an open subset
T ⊂ Rd with spectral measure ν. If∫
Rd
(log(1+ ‖ξ‖))1+δ‖ξ‖2µν(dξ) <∞ (14)
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for some µ ∈ R+ \ N, and some δ > 0, then the sample paths of (X t )t∈T are in Wµ,2loc (T ) a.s. If
in addition T is bounded, then the paths of (X t )t∈T are in Wµ,2(T ) a.s.
Proof. We start as in the proof of Theorem 2 with k := bµc. Then (12) directly follows from the
boundedness of T , and we show that (13) is implied by condition (14).
For the covariance function K we write again K (s, t) = Φ(t − s), s, t ∈ T , assuming tacitly
that Φ can be extended to (and is positive definite on) Rd . Condition (14) implies that (X t )t∈T
has m.s. partial derivatives up to order k and that Φ has continuous partial derivatives up to order
2k (cf. [3, Thm. 6.4.1]) with
D2αΦ(h) = (−1)|α|
∫
Rd
cos(h′ξ) ξ2α11 · · · ξ2αdd︸ ︷︷ ︸
=: ξ2α
ν(dξ), α ∈ Nd , |α| ≤ k.
Using the simple inequality
1− cos(x) ≤
 x
2
2
, |x | ≤ 2
2, |x | > 2
we obtain∫
T
∫
T
1{‖t−s‖<η}(s, t)
2 · (−1)|α|(D2αΦ(0)− D2αΦ(t − s))
‖t − s‖d+2(µ−k) dsdt
≤ λ(T )
∫
‖h‖<η
2 · (−1)|α|(D2αΦ(0)− D2αΦ(h))
‖h‖d+2(µ−k) dh
= λ(T )
∫
‖h‖<η
∫
Rd
2(1− cos(h′ξ))
‖h‖d+2(µ−k) ξ
2αν(dξ)dh
≤ λ(T )
∫
‖h‖<η
∫
Rd
 (h
′ξ)2 · 1{(h′ξ)2≤2}(ξ, h)
‖h‖d+2(µ−k)︸ ︷︷ ︸
I1
+ 4 · 1{(h′ξ)2>2}(ξ, h)‖h‖d+2(µ−k)︸ ︷︷ ︸
I2
 ξ2αν(dξ)dh.
If (h′ξ)2 > 2, we also have ‖h‖2‖ξ‖2 > 2 by the Cauchy–Schwarz inequality and hence
1
‖h‖2(µ−k) <
‖ξ‖2(µ−k)
2µ−k
< ‖ξ‖2(µ−k).
W.l.o.g. we can assume η < 1, and we get for ‖h‖ < η
|log‖h‖|1+δ =
(
log
(
1
‖h‖
))1+δ
≤ (log ‖ξ‖)1+δ < (log(1+ ‖ξ‖))1+δ,
and hence I2 can be bounded by
4 · ‖ξ‖2(µ−k) · (log(1+ ‖ξ‖))1+δ
‖h‖d |log‖h‖|1+δ .
Next, note the Cauchy–Schwarz inequality further implies
− log ‖h‖ ≤ − log |h′ξ | + log ‖ξ‖
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and hence, assuming again η < 1, it follows that
|log‖h‖|1+δ ≤ (|log|h′ξ || + log(1+ ‖ξ‖))1+δ.
For any  > 0 it holds that a · |log(a)| → 0 as a→ 0, and this implies that there exist constants
C1,C2 > 0, so that for |h′ξ | ≤
√
2
(h′ξ)2−2(µ−k) · (|log|h′ξ || + log(1+ ‖ξ‖))1+δ ≤ (C1 + C2 log(1+ ‖ξ‖))1+δ.
Now if ‖ξ‖ > 1, then log(1+‖ξ‖) is bounded away from 0, and C1 can be absorbed into C2, i.e.
1{‖ξ‖>1} · (C1 + C2 log(1+ ‖ξ‖))1+δ ≤ C˜2(log(1+ ‖ξ‖))1+δ.
Conversely, if ‖ξ‖ ≤ 1, then log(1+ ‖ξ‖) is bounded as well, and we have
1{‖ξ‖≤1} · (C1 + C2 log(1+ ‖ξ‖))1+δ ≤ 1{‖ξ‖≤1} · C˜1,
so it finally follows that I1 can be bounded by
C˜1 + C˜2‖ξ‖2(µ−k) · (log(1+ ‖ξ‖))1+δ
‖h‖d |log‖h‖|1+δ .
By condition (14) we have
C∗ :=
∫
Rd
(log(1+ ‖ξ‖))1+δ‖ξ‖2(µ−k) ξ2α︸︷︷︸
≤‖ξ‖2k
ν(dξ) <∞,
and hence, in the same way as in Theorem 2, it follows that∫
T
∫
T
1{‖t−s‖<η}(s, t)
2 · (−1)|α|(D2αΦ(0)− D2αΦ(t − s))
‖t − s‖d+2(µ−k) dsdt
≤ λ(T )
∫
‖h‖<η
C˜1(−1)|α|D2αΦ(0)+ C˜2C∗ + 4C∗
‖h‖d |log‖h‖|1+δ dh <∞,
which completes the proof. 
Remark 1. Note that Example 1 from above can be used without any changes also for Sobolev
spaces of fractional order, showing that the condition∫
Rd
‖ξ‖2µν(dξ) <∞ (15)
is necessary for the moving average model (9) to have sample paths in Wµ,2loc (R
d). This condition
is slightly weaker than the sufficient condition (14) given in Theorem 3, but in practice one
typically deals with covariance functions having spectral densities ϕ with algebraic decay
c1(1+ ‖ξ‖2)−τ ≤ ϕ(ξ) ≤ c2(1+ ‖ξ‖2)−τ , c1, c2 > 0, (16)
and for spectral densities of this type conditions (14) and (15) yield the same conclusions.
To see this, note first of all that the finiteness of the integrals (14), (15) is only an issue of their
finiteness on Rd \ Br (0) for an arbitrary r > 0. Now, for every  > 0 there exists an r0 > 0 so
that
(log(1+ r))1+δ ≤ r  for all r ≥ r0.
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Hence, we have the inequality∫
‖ξ‖≥r0
(log(1+ ‖ξ‖))1+δ‖ξ‖2µν(dξ) ≤
∫
‖ξ‖≥r0
‖ξ‖2µ+(1+ ‖ξ‖2)−τ︸ ︷︷ ︸
≤‖ξ‖2(µ−τ)+
dξ
and it follows that (14) holds if µ < τ − d+2 . Since  can be chosen arbitrarily small, this finally
yields the sufficient condition τ > µ + d2 for a weakly stationary random field (X t )t∈T with
spectral density as in (16) to have sample paths a.s. in Wµ,2loc (T ). The same condition, however,
would have been obtained from (15) where  = 0 from the beginning.
4. Implications on regularity in the “classical” sense
Now that we have conditions for sample paths in Sobolev spaces Wµ,2(T ) of any positive
order µ at our disposal, we can make the link with “classical” notions of smoothness via so-
called Sobolev embeddings (cf. e.g. [7]).
For a bounded and continuous function f : T → R on a domain T ⊆ Rd we write
‖ f ‖C(T ) = sup
t∈T
| f (t)|.
Moreover, for 0 < β ≤ 1 we define the βth Ho¨lder seminorm of f : T → R by
| f |C0,β (T ) = sup
s,t∈T
s 6=t
| f (t)− f (s)|
‖t − s‖β .
Finally, for a function f : T → R for which all partial derivatives up to order l exist, are
continuous, and allow for a continuous extension to the closure T of T , we define the norm
‖ f ‖C l,β (T ) :=
∑
|α|≤l
‖Dα f ‖C(T ) +
∑
|α|=l
|Dα f |C0,β (T ).
Then the Ho¨lder spaces C l,β(T ) and C l,βloc (T ) are defined by
C l,β(T ) :=
{
f ∈ C l(T ) : ‖ f ‖C l,β (T ) <∞
}
,
C l,βloc (T ) :=
{
f ∈ C l(T ) : ‖ f ‖C l,β (V ) <∞ for all compact subsets V ⊂ T
}
.
If T is a bounded C∞ domain in Rd , any space Wµ,2(T ) can be embedded into some suitable
space C l,β(T ) (see [7, Ch. 3.3, 3.4 and 4.2] for details) and this allows one to derive the following
theorems from the results in Section 3.
Theorem 4. Let (X t )t∈T be a separable, centred random field on a bounded C∞ domain T in
Rd with covariance function K . Let l ∈ N0, 0 < β ≤ 1, and µ ∈ R+ \ N, µ > l + β + d2 .
If Dα,αK exists and is continuous on T × T for all α with |α| ≤ bµc, and if for some
0 < C <∞ and δ, η > 0
d2α(s, t) ≤
C‖t − s‖2(µ−bµc)
|log‖t − s‖|1+δ , s, t ∈ T, ‖s − t‖ < η,
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holds for all α with |α| = bµc, then the sample paths of (X t )t∈T are in C l,β(T ) a.s. The same
conclusion holds if (X t )t∈T is weakly stationary with spectral measure ν such that for some
δ > 0∫
Rd
(log(1+ ‖ξ‖))1+δ‖ξ‖2µν(dξ) <∞.
Proof. By [6, Ch. 3, Section 3, Thm. 1] we can pass on to a separable measurable version (Yt )t∈T
of (X t )t∈T . Then the assumptions of Theorem 4 imply
Y(ω) ∈ Wµ,2(T ) for all ω ∈  \ N ,
where N is a set of probability zero. According to the Sobolev embedding theorems we can
modify each of these sample paths Y(ω) on a λd -null set I (ω) ⊂ T such as to obtain a function
Y˜(ω) ∈ C l,β(T ). This yields a random field (Y˜t )t∈T with sample paths in C l,β(T ) a.s. so that
λd({t ∈ T : Y˜t (ω) 6= Yt (ω)}) = 0 for all ω ∈  \ N .
The a.s. continuity of its sample paths implies that (Y˜t )t∈T is measurable, and so we can use the
same argument (reversely) as in the above proof of Theorem 1 to see that
P({ω : Y˜t (ω) = Yt (ω)}) = 1 for λd -almost all t ∈ T,
i.e. (Y˜t )t∈T is “almost” a version of (Yt )t∈T and consequently also of (X t )t∈T .
Since (X t )t∈T is separable and the sample paths of (Y˜t )t∈T are a.s. continuous, a small
generalization of the proof of Azaı¨s and Wschebor [2, Ch. 1, Sec. 4, Prop. 1.9] shows that the
sample paths of both random field must a.s. coincide and this completes the proof. 
For a general (possibly unbounded) domain T ⊂ Rd there is no global embedding of Wµ,2(T )
into C l,β(T ). However, we can represent T as a countable union of bounded C∞ domains
Tn, n ∈ N, and carry out the steps of the above proof on every Tn . The embedding constants
of all these local embeddings may tend to infinity, but since any compact subset V ⊂ T can be
covered by finitely many Tn’s, the sample paths of (X t )t∈T must at least be in C l,βloc (T ) a.s.
In the same way, using local embeddings into C l(Tn) (by which we mean the space of
continuously differentiable functions f : Tn → R, however without any assumption on the
boundedness of f or its partial derivatives), the following result is obtained:
Theorem 5. Let (X t )t∈T be a separable, centred random field on a domain T ⊆ Rd with
covariance function K . Let l ∈ N0 and µ ∈ R+ \ N be such that µ > l + d2 .
If Dα,αK exists and is continuous on T × T for all α with |α| ≤ bµc, and if for some
0 < C <∞ and δ, η > 0
d2α(s, t) ≤
C‖t − s‖2(µ−bµc)
|log‖t − s‖|1+δ , s, t ∈ T, ‖s − t‖ < η,
holds for all α with |α| = bµc, then the sample paths of (X t )t∈T are in C l(T ) a.s. The same
conclusion holds if (X t )t∈T is weakly stationary with spectral measure ν such that for some
δ > 0∫
Rd
(log(1+ ‖ξ‖))1+δ‖ξ‖2µν(dξ) <∞.
We now have two alternative conditions for a second-order random field to have sample paths
in C l(T ). For covariance functions with a regularity characterised by (16) these conditions are as
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sharp as the condition given by Kent [8], but in particular the condition on the spectral measure
may sometimes be more convenient to verify.
5. Discussion
In this paper we have discussed conditions for a second-order random field to have sample
paths a.s. in some (local) Sobolev space Wµ,2loc (T ). The simplicity of the conditions in the case
where µ is an integer, and the fact that these conditions are also necessary for some important
special classes of random fields, suggest that Sobolev spaces are in fact the most natural function
spaces for the sample paths. When the interest is nevertheless in sample path regularity in the
classical sense (i.e. continuity, continuous differentiability), one can obtain according results as
corollaries of our theorems by means of Sobolev embedding.
A challenging goal for further research would be a more complete understanding of the ne-
cessity of our conditions. Example 2 shows that we cannot, as in the case of m.s. differentiability
of random fields, expect a perfect one-to-one relation between the differentiability of the covari-
ance function and weak differentiability of sample paths. All counter-examples of random fields
we found, however, are very similar in that, by construction, their stochastic behaviour is not at
all reflected by the properties of the individual sample paths. A suitable characterization of this
class of random fields, for which necessity of our conditions does not hold, would be an excellent
complement to the results presented in this article.
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Appendix. General proof of Theorem 1
The main difficulty in the proof of Theorem 1 is the lack of continuity of the random field
(Yt )t∈T from (6) in the general case where T ⊆ Rd . While the main idea of the proof can be
maintained (by using marginal integrals in (6)), we now must show directly that the resulting
random field is measurable. To do so, we need the first auxiliary lemma below.
Another consequence of possibly discontinuous sample paths of (Yt )t∈T appears when we
want to define Y(ω) first locally on rectangular sets, and piece these locally defined paths
together to one defined on the whole of T . This is how one would proceed in the continuous
case, but in our case we face the problem that this “piecing together” does not automatically
guarantee an unambiguous definition of Y(ω) on T . To solve this problem we prove another
auxiliary lemma, in which we construct an alternative partition of T that will enable a well-
defined construction in the main proof.
Lemma 1. Let f be a real-valued function on the product space of the measure spaces (,A, µ)
and ([a, b],B[a,b], λ1), where a, b ∈ Q, a < b. If f (·, t) is A/B measurable for every fixed
t ∈ [a, b] and if f (ω, ·) is continuous on [a, b] for every fixed ω ∈ , then f is A ⊗ B[a,b]/B
measurable.
Proof. We must show that for all M ∈ R
G M := {(ω, t) ∈ × [a, b] : f (ω, t) < M} ∈ A⊗ B[a,b].
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First note that
G M =
⋃
tl ,tu∈Q, a≤tl<tu≤b
{ω : f (ω, t) < M ∀t ∈ [tl , tu]}︸ ︷︷ ︸
=: AM,tl ,tu
×[tl , tu]. (A.1)
Indeed, since f is continuous in t , f (ω, t) < M implies f (ω, s) < M for all s in some interval
[tl , tu] 3 t , where tl , tu ∈ Q, a ≤ tl < tu ≤ b. Hence, if (ω, t) ∈ G M , it is also contained in the
set on the rhs of (A.1). The converse inclusion is obvious. The rhs of (A.1) is a countable union
of sets of the form AM,tl ,tu × B, B ∈ B[a,b] and thus is in A⊗B[a,b] provided that AM,tl ,tu ∈ A.
By using again that f is continuous in t we obtain, for any tl , tu ∈ Q, a ≤ tl < tu ≤ b and
any M ∈ R
AM,tl ,tu =
⋃
m∈Q,m<M
{ω : f (ω, t) ≤ m ∀t ∈ [tl , tu]}
=
⋃
m∈Q,m<M
{ω : f (ω, t) ≤ m ∀t ∈ [tl , tu] ∩Q}
=
⋃
m∈Q,m<M
⋂
t∈[tl ,tu ]∩Q
{ω : f (ω, t) ≤ m}.
By assumption, {ω : f (ω, t) ≤ m} ∈ A for any fixed t ∈ [a, b] (and any m ∈ R) and hence we
have AM,tl ,tu ∈ A as a countable union and intersection of A measurable sets as required. 
We denote by
pii : Rd → R and pi i : Rd → Rd−1
the projections of some point inRd on the i th coordinate and on all other coordinates respectively.
For some set B1 ∈ Bd−1 and some set B2 ∈ B denote by
B1×i B2 := {t ∈ Rd : pi i (t) ∈ B1, pii (t) ∈ B2}
the Cartesian product of B1 and B2 that is taken in the i th component.
Lemma 2. For any open subset T ⊆ Rd and i ∈ {1, . . . , d} there exists a sequence (Qi,n)n∈N
of bounded measurable subsets of T and a sequence (si,n)n∈N of real numbers si,n ∈ pii (Qi,n)
with the following properties:
(a) T =⋃n∈N Qi,n ,
(b) Qi,n = Q0i,n ×i [ai,n, bi,n], Q0i,n ∈ Bd−1, ai,n, bi,n ∈ Q, n ∈ N,
i.e. each Qi,n is cylindrical in the direction of the i th coordinate axis,
(c) If the points t j ∈ Qi, j and tk ∈ Qi,k , j < k, are the endpoints of a line segment l ⊆ T that
is parallel to the i th coordinate axis, then l ⊆ Qi,k and si,k = si, j .
Proof. In order to simplify notation, we drop the subscript i from Qi,n, ai,n, bi,n , and si,n keeping
in mind that these variables will be different for different i .
First we construct a sequence (Q˜n)n∈N of cubes with T =
⋃
n∈N Q˜n such that
j < k H⇒ pi i (Q˜k) ⊂ pi i (Q˜ j ) or pi i (Q˜ j ) ∩ pi i (Q˜k) = ∅.
Such a sequence can be obtained using cubes of the form Q˜ = Q˜0×i [a˜, b˜], a˜, b˜ ∈ Q, a˜ < b˜,
where Q˜0 is a right half-open cube in Rd−1 with edge length b˜ − a˜. Denote by Qρ the set of all
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cubes of that type with edge length ρ and corners on the grid ρ Zd . For m ∈ N define
Tm :=
{
Q ∈ Q2−m : Q ⊂ T ∩ [−m,m]d , λd(Q ∩ Q¯) = 0 for all Q¯ ∈
⋃
j<m
T j
}
.
Every Tm consists of finitely many cubes and by enumerating the set
⋃
m∈N Tm starting with all
cubes in T1 and continuing with T2, T3, . . ., we obtain a sequence (Q˜n)n∈N with the prescribed
properties from above. We write Q˜n = Q˜0n ×i [a˜n, b˜n].
We will now modify the sequence (Q˜n)n∈N to obtain a sequence (Qn)n∈N and a sequence
(sn)n∈N of real numbers with the prescribed properties (a)–(c).
Start with Q1 := Q˜1 and s1 := a˜1, then (b) and (c) trivially hold so far. Assume now that
these properties hold for the sets Q1, . . . , Qn and points s1, . . . , sn that have been constructed
from Q˜1, . . . , Q˜n˜ , and assume that in addition
⋃n˜
j=1 Q˜ j ⊂
⋃n
j=1 Q j . For all t ∈ Q˜n˜+1 define
the open line segment
ln˜+1,t := {s ∈ T : s = t + γ ei , γ ∈ R and ηs + (1− η)t ∈ T ∀ η ∈ [0, 1]}
which is parallel to the i th coordinate axis and entirely contained in T . Further let
αn˜+1,t := pii
(
min
{
s ∈ ln˜+1,t ∩
n˜+1⋃
j=1
Q˜ j
})
and
βn˜+1,t := pii
(
max
{
s ∈ ln˜+1,t ∩
n˜+1⋃
j=1
Q˜ j
})
be the minimal (maximal) value of the i th coordinate of all points from ln˜+1,t that are contained
in the union of Q˜1, . . . , Q˜n˜+1. For any t ∈ Q˜n˜+1 we have one of the following alternatives:
(i) αn˜+1,t = a˜ j and βn˜+1,t = b˜k for some 1 ≤ j, k ≤ n˜, j 6= k,
(ii) αn˜+1,t = a˜ j and βn˜+1,t = b˜n˜+1 for some 1 ≤ j ≤ n˜,
(iii) αn˜+1,t = a˜n˜+1 and βn˜+1,t = b˜k for some 1 ≤ k ≤ n˜, or
(iv) αn˜+1,t = a˜n˜+1 and βn˜+1,t = b˜n˜+1.
This allows one to construct disjoint sets Qn+1, . . . , Qn+p by setting
Qn+r := pi i ({t ∈ Q˜n˜+1 : αn˜+1,t = a˜ jr , βn˜+1,t = b˜kr })×i [a˜ jr , b˜kr ], r = 1, . . . , p, (A.2)
where ( j1, k1), . . . , ( jr , kr ) is an enumeration of all pairs of indices 1 ≤ j, k ≤ n˜ + 1, for which
one of the above alternatives applies. Clearly a˜ jr ≤ a˜n˜+1 < b˜n˜+1 ≤ b˜kr for all r = 1, . . . , p,
and hence Q˜n˜+1 ⊂
⋃p
r=1 Qn+r . Consequently, property (a) follows from T =
⋃
n˜∈N Q˜n˜ by
induction.
Note that this conclusion still holds if we omit all sets Qn+r that correspond to alternative
(i) in the construction of Qn+1, . . . , Qn+p. Indeed, for any t ∈ Q˜n˜+1 so that ln˜+1,t intersects
both Q˜ j and Q˜k with j, k as for (i), there must already be a set of the form (A.2), constructed
in an earlier step by alternative (ii) or (iii), that contains the points pi i (t)×i [a˜ j , b˜k). We assume
therefore that each Qn+1, . . . , Qn+p corresponds to (ii), (iii) or (iv). Then we can relabel these
sets in such a way that for some 0 ≤ u ≤ v ≤ p we have
a˜ j1 < · · · < a˜ ju < a˜n˜+1, a˜ ju+1 = · · · = a˜ jv = a˜n˜+1, and
b˜k1 = · · · = b˜ku = b˜n˜+1, b˜ku+1 > · · · > b˜kv > b˜n˜+1.
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We use this to prove that pi i (Qn+1), . . . , pi i (Qn+p) are measurable. First, for 1 ≤ r ≤ u, we
have y ∈ pi i (Qn+r ) if and only if
• y ∈ pi i (Q˜ jr ) ∩ pi i (Q˜n˜+1),
• y 6∈ pi i (Q˜n+s) for all 1 ≤ s < r , and
• y ∈⋂q∈[a˜ jr ,b˜n˜+1] Ti (q) := J ,
where Ti (·) is a the cross-section of T orthogonal to the i th coordinate axis, i.e.
Ti (q) := {τ ∈ Rd−1 : (τ1, . . . , τi−1, q, τi+1, . . . , τd) ∈ T }.
Hence, measurability of pi i (Qn+r ) follows if we can show measurability of J . If y ∈ J , then
the closed line segment l := y×i [a˜ jr , b˜n˜+1] is completely contained in T , and its distance to the
boundary ∂T of T assumes its minimum at some point s ∈ l. Since T is open, we must have
δ := dist(s, ∂T ) > 0, which implies that J contains an open ball with centre y. Hence, J is open
and in particular J ∈ Bd−1.
The same argument can be used to prove pi i (Qn+r ) ∈ Bd−1 for u + 1 ≤ r ≤ v. Finally, if
v < p, Qn+p corresponds to alternative (iv) and we have
pi i (Qn+p) = pi i (Q˜n˜+1) \
p−1⋃
s=1
pi i (Q˜n+s) ∈ Bd−1,
which concludes the verification of property (b).
Property (c) of (Qn)n∈N is an obvious consequence of its construction, so it only remains to
provide a suitable choice of sn+r , r = 1, . . . , p. If Qn+r corresponds to alternative (iv) we can
simply set sn+r := a˜n˜+1. Otherwise, it necessarily holds that
pi i (Qn+r ) ⊂ pi i (Q j ) for some j ≤ n,
so we find that sn+r := s j is a suitable choice that respects property (c) and this completes the
proof. 
Proof of Theorem 1. Again, we state the proof for k = 1, applying the steps of the proof
recursively yields the result for higher order derivatives.
We fix i ∈ {1, . . . , d} and consider a measurable version (Y (i)t )t∈T of the i th m.s. partial
derivative of (X t )t∈T . For any n ∈ N let
Qi,n = Q0i,n ×i [ai,n, bi,n]
with ai,n, bi,n, Q0i,n from Lemma 2. Since Qi,n is bounded and D
i,i K is continuous we have
E
(∫
Qi,n
(Y (i)t )
2dt
)
=
∫
Qi,n
E((Y (i)t )2)dt =
∫
Qi,n
Di,i K (t, t)dt <∞.
By applying Fubini’s theorem [3, p. 57] to the product space ( × Q0i,n)×i [ai,n, bi,n] we see
that there exists a P ⊗ λd−1-null set N 0i,n ⊂  × Q0i,n so that for all (ω, t0) outside of N 0i,n the
function
h 7→ Y (i)t+(h−si,n) ei (ω), t := t0×i {si,n},
is square integrable (and hence integrable) over [ai,n, bi,n]. Then Ni,n := N 0i,n ×i [ai,n, bi,n] is a
P ⊗ λd -null set and, denoting by pi i,n the orthogonal projection of Qi,n onto Q0i,n ×i {si,n}, we
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can define
Yi,n,t (ω) :=
Xpi i,n(t)(ω)+
∫ ti
si,n
Y (i)pi i,n(t)+(h−si,n) ei (ω)dh (ω, t) ∈ (× Qi,n) \ Ni,n
0 (ω, t) ∈ Ni,n
(A.3)
Xpi i,n is constant in ti and coincides with (X t )t∈T on the cross-section×pi i,n(Qi,n). Hence, for
fixed ti ∈ [ai,n, bi,n], it is a measurable map on× Q0i,n and so is the integral in (A.3) (the latter
follows from Fubini’s theorem). On the other hand, for fixed (ω, t0) ∈ (× Q0i,n), (Yi,n,t )t∈Qi,n
is continuous in ti and so Lemma 1 implies that it is a measurable random field.
Now repeat this construction for all Qi,n , n ∈ N, set
N 0i :=
⋃
n∈N
N 0i,n, Ni := (N 0i ×i R) ∩ T
and define the random field (Yi,t )t∈T by
Yi,t (ω) :=
{
Yi,n,t (ω) (ω, t) ∈ (× T ) \ Ni , t ∈ Qi,n
0 (ω, t) ∈ Ni .
If (ω, t) ∈ (× T ) \ Ni and t ∈ Qi, j ∩ Qi,k , j < k, then by construction of Qi, j , Qi,k, si,k, si, j
(Lemma 2) we have si,k = si, j , and so the above definition of (Yi,t )t∈T is unambiguous.
It is a measurable random field, as can be seen from the alternative representation
Yi,t (ω) = 1(×T )\Ni (ω, t) · sup
n∈N
{1Qi,n (t) · Yi,n,t (ω)}, (ω, t) ∈ × T,
since all local random fields (Yi,n,t )t∈Qi,n are measurable. For a.e. t ∈ T the random variable Yi,t
is a.s. defined as in the first case in (A.3) since
⋃
n∈N Ni,n ⊂ Ni , and since (P ⊗ λd)(Ni ) = 0
implies
λd({t ∈ T : P({ω : (ω, t) ∈ Ni }) > 0}) = 0.
We can therefore proceed exactly as in the proof of the special case T = (a, b) in Section 2 to
show that P(X t 6= Yt ) = 0 for λd -almost every t ∈ T , and this finally yields
Yi,(ω)
L2= X (ω) for a.e. ω ∈ . (A.4)
It remains to show that Y (i) is a.s. an i th weak derivative of Yi,. This can be done via [9,
Lem. 5.6.2] which states that if the restriction of a function f ∈ L1loc(T ) to a.e. line parallel to
the i th coordinate direction is absolutely continuous, then f has a weak partial derivative Di f
(which coincides almost everywhere with the ’classical’ partial derivative).
First of all, Yi, ∈ L2loc(T ) a.s. follows as in (5). Next, for some (ω, t0) ∈ ( × pi i (T )) \ N 0i
let l be an arbitrary closed line segment on the line t0×i R that is completely contained in T .
By (c) in Lemma 2 there exists a set Qk so that l ⊂ Qk , and so one can see from (A.3) that
Yi,(ω) is absolutely continuous on l. Since l was arbitrary, Yi,(ω) is absolutely continuous on
(t0×i R) ∩ T . Now (P ⊗ λd−1) (N 0i ) = 0 implies
P({ω : λd−1({t0 ∈ pi i (T ) : (ω, t0) ∈ N 0i }) > 0}) = 0,
and we conclude that, for a.e. ω ∈ , Yi,(ω) is absolutely continuous on a.e. line parallel to the
i th coordinate direction and has a weak derivative Y (i) (ω).
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If condition (3) is satisfied, we use again an argument akin to (5) to see that X , Y
(1)
 , . . . , Y
(d)

are even in L2(T ) a.s. and this completes the proof. 
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