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Бехтин А. С., Лабораторный практикум «Анализ данных и машинное 
обучение»: выпускная квалификационная работа / А. С. Бехтин; Рос. гос. 
проф.-пед. ун-т, Ин-т инж. -пед. образования, Каф. информ. систем и техно-
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Объектом данной выпускной квалификационной работы является про-
цесс обучения студентов дисциплине «Интеллектуальные системы и техно-
логии». Предмет выпускной квалификационной работы — учебный материал 
для дисциплины «Интеллектуальные системы и технологии».  
Цель работы — разработать лабораторный практикум «Анализ данных 
и машинное обучение». Отличительной особенностью данного лабораторно-
го практикума является ориентирование на дисциплину «Интеллектуальные 
системы и технологии» для направления подготовки 09.03.02 Информацион-
ные системы и технологии профилизации «Информационные технологии в 
медиаиндустрии» и 09.03.03 Прикладная экономика профилизация «При-
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В последние годы искусственный интеллект развивается очень быст-
рыми темпами, даже сама технология нейронных сетей стала более доступ-
ной обычным пользователям. Каждый день разрабатываются новые нейрон-
ные сети для биометрических измерений, маркетинговых и научных иссле-
дований. Также появилось множество технологий, использующих нейронные 
сети для ускорения или упрощения процессов. Так, например, корпорация In-
tel планируют выпускать все новые поколения процессоров со встроенным 
модулем искусственного интеллекта для ускорения сложных расчетов. 
Нейросети нашли свое применение и в сфере медицины. Разработано 
множество интеллектуальных систем, которые способны выявлять заболева-
ния по различным прямым или косвенным признакам. Сфера развлечений 
также не осталась без внимания. Множество голосовых ассистентов, поиско-
вых систем, компьютерных игр и бортовых компьютеров автомобилей ис-
пользуют технологии нейронных сетей. 
Машинное обучение являет собой самый простой вариант искусствен-
ного интеллекта. Оно предполагает, что с помощью различных методов на 
основе большого количества «тренировочных» данных можно классифици-
ровать или предсказать любой объект, явление или событие.  
Актуальность выбранной темы состоит в том, что отсутствуют анало-
ги, а также электронный вариант поможет улучшить восприятие информации 
и упростить к ней доступ. 
Объект выпускной квалификационной работы — процесс обучения 
студентов направления подготовки 09.03.02 Информационные системы и 
технологии, 09.03.03 Прикладная экономика дисциплине «Интеллектуальные 
системы и технологии». 
Предметом выпускной квалификационной работы являются учебные 
материалы по дисциплине «Интеллектуальные системы и технологии». 
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Цель работы — разработать лабораторный практикум «Анализ данных 
и машинное обучение». 
В соответствии с поставленной целью в работе определены следующие 
задачи: 
1. Проанализировать литературу и интернет-источники по теме «Ана-
лиз данных и машинное обучение», с целью сбора информации о методах 
машинного обучения и особенностях их применения. 
2. Спроектировать структуру лабораторного практикума «Анализ 
данных и машинное обучение». 
3. Разработать лабораторные работы, видеоуроки и презентационный 
материал по теме «Анализ данных и машинное обучение». 
4. Реализовать лабораторный практикум «Анализ данных и машинное 
обучение». 
7 
1 АНАЛИЗ ЛИТЕРАТУРЫ ПО ПРОБЛЕМЕ 
ИССЛЕДОВАНИЯ 
1.1 Машинное обучение в информационной безопасности 
Несмотря на всеобщее мнение, что машинное обучение было изобрете-
но в двадцать первом веке — это распространенное заблуждение. В послед-
ние годы машинное обучение получило широкое распространение только по-
тому, что появились платформы с достаточной вычислительной производи-
тельностью. 
Идея сделать машины, которые будут заниматься безопасностью людей 
уже давно рассматривается как один из самых перспективных вариантов ис-
пользования машинного обучения. По данным агентства «CB insights» (рису-
нок 1) насчитывается около девяноста перспективных проектов, которые пы-
таются автоматизировать некоторые процессы и задачи безопасности. 
 
Рисунок 1 — Перспективные разработки в области машинного обучения и 
информационной безопасности 
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На данный момент главными проблемами использования машинного 
обучения в информационной безопасности — это избыточное внимание со 
стороны маркетологов и дезинформация относительно возможностей данных 
систем. Обычно инвесторов заманивают красивым словом «Искусственный 
интеллект». 
«CB insights» выделяют около 10 направлений использования машин-
ного обучения, но несмотря на это оно не стало «спасением» в области ки-
бербезопасности и на это есть несколько причин. 
Первая причина — очень узкая направленность каждой модели машин-
ного обучения. Одна нейросеть неспособна выполнять множество отличаю-
щихся друг от друга задач. Если её задачей является распознавание лиц на 
фотографиях, то распознавать голоса на аудиозаписях она не сможет. 
Вторая причина — малый объем данных для качественного обучения 
модели. Все модели обучаются на данных полученных заранее. В дальней-
шем такая модель может совершать большое количество ошибок и требовать 
доработки обучающей выборки, что занимает очень много времени и ресур-
сов. 
Третья причина — продукт машинного обучения не может объяснить и 
ответить за свои решения. В некоторых случаях разработчики такого про-
граммного обеспечения ссылаются на то, что невозможно узнать, что именно 
происходит внутри модели и как именно она пришла к конкретному реше-
нию. И именно поэтому на текущий момент инциденты в связанные с ин-
формационной безопасностью подтверждают люди, они же несут и ответ-
ственность, а машины лишь помогают им в этом. 
Однажды машинное обучение сможет эффективно защищать информа-
цию, но оно же может стать и лучшим оружием для совершения атак на ин-
формационные системы и ресурсы. 
В последнее время больше развивается идея использования машинного 
обучения не для самих атак, а для проведения операций, связанных с соци-
альной инженерией. Нейросети используют для подделки голоса человека, 
9 
сбора информации о ком-либо или для генерации фальшивых личностей и 
страниц в социальных сетях. 
Также можно использовать нейросеть для анализа зашифрованного 
трафика. Данный анализ направлен не на извлечение данных, а на определе-
ние трафика через информацию о получателе, отправителе, числе передан-
ных пакетов и их размере, временных параметрах. 
Из плюсов данного метода можно выделить: 
• возможность обучить нейросеть на виртуальных машинах; 
• отсутствие необходимости пропускать через модель весь трафик, а 
использовать лишь метаданные. 
Также перспективой развития машинного обучения в информационной 
безопасности является разработка систем поиска уязвимостей. Одним из его 
направлений можно назвать автоматизацию фаззинга. Фаззинг — это метод 
тестирования приложений, который подразумевает отправку на вход непра-
вильных, испорченных или неожиданных данных и чаще всего является ав-
томатическим или полуавтоматическим. Машинное обучение хорошо справ-
ляется с задачи где нужно искать закономерности в структурированных или 
слабоструктурированных данных. 
Также развивает направление анализа статического кода и динамиче-
ским анализом исполняемых файлов и процессов с помощью машинного 
обучения. Глубокий анализ кода позволяет нейросети находить не только 
уязвимый код, но и похожий на уязвимый. 
На данный момент автоматизация процессов защиты с помощью ма-
шинного обучения невозможна по причине того, что данных для первона-
чального обучения всегда очень мало (рисунок 2) и создавать их достаточно 
сложно и долго. Из чего следует вывод, что необходимо модифицировать са-
ми методы машинного обучения или тратить большое количество ресурсов и 




Рисунок 2 — Схема обучения модели во время реальной атаки 
На данный момент одним из самых интересных проектов — это «Deep 
Exploit» (рисунок 3). 
 
Рисунок 3 — Схема работы системы «Deep Exploit» 
Данная система может работать как в режиме сбора данных, так и в 
режиме брут-форс атаки. 
Первый режим позволяет сканировать все возможные открытые порты 
приложения и тестировать их на уязвимости, которые ранее срабатывали для 
них в других приложениях. 
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Второй режим используется как направленная атака на конкретный 
порт конкретного приложения и применяет к нему все возможные уязвимо-
сти и их комбинации. 
«Deep Exploit» способна самообучаться и находить новые методы и 
возможности эксплуатации уязвимостей. 
На текущий момент развития искусственный интеллект не может пол-
ностью заменить человека, так как у обученных машин есть большие про-
блемы с выстраиванием логического мышления, чего нет у человека, а ведь 
это может напрямую повлиять на достижения цели по проникновению в си-
стему. Также машина не может самостоятельно оценивать уровень важности 
конкретной уязвимости, а значит и не может оценить уровень наносимого 
урона система. 
1.2 Обзор литературных источников 
Для создания лабораторного практикума «Анализ данных и машинное 
обучение» были отобраны источники литературы и интернет-источники, ко-
торые наиболее ясно, чётко и доступно раскрывают понятие и суть данной 
темы. 
Особенно стоит отметить учебник Флах П. «Машинное обучение. 
Наука и искусство построения алгоритмов, которые извлекают знания из 
данных» [34], в котором рассматриваются задачи и проблемы, решаемые ме-
тодами машинного обучения; этапы и применения разнообразных моделей 
обучения. Эти данные позволяют глубже понять смысл данной темы и разо-
браться в ней более конкретно.  
В книге Вьюгина В. В. «Математические основы теории машинного 
обучения и прогнозирования» [7] дано конкретное определение понятия ма-
шинное обучение, помогает уяснить некоторые современные математические 
проблемы данной области и их решения. Первая часть книги — статистиче-
ская теория машинного обучения — использует методы теории вероятностей 
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и математической статистики. В основе данного подхода лежит предположе-
ние о том, что наблюдаемые исходы генерируются вероятностным источни-
ком, возможно, с неизвестными параметрами. 
Книга «Машинное обучение» [4] рассчитана на тех, кто хочет решать 
самые разнообразные задачи при помощи машинного обучения. Как правило, 
для этого нужен Python. 
В курсе лекций Загинайлова Ю. Н. [14] изложены теоретические осно-
вы информационной безопасности технической системы. Приведены объек-
ты обеспечения информационной безопасности, угрозы объектам, политики 
и структуры систем обеспечения информационной безопасности. Рассмотре-
ны понятия и классификации защищаемой информации, угроз безопасности 
информации, объектов, способов, средств и систем защиты информации.  
В книге «Введение в машинное обучение с помощью Python. Руковод-
ство для специалистов по работе с данными» [28] рассказывается о том, что 
машинное обучение стало неотъемлемой частью различных коммерческих и 
исследовательских проектов, однако эта область не является прерогативой 
больших компаний с мощными аналитическими командами. Эта книга 
научит практическим способам построения систем машинного обучения, да-
же если пользователь еще новичок в этой области. 
В учебном пособии Васильева В. И. «Интеллектуальные системы за-
щиты информации» [5] рассмотрены основы построения интеллектуальных 
систем защиты информации в корпоративных информационных системах. 
Автор сделал акцент на построении биометрических систем идентификации 
личности, систем обнаружения и предотвращения вторжений, анализа и 
управления информационными рисками. Изложены современные подходы к 
созданию данного класса систем с использованием методов теории нейрон-
ных сетей, искусственных иммунных систем, нечетких когнитивных моде-
лей. 
В течение последнего десятилетия произошел взрыв в вычислительных 
и информационных технологиях. С его помощью поступают огромные объе-
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мы данных в различных областях, таких как медицина, биология, финансы и 
маркетинг. Задача понимания этих данных привела к разработке новых ин-
струментов в области статистики и породила новые области, такие как ин-
теллектуальный анализ данных, машинное обучение и биоинформатика. 
Многие из этих инструментов имеют общие основы, но часто выражаются с 
другой терминологией. В книге «The Elements of Statistical Learning: Data 
Mining, Inference, and Prediction» [35] описываются важные идеи в этих обла-
стях в общих концептуальных рамках. Хотя этот подход является статисти-
ческим, акцент делается на концепциях, а не на математике. Приводится 
много примеров с либеральным использованием цветной графики. Это цен-
ный ресурс для статистиков и всех, кто интересуется разработкой данных в 
науке или промышленности. Охват книги обширен: от контролируемого обу-
чения (прогнозирования) до неконтролируемого обучения. Многие темы 
включают в себя нейронные сети, вспомогательные векторные машины, де-
ревья классификации и повышение — первое всестороннее рассмотрение 
этой темы в любой книге. В этом крупном новом выпуске представлены мно-
гие темы, не затронутые в оригинале, включая графические модели, случай-
ные леса, ансамблевые методы, алгоритмы наименьшей регрессии и пути для 
лассо, неотрицательной матричной факторизации и спектральной кластери-
зации. 
В книге «Распознавание образов. Построение и обучение вероятност-
ных моделей» [25] рассматриваются несколько практически важных приме-
ров решения задач статистического обучения, в которых пространства при-
знаков и ответов и обучающие наборы устроены слишком сложно и нерегу-
лярно, так что стандартные методы статистического обучения в них нельзя 
применить буквально, но можно применять после построения адекватных ве-
роятностных моделей. Значительная часть описываемых методов строго 
обоснована: простые технические детали доказательств сформулированы и 
предложены в качестве упражнений, более сложные, но не слишком гро-
моздкие доказательства предъявлены. 
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Книга «Машинное обучение: новый искусственный интеллект» Этема 
Алпайдина [2] представляет собой краткое введение в машинное обучение. 
Книга дает общее представление о машинном обучении, описывает суть ос-
новных алгоритмов обучения без погружения в технические подробности и 
обсуждает некоторые примеры их применения на уровне, достаточном для 
понимания основ. 
1.3 Обзор интернет-источников 
При анализе интернет-источников хочется выделить статью «Машин-
ное обучение для чайников» [22] размещенную на интернет-ресурсе 
«Newtonew.com». В данной статье рассказывается для чего собственно нужна 
эта технология и приведены грамотные примеры использования, которые 
помогут разобраться с нуля в данной теме.  
Приведены классы задач машинного обучения: 
• задача регрессии: на основании различных признаков предсказать 
вещественный ответ; 
• задача классификации: на основании различных признаков предска-
зать категориальный ответ; 
• задача кластеризации: разбиение данных на похожие категории; 
• задача уменьшения размерности: научиться описывать данные не N 
признаками, а меньшим числом; 
• задача выявления аномалий: на основании признаков научиться раз-
личать отличать аномалии от «не-аномалий». 
Несмотря на множество преимуществ предыдущей статьи удалось 
найти видеолекции с полным курсом про машинное обучение, которые ведет 
Воронцов К. В. [6]. Он рассказывает про основные понятия машинного обу-
чения: объект, ответ, признак, предсказательная модель, метод обучения, эм-
пирический риск, переобучение. И показывает всё на наглядных примерах, 
что очень помогает в понимании материала. 
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В статье «Машинное обучение» [21] рассказывается о том, что обшир-
ный подраздел искусственного интеллекта, изучающий методы построения 
алгоритмов, способен обучаться. Машинное обучение — не только матема-
тическая, но и практическая, инженерная дисциплина. Чистая теория, как 
правило, не приводит сразу к методам и алгоритмам, применимым на прак-
тике. Чтобы заставить их хорошо работать, приходится изобретать дополни-
тельные эвристики, компенсирующие несоответствие сделанных в теории 
предположений условиям реальных задач. Практически ни одно исследова-
ние в машинном обучении не обходится без эксперимента на модельных или 
реальных данных, подтверждающего практическую работоспособность ме-
тода. 
В статье Генрихова И. Е. [8] одной из центральных задач распознава-
ния образов является задача распознавания по прецедентам. Известным ин-
струментом решения данной задачи являются деревья решений. Синтез клас-
сического решающего дерева представляет собой итерационный процесс. 
Как правило, для построения очередной внутренней вершины дерева выби-
рается признак, который наилучшим образом удовлетворяет некоторому кри-
терию ветвления, т.е. наилучшим образом разделяет текущее множество обу-
чающих объектов. 
1.4 Обзор рабочей программы дисциплины 
Программа академического бакалавриата по направлению подготов-
ки 09.03.02 Информационные системы и технологии профилизация «Инфор-
мационные технологии в медиаиндустрии» предполагает в 6 семестре изуче-
ние дисциплины «Интеллектуальные системы и технологии». 
Цель освоения дисциплины «Интеллектуальные системы и техноло-
гии»: формирование у студентов теоретической и практической базы систем-
ного исследования проблем разработки и внедрения профессионально-
ориентированных информационных систем с учетом современных и пер-
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спективных технологий и методов интеллектуальных информационных си-
стем. 
Задачи: 
• ознакомление с основами искусственного интеллекта; 
• ознакомление со структурой и принципами работы интеллектуаль-
ных информационных систем и технологий; 
• определение места изучаемых интеллектуальных информационных 
систем среди других информационных систем, оценка их характеристик на 
основе моделирования; 
• изучение обеспечивающей части интеллектуальных информацион-
ных систем, а также подготовка документации по менеджменту качества ин-
формационных технологий; 
• обзор современных интеллектуальных информационных систем. 
Дисциплина направлена на формирование следующих общекультурных 
(ОК) и профессиональных компетенций (ПК):  
• ОК-7 (умение критически оценивать свои достоинства и недостат-
ки, наметить пути и выбрать средства развития достоинств и устранения не-
достатков); 
• ПК-16 (способность проводить подготовку документации по ме-
неджменту качества информационных технологий); 
• ПК-22 (способность проводить сбор, анализ научно-технической 
информации, отечественного и зарубежного опыта по тематике исследова-
ния). 
Общая трудоёмкость дисциплины составляет 4 зачетных еди-
ниц, 144 часа. 
Программа академического бакалавриата по направлению подготов-
ки 09.03.03 Прикладная экономика профилизация «Прикладная информатика 
в экономике» предполагает в 6 семестре изучение дисциплины «Интеллекту-
альные системы и технологии». 
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Цель освоения дисциплины «Интеллектуальные системы и техноло-
гии»: формирование у студентов теоретической и практической базы систем-
ного исследования проблем разработки и внедрения профессионально-
ориентированных информационных систем с учетом современных и пер-
спективных технологий и методов интеллектуальных информационных си-
стем. 
Задачи: 
• ознакомление с основами искусственного интеллекта; 
• ознакомление студентов со структурой и принципами работы ин-
теллектуальных информационных систем; 
• определение места изучаемых интеллектуальных информационных 
систем (ИИС) среди других информационных систем, оценка их характери-
стик на основе моделирования; 
• изучение обеспечивающей части ИИС; 
• обзор современных ИИС. 
Дисциплина направлена на формирование следующих общих профес-
сиональных (ОПК) и профессиональных компетенций (ПК): 
• ОПК-2 (способность анализировать социально-экономические зада-
чи и процессы с применением методов системного анализа и математическо-
го моделирования); 
• ПК-8 (способность программировать приложения и создавать про-
граммные прототипы решения прикладных задач). 
Общая трудоёмкость дисциплины составляет 4 зачетных еди-
ниц, 144 часов. 
1.5 Анализ онлайн курсов по машинному обучению 
В сети Интернет присутствует множество различных по качеству и 
требуемого уровня подготовленности обучающихся, но у них у всех есть 
свои недостатки и особенности, которые делают их сложными или непригод-
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ными для изучения новичками. Также стоит отметить, что некоторые из них 
платные и в итоге обучения может оказаться, что ожидание и результат по-
лученный в конце обучающего курса не соответствуют не только друг другу, 
но и заявленным данным. 
Платформа Coursera уже давно закрепилась на рынке онлайн-курсов 
обучения. На ней расположено множество курсов различной направленности 
и сфер науки. Одним из самых популярных курсов, связанных с машинным 
обучением является курс «Введение в машинное обучение» [17]. Он заявлен, 
как курс для начинающих программистов в области машинного обучения, но 
уже после прохождения первого этапа появляются трудности, так как обуча-
ющимся выдается очень маленький объем теоретического материала и ста-
вится сложная практическая задача, которую трудно выполнить, не имея не-
которого объема базовых знаний и умений. Еще одной проблемой является 
то, что на некоторых форумах имеется множество готовых решений на зада-
ния этого курса. Задания в самом курсе не обновляются и не изменяются с 
самого его запуска на платформе. 
Данный курс хорошо подойдёт тем, кто уже разбирается в машинном 
обучении и хочет просто повысить уровень своей профессиональной квали-
фикации или получить какие-либо новые знания для общего развития. Для 
обучающихся, которые только приступают к изучению данной темы этот 
курс не походит. 
Stepik — это платформа онлайн курсов направленная на сферу инфор-
мационных технологий, в том числе и на машинное обучение. Один из самых 
популярных курсов в разделе машинного обучения — это «Нейронные сети и 
машинное зрение» [18]. 
Начинается данный курс с изучения строения нейрона и его математи-
ческого обоснования. После чего идёт сильное углубление в высшую мате-
матику и отводит на это большую часть курса, что говорит о направленности 
курса не на «data engineering», а на «data science». 
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Data science — это направление машинного обучения, которое занима-
ется разработкой новых или модификацией существующих методов машин-
ного обучения. Обучающихся же интересует совсем другое направление под-
готовки. Также хотелось бы отметить, что курс является достаточно слож-
ным и из записавшихся на текущий момент 1937 человек получил сертифи-
кат только один. Это говорит о том, что данный курс также рассчитан не на 
новичков, а на тех, кто уже работает в данной сфере и хочет развить свои 
умения в этой сфере. 
1.6 Анализ межгосударственных стандартов 
Лабораторный практикум в совокупности с разработанным интерфей-
сом имеет сходство с электронными учебно-методическими комплексами и 
соответствует государственному стандарту ГОСТ Р 55751 «Электронные 
учебно-методические комплексы» [12]. 
Навигация разработанного интерфейса структурирована и способствует 
удобному выполнению задач пользователя. Многоуровневая навигационная 
структура имеет связи между всеми сегментами предоставляемой информа-
ции. Навигация обеспечивает необходимый доступ к структурам информаци-
онного наполнения в пределах разработанного приложения. Структура нави-
гации соответствует структуре разработанного приложения. Навигация и её 
структура разработана для интуитивного использования пользователем в со-
ответствии с ГОСТ Р ИСО 14915-2 «Эргономика мультимедийных пользова-
тельских интерфейсов: Часть 2» [9]. 
Так как структура сайта стандартизирована и шаблонизирована ориен-
тироваться на нём очень легко ориентироваться и достаточно просто найти 
всю необходимую информацию и материалы. Сайт содержит копирайт, кон-
тактные данные и все необходимые ссылки, которые также можно добавить 
дополнительно. 
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В соответствии ГОСТ Р ИСО 14915-3 «Эргономика мультимедийных 
пользовательских интерфейсов: Часть 3» [11], все медиаформы связаны меж-
ду собой и дополняют друг друга. Текстовая информация дополняется изоб-
ражениями и видеоматериалами для улучшения восприятия пользователями. 
Для удобства пользователей загружаемые файлы вынесены на отдельную па-
нель и разделены на группы. Текст лабораторных работ и проект заданий 
оформлен и форматирован в соответствии со всеми стилями, что позволяет 
упростить его восприятие. Все приложенные изображения имеют подписи, а 
в тексте лабораторных и проектных работ имеются ссылки на них. Оформле-
ние презентаций сделано таким образом, чтобы не напрягать зрение, а все 
объекты расположены так, чтобы акцентировать внимание на самой важной 
информации. Текст минимизирован и сопровождается информативными 
изображениями. 
Дизайн сайта выполнен таким образом, чтобы не нагружать зрение 
пользователей, что в свою очередь улучшает восприятие и уменьшает 
нагрузку на зрение. Все текстовые объекты и изображения расположены со-
гласно нормативам и акцентируют внимание на самых главных своих частях. 
Текст и изображения были увеличены для повышения удобства при чтении и 
просмотре. Некоторые элементы, которые отвлекали на себя внимание были 
удалены или полностью удалены со страниц сайта. 
Также в соответствии с гостами были оформлены все презентационные 
материалы и методические указания, их структура была нормализована и 
структурирована, были добавлены цели, задачи и контрольные вопросы для 





2 ОПИСАНИЕ ЛАБОРАТОРНОГО ПРАКТИКУМА 
«АНАЛИЗ ДАННЫХ И МАШИННОЕ ОБУЧЕНИЕ» 
2.1 Педагогический адрес 
Лабораторные работы разработаны для студентов направления подго-
товки 09.03.02 Информационные системы и технологии профилизации «Ин-
формационные технологии в медиаиндустрии», 09.03.02 Прикладная эконо-
мика профилизации «Прикладная информатика в экономике» дисциплине 
«Интеллектуальные системы и технологии». 
Также данные лабораторные работы будут полезны для студентов, изу-
чающих подобные дисциплины, а также всех желающих освоить данную те-
му. 
2.2 Описание интерфейса программного продукта 
В качестве интерфейса программного продукта был выбран веб-сайт. 
Он был разработан на основе фреймворка Django версии 2.0 для Python. В 
качестве базы данных используется PostgreSQL 11, которая распространяется 
на бесплатной основе. Python является интерпретируемым языком програм-
мирования и в последние годы стал очень популярным. 
Все модели базы данных также создаются Django самостоятельно через 
«конектор». Необходимо лишь создать описание модели в файле «models.py» 
и произвести миграции.  
Одним из главных преимуществ Django это многофункциональная и 
гибкая «админ-панель» (рисунок 4). Она очень легко настраивается под нуж-
ды администратора и поддерживает подключение различных модулей. Также 




Рисунок 4 — Внешний вид «админ-панели» 
«Админ-панель» является инструментом для добавления лабораторных 
работ, проектных заданий и методического материала на страницы сайта (ри-
сунок 5). Также модуль «DjangoSummerNote» позволяет удобно редактиро-
вать содержание лабораторной работы: изменять шрифты, добавлять к нему 
декорации, прикреплять изображения и видеофайлы (рисунок 6). 
 
Рисунок 5 — Добавление лабораторных через «админ-панель» 
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Рисунок 6 — Модуль «DjangoSummerNote» 
При переходе на сайт пользователь попадает на страницу приветствия 
(рисунок 7). В дальнейшем на ней появится не только текстовое, но и видео 
приветствие с описанием. 
 
Рисунок 7 — Главная страница сайта 
Пользуясь меню сайта, пользователь может перейти на страницы с ла-
бораторными работами (рисунок 8), проектными заданиями (рисунок 9), раз-
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личными полезными ресурсами, ссылками на книги, статьями и другими по-
лезными источниками. 
 
Рисунок 8 — Страница со списком лабораторных работ 
 
Рисунок 9 — Страница со списком проектных заданий 
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На странице с лабораторной работой (рисунок 10) находится сама ла-
бораторная работа с целью, задачами, описанием хода работы и вопросами 
для самоконтроля. Также вначале каждой страницы есть видеоплеер, в кото-
ром можно посмотреть видеоурок с выполнением лабораторной работы с по-
дробными объяснениями. На странице со списками лабораторных и проект-
ных работ прикреплены файлы для выполнения лабораторных работ, а также 
документ с методическими указаниями по выполнению лабораторных работ, 
для тех, кто хочет работать офлайн. 
 
Рисунок 10 — Страница лабораторной работы 
В разделе «Учебники» (рисунок 11) пользователь может найти ссылки 
на различные учебники и методички по машинному обучению и анализу 
данных. 
 
Рисунок 11 — Раздел «Учебники» 
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Раздел «Полезные ссылки» (рисунок 12) содержит ссылки на различ-
ные онлайн курсы, форумы и статьи на тему машинного обучения. В некото-
рых случаях они имеют большое преимущество над учебниками в том плане, 
что объяснение там идет более «простым» языком, понятным тем, кто только 
начал изучать данную тематику. 
 
Рисунок 12 — Раздел «Полезные ссылки» 
После того, как у обучающихся возникли проблемы с настройкой сре-
ды разработки, был добавлен раздел «помощь в настройке». Он предназначен 
для того, чтобы помочь обучающимся выбрать редактор кода, установить и 
настроить интерпретатор языка Python и установить все необходимые для 
выполнения лабораторных работ библиотек. 
2.3 Описание структуры лабораторных работ и проектных заданий 
Так как лабораторные работы должны выполняться последовательно, 
то стрелочками был указан порядок выполнения (рисунок 13).  
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Рисунок 13 — Структура заданий и материалов 
В отличие от лабораторных работ, проектные задания выполняются по 
желанию и не имеют четкой последовательности. 
Помощь по настройке предназначена для того, чтобы помочь обучаю-
щимся настроить интерпретатор, выбрать себе подходящую среду разработ-
ки, а также поможет с установкой всех необходимых библиотек Python. 
2.4 Описание лабораторных работ 
2.4.1 Описание лабораторной работы «Основы языка Python» 
Цель: ознакомиться с основами языка Python, получить умения для вы-
полнения дальнейших лабораторных работ. 
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Задачи: 
• изучить типизацию данных; 
• научиться пользоваться циклами «for» и «while»; 
• рассмотреть «ветвление» в Python; 
• отработать задачи с использованием конструкции «try-except»; 
• разобрать функции и пространства имён. 
Данная лабораторная работа предназначена для ознакомления обуча-
ющихся с языком Python и помощи в выполнении лабораторных и проектных 
заданий. В ней обучающиеся поэтапно проходят все основные аспекта языка, 
такие как: 
1. Типизация данных. 





2.4.2 Описание лабораторной работы «Классификация данных» 
Цель: научиться работать с данными при помощи визуальных инстру-
ментов и разобрать азы классификации при помощи построения простейшего 
классификатора со статичными параметрами. 
Задачи: 
• научиться анализировать данные; 
• сформировать понятие математических срезов; 
• получить умения в работе с визуальными инструментами; 
• построить классификатор на основе данных полученных при 
анализе; 
• научиться калибровать нейросеть для получения более точных 
ответов. 
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Первая лабораторная работа, в которой начинается изучение принци-
пов машинного обучения. В ней обучающиеся будут учиться работать с гра-
фической информацией и производить анализ полученных данных и само-
стоятельно строить простейший классификатор. Данная работа поможет по-
нять простейшие понятия и принципы работы более сложных классификато-
ров. 
2.4.3 Описание лабораторной работы «Классификация методом "К-
ближайших соседей"» 
Цель: изучить метод простейший метод классификации данных  
«К-ближайших соседей» и научиться производить оценку данных с помощью 
визуальных инструментов Python. 
Задачи: 
• детально разобрать метод машинного обучения «К-ближайших со-
седей»; 
• научиться работать с информацией; 
• сформировать понятие математических срезов; 
• получить умения в работе с визуальными инструментами; 
• научиться калибровать нейросеть для получения более точных от-
ветов. 
В этой лабораторной работе будет рассматриваться метод машинного 
обучения «К-ближайших соседей», а также его положительные и отрица-
тельные стороны; рассмотрим библиотеку для визуализации данных и мате-
матического анализа «matplotlib»; будем производить калибровку нейронной 
сети для получения максимального процента правильных ответов, а также 
обсудим проблему переобучения в нейросетях. 
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2.4.4 Описание лабораторной работы «Основы работы с Pandas» 
Цель: научиться пользоваться библиотекой Pandas и её встроенными 
объектами для визуализации данных в датасетах. 
Задачи: 
• получить умения по использованию библиотеки Pandas; 
• сформировать понятия о DataFrame и Series; 
• научиться строить графики с помощью scatter matrix (матрица рас-
сеивания) и matplotlib. 
Pandas — это библиотека языка Python, которая позволяет создавать 
объекты, в которых данные хранятся в табличной форме. Это основной 
структурный объект необходимый для анализа и очистки данных перед их 
использованием в обучении модели. Это первая лабораторная работа, свя-
занная с Pandas. В ней обучающиеся разберут структуру и основные функции 
данной библиотеки. 
2.4.5 Описание лабораторной работы «Анализ данных с помощью 
Pandas» 
Цель: научиться пользоваться библиотекой Pandas и её встроенными 
объектами для анализа данных в датасетах. 
Задачи: 
• получить умения по использованию библиотеки Pandas; 
• научиться анализировать и обрабатывать данные с помощью 
Pandas; 
• закрепить умения визуализации в Pandas. 
В продолжении к лабораторной работе № 4 обучающиеся переходят к 
анализу данных с помощью библиотеки Pandas. В данной работе обучающи-
еся научатся делать срезы, группировки, индексацию данных по разным па-
раметрам, а также строить графики по созданным срезам. Знания и умения 
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полученные в ходе выполнения работы помогут понять, некоторые механиз-
мы машинного обучения. 
2.4.6 Описание лабораторной работы «Линейная регрессия» 
Цель: понять и научиться применять метод линейной регрессии в ма-
шинном обучении. 
Задачи: 
• изучить модель линейного регрессора; 
• произвести обучение модели; 
• рассмотреть особенности данного метода машинного обучения; 
• произвести предсказание на основе созданной модели. 
Линейная регрессия является одним из самых универсальных методов 
машинного обучения, т.к. может принимать на вход данные различных типов 
и структур. Также данная модель достаточно устойчива к переобучению и 
имеет большую скорость обработки данных. В этой лабораторной будут рас-
сматриваться все нюансы и принципы работы этого метода классификации. 
2.4.7 Описание лабораторной работы «Деревья решений» 
Цель: познакомить обучающихся с методом машинного обучения, по-
строенном на деревьях решений, а также научить строить сами деревья. 
Задачи: 
• рассмотреть понятие дерева решений; 
• рассмотреть варианты применения данной классификации; 
• обучить модель на основе классов; 
• отобразить дополнительный класс на модели и посмотреть 
результат; 
• рассмотреть плюсы и минусы данной модели. 
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Одним из самых простых для понимания является классификатор 
«Древо решений». Эта модель строит «дерево» классов, у каждого из кото-
рых есть свои параметры. Попадающие под эти параметры данные причис-
ляются к тому или иному классу. Модель очень чувствительна к переобуче-
нию и данным, которые получает на вход. Лабораторная работа поможет нам 
разобраться во всех тонкостях данного метода и покажет все его нюансы. 
2.4.8 Описание лабораторной работы «Метод случайного леса» 
Цель: сформировать понятие случайного леса, а также научить обуча-
ющихся использовать данную модель для решения задач. 
Задачи: 
• рассмотреть понятие случайного леса; 
• рассмотреть пример кода для решения простых задач; 
• научить подбирать параметры модели для улучшения качества про-
гнозов модели. 
Случайный лес является модифицированным вариантом «Древа реше-
ний» и не имеет всех его отрицательных особенной, например, он не чув-
ствителен к переобучению. В лабораторной работе будет рассмотрено строе-
ние данного метода классификации и поговорим об его устройстве.  
2.4.9 Описание лабораторной работы «Работа с OpenCV» 
Цель: научить обучающихся основам работы с машинным зрением и 
показать основные алгоритмы работы с ним. 
Задачи: 
• разобрать импорт и просмотр изображения; 
• разобрать кадрирование; 
• научиться изменять размер изображения; 
• научиться переворачивать изображение; 
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• рассмотреть способ преобразование изображения в черно-белое; 
• научиться работать со сглаживанием и размытием; 
• изучить метод распознавания лиц. 
В последние годы машинное зрение получило большую огласку и 
вызвало интерес со стороны не только ученых, но и различных инженеров и 
разработчиков «интеллектуальных» приложений. В лабораторной работе 
обучающиеся рассмотрят вариант библиотеки OpenCV, написанной на языке 
«С++» для Python, опробуем некоторый её функционал и протестируем 
классификатор для распознавания лиц. 
2.5 Описание проектных заданий 
2.5.1 Описание задания «Машинное зрение и распознавание лиц в 
реальном времени» 
Цель: сформировать умения по использованию библиотеки OpenCV 
самостоятельному поиску информации, связанной с решением поставленной 
задачи. 
Задачи: 
• закрепить умения работы с машинным зрением; 
• сформировать умение поиска информации; 
• сформировать умения по разработке полноценного приложения; 
• научиться отрабатывать ошибки при разработке приложения. 
Самостоятельная работа неотъемлемая задача каждого обучающегося и 
именно поэтому обучающимся предоставляется возможность самим разви-
ваться в данной области. Проектное задание «Машинное зрение и распозна-
вание лиц в реальном времени» позволит обучающимся больше углубиться в 
изучение библиотеки OpenCV, а также научит их использовать официальную 
документацию к программным продуктам. 
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2.5.2 Описание задания «Оптимизация и переобучение на примере 
метода "К-соседей"» 
Цель: сформировать у обучающихся понятие о переобучении и научить 
оптимизации модели машинного обучения. 
Задачи: 
• закрепить умения по использованию метода «К-соседей»; 
• сформировать понятие переобучения; 
• научиться оптимизировать модель; 
Любая модель обучения имеет свои особенности и черты, но есть вещь, 
которая объединяет их — это переобучение. В данной работе обучающиеся 
будут тестировать свою модель на устойчивость и рассматривать на графи-
ках последствия переобучения, пытаться избегать подобных эффектов и пра-
вильно настраивать свою модель. 
2.5.3 Описание задания «Анализ данных, визуализация и 
классификация» 
Цель: научиться использовать различные методы классификации и ви-
зуализировать данные разными средствами. 
Задачи: 
• научиться использовать различные методы классификации; 
• научиться работать с имеющимися данными; 
• закрепить умения по использованию инструментов визуализации. 
Работа с данными — это один из самых сложных этапов машинного 
обучения и данная работа поможет обучающимся еще глубже погрузиться в 
неё. Обучающиеся должны рассмотреть, как будут вести себя различные мо-
дели машинного обучения при работе с различными наборами данных. Так 
как все модели по-разному работают с разными типами данных, а некоторые 
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и вовсе поддерживают только определенные типы данных, то и результат 
может очень сильно отличаться. 
2.6 Видеосопровождение лабораторных работ 
Так как видеолекции являются одним из самых эффективных нагляд-
ных методов обучения, было решено записать видеоурок к каждой лабора-
торной работе. 
Каждый видеоурок прикрепляется к лабораторной работе и отобража-
ется на ее странице в разработанном интерфейсе в виде онлайн видеоплеера 
(рисунок 14). 
 
Рисунок 14 — Видеоплеер 
В каждом видеоуроке даётся краткое изложение теоретического мате-
риала. Далее на примере написанного кода объясняется принцип работы раз-
личных методов машинного обучения. 
Лабораторные работы и видеоуроки по темам «Основы работы с 
Pandas» и «Анализ данных с помощью Pandas» направлены на изучение биб-
лиотеки Pandas. В видеоуроке подробно объясняется применение библиотеки 
и её элементов в машинном обучении, а также приведены примеры работы с 
данными элементами. 
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Самый первый видеоурок посвящён ознакомлению с языком програм-
мирования Python и в нём рассказывается о различных особенностях и воз-
можностях этого языка программирования, рассматриваются основные 
структурные компоненты, типизация данных, циклы, ветвления, исключения, 
математические функции с разными типами данных и преобразование типов 
данных. 
Одним из самых важных является видеоурок к лабораторной работе 
«Работа с OpenCV». Данная лабораторная работа является одной из самых 
сложных в курсе и может вызвать у обучающихся затруднения при её выпол-
нении. Наличие видеоурока облегчает выполнение задачи для обучающегося, 
а также поможет улучшить усвоение как теоретического, так и практического 
материала лабораторной работы. 
2.7 Презентационное сопровождение лабораторных работ 
Машинное обучение является сложной для понимания темой именно 
на уровне алгоритмов работы методов машинного обучения. Чтобы помочь 
обучающимся разобраться в алгоритмах машинного обучения были разрабо-
таны следующие презентационные материалы: 
1. Метод «К-ближайших соседей». 
2. Метод «Линейной регрессии». 
3. Метод «Древа решений». 
4. Метод «Случайного леса». 
Каждый презентационный материал направлен на углубленное изуче-
ние каждого отдельно взятого алгоритма машинного обучения и позволяет 
лучше понять принцип его работы, так как понимание принципа позволяет 
более рационально и осознано применять каждый из алгоритмов. 
Описание презентации на тему «Метод "К-ближайших соседей"» 
Презентационный материал (рисунок 15) по теме «Линейной регрес-
сии» был подобран и скомпонован таким образом, чтобы объяснить материал 
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тем обучающимся, которые еще не были знакомы с машинным обучением и 
имеют слабое представление о том, что же это такое. 
 
Рисунок 15 — Презентационный материал по теме «Метод "К-ближайших соседей"» 
В подобранном материале даются простые определения и понятные 
примеры, а также некоторая часть информации о строении алгоритмов дан-
ного метода машинного обучения. 
Описание презентации на тему «Метод "Линейной регрессии"» 
Линейная регрессия является одним из сложных для понимания мето-
дов машинного обучения, так как имеет достаточно сложные алгоритмы ра-
боты. Материал (рисунок 16) для презентации подобран таким образом, что-
бы очень доступно объяснить сложные вещи обучающимся. 
 
Рисунок 16 — Презентационный материал по теме «Метод "Линейной регрессии"» 
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Несмотря на то, что данный метод очень тяжелый для понимания, он 
очень прост в использовании и позволяет получать достаточно хорошие 
предсказания.  
Описание презентации на тему «Метод "Древа решений"» 
Среди методов машинного обучения «Древо решений» является одним 
из самых наглядных и простых для понимания. В презентации данный метод 
объясняется на примере классической задачи (рисунок 17) из теории вероят-
ности. Подробно описывается алгоритмический ход работы метода машин-
ного обучения с приложением математических расчётов и графиков. 
 
Рисунок 17 — Пример работы древа решений (часть 1) 
После окончания всех расчетов предоставляется конечный граф (рису-
нок 18), на примере которого можно легко понять причины решений модели. 
Данный метод машинного обучения является одним из самых простых для 
интерпретации и позволяет отслеживать причины принятия каждого решения 
и уступает в этом плане только методу «Случайного леса». 
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Рисунок 18 — Пример работы древа решений (часть 2) 
Но несмотря на все плюсы данного метода он очень неустойчив к пере-
обучению и при плохой обучающей выборке будет выдавать очень плохие 
результаты предсказаний. По этой причине он используется только в доста-
точно простых задачах классификации. 
Описание презентации на тему «Метод "Случайного леса"» 
Метод «Случайного леса» является самым популярным методом ма-
шинного обучения для решения большинства классических задач регрессии, 
классификации и предсказания. По отдельным данным, данный метод ис-
пользуется в 70 % решаемых задач. Он устойчив к переобучению и позволяет 
очень быстро решать сложные задачи с точностью предсказаний приближен-
ными к 95 % и более правильных ответов. 
В материале (рисунок 19) для данной презентации рассказывает о са-
мом «Случайном лесе», его математическом устройстве и о всех возможных 




Рисунок 19 — Презентационный материал по теме «Случайный лес» 
Для каждого параметра настройки выделены отдельные слайды с опи-
санием самого параметра, возможных его значений и наглядными представ-
лениями того, как он влияет на процесс классификации или регрессии. 
2.8 Апробация лабораторного практикума 
Для улучшения качества разрабатываемого лабораторного практикума 
была проведена апробация на обучающихся групп ИТм-304 и ИЭ-303п. 
Апробация показала, что некоторые лабораторные работы нуждаются в до-
полнительном методическом обеспечении, которое поможет обучающимся 
лучше понять изучаемые методы машинного обучения и алгоритмы их рабо-
ты, что повысит качество получаемых знаний и умений. 
При личном консультировании было выявлено, что обучающиеся ис-
пытывают сложности при настройке среды программирования и подключе-
ния к ней всех необходимых библиотек языка Python. Для решения данной 
проблемы была разработана инструкция, в которой подробно объясняется за-
грузка и установка интерпретатора Python, выбор редактора кода и процесс 
установки всех необходимых библиотек языка Python. Далее данная ин-
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струкция была внедрена в интерфейс практикума. Также были добавлены ин-
струкции на случай ошибки «недостаточно прав доступа», что также вызыва-
ло много проблем и затруднений у обучающихся, несмотря на то, что про-
блема решалась достаточно просто. 
В процессе апробации материала было замечено, что у обучающихся 
третьего курса имеются проблемы с высшей математикой, математической 
статистикой и анализом, а также имелись проблемы с простейшими азами ал-
горитмизации. Чтобы компенсировать данные пробелы при объяснении ма-
териала было принято решение разработать презентационный материал, в ко-
тором сложные моменты объясняются на простейших примерах. 
После выполнения обучающимися первой лабораторной работы было 
замечено, что из-за недостатка информации и объяснений, некоторые из них 
испытывали сильные затруднения. На основе полученных данных лабора-
торная работа была переработана почти полностью, была добавлена справоч-
ная информация и разъяснения, дополнены сами указания. 
Начиная со второй лабораторной работы у обучающихся возникало 
больше проблем не с выполнением задания, а с пониманием происходящего 
на экране, поэтому было решено к каждой лабораторной работе сделать ви-
деоурок, в котором объясняется не только выполнение лабораторной, но и 
процессы и связи между процессами работы алгоритмов. 
Не считая метод машинного зрения, в лабораторном практикуме изуча-
ется четыре метода машинного обучения: 
1. «К-ближайших соседей». 
2. «Линейной регрессии». 
3. «Древо решений». 
4. «Случайный лес». 
Для каждого из методов машинного обучения была разработана пре-
зентация с целью развёрнутого разъяснения его принципов и алгоритма ра-
боты. Каждая презентация содержит простые примеры для максимального 
достижения принципа доступности материала. 
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В процессе переработки работ была выявлена проблема в правильности 
очерёдности изучаемого материала из-за чего было принято решение изме-
нить структуру лабораторного практикума. Очерёдность лабораторных работ 
была изменена в угоду оптимизации процесса обучения. 
Также во время апробации было замечено, что некоторые из обучаю-
щихся не понимали принципов работы функций и структур библиотеки 
«Pandas», поэтому было решено разбить данную работу на две части и до-
полнить их методическим материалом, а в видеоуроках были даны дополни-
тельные разъяснения по работе данной библиотеки. 
Больше всего трудностей у обучающихся возникло с последней лабо-
раторной работой под названием «Работа с OpenCV». Данная лабораторная 
работа является одной из самых сложных частей, связанных с изучением ис-
кусственного интеллекта, и знакомит обучающихся с машинным зрением. 
Чтобы помочь обучающимся в изучении и понимании материала видеоурок 
по данной теме был переработан и дополнен краткими справочными встав-
ками, а также было более детально рассмотрено последнее задание по распо-
знаванию лиц на изображениях. 
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ЗАКЛЮЧЕНИЕ 
Машинное обучение и нейросети стали новой отраслью науки, техно-
логий и бизнеса. Они позволяют решать самые разнообразные задачи, будь 
то распознавание лиц и поиск людей, медицинский анализ, анализ рынка 
продаж, предсказание катастроф или подбор музыки, которая вам может по-
нравиться. Машинное обучение — это не обучение в общепринятом понима-
нии. Даже глубокое обучение не позволяет машине стать по-настоящему ин-
теллектуальной. Её решения складываются исключительно из ранее изучен-
ных ситуаций и не могут порождать другие нестандартные или нелогичные 
на первый взгляд решения или ответы, как это может делать человек. Ведь 
человек может выстраивать свои логические цепочки основываясь не только 
на полученном ранее опыте, но и на основе своих догадок и предчувствий, а 
также на основе неявных связей между вещами и явлениями. В последнее 
время потребность в таком мышлении сильно возросла и машинное обучении 
стало применяться повсеместно и находит все новые и новые сферы приме-
нения. Если раньше оно применялось только в IT-сфере и алгоритмизации, то 
сейчас машинное обучение начинает просачиваться во все сферы деятельно-
сти и всё более ориентируется на потребителей. 
Большая потребность в сфере разработки нейросетевых технологий по-
родило большое количество различных форумов, книг, журналов и онлайн 
курсов, связанных с изучением данной тематики. Именно данный скачок ин-
тереса позволил развиться этой технологии в краткие сроки и вызвать инте-
рес у людей со всего мира. У большинства материалов, связанных с искус-
ственным интеллектом, есть проблема с доступностью излагаемой информа-
ции, они написаны сложным техническим языком и это вызывает у обучаю-
щихся трудности с усвоением материала. Переработка материала является 
первоочередной задачей при создании любого курса по изучению искус-
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ственного интеллекта. Так как доступность этого материала напрямую по-
влияет на качество знаний и умений, полученных обучающимися. 
Именно по этим причинам данная тема очень актуальна в наше время. 
Также данная тема оказалась очень интересной, потому что, «искусственный 
интеллект» вызвал много интереса как со стороны простых людей, так со 
стороны учёных и бизнесменов. Машинное обучение уже проникло в такие 
сферы деятельности как: 




5. Диагностика техники. 
6. Биоинформатика. 
В ходе выполнения дипломной работы были проанализированы: 
1. Интернет-ресурсы, содержащие самую актуальную информацию, 
связанную с исследуемой темой. 
2. Государственные образовательные стандарты. 
3. Онлайн курсы по машинному обучению и компьютерному зрению. 
4. Рабочие программы дисциплины «Интеллектуальные системы и 
технологии». 
Задачи выполненные в ходе разработки выпускной квалификационной 
работы: 
1. Проанализирована литература, связанная с машинным обучением, 
компьютерным зрением и анализом данных. 
2. Разработан интерфейс приложения, необходимый для размещения 
лабораторного практикума и методических материалов в сети Интернет. 
3. Разработан лабораторный практикум. 
4. Разработаны видеоуроки и сопровождающий презентационный ма-
териал. 
Таким образом, все поставленные задачи были выполнены, а цель до-
стигнута. 
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