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Microparticles ranging from sub-microns to millimeter in size are a common form of mat-
ter in magnetic fusion environment, and they are highly mobile due to their small mass.
Different forces in addition to gravity can affect their motion both inside and outside the
plasmas. Several recent advances open up new diagnostic possibilities to characterize the
particle motion and their forces: high-speed imaging camera technology, microparticle injec-
tion techniques developed for fusion, and image processing software. Extending our earlier
work on high-temperature 4D microparticle tracking using exploding wires1, we report lat-
est results on time-resolved microparticle acceleration measurement. New particle tracking
algorithm is found to be effective in particle tracking even when there are a large number of
particles close to each other. Epipolar constraint is used for track-pairing from two-camera
views. Error field based on epi-geometry model is characterized based on a large set of 2D
track data and 3D track reconstructions. Accelerations based on individual reconstructed
3D tracks are obtained. Force sensitivity on the order of ten gravitational acceleration has
achieved. High-speed imaging is a useful diagnostic tool for microparticle physics, computer
model validation and mass injection technology development for magnetic fusion.
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I. INTRODUCTION
Production of microparticles or dust of different sizes
is not avoidable in burning plasmas like ITER2,3. Due
to their high mobility, one of the main concerns is that
the microparticles could migrate inside the closed mag-
netic flux surfaces and contaminate the plasma core. For
low-Z atoms like hydrogen to carbon, the undesired effect
is fuel density dilution. For high-Z atoms like tungsten,
radiative cooling could be detrimental4. In ITER-like
plasmas, beryllium as an impurity cannot exceed 15 mg
in the plasma core. Tungsten as an impurity cannot ex-
ceed 0.6 mg in the core. The dynamics of microparti-
cles can be complex due to the interplay of many forces
associated with plasma flow, edge pressure and density
gradient, edge turbulence, magnetic field strength, heat-
ing and ablation. Gravity in comparison was shown to
be relatively small in fusion-edge-like plasma conditions5.
Additional concerns with the microparticles include the
spread of tritium and neutron-activated radioactive ma-
terials throughout the vacuum chamber, exacerbating the
tritium retention and removal problems. Experimental
techniques such as high-speed imaging sometimes is the
only experimental option to examine the microparticle
dynamics. Furthermore, imaging of high-temperature
particles or dust can contribute to the understanding of
plasma-dust interactions and plasma-surface interactions
and development of first wall materials6.
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Several recent advances open up new diagnostic pos-
sibilities to characterize the particle motion and their
forces: high-speed imaging camera technology, micropar-
ticle injection techniques developed for fusion, and image
processing software. About 10 years ago5, commercial
fast cameras can only take a few frames of images at a
rate above 106 frames per second (‘mega-frame cameras’)
and with a relatively limited field of view. In compari-
son, mega-frame cameras can now capture movies con-
tinueously for seconds at a time1. A growing number of
mass injection techniques are used in magnetic fusion7,
allowing controlled mass injection and therefore quanti-
tative analysis of microparticle dynamics. Additionally,
the broad uses of imaging techniques, including applica-
tions in machine vision, have led to rather sophisticated
tool kits that are availability for three-dimensional (3D)
particle tracking from multiple camera views8,9.
In 2016, an exploding-wire apparatus was built to
generate high-temperature molten metallic microparti-
cles, emulating the microparticles anticipated near the
plasma-facing surfaces in magnetic fusion1. The mo-
tion of these microparticles was then recorded by two
fast cameras in-sync. We showed that time-resolved
3D motion, or ‘four-dimensional’ (4D) tracking of high-
temperature microparticles was feasible. These cameras
took images at a frame rate of 105 Hz, i.e., the inter-
frame time of 10−5 sec and an exposure time of a few
µs. Metallic microparticles with sizes ranging from 10
to 50 µm were generated along the wire after an initial
high-voltage (up to 2 keV) high-current (estimated to be
a few kA) pulse. High-temperature molten microparti-
cles were created within 10 to 20 µs based on particle in-
candescence and camera images. Two algorithms showed
similar results for 4D reconstruction of microparticle mo-
tion without statistical analysis. However, it showed the
difficulty of successfully pairing a large number of tracks
in the left and right cameras.
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2In this work, the combination of 2D track identifica-
tion using nearest velocity with track pairing using both
epipolar constraint and temporal brightness are used in
the analysis of a large number of tracks. It requires addi-
tional process to interpret 3D image data from two fast
cameras in-sync. This method provides a robust syn-
thetic diagnostics for understanding of plasma-dust in-
teractions. This algorithm is shown to be effective in par-
ticle track identification; here we considered six data sets
using the same calibration (Shot118, Shot119, Shot120,
Shot216, Shot229, and Shot232). First we will summa-
rize the calibration procedure by considering thousands
of matched position data pairs together in Section II.
Then we will describe the new algorithm of the 3D track-
ing using new constraints in Section III. In the end, we
will present the result of the force analysis on these 3D
tracks in Section IV. Theoretical models based on the
force analysis will be presented elsewhere.
II. ERROR FIELD ANALYSIS
When using a single camera and conventional optics
for imaging, information such as the depth of the object
is lost. When using more than one cameras, similar to
human beings’ two eyes, we can derive the depth infor-
mation and reconstruct the three-dimensional (3D) co-
ordinates of objects. This is so-called triangulation in
computer vision. Figure 1 of Ref.1 showed a schematic
of a so-called epipolar geometry using two cameras. A
point M in 3D is projected to two points ml = (ul, vl)
and mr = (ur, vr). ml is in the image plane L of the left
camera, and mr the image plane R of the right camera,
respectively. Cl is the optical center of the left camera
while Cr is the optical center of the right camera. The
triangle MClCr forms a epipolar plane. All points on the
line MCl in 3D are projected to ml in the image plane
L. However, the points on the line MCl are projected to
different points in the image plane R. Only one point mr
corresponds to the 3D point M . This is called epipolar
constraint. The two points, ml and mr, can be correlated
through the epipolar constraint as
m˜Tr Fm˜l = 0, (1)
where F is the fundamental matrix8,9, m˜l = (ul, vl, 1)
T
and m˜r = (ur, vr, 1)
T . Given 8 corresponding or more
point pairs in the image of the left and right cameras, the
fundamental matrix can be computed by solving a set of
linear equations, so-called eight point algorithm10. For a
point in the image of the right camera, the corresponding
epipolar line in the image of the left camera is equal to
Fm˜e where m˜e = (x, y, 1)
T and (x, y) are coordinates in
the image of the left camera, and vice versa for the data
points in the image of the left camera.
Figure 1 shows the calibration using 10 pairs of
matched points in the image of the left and right cam-
eras, which were identified in the study of Ref.1, and the
corresponding epipolar lines from their pair points in the
image of the other camera. These point pairs are manu-
ally identified by locating similar points of the objects in
two cameras such as electrodes. We want to understand if
we can calibrate without a calibration board in a plasma
environment. Using the same fundamental matrix, we
can search for possible matched pairs in the matched im-
ages of the left and right cameras. In principle, a pair of
points need to satisfy the epipolar constraint. However,
due to the image noise, limited spatial resolution, and
other factors, the calibration is not perfect and a point
may not fall on its corresponding epipolar line exactly. If
so, the minimum distance from the point to its epipolar
line, called “epipolar distance”, may be calculated. To
match a point in one view with many possible points in
the other view, the data points with the smallest epipo-
lar distance are possible pairing candidates. The same
procedure has also been applied for data points in the
reversed direction. Figure 1 shows the result using cali-
bration of roughly 1000 pairs found in data.
For each point, the vector from this point to the closest
epipolar line is defined as “error field”. Figure 2 shows
the distributions of the error field of these 1000 pairs.
The error field is found to have a mean deviation along
the x-axis (∆x) within 0.01 pixels and along the y-axis
(∆y) within 0.5 pixels. The mean uncertainty is larger
along the y-axis. Figure 3 shows the deviation at differ-
ent positions of points in the image. It is quite uniform
for ∆y but widely distributed for ∆x around the cen-
tral region of the x-axis and the top region of the y-axis.
The error needs to be considered for the 3D trajectory
reconstructions.
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FIG. 1. Top)Calibration using 10 points. The left image is
taken from the left camera and the right image is taken from
the right camera. Middle)Calibration of roughly 1000 pairs.
Only 10% of particles are shown here. Bottom)Error field
population. Only 10% of particles are shown here.
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FIG. 2. Error field population. The deviation on the x-axis
is about within 0.01 pixel and on the y-axis is about within
0.5 pixel.
III. 3D TRACK RECONSTRUCTION
TrackPy11, an open-source python package, is used to
identify 2D tracks from the movies by each camera. The
NearestVelocityPredict function in the package is ap-
plied to link points in different frames. This function
can estimate the velocity of the point in the current time
frame and link it to the point with the closest velocity in
the next time frame. We also reversed the raw movie se-
quences in the analysis so that the program can identify
tracks starting from less crowded frames. However, some
tracks are too short because of failure of linking. Some
tracks are split because of noise or overlapping of tracks
in the image. We applied two cuts to remove nonphysical
tracks and saved tracks spanning more than 200 frames
and of the maximum length larger than 20 pixels. Fig-
ure 4 shows that the majority of the tracks of Shot232 can
be identified by TrackPy after the cuts where the color of
tracks means the brightness identified by TrackPy. The
similarity between the image of tracks and superimposi-
tion shows TrackPy is reliable for tracking in 2D.
After finding the 2D tracks in each camera image, tem-
poral evolution of track brightness and minimizing the
epipolar distance can efficiently identify a large number
of track pairs. Temporal evolution of track brightness
can be used for track pairing from two views1. Together
with the epipolar distance defined in Sec. II, we can ef-
ficiently identify a large number of track pairs. Figure 5
shows one example of successful track pairing. The fig-
ures on the right show the tracks in the image of the
left and right cameras, respectively. The left top figure
shows the brightness evolution of the two tracks, which
show similar temporal behaviors. The left bottom figure
shows the epipolar distance calculating from the point
pair of two tracks in corresponding frames. As described
in Sec. II, the epipolar distance is not always zero be-
cause of image noise or poor spatial resolution as well as
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FIG. 3. Error field vs position. The deviation ∆x is widely
distributed around the central region of the x-axis and the
top region of the y-axis. The deviation ∆y is quite uniformly
distributed along the x-axis and y-axis.
the spatial calibration and the particle center calculation.
Here the epipolar distance of the paired track pair is no
more than 2 pixels. A good pair must have small epipo-
lar distances. A computer program is used to calculate
epipolar distances for random track pairs from the left
and right cameras. The results led to reduced number
of possible pairing based on similar brightness evolution
and small epipolar distances. Final pairings were selected
manually here but they could be automated later. The
analysis code is stored in Ref.12.
Following the track-pairing from the two views, trian-
gulation is used to reconstruct 3D tracks1. Figure 6 sum-
marizes all reconstructed 3D tracks in this work. Tracks
convergence near the center is consistent with the wire
location before the explosion. Particle motion along each
track can be analyzed using various models.
4FIG. 4. Top two images are total tracks of Shot232 identified
by TrackPy. Bottom two images are time-integrated images
by superimposing the whole movie sequences. The similarity
between the top and bottom images shows that TrackPy can
identify most of tracks. Left (right) images correspond to the
left (right) camera.
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FIG. 5. One example of track pairing in Shot232. The red
track is the one in the left camera and the yellow track is the
one in the right camera. It shows their similar brightness and
close epipolar distance. The structure of the epipolar distance
seems to be related to the spatial resolution and calibration
error.
IV. PRELIMINARY FORCE ANALYSIS
We may use a parabolic function of time (T ) to fit the
coordinates of different particle trajectories,
f(T ) = P0 + V T +A/2T
2 (2)
where P0 is the initial position at T = 0, V is the ini-
tial velocity and A is the acceleration displayed as vector
quantities. Figure 7 compares the 3D reconstruction of
the track in Fig. 5 with a parabolic curve fitting along
each axis. As shown in the figure, the track has steps
FIG. 6. All reconstructed 3D tracks which are exploding from
the central region to outside.
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FIG. 7. One example of 3D fitting in Shot232. The fitting
parameters are X(T ) = 0.0123−0.8924T+10.3828T 2, Y (T ) =
0.0065− 2.7988T + 9.1978T 2 and Z(T ) = 0.6440− 1.0617T +
8.7934T 2.
along each axis because of finite pixel size. This pixel
size causes poor spatial resolution or smearing due to
finite exposure time. However, we can fit tracks using
parabolic curve to derive velocity and acceleration infor-
mation. Figure 8 shows the population of parameters of
all data. Initial offsets of the x-axis and y-axis are cen-
tered around the origin while the offset of the z-axis is
around 0.63 m.
If we ignore the ‘outliers’ in the fitted acceleration,
i.e., the fitting uncertainty of the acceleration from the
main population being larger than 2, Figure 9 shows the
remaining distributions of acceleration and velocity. It
is found that the acceleration is proportional to the ve-
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FIG. 8. Fitting parameters from top to bottom)x-axis, y-axis
and z-axis; from left to right) P0, V and A/2. It shows the
initial position of most tracks is around x ∼ 0, y ∼ 0 and
z ∼ 0.63.
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FIG. 9. Top) Acceleration vs. velocity. Bottom) Acceleration
direction vs. velocity direction. It implies the acceleration is
proportional to velocity. Different slopes may be caused by
different particle size in different shots.
locity. The most probable acceleration is less than 100
m/sec2, or ∼ 10 g with g being the gravitational acceler-
ation. The preliminary result suggests the acceleration is
proportional to the velocity, implying the existence of vis-
cosity. We do not expect any electromagnetic forces for
the experiment for several reasons: no charge expected;
no significant electric or magnetic field exist in the exper-
iment. That leaves the viscous force due to the ambient
air as the best force candidate other than gravity. Addi-
tional work will be pursued in the future.
V. CONCLUSION
As a part of high-speed imaging tracking diagnos-
tics for high-temperature microparticles, we have imple-
mented a new particle tracking algorithm and demon-
strated particle tracking using two fast cameras in-sync.
This synthetic diagnostics with two fast cameras in-sync
provides a robust method for detecting dust effects in
plasmas. Force analysis indicates that the acceleration
on the order of 10 g can be measured. Viscous force may
be important in addition to gravity in particle motion for
these experiments, which were performed in the ambient
air environment. The method will be used in plasma ex-
periments to study plasma-particle interactions and other
magnetic fusion scenarios.
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