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Abstract 
 
The ocean and acoustic modeling community has specifically asked for roughness from 
bathymetry.  An effort has been undertaken to provide what can be thought of as the high 
frequency content of bathymetry.  By contrast, the low frequency content of bathymetry is the set 
of contours.  The two-dimensional amplitude spectrum calculated with the nonequispaced fast 
Fourier transform (Kunis, 2006) is exploited as the statistic to provide several parameters of 
roughness following the method of Fox (1996).  When an area is uniformly rough, it is termed 
isotropically rough.  When an area exhibits lineation effects (like in a trough or a ridge line in the 
bathymetry), the term anisotropically rough is used.  A predominant spatial azimuth of lineation 
summarizes anisotropic roughness.  The power law model fit produces a roll-off parameter that 
also provides insight into the roughness of the area.  These four parameters give rise to several 
derived parameters. 
 
Algorithmic accomplishments include reviving Fox’s method (1985, 1996) and 
improving the method with the possibly geophysically more appropriate nonequispaced fast 
Fourier transform.  A new composite parameter, simply the overall integral length of the 
nonlinear parameterizing function, is used to make within-dataset comparisons. 
 
A synthetic dataset and six multibeam datasets covering practically all depth regimes 
have been analyzed with the tools that have been developed. 
 
Data specific contributions include possibly discovering an aspect ratio isotropic cutoff 
level (less than 1.2), showing a range of spectral fall-off values between about -0.5 for a sandy- 
bottomed Gulf of Mexico area, to about -1.8 for a coral reef area just outside of the Saipan 
harbor.  We also rank the targeted type of dataset, the best resolution gridded datasets, from 
smoothest to roughest using a factor based on the kernel dimensions, a percentage from the 
windowing operation, all multiplied by the overall integration length. 
 
 
 
Keywords:  roughness, bathymetry, spectrum, nonequispaced fast Fourier transform.
 1 
1. Introduction 
 
This chapter discusses five topics:  motivation for this dissertation; various meanings and 
implications of the term “roughness”, including its application to bathymetry; a preview of the 
nonequispaced discrete Fourier transform to prepare for the development of the nonequispaced 
fast Fourier transform (NFFT, Keiner 2009) in the methodology chapter; an outline of the 
remaining chapters; a summary of contributions by this dissertation. 
 
1.1.  Motivation 
 
Several colleagues in the acoustic and ocean modeling community (Kelly, 2011, Rowley, 
2012, Bub, 2013, Rowley, 2013, and Martin, 2013) have expressed a desire to obtain a 
bathymetric roughness estimate as a companion output from the Digital Bathymetric DataBase - 
Variable (DBDB-V 2014) extraction of bathymetry.  Two models targeted for use of the 
roughness estimated from bathymetry proposed here are the U.S. Navy Coastal and Ocean 
Model (Martin 2000) and Navy Standard Parabolic Equation (Collins, 1989, Zingarelli, 2003) 
from ocean and acoustic modeling, respectively.  This work will probably be most directly useful 
on scales of interest to the ocean modeling community due to the relatively large gridsizes 
available in products like DBDB-V. Depending on the resolution of the bathymetric grids 
available, these efforts might not provide microtopographic (measurement resolutions at the 
scales of the material:  sand, gravel, rocks) roughness (Briggs, 2005) necessary for some 
frequencies of interest to the acoustic modeling community.  There may be, however, instances 
of hydrographic surveys with excellent spatial resolution that while not necessarily providing 
large areas of coverage could serve to present some samples of roughness useful to acoustic 
modelers interested in using bathymetric roughness to enhance a bottom reverberation estimate.   
 
The following sections describe roughness from some available literature.  They will 
provide examples from bathymetric and non-bathymetric applications.  Also, some useful 
spectral estimation terminology is presented.  
 
1.2. Roughness terminology 
 
The terminology of roughness is explored in this section from many perspectives.  The 
perspectives come from different disciplines starting with very simple statistics, moving towards 
Fourier methods for roughness.  The sampling can be from a profiling sense or from all residuals 
in an area, as we shall see. 
 
A brief description of multibeam sonar principles is presented.  An important rule of 
thumb is developed that usually drives the size chosen for gridding.  Finally, an approach related 
to surveying and spectra that looks for areas that are similar enough to indicate approximately 
stationary geophysical fields (termed homogeneous provinces) is highlighted. 
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1.2.1. A discussion of surface roughness terminology 
 
The remainder of the introduction will present some terminology, delve into other fields 
where roughness measures are important, touch on some ideas of scaling and fractals, and 
discuss some bathymetric roughness issues.  An outline of the content of this dissertation is 
presented.  The chapter concludes with a list of contributions from this work.  The main purpose 
of the presentation of the techniques in what follows is to show how quickly various disciplines 
producing roughness lead to the spectra. 
 
We all have an intuitive, axiomatic, understanding of what roughness is.  When you pass 
your hand over a surface, you can feel whether or not it is rough.  This is precisely what is done 
in machine shop settings.  In fact, many vendors offer physical surface roughness comparator 
sets, like the GAR S-22 machining microfinish comparator, which costs $74, plus shipping  
(GarElectroforming.com, 2014).   
 
In what follows, careful consideration is given to the scale-limited portion of whatever 
sampling of the surface is done.  Your hand acts as a natural filter only sensing the surface 
variability.  Roughness and perhaps texture, is being considered here to include the short 
wavelength, high frequency component of the measurements.  Care must be taken to limit 
calculations properly with filtration. 
 
Roughness, or surface roughness, particularly in industrial machining and 
micromachining, is often calculated along a profile sampling the elevations or heights in one 
dimension over a certain length (see Kosher, 2003, for the following three).  The most common 
statistic for the profile roughness parameter is the arithmetic absolute mean roughness defined as 
 
𝟏
𝒏
∑ |𝒚𝒊|
𝒏
𝒊=𝟏 . 
 
Note that for a 2D profile of n samples, the 𝒚𝒊 are the result of a filtering operation tantamount to 
removing the mean in this context, with positive values up (a peak versus a valley). 
 
Another commonly used profile parameter is root mean squared (RMS) roughness given 
by 
√
𝟏
𝒏
∑ 𝒚𝒊
𝟐𝒏
𝒊=𝟏  . 
 
The Japanese Industrial standard is another example that takes into account the 5 highest 
peaks and 5 lowest valleys in a profile (also known as ten points mean roughness) defined by 
 
𝟏
𝟓
∑ (𝒓𝒑𝒊 − 𝒓𝒗𝒊)
𝟓
𝒊=𝟏
, 𝒓𝒑 = 𝒎𝒂𝒙𝒚𝒊 , 𝒓𝒗 = 𝒎𝒊𝒏𝒚𝒊. 
 
Besides profile measures of roughness, measures within an area can be calculated 
similarly as deviations from a specified mean surface.  A recent International Organization for 
Standardizations (ISO) document which addresses areal filtering, ISO 16610 (2006), indicates 
that these can be linear, morphological, or robust.  They have more specific names like Gaussian, 
 3 
spline wavelet, and alternating series ball.  In the following discussion, garnered from the ISO 
25178 (2012) on surface texture, we will characterize the 𝒛(𝒙, 𝒚) in 3D as being the positive up 
deviation from a chosen surface of that particular sample position (synonymous with elevation in 
Earth topography).  It defines the autocorrelation function as 
 
𝒇𝑨𝑪𝑭(𝒕𝒙, 𝒕𝒚) =  
∬ 𝒛(𝒙, 𝒚)𝒛(𝒙 − 𝒕𝒙, 𝒚 − 𝒕𝒚) 𝒅𝒙𝒅𝒚𝑨
∬ 𝒛(𝒙, 𝒚)𝒛(𝒙, 𝒚) 𝒅𝒙𝒅𝒚
𝑨
, 
 
where the double integrals proceed over the identified filtered area 𝑨 and (𝒕𝒙, 𝒕𝒚) are the 
translation coordinates.  It follows that the surface version of the arithmetic mean roughness is 
then 
𝟏
𝑨
∬ |𝒛(𝒙, 𝒚)| 𝒅𝒙𝒅𝒚.
𝑨
 
 
The RMS height of the scale-limited (not unbounded) surface is 
 
√
𝟏
𝑨
∬ 𝒛𝟐(𝒙, 𝒚)𝒅𝒙𝒅𝒚
𝑨
. 
 
The autocorrelation length is 
 
𝑹𝒎𝒊𝒏 = 𝒎𝒊𝒏
(𝒕𝒙,𝒕𝒚) ∈ 𝑹
√𝒕𝒙𝟐 + 𝒕𝒚𝟐  , 𝑹 = {(𝒕𝒙, 𝒕𝒚)|𝒇𝑨𝑪𝑭(𝒕𝒙, 𝒕𝒚) ≤ 𝒔}, 
 
where 𝟎 ≤ 𝒔 < 𝟏 is a specified threshold.  With  
 
𝑹𝒎𝒂𝒙 = 𝒎𝒂𝒙
(𝒕𝒙,𝒕𝒚) ∈ 𝑸
√𝒕𝒙𝟐 + 𝒕𝒚𝟐  ,
𝑸 = {(𝒕𝒙, 𝒕𝒚)|𝒇𝑨𝑪𝑭(𝒕𝒙, 𝒕𝒚) ≥ 𝒔 ∩ 𝒇𝑨𝑪𝑭 is linear from the origin}, 
 
we can define the texture aspect ratio as 
𝑹𝒎𝒊𝒏
𝑹𝒎𝒂𝒙
. 
 
In this section several simple and then more complex examples of statistics for explaining 
roughness have been presented. 
 
1.2.2. Roughness calculations in metrology and applied optics 
 
Teti, et. al. (200x) provide a survey of 2D frequency analysis techniques and examples of 
how they are applied in different setting in the area of micro-metrology.  They detail how the 2D 
FFT (Cooley and Tukey, 1965), a windowed root mean squared (RMS) roughness, and the 2D 
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power spectral density (PSD) can be used to help describe how multi-material micro 
manufacturing analyzes can be done.  Particularly, the RMS roughness is defined by 
 
𝑹𝒒
𝟐 = ∬𝒈𝟐 (𝒇𝒙, 𝒇𝒚) 𝒘(𝒇𝒙, 𝒇𝒚) 𝒅𝒇𝒙𝒅𝒇𝒚, 
 
where 𝒘(𝒇𝒙, 𝒇𝒚) is a windowing function known as the instrument spatial frequency footprint 
(Church 1983) and 𝒈𝟐(𝒇𝒙, 𝒇𝒚) is the 2D PSD.  They mention the orthogonal nature of the spectra 
and reference Bracewell (1986) when describing the 2D FFT’s usefulness.   
 
From the field of applied optics, Church (1988), while at the U.S. Army, Armament 
Research, Development and Engineering Center, presented the statistics from spectral analysis 
used to describe highly finished optical surfaces.  Namely the correlation function 
 
𝑪(𝝉) =  𝒍𝒊𝒎
𝑳→∞
𝟏
𝑳
∫ 𝒁(𝒙)𝒁(𝒙 + 𝝉) 𝒅𝒙
𝑳−𝝉
𝟎
 
 
and the one-sided profile power spectral density 
 
𝑺(𝒇𝒙) =  𝒍𝒊𝒎
𝑳→∞
〈
𝟐
𝑳
|∫ 𝒁(𝒙)𝒆−𝒊𝟐𝝅𝒇𝒙𝒙 𝒅𝒙
+𝑳/𝟐
−𝑳/𝟐
|
𝟐
〉 , 
 
where 𝝉 is the lag, 𝑳 is length, and 𝒁(𝒙) is the effective surface height.  Then, without loss of 
generality, he defines the root mean square roughness 𝝈 with 
 
𝝈𝟐 = 𝑪(𝟎) =  ∫ 𝑺(𝒇𝒙) 𝒅𝒇𝒙
∞
𝟎
 
and the correlation length  
 
𝒍 =  
𝟐
𝝈𝟐
∫ 𝑪(𝝉)𝟐
∞
𝟎
𝒅𝝉 =
𝟏
𝟐𝝈𝟒
∫ 𝑺𝟐(𝒇𝒙)𝒅𝒇𝒙
∞
𝟎
. 
 
The connection between isotropic (self-similar) fractal parameters and the spectrum is 
made and presented as the familiar inverse power law function 
 
𝑺(𝒇𝒙) =  𝑲𝒏 𝒇𝒙
−𝒏, 𝟏 < 𝒏 < 𝟑. 
 
Then for the 2D power spectrum 
 𝑺(𝒇) =  
𝜞[(𝒏+𝟏) 𝟐⁄ ]
𝟐𝜞(𝟏/𝟐)𝜞(𝒏/𝟐)
∙
𝑲𝒏
𝒇𝒙
𝒏+𝟏, 
 
where 𝜞 is the gamma function, 𝑲𝒏 are the spectral strengths, and 𝒏 is the spectral index (an 
exponential roll-off).  Also note that in 2 dimensions, the roll-off is one power of frequency 
faster then the 1 dimensional form.  The fractal dimension is then given by 
 
𝑫 = (𝟓 − 𝒏)/𝟐, 
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and a length parameter called the topothesy T is given by 
 
𝑻𝟑−𝒏 = −
𝟏
𝟐
(𝟐𝝅)𝒏
𝜞(𝒏) 𝒄𝒐𝒔 (
𝒏𝝅
𝟐 )
 𝑲𝒏. 
 
Physically the topothesy is the distance over which the chord between two surface points has 
RMS slope unity.  In an example in Church’s paper (1988) he presents a profiling microscopic 
description of the roughness parameterized as 
 
𝒏 = 𝟏. 𝟐𝟓,  𝑲𝒏 = 𝟒(𝟏𝟎
−𝟗)(𝝁𝒎)𝟑−𝒏. 
 
Using the fractal terminology, equivalently 
 
𝑫 = 𝟏. 𝟖𝟕𝟓, 𝑻 = 𝟕. 𝟑(𝟏𝟎−𝟓)𝝁𝒎. 
 
Above we have given examples from two more fields of ways to calculate roughness.  
These highlight the spectrum as the natural choice of a roughness statistic. 
 
 
1.2.3. The International Roughness Index (IRI) standard for roads 
 
Road roughness is a huge economic issue.  Rougher roads tend to cause slower driving 
which can increase overall transportation costs because, as they say, time is money.  Also, 
rougher roads can lead to more vehicular maintenance costs.  Many road maintenance and 
building contracts hinge on the IRI (Sayers and Karamihas, 1998).  For example, a court ruling 
in favor of the New Jersey Department of Transportation was recently upheld  (Law360.com, 
2004).  A reduction of $0.467 million total was indicated on a combined two contracts of $3.2 
and $5.9 million because of insufficient IRI.  Kennedy and Hager (TRB.org, 2014) indicate that 
the Federal Highway Administration recommended IRI minimum values for rural and highway 
roadways are 95 and 170 in/mi for good and acceptable roughness, respectively.  Values above 
170 are unacceptable.   
 
The IRI assumes components of a measuring device in companionship with an 
appropriate set of software that perform spectral tasks like filtering and PSD production.  It is a 
quarter-car (one wheel) model index whose unit becomes slope (m/km or in/mi).  The quarter-car 
model uses the mass of the vehicle (sprung mass), the suspension axle (unsprung mass), a tire, 
and the road to characterize the frequency response of the vehicle.  The longitudinal 
measurements of height (relative to some center) are then used to produce the IRI.  It is based on 
a “Golden Car” whose characteristics are at the extreme to offer appropriate characteristic 
coverage done by a computer program.  The World Bank and researchers at the University of 
Michigan have provided what is proving to be a good way to compare road roughness (Sayers 
and Karamihas, 1998).  This is a very interesting approach that uses spectral roughness 
techniques with real world economic implications. 
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1.2.4. Mandelbrot’s theory of roughness (fractals) 
 
Benoit Mandelbrot’s classic The Fractal Nature of Geometry (1982) built up a 
mathematical theory of roughness.  As multifractal proponent Gagnon (2006) summarizes, if 
spectra of topography obey a power law rule, then the contours are fractal sets.  They have no 
tangents and are of infinite length.  Their lengths depend on the size of the ruler used to measure 
them (i.e., the perspective view).  The scaling exponents were interpreted as fractional dimension 
in Mandelbrot’s famous paper “How long is the coast of Britain” (1967).  The “scaling 
exponent” relationship between spectral and fractal approaches will be presented in the section 
on Fox’s work (1989).  Mandelbrot (1975) later developed the fractional Brownian motion 
model of terrain.  The supposedly unique monofractal (versus multifractal) fractional dimension 
and the overuse of isotropic (self-similar) versus anisotropic application lead many in the 1990s 
to abandon the fractal approach as unrealistic. 
 
In an interview by Brockman (2004) entitled, “A Theory of Roughness:  A Talk with 
Benoit Mandelbrot” for the web site edge.org, Mandelbrot compared roughness with color, pitch, 
loudness, heaviness, hotness from Physics, acids, sugars, and alcohol from Chemistry as all 
concepts derived from sensory perceptions.  Indeed, roughness is something we can feel.  In the 
2004 interview, Mandelbrot admitted his biggest almost accidental contribution was a 
mathematical theory of roughness. 
 
 
1.2.5. Roughness with respect to bathymetry 
 
Bathymetry is the underwater depth, or elevation, versus topography:  the elevations on 
land.  Surface roughness can be defined as being the relative high frequency, short wavelength 
components of a measured surface.  Indeed, our computation will include calculations on the 
deviations from an average surface in order to properly calculate a statistic for roughness.  
Whenever a statistic is being calculated, the sample set should be carefully determined.  For 
precision machining of parts, uniformity in the sample can be achieved more easily in 
comparison with uniformity of the surface of the ocean bottom.  Many orders of magnitude of 
scale exist on the Earth’s crust, both topographically and bathymetrically.  
 
With respect to bathymetry, the measurements, often called soundings, are taken with 
lead lines, sonar, lidar, or even derived from satellite altimeter surface differences.  The point 
soundings are often processed into Digital Elevation Models (DEMs) in either regularly spaced 
grids or in irregular representations like Triangulated Irregular Networks.    
 
Currently, multibeam swath survey soundings are taken for safety of navigation purposes 
(i.e. to create navigation charts).  Another use of bathymetric depth estimates, particularly 
represented as regular grids, is as the bottom boundary condition for modeling purposes.  The 
Digital Bathymetric DataBase - Variable (DBDB-V, 2014) is a container of bathymetric grids 
derived from mostly multibeam survey data for the Navy’s use. The challenge here is to provide, 
given only a regular bathymetric grid, a companion measure of roughness. 
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1.2.6. Multibeam echosounders 
 
The technology that allows relatively full coverage during ocean mapping surveys is 
known as a multibeam echosounders (MBES, Theberge and Cherkis 2013).  In contrast to a 
single beam echosounder (SBES) that transmits a single ping of sound and awaits to receive the 
echo mostly straight under keel, a multibeam transmits a focused, narrow in the alongtrack 
direction and wide in the acrosstrack, donut of sound and then forms many receive beams that 
are narrow across and longer alongtrack.  This is possible by using an orthogonal Mills Cross 
(Christiansen 1973, L-3 Communications 2000) arrangement of transmit (alongtrack) array of 
transducers and receive (acrosstrack) transducers in the array.  All of this provides a complete 
swath of coverage that is usually very good out to a swath width of about plus and minus 60° 
(120° total).  Sometimes, depending on the local sound profile, it can provide good returns to 
about 140°.  The operating frequency for full ocean depth (about 11km) is about 12 kHz.  An 
operating frequency for shallow water multibeams is 400 kHz.  The higher the design acoustic 
frequency used for the sonar, the smaller the array of elements and visa versa.  A continuous 
gated wave signal is usually used but more commercially available multibeams have the ability 
to use frequency modulation (FM or chirp) signals as well.  Most MBESs are pitch and roll 
stabilized and more advanced systems even provide yaw stabilization.  The current set of Naval 
Oceanographic Office (NAVOCEANO) multibeams provide yaw stabilized 10-13kHz 1 by 1° 
(transmit by receive) systems for the deepest depths, 1/2 by 1° 70-100 kHz to about 500m or so, 
and half by one 200-400 kHz for 100m or less of water.  The image below (Figure 1) from AML 
Oceanographic (2015) shows the geometry of the transmit and receive beams of a multibeam 
system. 
 
 
Figure 1. Multibeam sonar Mills cross geometry. 
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Arguably the best result of a multibeam survey is a gridded dataset (Calder, et.al. 2005), 
which is often gridded for processing to the best resolution provided by the footprint (1° ,0.5°, or 
others, depending on the sonar’s design beamwidth).  A simple rule is to choose twice the 1° 
nadir (straight down) footprint size as a starting point for the proper spatial grid resolution.  This 
rule is used in defining the spatial domain kernels for transforming in the roughness processing 
of the datasets to follow.   
 
1.2.7. Twice the 1°  nadir footprint size f2 
 
Consider Figure 2 below.  From the triangle, 𝜃 is the nadir beamwidth, f is the 
acrosstrack footprint length, and d is the depth.  Then we have 
 
tan
𝜃
2
=
𝑓
2
𝑑
. 
 
So 
𝑓 = 2𝑑 tan
𝜃
2
  
≈ 𝑑 tan 𝜃, 
 
for large values of 𝑑.  Assuming the beamwidth is 𝜃 = 1° 
 
2𝑓 ≈ 𝑑 ⋅ 2 tan 1° ≈ 𝑑(0.0349) 
 
 
is our approximate twice the 1° nadir footprint size.  We use twice the footprint to assure more 
than one sounding per grid node.  Because it is referred to quite often throughout this 
dissertation, define our approximation as 
 
𝑓2 =  twice the 1°  nadir footprint size. 
 
This simple rule of thumb, first explained to the author by Kalcic (1995), is often used to 
determine the approximate gridsize (the length of one side of a square patch of the seafloor) 
when processing multibeam data.  It will be used throughout this dissertation to estimate the 
fundamental size for the spatial domain inputs for transforming. 
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Figure 2. Nadir footprint size with respect to beamwidth and depth. 
As an example, f2 for an area with an average depth of 5000m is 174.5m, which is a very 
generous gridsize to choose.  As another example, at a depth of 100m, f2 is about 3.49m.   
 
Another way to conceptualize size for depth regimes is to consider the size of soundings 
on chart at a particular scale.  A common size of a number on a chart is 5mm.  Using a nautical 
chart scale of 1:10,000 then provides the 5mm to chart scale size of  
 
5𝑚𝑚
1𝑚
1000𝑚𝑚
10000
1
= 50𝑚 
 
and at 1:1,000,000, the area a number takes is 5000m in both dimensions.  A 1:10,000 scale chart 
is quite detailed and might be used for smaller and shallower areas like harbors.   A chart scale of 
1:1,000,000 representing a much larger area, like the East coast of North America, would be 
used because the size of the overall physical chart is similar.  This means that there is not very 
much density of the data represented on larger scale charts.  Measurement area covered does 
grow with depth, so we will use the following assumption.  
 
Assumption 1:  use f2 to determine the fundamental size of multibeam coverage. 
 
 
1.2.8. Davis’ statistically homogenous provinces 
 
Davis (1974) provided a method of designing geophysical surveys, including surveying 
for bathymetric charts, based on Fourier transform methods, which has been used successfully to 
segment or province areas of approximate stationarity.  A stationary process is one whose 
statistical distribution stays the same over an area (space and time), because the random 
q/2
d
f/2
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mechanisms producing the process stay the same over the area (Parzen, 1962).  Davis’ “fertile 
mind” (Fox 1985) made an early connection between the sampling techniques of digital signal 
processing and the discretized sampling in space of geophysical fields of interest (like magnetics, 
gravity, sound speed, and bathymetry).  While defining survey designs with predetermined 
acceptable uncertainty, he gave us straightforward techniques to calculate homogenous provinces 
(known as a province picker) based on available reconnaissance data. 
 
Throughout this dissertation local stationarity is assumed since we are turning the concept 
around and actually looking for areas that are spatially similar in the analysis of Chapter 3. 
 
Assumption 2:  local stationarity. 
 
1.3. Method adopted for use in this dissertation 
 
The next section introduces the roughness modeling of Fox (1996).  It was selected for 
use in this dissertation because it is relatively simple and seemed to deserve revisiting.  As Fox 
said in his dissertation (1985), “until a great many more multibeam surveys has been collected” 
… we will not be able to use a more 2D technique.  A great many more surveys have been 
collect in the past 30 years.  We may not be close to covering the Earth’s waters with multibeam 
(estimated at less than 10%), but we have large areas that are covered to provide growing insight. 
 
1.3.1. Fox’s amplitude spectrum roughness statistics 
 
In his work with spectra based on profiles, Fox (1985) and Fox and Hayes (1985) 
employed a suitable province picker from Davis (1974) and the amplitude spectrum as the 
statistical indicator of roughness.  The amplitude spectrum, modeled by a power law regression 
fit was used to describe and predict roughness from available multibeam bathymetry profiles.  
Anisotropy, the implicit directionality of the ocean bottoms formed by various geologic 
processes, was handled in this work by discrete radial azimuthal dependence (instead of using 
2D spectra).  He later (1996) extended his profiling estimate to include a 2D Fourier technique 
for areas that might be fully covered.  Fox (1987, 1989) also attempted to link power law 
frequency spectra empirically with fractal dimension (Mandelbrot, 1982) as derived by Berry 
and Lewis (1980). 
 
Fox’s 2D FFT approach can be summarized as 
 
𝑨 = {𝒖 + 𝒗𝒄𝒐𝒔[𝟐(𝜽 − 𝜽𝟎)]}𝒔
𝒃, 
 
where 𝑨 is amplitude spectrum (modulus of the Fourier transform).  The two spatial frequencies 
resulting from the 2D FFT are converted to polar form creating 𝒔 as spatial frequency “length”, 
and 𝜽 as azimuth (compass direction).  A nonlinear regression is used to determine the 
estimation parameters 𝒖, 𝒗, 𝜽𝟎, and 𝒃 (van Heeswijk and Fox 1988).  Together 𝒖, 𝒗, and 𝜽𝟎 
combine to form the amplitude level of the exponential as a function of azimuth.  The parameter 
𝒖 is the isotropic component of the amplitude (independent of azimuth).  The parameter 𝒗 is the 
anisotropic component representing the strength of the angular lineation in the area, and 𝜽𝟎 is the 
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predominant azimuth of lineation (an aggregate of all activity in the “kernel” area, the subset of 
data to perform one Fourier transform).  The parameter 𝒃 is the spectral roll-off.  It is related to 
fractal dimension by (Fox 1989) 
 
𝑫 ≅ 𝒃 + 𝟓/𝟐. 
 
Larger magnitudes of 𝒃 represent terrain rougher at large scales, smoother at small scales.  
Conversely, smaller magnitudes of 𝒃 represent terrain smoother at large scales and rougher at 
small scales.  It seems clear that in practice spectral roll-off and fractal dimension are 
interchangeable. 
 
 
1.4. Other roughness methods 
 
Next in this introduction, two other interesting alternative roughness methods, the first 
from Goff (1990) and the second from Gagnon (2006) are summarized. 
 
 
1.4.1. Goff’s seafloor morphology second order stochastic modeling 
 
Another approach to providing a parameterized roughness estimate was developed by 
Goff and Jordan (1988).  Additionally, there is considerable detail in Goff’s dissertation (1990).  
In a more recent paper it is described as the second-order statistical anisotropic von Karman 
model (Goff and Jennings, 1999).  It is presented as a band limited fractal approach.  The 
covariance function, assuming a zero mean homogeneous spatial field 𝒁(𝒙), is given by 
 
𝑪𝒛𝒛(𝒓(𝝃)) =  𝑯
𝟐
𝟐𝟏−𝒗
𝜞(𝒗)
𝒓(𝝃)𝒗𝑲𝒗𝒓(𝝃), 
 
𝟎 ≤ 𝒓(𝝃) ≤  ∞, 𝒗 ∈ [𝟎, 𝟏], 
 
where 𝑲𝒗 is the modified Bessel function of order 𝒗, 𝜞 is the gamma function, and 𝑯 is the RMS 
variation of 𝒁.  The lag function is defined by the dimensionless ellipsoidal norm 
 
𝒓(𝝃) =  √𝝃𝑻𝑸𝝃, 
 
𝑸 = 𝑘𝒏
𝟐?̂?𝒏?̂?𝒏
𝑻 + 𝒌𝒔
𝟐?̂?𝒔?̂?𝒔
𝑻, 
 
where 𝑸 has eigenvalues 𝒌𝒏
𝟐 ≥ 𝒌𝒔
𝟐 and eigenvectors ?̂?𝒏 and ?̂?𝒔.  The azimuth 𝜻𝒔 from ?̂?𝒔 defines 
the orientation of the anisotropy.  Thus the model is parameterized with 𝑯, 𝒌𝒏 and 𝒌𝒔 
(representing horizontal scale), 𝜻𝒔, and 𝒗.  Further, fractal dimension is given by 𝑫 = 𝟑 − 𝒗, for 
the 2D field 𝒁. 
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This approach is a well developed and a clear alternative to spectral techniques.  Fox 
(1996) states that this second order Gaussian statistical approach is robust and can be more 
tolerant of outliers from the sample data than spectral methods.  
 
 
1.4.2. Gagnon’s topographical modeling with multifractals 
 
Gagnon, Lovejoy, and Schertzer (2006) provided a major paper on the subject of scaling 
for modeling topography.  Topography is a term often used to describe the crustal surface of the 
Earth.  The term elevation is also often used to describe the heights of the highest mountain (a 
positive value) and the depths of the deepest ocean (a negative value).  In the paper they detail 
how the ideas of scaling in geophysics can be characterized in terms of monofractal (having a 
unique fractal dimension) versus multifractal and isotropic (self-similar) versus anisotropic 
process models.  They argue that past use of physically unrealistic monofractal and isotropic 
scaling, which easily provides counterexamples, has led the community to “throw the baby out 
with the bathwater”, with respect to using the concepts of scaling and fractals for geophysical 
descriptions.  They encourage the use of scale invariant multiplicative cascading fractal fields 
(multifractals) instead. 
 
In their work the standard power law roll-off is represented as (below the symbol ∝ reads 
“is proportional to”)  
 
∆𝒉 ∝  |∆x|𝑯, 
 
where ∆𝒙 represents a spatial distance, 𝑯 is a degree of smoothness (larger means smoother), 
and ∆𝒉 is the height increment of the proportionality.  The proposed statistics of the paper are 
culminated with the multifractal FIF (fractionally integrated flux) model.  The height increment, 
with the scaling multifractal noise proportionality   
 
∆𝒉 =  𝝓𝝀|∆𝒙|
𝑯. 
 
Then the 𝒒-th order moment scaling proportionality is 
 
〈|𝜟𝒉|𝒒〉 ∝ |∆𝒙|𝝃(𝒒), 
 
where the structure function exponent is 
 
𝝃(𝒒) =  𝒒𝑯 − 𝑲(𝒒), 
 
with the moment scaling function provided by 
 
𝑲(𝒒) =  
𝑪𝟏
𝜶 − 𝟏
(𝒒𝜶 − 𝒒). 
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In this framework, the parameters  𝟎 ≤ 𝜶 ≤ 𝟐 (the degree of mulitfractality) , 𝑪𝟏 ≥ 𝟎 
(the fractal codimension for 𝒒 = 𝟏) and 𝑯 (the degree of fractional integration greater than 0 or 
differentiation less than 0) are estimated.  Their profiling isotropic estimations for 3 separate 
topographic/bathymetric models led to global estimates of 𝜶 and 𝑪𝟏 of 1.79 and 0.12, 
respectively.  For the datasets estimated values of 𝑯 were 0.46, 0.66, and 0.77 for bathymetry, 
continents, and continental margins, respectively. 
 
This is a very interesting approach and many samples of data and processing software are 
available from the authors. 
 
 
1.5. A preview of the analysis with respect to nonequispaced sampling 
 
The next two sections shift the discussion to techniques where the layout of the 
information is not uniform, or nonequispaced.  Strictly speaking, this is how most geophysical 
sampling occurs. 
 
 
1.5.1. Fourier analysis techniques for non-uniform data 
 
A drawback of the FFT is it requires uniformly distributed data, i.e. it requires the basis 
function be of the form 
𝑒−𝑖2𝜋𝑓. 
 
Applications in geophysics do not provide uniform sampling.  In raw form from 
multibeam bathymetric systems, the sampling provided is usually semi-randomly distributed 
(Calder, 2013).  The unknown distribution is based on acquisition geometry.  Further, we often 
force an induced structure with gridding to create “uniformity” to summarize the sampling.  This 
is currently the preferred method of presenting the results of modern multibeams sonar surveys.  
Depending on your choice of coordinate systems, as in the case of gridding in equal portions of 
decimal degrees in latitude and longitude, the data may still not be uniform. 
 
Some examples of non-uniform spectral techniques applied in geophysics are given by 
Vaníček (1969), Scragle (1982), Wells, et. al. (1985), Dutt and Roklin (1995), Craymer (1998), 
and Fessler and Sutton (2003). 
 
The Bronstein brothers (2002) provided the following development of the non-uniform 
Fourier transform problem.  They use the “unbiased” DFT from Dutt and Rokhlin (1993, 1995). 
 
Define the one-dimensional discrete non-uniform Fourier transform (NUFT) with 
frequencies  
 
𝝃 = {𝜉𝟏, … , 𝜉𝐾},  𝜉𝑘 ∈ [0, 2𝜋),   
 
and space/time samples  
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𝒙 = {𝑥1, … , 𝑥𝑁}, 𝑥𝑛 ∈  ℂ, 
 
be a vector of a signal.  Then the NUFT can be considered an operator 
 
𝐽: ℂ𝑁 → ℂ𝐾 
such that 
𝑿𝒌 = (𝑱 𝒙)𝒌 = ∑ 𝒙𝒏𝒆
−𝟐𝝅𝒊𝝃𝒌
𝑵/𝟐
𝒏=−𝑵/𝟐
. 
 
In this example, the 𝑛 samples are uniform and the 𝑘 frequencies are non-uniform.  We 
seek to find efficient applications and (pseudo)inverses of the operator 𝐽 and its adjoint 𝐽+.  Four 
problems, P1, P2, P3 and P4 can be formulated: 
 
P1:  given 𝒙, find 𝑿 = 𝑱𝒙, 
P2:  given 𝑿, find 𝒙 = 𝑱+𝑿, 
P3:  given 𝑿, find 𝒙 = 𝑱−𝟏𝑿, 
P4:  given 𝒙, find 𝑿 = (𝑱+)−𝟏𝒙. 
 
P1 (called the forward problem) and P4 are called FTs with non-equidistant results.  P2 
and P3 (the backwards problem) are referred to as FTs with nonequispaced data, our principle 
interest in this work. 
 
When the space/time and frequency data are uniform, the problems are redundant.  That 
is, P1 is equivalent to P4, and P3 is the same as P2.  The immediate and well known result is  
 
𝐽−1 = 𝐽+, 
  
that is, the inverse DFT is its Hermetian transpose.   
 
All of this is leading to the choice of NFFT (Keiner, 2009) to be the workhorse of this 
dissertation. 
 
 
1.5.2. The nonequispaced discrete Fourier transform (NDFT) 
 
For familiarization purposes, this section defines basic background information for 
understanding the NFFT library routines.  They are summarized from Keiner (2009). 
 
The classical discrete Fourier transform (DFT) can be defined as 
 
𝒇𝒋 = ∑ ?̂?𝑘 𝒆
−𝟐𝝅𝒊𝒋𝒌/𝑵
𝑵−𝟏
𝒌=𝟎
, 𝒋 = 𝟎,… ,𝑵 − 𝟏,𝑵 ∈  ℕ, and ?̂?𝑘 ∈ ℂ. 
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The inverse DFT is given by 
?̂?𝒌 =
𝟏
𝑵
∑ 𝒇𝒋
𝑵−𝟏
𝒋=𝟎
𝒆𝟐𝝅𝒊𝒋𝒌/𝑵. 
 
Using big-O notation (which describes the order of the complexity of the problem), 
computation costs for these calculations is 𝑶(𝑵𝟐).  Classical FFT methods reduce this to 
𝑶(𝑵𝒍𝒐𝒈𝑵).  In matrix form 
 
𝒇 = 𝑭𝒇,̂    𝑭 = (𝒆−
𝟐𝝅𝒊𝒋𝒌
𝑵 ) , 𝒋, 𝒌 = 𝟎,… , 𝑵 − 𝟏, 
where 
 
𝒇 = (𝒇𝒋)𝒋=𝟎,…,𝑵−𝟏, ?̂? = (?̂?)𝒌=𝟎,…,𝑵−𝟏,      and 𝑭 is the Fourier matrix. 
 
Next, the d-dimensional nonequispaced DFT will be defined.  Let 𝝌 be a set of arbitrary 
nodes and 𝑵 be a frequency bandwidth vector.  So 
 
𝝌 = {x𝒋 ∈ 𝕋
𝒅: 𝒋 = 𝟎,… ,𝑴 − 𝟏}, 
 
where the d-dimensional torus (sometimes envisioned as a donut) is 
 
𝕋𝒅 ≅ [
−𝟏
𝟐
,
𝟏
𝟐
)
𝒅
and |𝝌| = 𝑴. 
 
For each dimension 𝒕 = 𝟎,… , 𝒅 − 𝟏, the (even) bandwidths are 𝑵𝒕 ∈ 𝟐ℕ.  Thus, in vector form 
 
𝑵 = (𝑵𝟎, … ,𝑵𝒅−𝟏)
𝑻. 
Define the multi-index set 
 
𝑰𝑵 = ℤ
𝒅 ∩ ∏[
−𝑵𝒕
𝟐
,
𝑵𝒕
𝟐
]
𝒅−𝟏
𝒕=𝟎
= {𝒌 = (𝒌𝒕)𝒕=𝟎,…,𝒅−𝟏 ∈ ℤ
𝒅: −
𝑵𝒕
𝟐
≤ 𝒌𝒕 ≤
𝑵𝒕
𝟐
, 𝒕 = 𝟎,… , 𝒅 − 𝟏}. 
 
So 𝑰𝑵 represents all possible frequencies in the transform.   
 
The class of functions 𝒇: 𝕋𝒅 ⟶ ℂ that is naturally associated with 𝑰𝑵 is the d-variate, 
one-periodic trigonometric polynomial of degree not more than 𝑵𝒕 along each dimension 𝒕 such 
that 
 
𝑻𝑵 = 𝒔𝒑𝒂𝒏(𝒆
−𝟐𝝅𝒊𝒌: 𝒌 ∈ 𝑰𝑵) 
with  
 
𝒅𝒊𝒎𝑻𝑵 = |𝑰𝑵| = 𝑵𝟎 ⋅, … ,⋅ 𝑵𝑑−𝟏. 
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Consider the Fourier coefficients ?̂?𝑘 ∈ ℂ, 𝒌 ∈ 𝑰𝑵.  The NDFT is then defined as the 
evaluation of the trigonometric polynomial 𝒇 ∈ 𝑻𝑵 at the 𝑴 arbitrary nodes 𝝌 with 
 
𝒇𝒋 = ∑  ?̂?𝑘𝒆
−𝟐𝝅𝒊𝒌𝒙𝒋
𝒌∈𝑰𝑵
, 𝒋 = 𝟎,… ,𝑴 − 𝟏. 
In matrix form 
𝒇 = 𝑨?̂?, 
with 
𝒇 = (𝒇𝒋)𝒋=𝟎,…,𝑴−𝟏, ?̂? = (?̂?𝑘)𝒌∈𝑰𝑵
,   and   𝑨 =   (𝒆−𝟐𝝅𝒊𝒌𝒙𝒋)
𝒋=𝟎,…,𝑴−𝟏;𝒌∈𝑰𝑵
. 
 
Note that 𝑨 is not square, not orthogonal, nor invertible.  The inverse NDFT is therefore not 
canonical.  Following convention, the adjoint NDFT is given by 
 
?̂? = 𝑨𝑯𝒇, 
with  
?̂?𝒌 = ∑ ?̂?𝒋 𝒆
𝟐𝝅𝒊𝒌𝒙𝒋
𝑴−𝟏
𝒋=𝟎
, 𝒌 ∈ 𝑰𝑵. 
 
The NFFT algorithm uses the FFTW (The Fastest Fourier Transform in the West, Frigo 
and Johnson, 2005) library to compute 𝒇 and ?̂?.  The d-dimensional DFT costs 𝑶(𝑵𝒅+𝟏) 
operations and the FFT 𝑶(𝑵𝒅𝒍𝒐𝒈𝑵).  The NFFT computation cost is 
 
𝑶(|𝑰𝑵|𝒍𝒐𝒈|𝑰𝑵| + |𝒍𝒐𝒈𝜺|
𝒅𝑴), 
 
where 𝜺 is a desired computational accuracy. 
 
This concludes the development of the NDFT taken from Keiner (2009).  
 
This section introduced the NDFT, available in the NFFT library framework.  We have 
defined the NDFT and the adjoint NDFT.  We will see more algorithms available in the NFFT 
library in Chapter 2. 
 
 
1.6. Outline of the dissertation 
 
Chapter 1 has been an introduction and review of the notions of the general topic of 
roughness and how it relates to bathymetry.  Some specific techniques in geophysics with spectra 
were summarized.  The NDFT was introduced and Fourier spectra were identified as the natural 
choice of a roughness statistic.  The NFFT library will play a central role in the calculations 
made with bathymetry to provide a roughness estimate.   
 
Chapter 2 will define the steps needed to prepare, calculate, and model the amplitude 
spectrum estimates of an individual kernel to describe roughness.  It lays out the overall tiling 
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approach used to march a kernel sized set (using f2 to define the area) for parameterization 
within a larger spatial dataset.   
 
In Chapter 3 results of applying the kernel marching algorithm to datasets from different 
bathymetric regimes are presented.  Three groups of datasets will be covered.  The first are data 
that were used to help develop the tools to provide the output parameters.  The first group of data 
is also distinguished because they are made up of points, not grids.  The second is the group of 
data that are the targeted forms of bathymetric data:  bathymetric grids at a best possible 
resolution.  A best resolution bathymetric grid stands in contrast to a provided product resolution 
determined by the intended scale of a navigation chart (e.g., 1:10,000 or 1:1,000,000).  The third 
is a single dataset used as a demonstration of extending the techniques beyond a best resolution 
to a resolution that is comparatively greatly under-sampled. 
 
The regimes included by the datasets of best resolution grids are:  deep, full ocean depth 
data (about 5km deep), the dataset containing the deepest ocean depths (about 11km), and depths 
where safety for surface navigation is important (hydrographically important, about 40m depth).  
These three datasets are data from NAVOCEANO’s Pathfinder class (TAGS-60 class, General 
Survey ships with number 60 as the first) sonar acceptance testing “deep test area” (in the back 
arc basin of the Mariana Trench), a dataset from the Mariana Trench (including the Challenger 
Deep), and a dataset over a coral reef just outside of Saipan’s port. 
 
These bathymetric regimes, by design, correspond to measurements with various 
multibeam sonars in use at the Naval Oceanographic Office, with overlapping regime coverages.  
As maximum depth measurements decrease from about 11km, to about 5km, to near drying 
heights, the design frequencies of the sonars increase from 10-12kHz for the Kongsberg EM122, 
70-100kHz for the EM710, and 200-400kHz for the EM2040 (no data from this sonar was used, 
however).  At NAVOCEANO, we use the EM122 for full ocean depth surveying and transition 
to the EM710 at about a depth of 500m (though there is significant overlap).  An EM2040 can 
operate as deep as 600m but will likely be used in water depth of 100m or less.  In fact, much of 
the data used here are from new sonar testing trips attended by the author.   
 
A discussion of the parameterization results is given in Chapter 4.  The assumptions 
made in this dissertation are summarized.  Significant findings are listed.  And, some possible 
future work with the tools is noted. 
 
 
1.7. Preview summary of contributions of this dissertation 
 
1.7.1. Algorithmic developments 
 
In this section we enumerate some contributions categorized as algorithmic in order of 
importance. 
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1.  The work of this dissertation produces a revived version of the Fox (1996) method of 
2D spectral bathymetric roughness estimation using the NFFT instead of the FFT, which is better 
suited for geophysical datasets (Section 2.1). 
   
2.  We show that the NFFT and the FFT produce similar results (Section 3.3.2.1).   
 
3.  Estimating the overall integration length l for a kernel is introduced (Section 2.1.4.4). 
 
4.  The factor FA is defined and used to multiply lengths to provide an area value for 
comparison between datasets. 
 
5.  Assumptions that made the algorithms work include:  using f2 to define the 
fundamental size; forcing 64 by 64 frequency bins; applying a bounding polygon to check the 
edges of the data (Section 2.1.5). 
 
 
1.7.2. Dataset specific findings 
 
In this section, some of the information about the datasets that was discovered is listed. 
 
1.  An aspect ratio of w<1.2 seems to indicate anisotropy of the kernel. 
 
2.  The Liberty Ship dataset, S2 (Section 3.2.2), provided a spectral roll-off of -1<b<0, 
which indicates sedimentary processes, and it was mostly isotropic (save for the ship kernels). 
 
3.  The Deep Test Area dataset, S4 (Section 3.3.1), produced spectral roll-off of about 
b=-1.5, and it had a mixture of isotropic and anisotropic kernels. 
 
4.  The Challenger Deep dataset, S5 (Section 3.3.2), indicated mostly anisotropy, with a 
71° azimuthal point direction from North.  It provided spectral roll-off values of approximately 
b=-1.6 (tectonic processes). 
 
5.   The Saipan Reef dataset, S6 (Section 3.3.3), was mostly anisotropic at an azimuth of 
about the 315 to 330° and the fall-off was about b=-1.8. 
 
6. A ranking of smoothest to roughest gridded datasets is made using the overall medians 
of the LA values (Section 4.1). 
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2. Methodology 
 
2.1. Outline of methodology 
 
The method used in this dissertation follows closely the work of Fox (1996, 1985).  The 
contribution made in this dissertation is the alleviation of the necessity for a cleanly and 
completely sampled area for the 2D FFT by using arbitrary spatial locations through the 2D 
NFFT.  The input point data are assumed to be in a proper projected coordinate system like the 
Universal Transverse Mercator (UTM, used in mid-Latitudes) or the Universal Polar 
Stereographic (UPS, used at the Poles), or others, so we have meters in a relatively local area.    
See Snyder (1987) for details of the projections used in this dissertation (including the Lambert 
Conformal Conic projection used for the data in Section 3.4.1).  Then the steps necessary to 
generate the Fox (1996) parameters 𝒖, 𝒗, 𝜽𝟎, and 𝒃 include:  detrending the data points, 
windowing to minimize the limits of finite sampling, performing the 2D NFFT, and curve fitting 
the equally spaced frequency domain amplitude spectrum.  Figure 3 below is a flow chart 
depicting how one kernel of data could be processed with the conventional FFT and the 
contribution of this effort with NFFT. 
 
Assumption 3: We assume input data positions are proper conformal projected meters. 
 
 
Figure 3. Traditional (FFT) and contribution (NFFT) flows for roughness parameterization. 
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A more detailed version of the actual program calls (from dokernel.c) in a top-down 
diagram is given in Figure 4.  This is an important algorithmic contribution of the dissertation. 
 
Finding 1:  coded algorithms to perform the contribution NFFT branch (versus traditional 
FFT) of the flow diagram. 
 
Figure 4. Top-down diagram of processing steps for a single kernel.   
 
Italicized function names are from the GSL and NFFT external libraries.  The C-code for 
curve fitting (at “foxmodel” in the tree structure) is commented out (with “//”) at this time.  
Instead, MatlabTM is used on outputs from previous steps to perform the nonlinear curve fitting.  
Getting C-code that works as the MatlabTM nonlinear curve fitting routines is planned for near 
future work. 
 
Refer to Appendix A2.1 for a listing of the header file rough.h that prototype’s the 
functions listed in the diagram and defines data types used by the functions.  The intention is to 
convert the curve fit step from MatlabTM into C-code and provide the roughness library as an 
add-on to the DBDB-V Application Programmers Interface. 
 
Future work 1:  produce C-code matching the MatlabTM routines of fnlin.m in order to 
provide an add-on to the DBDB-V API. 
 
Next we shall provide more detail for the most important and fundamental levels of the 
processing:  detrending, windowing, computing the 2D NFFT, and nonlinearly fitting the Fox 
model. 
 
 21 
Appendix A1 provides details of the external libraries (FFTW, NFFT, and GSL) used in 
this dissertation. 
 
 
2.1.1. Detrending the points 
 
A trend in the data, like the gradual slope of the surface, is undesirable for our spectral 
purposes.  This is because it may falsely contribute to the zero Hz frequency of the spectrum.  In 
practice therefore, we seek to remove the trend and keep the interesting short wavelength, high 
frequency part of the surface.  In order to describe the relatively small bumps we remove the 
larger trends.  This is a process is known as detrending. 
  
For a simple 1D signal, removing the trend can be accomplished by removing the mean 
of the samples in the sequence.  To detrend a 2D surface of xyz point data, we can remove the 
best fitting plane by using a multiple linear regression of the form 
 
𝑧 = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑦 +  𝜀, 
whose estimate becomes 
?̂? = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑦. 
Then 
𝜀 = 𝑟(𝑥, 𝑦) = 𝑧 − ?̂?, 
 
are the residuals from the fit (i.e. the deviations apparent in the least squares sense).  The GNU 
Scientific Library (GSL, Galassi, et.al., 2013) is used to define the coefficients of the best fitting 
surface given the data with a call of the function gsl_multifit_linear.   
 
Second and third order polynomial regressions of the form 
 
𝑧 = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑦 + 𝑎3𝑥
2 + 𝑎4𝑦
2 + 𝑎5𝑥𝑦 +   𝜀 
and 
 
𝑧 = 𝑎0 + 𝑎1𝑥 + 𝑎2𝑦 + 𝑎3𝑥
2 + 𝑎4𝑦
2 + 𝑎5𝑥𝑦 +  𝑎6𝑥
3 + 𝑎7𝑦
3 + 𝑎8𝑥
2𝑦 + 𝑎9𝑥𝑦
2 +   𝜀, 
 
which offer removal of a curved surface of a specific kernel area, were coded and can optionally 
be used to detrend.  A trend requiring higher order polynomials might be a peak and a trough for 
second order and two peaks and a trough for third.  These include the interaction terms, i.e. the 
𝑥𝑦 multiples.  For simplicity, throughout this dissertation the first order regression is used.  The 
effect is to provide residuals about the best fitting plane of the given elevations.  A third order 
polynomial detrending function was the choice of Kraft and de Moustier (2010) in their spectral 
roughness estimation work.   
 
Assumption 4: First order detrending is used throughout this dissertation. 
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2.1.2. Windowing the residuals with a circularly symmetric continuous cosine taper 
 
Windowing is the process of trying to minimize the spectral leakage manifest when 
transforming a rectangular window.  A trade off of lowering the main lobe versus increasing the 
side lobes is acceptably incurred (Mitra, 2006).  To account for this leakage issue in the practical 
use of this discretely sampled Fourier transform, we will apply a circularly symmetric continuous 
cosine tapering of the residuals.  The effect is to smoothly decrease the magnitude of the edges, 
given a percentage input, of the residual grid in 2D by a cosine function.  
 
The residuals are normalized temporarily by the formula 
 
𝑟 =
𝑟 − 𝑟0
𝑟1
,  
 
where 
𝑟0 = min(𝑟) , 𝑟1 = max(𝑟) − min (𝑟), 
 
so that 𝑟(𝑥, 𝑦) ∈ [0, 1). 
 
Starting with the usual Tukey windowing function in x (Harris 1978),  
 
𝑤(𝑥) =  
{
 
 
 
 
1
2
(1 + cos [
2𝜋
𝛼
{𝑥 −
𝛼
2
}]) ,   0 ≤ 𝑥 <
𝛼
2
,
1,       
𝛼
2
≤ 𝑥 < 1 −
𝛼
2
,
1
2
(1 + cos [
2𝜋
𝛼
{𝑥 − 1 + 
𝛼
2
}]) , 1 −
𝛼
2
≤ 𝑥 ≤ 1.
 
 
Then, because the positions are already being scaled to percentages we can make 𝑥, 𝑦 ∈
[−1 2, 1 2⁄⁄ ).  Then the radius is calculated as 𝑞 = 2√𝑥2 + 𝑦2, to mimic a unit circle.  The 
radial edge to begin tapering is set as 𝑅 = 1 − 𝛼, on the now doubled radial length.  Also note 
that since we have doubled the length, the usual divisor of 2 in the cosine argument disappears.  
We also have eliminated the usual left side of the cosine tapering, since the distance is from the 
center of the circle.  Therefore the weight becomes 
 
 
𝑤(𝑞) =  {
1,          𝑞 < 𝑅,
1
2
(1 + cos [𝜋 {
𝑞
𝛼
−
1
𝛼
+ 1}]) ,       𝑅 ≤ 𝑞 < 1,
0, 𝑞 = 1,
 
 
where 
𝛼 𝜖 [0, 1) 
 
is the percentage to apply half to the edge for tapering.  Throughout this dissertation, though it is 
an input variable, the value of 0.2 is used for 𝛼.  So 20 percent of the area (10 percent on all 
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resulting edges) is used to taper the residual kernel data before transforming.  Figure 5 is an 
image of the cosine taper function results. 
 
Assumption 5:  using taper to constant section ratio of 0.20 to window, or 20 percent 
cosine tapering, 10 percent on all edges. 
  
 
Figure 5. Continuous cosine taper window function (Tukey windowing). 
 
 
Then the 2D array of residuals becomes 
 
𝑟(𝑥, 𝑦) = 𝑟(𝑥, 𝑦) 𝑤(𝑞). 
 
The residuals are then un-normalized by making 
 
𝑟 = 𝑟0 + 𝑟1𝑟. 
 
The residuals are then ready for the next step in the procedure, performing the NFFT.   
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2.1.3. NFFT algorithms development 
 
The nonequispaced fast Fourier transform library (NFFT, Keiner, 2009) is used to 
produce the frequency domain representation of the input windowed residual point data.  Next, to 
help describe the underlying algorithms provided by the NFFT library, a development of selected 
background material taken from the dissertation of Kunis (2006) is presented.  The development 
begins with the re-statement of the spatial locations on the d-dimensional torus and ends with the 
two conjugate-gradient matrix solutions for the over-sampled (least squares) and under-sampled 
(optimum interpolation) data situations. 
 
With 𝑑 ∈ ℕ,  𝕋𝒅 = [
−𝟏
𝟐
,
𝟏
𝟐
)
𝒅
, 𝒙 ∈  𝕋𝒅, the classic Fourier transform is defined for 
 
𝒇 ∈  𝑳𝟏(ℝ𝒅), 𝒌 ∈  ℝ𝒅, 
 
as 
?̂?(𝒌) =  ∫ 𝒇(𝒙)𝒆𝟐𝝅𝒊𝒌𝒙
ℝ𝒅
𝒅𝒙. 
The semi-discrete Fourier transform for 
 
𝒇 ∈  𝑳𝟏(𝕋𝒅), 𝒌 ∈  ℤ𝒅, 
is 
 
?̂?𝑘 = ∫ 𝒇(𝒙)𝒆
𝟐𝝅𝒊𝒌𝒙
𝕋𝒅
𝒅𝒙. 
 
Sampling of a Fourier transform ?̂? at integers corresponds to the periodization of 𝒈 in the 
space/time domain.  That is, 
 
∑𝒈(𝒋 + 𝒛)
𝒋∈ℤ
=∑?̂?(𝒌)
𝒌∈ℤ
𝑒−𝟐𝝅𝒊𝒌𝒛. 
 
Further 𝑳𝟐(𝕋𝑑) is a Hilbert space with inner product 
 
〈𝒇, 𝒈〉𝑳𝟐 = ∫ 𝒇(𝒙) 𝒈(𝒙) 
̅̅ ̅̅ ̅̅ ̅𝒅𝒙
𝕋𝒅
, 
 
which possesses the orthonormal basis {𝒙 → 𝒆−𝟐𝝅𝒊𝒌𝒙: 𝒌 ∈ ℤ𝒅}.  Thus, every 𝒇 ∈  𝑳𝟐(𝕋𝑑) can be 
expressed by its Fourier series 
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𝒇(𝒙) =  ∑ ?̂?𝒌
𝒌∈ℤ𝒅
𝒆−𝟐𝝅𝒊𝒌𝒙. 
 
Parseval’s identity applies also, that is 
 
‖𝒇‖𝑳2
2 = ‖?̂?‖
𝒍𝟐
𝟐
, 
where ?̂? ∈  𝒍𝟐(ℤ𝑑) is the 2nd order norm for the frequency components over the d-dimensional 
integers. 
 
Consider the sampling set of locations 
 
𝝌 =  {x𝒋 ∈ 𝕋
𝒅: 𝒋 = 𝟎,… ,𝑴 − 𝟏}, 𝐌 ∈ ℕ𝒅. 
 
Without additional structure, 𝝌 is nonequispaced or arbitrary.  If there exists an 𝐌 ∈ ℕ𝒅 such that 
𝝌 =  𝐌−𝟏⊙ 𝐈𝐌, with the point-wise product defined as 𝒂⊙ 𝒃 = (𝒂𝟎𝒃𝟎, … , 𝒂𝒅−𝟏𝒃𝒅−𝟏)
T, and  
𝒂−𝟏 = (
1
𝒂𝟎
, … ,
1
𝒂𝒅−𝟏
), then 𝝌 is equispaced, regular, or a lattice.   
 
To help describe coverage qualities of our sampled set, define the largest gap between 
node positions as the mesh norm 𝜹 and the smallest the separation distance 𝒒.  Then 𝝌 is 𝜹-dense 
for 0 ≤  𝜹 ≤ 1  if  𝜹𝝌 ≤  𝜹 and 𝒒-separated for  0 ≤  𝒒 ≤ 0.5  if  𝒒𝝌 ≤  𝒒.  Also, the relation  
 
𝒒𝝌 ≤ 𝐌
−1
𝒅 ≤ 𝛿𝜒 
 
holds for 𝐌 = |𝝌| ≥ 2.  For 𝐍 ∈  ℕ𝒅, the classical Fourier matrix is 
  
𝐅𝐍 = (𝒆
−2𝜋𝑖𝒌𝒋)𝒋∈𝐍−𝟏⊙𝐈𝐍;𝒌∈𝐈𝐍 . 
 
Then 
𝐅𝐍
−1 = |𝐈𝐍|
−1 𝐅𝐍
H,  
 
where 𝐅𝐍
H is the conjugate transpose.  So both matrices can be applied to a vector and the DFT 
and its inverse differ only by a normalization factor and a sign in the exponent.  This led to an 
ambiguous naming of the DFT and its inverse in the literature.  In the NFFT context, like the 
FFTW (Frigo and Johnson, 2005) convention, multiplication with the negative exponent is 
termed the forward transform.  Multiplication with the positive exponent is a backward transform 
(not the inverse).   
 
Recall that for ?̂?𝒌 ∈  ℂ, 𝒌 ∈  𝑰𝑵, 𝒇 ∈  𝑻𝑵 , the NDFT is 
 
𝒇(𝒙) =  ∑ ?̂?𝒌 𝒆
−𝟐𝝅𝒊𝒌𝒙𝒋
𝒌∈𝑰𝑵
, 𝒙𝒋 ∈  𝕋
𝒅 , 𝒋 = 𝟎,… ,𝑴 − 𝟏 
or in matrix form 
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𝒇 = 𝑨 ?̂?,    𝑨 =   (𝒆−𝟐𝝅𝒊𝒌𝒙𝒋)
𝒋=𝟎,…,𝑴−𝟏;𝒌∈𝑰𝑵
. 
 
The adjoint NDFT is 
 
?̂?𝒌 = ∑ ?̂?𝒋 𝒆
𝟐𝝅𝒊𝒌𝒙𝒋
𝑴−𝟏
𝒋=𝟎
 
or 
?̂? = 𝑨𝑯𝒇. 
 
The fast version of the NDFT, the NFFT, is based on an oversampled FFT and a window 
function 𝝋 that is simultaneously localized in the space/time and frequency domains.  The 
convolution theorem is used to  
 
(1) deconvolve the polynomial 𝒇 with the window function such that, ?̂?  ⟵ ?̂? ?̂?⁄  
(2) compute the oversampled FFT, 𝒈 ⟵ 𝑓𝑓𝑡(?̂?) 
(3) convolve with the window function and evaluate, 𝒇(𝒙𝒋) ⟵ (𝒈 ∗ ?̃?)(𝒙𝒋).  
Using an oversampling factor of 𝜎 > 1 and the FFT size of 𝒏 =  𝝈 𝑵, the window 
function with  
𝑵 ∈ ℕ, 𝒛 ∈ ℝ, |𝒛| ≤  
𝑵
𝟐
,𝝎: ℝ → ℝ,𝝎(𝒛) > 𝟎, |𝝎(𝒛)| ≤ 𝑪 |𝒛|−𝟏−𝜶, 𝝋: ℝ → ℂ 
is 
𝝋(𝒙) =  ∫ 𝝎(𝒛)𝒆−𝟐𝝅𝒊𝒙𝒛 𝒅𝒛
ℝ
 
if 
|𝝋(𝒙)| ≤ 𝑪 |𝒙|−𝟏−𝜷,         𝑪, 𝜶, 𝜷 > 𝟎, 𝒙 ∈ ℝ. 
 
Optional window functions offered within the library include the Gaussian, B-spline, 
Sinc, and Kaiser-Bessel (the default).  The default window function (Kaiser-Bessel) is used in 
this dissertation. 
 
A summary statement of the NFFT algorithm is 
 
𝒇(𝒙𝒋) ≈  𝒔𝒋 =  ∑ (∑
?̂?𝒌
|𝑰𝒏| ?̂?𝒌
𝒌 ∈ 𝑰𝒏
 𝒆−𝟐𝝅𝒊(𝒏
−𝟏⊙𝒍)) ?̃?
𝒍 ∈𝑰𝒏,𝒎(𝒙𝒋)
(𝒙𝒋 − 𝒏
−𝟏⊙ 𝒍). 
 
In matrix form 
𝑨 ?̂? = 𝑩𝑭𝑫?̂?, 
 
where the real sparse matrix of size 𝑀 × |𝐼𝑛| is 
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𝑩 = (?̃?(𝒙𝒋 − 𝒏
−𝟏⊙ 𝒍) 𝝌𝑰𝒏,𝒎 (𝒙𝒋)(𝒍))𝒋=𝟎,…,𝑴−𝟏;𝒍∈𝑰𝒏
,  
 
𝑭|𝑰𝒏|×|𝑰𝒏| 
 
is the d-variate Fourier matrix, and the real diagonal matrix of size |𝐼𝑛| × |𝐼𝑁| is 
 
𝑫 = ⊗𝒕=𝟎
𝒅−𝟏 (𝑶𝒕|𝑑𝑖𝑎𝑔(1 ?̂?(𝒌𝒕⁄ ))𝒌𝒕∈𝑰𝒏|𝑶𝒕)
𝑇
, 
 
with size 𝑵𝒕 ×
𝒏𝒕−𝑵𝒕
𝟐
  off diagonal zero matrices 𝑶𝒕.  The calculations are performed in  
 
𝓞(|𝑰𝑵|𝒍𝒐𝒈|𝑰𝑵| + 𝑴) 
 
operations.  Similarly, the adjoint NFFT, a backwards transform, is calculated, as 
 
?̂?𝒌 ≈  𝑫
𝑇𝑭𝐻𝑩𝑇𝒇. 
 
 
Consider the nonequispaced trigonometric polynomial analogous to the Fourier matrix 𝑭 
 
𝑨 = 𝑨𝝌 = (𝒆
−𝟐𝝅𝒊𝒌𝒙𝒋)
𝒋=𝟎,…,𝑴−𝟏;𝒌∈𝑰𝑵
. 
 
The matrix 𝑨𝝌 is not square.  The inverse problem, instantiated by the solver routines in the 
NFFT library, seek to find 
 
𝑨?̂?  ≈  𝒚, (𝒙𝒋, 𝑦𝑗) ∈ 𝕋
𝒅 × ℂ, 𝒋 = 𝟎,… ,𝑴 − 𝟏 
 
for all 𝒇(𝒙𝒋) ≈ 𝒚𝒋, producing the Fourier coefficients 
 
?̂?  ∈  ℂ|𝑰𝑵|, 𝒌 ∈ 𝑰𝑵. 
 
The inversion algorithms to follow rely on the NFFT and the adjoint NFFT approximations. 
 
When |𝑰𝑵| < 𝑴, the system is over-determined and a least squares approach is used to 
minimize the residuals with a conjugate-gradient residual normalization scheme (CGNR).  The 
problem is cast as 
‖𝒚 − 𝑨?̂?‖
𝑾
2
= ∑ 𝑤𝑗
𝑴−1
𝑗=0
|𝑦𝑗 − 𝑓(𝒙𝒋)|
2 ?̂?
→min. 
 
With 𝑾 = 𝒅𝒊𝒂𝒈(𝒘𝒋), 𝒋 = 𝟎,… ,𝑴 − 𝟏, as weights in the least squares solution (a weighted 
normal equation of the first kind), the matrix form is 
 
𝑨𝑯𝑾𝑨?̂? =  𝑨𝑯𝑾𝒚. 
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When |𝑰𝑵| > 𝑴, the system is under-determined and an optimum interpolation problem 
(equivalent to a damped normal equation of the second kind) is cast as  
 
‖?̂?‖
?̂?−1
= (∑
|𝑓𝒌|
2
?̂?𝒌
𝒌∈𝑰𝑵
)
1/2
?̂?
→min. 
In matrix form 
 
𝑨?̂?𝑨𝑯?̃? = 𝒚, 
 
where 
 
?̂? = ?̂?𝑨𝑯?̃?. 
 
The system is solved with an iterative conjugate gradient error normalization algorithm (CGNE).  
This ends the development material summarized from Kunis (2006). 
 
In order to mimic the steps of Fox (1996) we will use the results of the NFFT solve 
routines that apply the least squares and optimum interpolation to a set of samples.  (Since most 
datasets used in this dissertation are well sampled, practically all datasets are least squares 
spectral solutions).  This will provide the regularly spaced frequency domain representation we 
seek for the next step, nonlinear regression curve fitting for parameterization.  The source code 
file that drives the NFFT calculation, nfft2d.c, is provided in Appendix A2.2.  A default 
maximum of 40 iterations for the least squares solution is used throughout this dissertation.  For 
stopping, we use an overall residual epsilon of one when performing the least squares spectral 
estimate.  Convergence was accomplished in as little as 4 iterations, depending on the density 
and consistency of the data, for some of the kernels in the datasets that follow. 
 
Assumption 6:  a maximum of 40 iterations and an epsilon of 1 were used for the iterative 
spectral least squares NFFT solution. 
 
 
2.1.3.1. Normalized versus un-normalized NFFT results 
 
A step used by Fox (1985, 1996) was to normalize by the sum of the residuals in the 
input kernel.  In this work, the choice was made to not normalize by dividing the transform by 
the sum of the residuals.  The factor 
 
𝑓𝑁𝑂𝑅𝑀 = |𝐼𝑁| ∑𝑟𝑖 /𝑀 
 
was used to check a normalized form of the results, however.  This factor is used to scale the 
nonequispaced data to what might be considered the results of a pre-gridded dataset. 
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Assumption 7:  kernels of this dissertation are not normalized with 𝑓𝑁𝑂𝑅𝑀. 
 
2.1.4. The Fox model 
 
This section contains information from our principle sources, Fox (1985, 1996).   
 
2.1.4.1. Fox’s anisotropic model development 
 
The following is taken from Fox’s 1985 dissertation. 
 
When there is an apparent lineation in the area (some trough or ridge, perhaps), the 
resulting wavelength ?́? can be considered the original wavelength modified by a cosine term.  
That is, 
 
?́? =  |
𝟏
𝐜𝐨𝐬 𝜽
| ⋅  𝝀. 
 
Now, using the similarity theorem (where the symbol ⊃ stands for “has Fourier transform”), 
 
𝒇(|𝐜𝐨𝐬𝜽| ⋅ 𝒙) ⊃ |
𝟏
𝐜𝐨𝐬 𝜽
| ⋅ 𝑭(
𝒔
𝐜𝐨𝐬 𝜽
). 
With 
𝑨 = 𝒂𝒔𝒃, 
 
𝒇(|𝐜𝐨𝐬𝜽| ⋅ 𝒙) ⊃ |
𝟏
𝐜𝐨𝐬 𝜽
| ⋅ 𝒂 ⋅ (
𝒔
𝐜𝐨𝐬 𝜽
)
𝒃
, 
 
𝒇 (|
𝟏
𝐜𝐨𝐬 𝜽
| ⋅ 𝒙) ⊃ |𝐜𝐨𝐬𝜽| ⋅ 𝒂 ⋅ (𝒔 ⋅ 𝐜𝐨𝐬 𝜽)𝒃. 
 
Then 
𝒂(𝜽) =  |𝐜𝐨𝐬 𝜽| ⋅ 𝒂 
and 
 
𝒂(𝜽) =  |𝐜𝐨𝐬(𝜽 − 𝜽𝟎)| ⋅ 𝒂. 
 
Note that for 𝜽𝟎, the frequency domain lineation angle, perpendicular to the trend (90° 
out) in the cross-strike direction happens when 𝜽 = 𝜽𝟎, where |𝐜𝐨𝐬 𝟎| = 𝟏.  So in that case the 
apparent wavelength is the wavelength.  Then for the parallel case, when 𝜽 − 𝜽𝟎 = ±𝝅/𝟐, 
|𝐜𝐨𝐬 𝟏| = 𝟎 and 𝑭(𝒔, 𝜽) = 𝟎. 
 
Fox (1985) also detailed the possibility of multiple additive lineation azimuths in the 
same kernel.  In this case, he showed that isotropic terms would not be separable.  One could 
possibly painstakingly remove additional contributing azimuthal components iteratively.  But in 
the end, what we are interested in is the aggregate trend displayed in the Fourier transform.   
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2.1.4.2. Nonlinearly curve fitting the equally spaced amplitude spectrum:  the Fox model 
 
The Fox model (1996) is represented by the function  
 
𝑨 = {𝒖 + 𝒗𝒄𝒐𝒔[𝟐(𝜽 − 𝜽𝟎)]}𝒔
𝒃, 
 
where 
𝑢 = parameter of isotropic roughness length, 
𝑣 =  parameter for anisotropic roughness, 
𝜃0 =  parameter of predominant azimuthal lineation in the frequency domain, 
𝑏 =  spectral roll-off parameter, 
𝐴 =  amplitude spectrum, 
𝜃 = polar frequency azimuth, and 
𝑠 =  polar frequency length. 
 
The incoming frequencies in the two spatial dimensions (𝑠𝑥, 𝑠𝑦), in cycles/meter are first 
converted to polar coordinates (𝑠, 𝜃) by 
𝑠 =  √𝑠𝑥2 + 𝑠𝑦2 
and 
𝜃 = atan2( 𝑠𝑥, 𝑠𝑦). 
 
Note that the arguments are provided to the arc tangent function in the opposite of the usual 
order.  This accounts for the angle being the azimuth from North increasing clockwise versus a 
trigonometric angle from the usual positive x-axis increasing counter-clockwise in the 
mathematical sense. 
 
The MatlabTM routine nlinfit is then used, with the robust option, to perform the nonlinear 
curve fitting on the results of the NFFT operation.  The default residual weighting is identified as 
the “bi-square” function.  An alternative residual weighting function is also used in this work 
where stated.  Instead of one Levenberg-Marquardt (Seber, 2003) search for the proper answer 
guided by the Jacobian, an iterative reweighting of the residuals occurs with the chosen function 
shape, until convergence.  See DuMouchel and O’Brien (1989) and Holland and Welsch (1977) 
for details of the MatlabTM implementation.  The m-file fnlin.m and its dependencies used for the 
fit are listed in Appendix A3.1. 
 
The value of 𝜃0 is the azimuth in the frequency domain.  The estimate of the azimuth of 
lineation in the spatial domain is orthogonal to the frequency domain fitted parameter.  This is 
because multiplication with the complex exponential provides evidence of the lineation by the 
interference pattern in frequency.  Normally, azimuths span the interval [0, 360)°, with 0° 
representing North.  Since we are working with real data, the FFT is symmetric, providing truly 
only a half space of information.  That means the azimuths can be referenced in the interval [270, 
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90]° translated by 180°.  By personal preference, the azimuths will often be presented as the 
equivalent values in the interval [-90, 90]°. 
 
Since the application of the nonlinear curve fitting does not force the value of v to be 
non-negative, it occasionally does become negative.  When this occurs, it is negated and 90° is 
added to the angle 𝜃0 to correct for this physical impossibility. 
 
The aspect ratio (Fox, 1996), defined as 
 
𝑤 =
𝑢 + 𝑣
𝑢 − 𝑣
 
 
is used as an indicator of whether or not a kernel is mostly isotropic (if the value is close to 1) or 
if the area contains lineation effect (the value is relatively larger than unity).  From the datasets 
that follow, we will discover what might be a natural break. 
 
 
2.1.4.3. Physical interpretation of the Fox model parameters 
 
The power law parameterization adopted here contains an amplitude level and an 
exponential roll-off.  The amplitude level is further broken down by the isotropic (uniformly 
rough) and anisotropic (containing azimuthal influence) components.  A discussion of the 
amplitude and roll-off parameters from Fox’s dissertation (1985) is provided below. 
 
Consider the uniform bathymetric roughness profiling model (in 1D), with no anisotropic 
component 
 
𝑨 = 𝒂 𝒔𝒃, 
 
where 𝑨 is the amplitude of the spectrum (in units of meters per cycles per meter) and 𝒔 is the 
spatial frequency (1/𝝀),  𝝀 the spatial wavelength in meters.  Consider Figure 6. 
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Figure 6. Sinusoid depicting amplitude and wavelength relationship. 
 
Then the coefficient of the exponential function, amplitude level 𝒂, corresponds to the 
amplitude of the component sinusoid with wavelength of 1m.  Fox (1985) chose processing with 
the amplitude spectrum instead of power spectrum, because the unit of length instead of length 
squared is arguably easier to interpret.  He also chose kilometer instead of meter as the reference 
length.  Meter is chosen in this work because of the brevity of depth regimes used.  In the next 
chapter, results of processing data from depths of almost 11km, and on the shallow end, less than 
10m, are presented. 
 
Next, the roll-off term 𝒃, which is less intuitive, is described.  If 𝒃 = 𝟎, then the 
amplitude 𝒂 is constant and we have a white noise spectrum.  If 𝒃 > 𝟎, then the amplitude is 
increasing at shorter wavelengths.  This state has never been observed for elevation data 
(bathymetry nor topography).  Usually 𝒃 < 𝟎, a situation where the amplitude is increasing with 
longer wavelengths (or smaller spatial frequencies).  Fox termed this a red noise spectrum.  This 
is also known as Brownian noise.  Further, broader features have greater height.  An interesting 
case occurs when 𝒃 =  −𝟏.  Then 
𝑨 = 𝒂𝒔−𝟏 ⟹  𝑨𝒔 = 𝒂 ⟹
𝑨
𝝀
= 𝒂. 
 
In this case the ratio of amplitude to wavelength 𝑨 𝝀⁄  is constant.  Indeed the signal 
would be identical at all scales.  This is the self-similarity instance that Mandelbrot described 
(1982).  When −𝟏 <  𝒃 < 𝟎, the spectral indication is rougher at higher frequencies.  This range 
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for the roll-off parameter corresponds to sedimentary processes.  Finally, for 𝒃 < −𝟏, the 
indication is smoother at higher frequencies.  A roll-off parameter of this magnitude describes 
rougher resulting processes, for example, tectonic geologic processes. 
 
 
2.1.4.4. Integration of the Fox function 
 
With the amplitude parameterization as a function of 𝒔 and 𝜽, we can perform a 
numerical integration with the MatlabTM function quad2d (Shampine, 2008) as follows.  Define 
 
𝑙 = ∬ 𝐴(𝑠, 𝜃)𝑠 𝑑𝑠 𝑑𝜃
2𝜋,𝑠1
0,𝑠0
= ∬ {𝒖 + 𝒗𝒄𝒐𝒔[𝟐(𝜽 − 𝜽𝟎)]}𝒔
(𝟏+𝒃) 𝑑𝑠 𝑑𝜃
2𝜋,𝑠1
0,𝑠0
  
 
as the overall integration length from a set of parameters, in meters. 
 
Finding 2:  define l as the overall integration length estimated from the fitted parameters. 
 
(Recall that integrating a polar function requires the extra length variable multiple.)  The values 
of 𝑠0 and 𝑠1 in this work are chosen from a single example from a dataset.  The maximum 
wavenumber from the example kernel (based on the x-y ranges in the spatial domain) is chosen 
for spatial frequency 𝑠1 and an epsilon of 1e-12 is chosen for 𝑠0 (since 0 raised to a negative 
power is undefined).  In future work, there may be reasoning to choose different wavenumber 
ranges, however.  Kraft and de Moustier (2010) limited their integration space on the lower end 
by an estimated platform collection noise at higher wavelengths (lower spatial frequency or 
lower wavenumber) and at the upper end upon inspection of the apparent noise floor. 
 
Future work 2:  investigate using different spatial frequency limits for integration with 
the parameterized results. 
 
The m-file myinteg.m used to integrate the Fox function is given in Appendix A3.2 
 
 
2.1.4.5. Length to area factor 
 
The parameter lengths, u, v, and l are all fundament lengths.  They are all with respect to 
unity.  In order to project that fundamental unit length, we must consider the area it came from.  
Czarneki and Bergin (1986) used lengths of the sides of the kernel and a factor associated with 
the windowing degradation to estimate a root mean square variance.  We will use the factor 
 
𝐹𝐴 = √𝐷𝑥𝐷𝑦𝐻, 
 
where 𝐷𝑥  and 𝐷𝑦 are the kernel side lengths and H is the volume percent covered with tapering, 
to calculate the area factor, in meters, to reconstitute the residual lengths of u, v, and l within the 
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text.  Because we are using the amplitude instead of power spectrum, we take the square root.  
For our specific 20 percent circular cosine tapering and recalling the formula for the volume of a 
cylinder, 
 
𝐻 = 𝜋(
1−
𝛼
2
2
)2 ⋅ 1 = 𝜋 (
2−𝛼
4
)
2
= 𝜋(0.45)2 ≈ 0.6362. 
 
Then, for example, the overall integration length with respect to the area conversion factor is 
 
𝐿𝐴 = 𝑙 ⋅ 𝐹𝐴, 
 
in square meters. 
 
Finding 3:  length parameters multiplied by 𝐹𝐴 produce a comparable value in units of 
area, over datasets from various seabed depths. 
 
 
2.1.5. Algorithm for processing a larger datasets 
  
In order to use the above steps for data from a larger area, code was written (dthesis.c) to 
segment the larger area into kernel sizes based on the average depth of the larger grid and 
choosing 64 times f2 in both dimensions multiplied by that average.  Based simply on the 
average depth of the larger grid, horizontal and vertical chunks of area are defined.  This 
produces approximately square areas as kernels.  The code will not be listed here, but plans are 
to offer it as an add-on to the DBDB-V API in the future as was done with the Carter Tables add-
on (Fabre and Fabre, 2008). 
 
Assumption 8:  x-y samples covering the area defined with f2 by 64 meters in both 
dimensions will be used as the approximate size of individual kernels. 
 
Finding 4:  an algorithm was developed to segment a larger area into appropriately sized 
kernels. 
 
To speed up processing on non-square total datasets (two of the datasets were diagonal), 
a polygon can be input to further define the corners of the kernel areas to avoid attempting to 
process sparse kernels.  By default, if all 4 corners of a kernel are not within the bounding 
polygon, an attempt at performing the parameterization is skipped. 
 
Finding 5:  a bounding polygon is used to eliminate sparse areas from the processing. 
 
This scheme was necessary for the development of these tools and to discretely see 
results of the kernel operations.  For each step of the processing a separate file is dumped to 
provide detailed analysis for this dissertation.  Appendix A3.2 lists key MatlabTM m-files 
(viewexyz.m, viewfhat.m, add1o.m) used for plotting. 
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Future plans for the production version of the roughness parameterization are to use the 
cosine tapering percentage to drive an amount of overlap.  Also for future considerations, given a 
very densely surveyed area, twice the footprint could be replaced with one footprint or a fraction 
of a footprint.  Also, the generous assumption of a 1° footprint could be replaced by the design 
beamwidth of the sonar used to collect the data.  Several commercial sonars offer a 1/2° design 
beamwidth. 
 
Future work 3:  consider overlapping of kernel areas driven by the percentage tapering in 
windowing. 
 
Future work 4: Investigate using either a variable for the beamwidth of f2 or a fixed 
fundamental size when generating kernel areas. 
 
 
2.2.  Summary of methodology 
 
The following is a narrative summary of the processing methodology. 
 
Three coordinate point data in meters are input to the detrending routine that removes the 
best fitting plane from the data.  This leaves the residuals from the plane as input to a continuous 
cosine tapering routine to prepare the discrete sample for the transform.  Once transformed by 
the NFFT library’s least squares or optimum interpolation spectral estimation routines, the 
frequency domain representation is converted to polar coordinates and sent to a nonlinear curve 
fitting routine.  The nonlinear curve fit of Fox’s (1996) model is performed on the output 
frequency domain coordinates and displayed in decibels to aid visualization.  Presentation of the 
fit is overlaid with contours upon the actual data used in the fit for visual confirmation and 
evaluation of the results.  The results are the 4 parameters of the fit (isotropic length, anisotropic 
length, predominant azimuth of lineation in the frequency domain, and the spectral roll-off) and 
two composite values (the aspect ratio and the overall integration length) located at the center of 
each kernel area.  The parameters can be used to aid in interpretation of the high frequency 
content of the bathymetry’s physical geologic properties.  We have defined a factor, with respect 
to kernel area, that will reconstitute the fundamental units of length, to hopefully make them 
comparable between datasets.  
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3. Results 
 
In order to test the use of the tools of this dissertation for a wide breath of bathymetric 
regimes (depths from 10m to 11000m), a large portion of the datasets were selected from the 
gridded results of the actual acceptance tests of the NAVOCEANO TAGS-60 fleet of current 
fourth generation Kongsberg multibeam sonars.  The intended use of the tools of this dissertation 
(as an add-on to the DBDB-V API) is upon properly gridded bathymetric datasets.   Earlier 
multibeam sonar datasets (which provided less samples per area) and some synthetically 
generated point datasets are also used to demonstrate how this dissertation’s tools can 
parameterize nonequispaced data.  Finally, a much more sparse grid, compared to the best 
resolution grids from the acceptance testing, of almost half of an ocean is processed to test the 
limits of the tools provided by this dissertation. 
 
For convenience, the datasets will be indicated as follows (covering depths from about 10 
to 11000m): 
 
ID Name   Gridsize Depth 
S1  Synthetic  N/A  5500m 
S2  Liberty Ship  N/A  14m 
S3  Juan de Fuca  N/A  2500m 
S4  Deep Test Area 100m  5000m 
S5  Challenger Deep 175m  11000m 
S6  Saipan Reef  1m  40m 
S7  North Atlantic  4000m  6500m 
 
Another device used here to make identifying specific kernel areas easier, particularly in 
figure captions, will be the use of a label like:  S3:K2, to indicate the third set of data, Juan de 
Fuca, and the second kernel. 
 
Datasets S1, S2, and S3 are made up of the actual point samples from the surveyed areas, 
instead of grids.  They are point datasets.  Datasets S4, S5, and S6 can be described as 
appropriately spaced, relative to f2, regular grids.  Such datasets can be thought of as best 
resolution grids.  Best resolution grids match the assumptions made by the spatial sampling 
algorithms of this dissertation.  Dataset S7 is a sparse grid, relative to f2. 
 
After a guide describing the plots to come is given, most of the remainder of the chapter 
details the results from processing the datasets in order, S1-S7. 
 
 
3.1. A guide to understanding plots in this dissertation 
 
Four kinds of plots for results from a particular kernel area are repeatedly made in this 
dissertation.  They coincide with the states of the data through processing.  They are plots of the 
inputs, the detrended residuals, the continuously cosine tapered windowed residual data, and the 
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Fourier domain plot with the curve fit contours over-plotted.  The principle kernel processing 
steps are represented in the flow chart of Figure 3. 
 
The first plot usually made is of the input data.  The x-y position values are as given in 
the proper conformal projection.  The z values are color-coded elevation values, indicated by the 
associated color scale bars, and they have a negative sign, which is proper for bathymetry (below 
the surface of water) versus topography (land heights).  Occasionally a plot of the x-y locations 
is also given to observe the nonequispaced layout of the original point or grid node data.   
 
The second plot in the usual sequence is the plot of the residuals from the detrending 
step.  The detrended residuals often have x-y values that begin at zero.  The horizontal extents of 
the data can be visualized as a result of plotting from zero.  In the vertical, the plot allows a 
visual inspection of the overall relief from the best fitting plane.  Note the color scale bar range is 
greatly diminished, since only the high frequency residuals remain after detrending is done. 
 
The third plot is of the continuously cosine tapered detrended residuals.  At this step, 
detrended data are scaled in x-y to be between zero and one (to prepare for the -0.5 to 0.5 
requirement for input to the NFFT).  The values in the vertical are similar to the residuals from 
the detrending step except for the edges, which may have been decreased by the tapering. 
 
The fourth plot, the last in the usual sequence, shows both the results from the NFFT and 
the nonlinear curve fit results of the equation in section 2.1.4.2.  Additionally, the aspect ratio 
and the average integral length from the fit parameters (the two composite results) are provided.  
To reemphasize, the six values appear in the order 
 
𝑢, 𝑣, 𝜃0, 𝑏, 𝑤, and 𝑙: 
 
the isotropic length in meters; the anisotropic length in meters; the perpendicular to the spatial 
lineation azimuth in degrees; the spectral roll-off value (always negative); the aspect ratio (close 
to one implies isotropy, anisotropy otherwise); and the average integral length from the curve fit 
in meters. 
 
For ease of interpretation, NFFT plots are presented in decibels as a function of the 
product of the spatial frequencies, or wavenumbers in radians per meter each, or per unit “area” 
with 
 
𝑘𝑥𝑘𝑦 = 
2𝜋
𝜆𝑥
2𝜋
𝜆𝑦
, 
 
where 𝜆𝑥 is the wavelength in meters in the East-West axis and 𝜆𝑦 is wavelength in the North-
South axis.  Since we are using the amplitude spectrum (the square root of the power spectrum), 
its unit is meters instead of meters squared.  (Instead of providing the variance of roughness as 
with a power spectrum, it is like providing the standard deviation of roughness).  Thus the 
dependent 2D values are plotted in units of  
 
10 log10(amplitude spectrum) in dB relative to 1 m/(1/m
2). 
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The unit of the NFFT result will be simplified and displayed on the plots as dB re m3. 
 
 
 
3.2. Point datasets 
 
The datasets in this section area made up of randomly placed points instead of mostly 
uniform grid nodes.  The three datasets (S1, S2, and S3) are designated the Synthetic dataset, the 
Liberty Ship dataset, and the Juan de Fuca dataset. 
 
 
3.2.1. Synthetically generated dataset, S1 
 
Two kernels were generated by an algorithm that was created to make what might be 
uniform random positioned datasets of standard normal distributed depth values at a target depth 
of 5000m.  As we shall see, S1:K1 is totally uniform and S1:K2 has a trench feature. 
 
3.2.1.1. Uniformly distributed synthetic dataset, S1:K1 
 
In order to get a feel for how to use the routines described in the methods chapter, 
synthetic datasets were generated.  If one had to choose a depth for the oceans, it might very well 
be 5000m.  Therefore, the synthetic data is perturbed around that depth 𝑑 in meters.  
 
With the assumption of a certain percentage of water depth variability 𝑝 (a percentage of 
depth factor with .01 representing 1 percent), choosing a square size for both the number of rows 
and columns, a range in meters of data in x and y to generate, 𝑥𝑟𝑎𝑛𝑔𝑒 and 𝑦𝑟𝑎𝑛𝑔𝑒.  The x-y 
locations are generated with a uniform random number generator 𝑟3 ∈ [0,1) (Knuth, 1981) and 
the depth data are randomly generated assuming a seeded standard normal distribution 𝑟𝑛 ∈ [0,1) 
(the cosine related value), with mean 0 and standard deviation 1 (Box and Muller, 1958).   The 
results in Figure 7 provide what looks like a nice spackled pattern for a ceiling. 
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Figure 7. Input plot of S1:K1, uniform randomly generated data. 
 
The actual parameters used to generate the surface were 119 randomly placed samples in 
both dimensions of a 6400 (xrange and yrange below) square meter area, a 5000m target depth 
randomly perturbed by a factor of plus or minus 0.01 (one percent). 
 
The triples that make up the surface are generated as follows: 
  
𝑥 =  𝑟3 ⋅ 𝑥𝑟𝑎𝑛𝑔𝑒, 
 
𝑦 =  𝑟3 ⋅ 𝑦𝑟𝑎𝑛𝑔𝑒, 
 
𝑧 =  𝑑(1 + [2𝑟𝑛 − 1]𝑝). 
 
Next the detrended surface, using the first order options to provide the residuals, is 
presented in Figure 8.   
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Figure 8. Detrend plot of S1:K1. 
 
The continuously circularly symmetric cosine tapered surface is presented in Figure 9. 
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Figure 9. Plot of windowed residuals of S1:K1. 
 
 
Figure 10 shows the two-dimensional NFFT results with the Fourier domain dimensions 
made to be 128 squared.   Note that the noise floor dominates the figure.  When the number of 
bins was selected to be 32, not enough information was discernable.  For this reason, a default 
choice of frequency bins seems to be 64 (adopted by Fox, 1996, also), sticking with a power of 
two value to aid the transform calculations.  The number of frequency bins per dimension 
throughout this dissertation will be 64. 
 
Assumption 9:  64 is the chosen as the number of frequency bins throughout this 
dissertation. 
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Figure 10. NFFT plot for S1:K1 using 128 frequency bins per axis. 
 
The results with 64 squared frequency bins are shown in Figure 11.   
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Figure 11. NFFT results plot of S1:K1 with 64 frequency bins. 
 
The isotropic curve fit results (just parameters u and b) are shown in the upper left corner 
of the figure.  Since we designed this dataset without a predominant azimuth of lineation, we use 
the simplified model 
 
𝑨 = 𝒖𝒔𝒃 
 
to describe the exponential.  The isotropic length estimate of 0.3m is rather large and the 
spectral roll-off is quite small at about -0.15.  We shall see in the next section how the artificial 
nature of our synthetic dataset may not be appropriate for the method developed and previously 
used for describing true geologic processes. 
 
There is a noise floor in most of the transforms in this dissertation.  Using 64 frequency 
bins tended to minimize this, thus no noise floor exclusion was used in parameterizing the 
results.  Identifying the noise floor deserves some future effort. 
 
Future work 5:  perform suitable noise floor exclusion by identifying the white noise 
level (where the slope becomes flat), perhaps from the edges of the transform results. 
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This section demonstrated what perfectly uniform bathymetry might look like with this 
processing.  The normally distributed synthetic bottom can be fit by a simplified version of the 
power law model. 
 
 
3.2.1.2. Synthetic dataset with a trench, S1:K2 
 
An important benefit of Fox’s model is its anisotropic component.  Therefore, an 
artificial trench was generated at a specified azimuth of 20°.  We first present the input data in 
Figure 12. 
 
 
Figure 12. Input plot for S1:K2, uniform random with 20° trench. 
 
 
Next in Figure 13, in the usual order of the plots, we will show the detrended residuals 
with first order plane removed. 
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Figure 13. Detrended data plot for S1:K2. 
 
Figure 14 shows the results from the windowing step. 
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Figure 14. Windowed data plot for S1:K2. 
  
 
To test the anisotropic feature of the parameterization, a given azimuth 𝛼 is used in 
calculating a trench, if a given length 𝑑 is negative.  (If 𝑑 is positive it produces a ridge).  Two 
points 𝑃 and 𝑄 are used to define the azimuthal line, which goes through the center of the surface 
with the following relationship 
 
2 ⋅ 𝑃𝑥, 𝑄𝑥 = 𝑥𝑟𝑎𝑛𝑔𝑒 ± 𝑑 ⋅ sin 𝛼 
2 ⋅ 𝑃𝑦, 𝑄𝑦 = 𝑦𝑟𝑎𝑛𝑔𝑒 ± 𝑑 ⋅ cos 𝛼. 
 
This produces the points 𝑃 = (𝑃𝑥, 𝑃𝑦) and 𝑄 = (𝑄𝑥, 𝑄𝑦) that define the line at the 
specified azimuth.  Upon each generation of an x-y location for the surface, the perpendicular 
distance (Larson and Hostetler, 2007) is calculated as follows 
 
dist(𝑃, 𝑄, (𝑥, 𝑦)) =  
|(𝑄𝑦 − 𝑃𝑦)𝑥 − (𝑄𝑥 − 𝑃𝑥)𝑦 + 𝑄𝑥𝑃𝑦 − 𝑄𝑦𝑃𝑥|
√(𝑄𝑦 − 𝑃𝑦)2 + (𝑄𝑥 − 𝑃𝑥)2
. 
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If it is within a given distance (500m here) of the line, it is decreased (or increased) by 
another given feature percentage.  (The factor 0.1, or 10 percent, is used for the given feature 
percentage). 
  
Next, the NFFT answer with a default residual weighting is presented in Figure 15. 
 
 
 
Figure 15. NFFT results plot of S1:K2. 
 
The six values that are repeatedly listed on the Fourier domain plots are the results from 
the nonlinear curve fitting.  They appear in the order 𝑢, 𝑣, 𝜃0, 𝑏, 𝑤, and 𝑙, and are the isotropic 
length, the anisotropic length, the perpendicular to the spatial lineation azimuth, the spectral roll-
off, the aspect ratio, and the average integral length from the curve fit.  The values will be listed 
either in the title or at the bottom of the figure.  The contours that are plotted amidst the 
transform are generated from the fit parameters. 
 
Note that the 20° azimuth is being parameterized in the frequency domain by the 
approximate orthogonal value of -82°.  That provides an 8° spatial predominant azimuth of 
lineation estimate instead of 20. This is off but is within the variability of a relatively wide 
1000m trench.  Also the lowest absolute wave numbers, the lowest frequencies, provide a 
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characteristic interference for the nonlinear robust curve fit routine to try to handle.  This 
interference pattern  (shaped like a Maltese cross) could be the result of the default NFFT 
weighting function (Kaiser-Bessel).  The length variables of u=0.11m, v=0.005m, and l=6.34e-
5m do not seem to coincide.  Also the aspect ratio of 1.1 indicates isotropy.  This data is not 
being fit properly. 
 
There is an unnatural phenomenon, perhaps a non-geological process, occurring with this 
artificial data.  It can also be seen in the shipwreck analysis to come.  The interference produced 
by the transformation (which occurs in the orthogonal direction in frequency of the trench in 
space) is not being honored by the curve fit.  The azimuthal trend is realized, but the exponential 
roll-off of about -0.35, is not in the realm of normal bathymetric processes (it seems small).  It is 
believed that this is because, try as we may, the synthetic processes being discovered by Fox’s 
model are not natural, although they may very well be realistic.  Someone could certainly dredge 
out a nearly perfect trench for a specific purpose. 
 
Finding 6:  an algorithm to generate synthetic datasets, possibly with lineation features, 
was developed. 
  
Generating synthetic datasets is useful, but since this dissertation is adding to Fox’s 
previously successful work, the remainder and bulk of the data analysis will focus on actual 
multibeam datasets. 
 
 
3.2.2. Liberty ships dataset, S2 
 
One of the standard demonstration datasets in the Hydrographic Department of the Naval 
Oceanographic Office has been the survey data taken of two Liberty ships near Gulfport, MS.  
The survey was done with one of NAVOCEANO’s Hydrographic Survey Launches using a 
Simrad/Kongsberg EM3000 multibeam echo sounder over Fish Haven number 3 in 1999.  
 
The overview below of the two wrecks (Figure 16) is color banded using a “logmean” 
color palette.  This allows the eye to quickly see the average depth in the area.  The data were 
processed with the software package Fledermaus (2015) using the default setting for the CUBE 
algorithm (Combined Uncertainty and Bathymetric Estimation, Calder and Mayer, 2003, Calder 
and Wells, 2006) with grid-size of one meter squared in horizontal resolution within UTM zone 
16N.   The data are stored in a structure known as PFM (Reed, et. al. 2001 and Paton, et. al. 
2003).   The West-most ship’s bow and stern are at the approximate coordinates in Eastings and 
Northings of (331364.9, 3338442.0) and (331452.7, 3338358.9), respectively.  These positions 
provide a length of about 120.89m and an azimuth of 314.425° (or -46.575°).  The depth in the 
area is about 14m.   
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Figure 16. Overview plot of Liberty ships at Fish Haven 3 is Gulf of Mexico. 
 
 
A subset of the points, not grid node estimates, surrounding the West-most ship were then 
used as input for further processing.  A plan view plot of the input data is presented below.  The 
data are segmented by the kernel marching algorithm into 6 by 5 kernel areas using a value of 
about 0.5m for f2.  The areas are numbered in order from the Southwesterly corner.  The subset 
in Figure 17 covers 186 by 146 meters (width and height).  Each kernel of data covers about a 
30 meter squared area. 
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Figure 17. Segmentation layout plot for S2 over Western Liberty ship dataset, S2. 
 
A table of the results (expect S2:K1 and S2:K2), with the default robust nonlinear curve 
fit weighting, of the Western liberty ship layout above is given in Appendix A4.1. 
 
 
Figure 18 shows the nonequispaced layout of the points for S2:K16.  Note the 
nonequispaced pattern of the data. 
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Figure 18. Nonequispaced point pattern zoom within S2:K16. 
 
A plot of the data from S2:K16 using viewexyz.m (see Appendix A3.2) is given in Figure 
19.  The surrounding area is about 14m deep and the relief from the wreck is around 5m, leaving 
10m of water on the highest point of the wreck.   
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Figure 19. Input plot for S2:K16. 
 
 
Next the detrended version of S2:K16 is presented (Figure 20).  The detrended data from 
the wreck shows that the kernel size is about 30m squared.  With the best fitting plane removed, 
about 5m of total relief remains. 
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Figure 20. Detrend plot S2:K16. 
 
 
Windowed version of S2:K16 is pictured in Figure 21.  Ten percent of the edges have 
been smoothly tapered to deal with the limitations of discrete sampling. 
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Figure 21. Windowed residuals plot for S2:K16. 
 
 
NFFT results from running the nonlinear curve fitting routine fnlin.m (see Appendix 
A3.1), with the default robust option, which uses the residual remapping function “bi-square”, 
are pictured in Figure 22.  A side view is used to illustrate how the curve fit underestimates the 
overall peak in the middle of the transform data. 
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Figure 22. Side view of NFFT results plot for S2:K16 using default nonlinear curve fit weighting function. 
 
 
Figure 22 with fitted parameters indicates an isotropic (by w close to 1) sedimentary 
process (b of about -0.48).  The peaks of the anisotropic component do not seem to fit very well; 
the contours representing the fit do not seem to travel high enough. 
 
Figure 23 illustrates how changing the residual weighting function from the default “bi-
square” to “cauchy” effects the outcome of the fit. 
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Figure 23. Side view of NFFT results for S2:K16 using “cauchy” residual weighting function. 
 
The difference between the fit parameters may be showing how the geological process 
parameterizing and man made features parameterize.  It may very well be an illustration of non-
stationarity.  Further investigation into the man-made, unnatural feature indicating non-
stationarity should be considered. 
 
Future work 6:  artificial man-made features within bathymetry are not parameterized 
well with the default robust nonlinear curve fitting residual weighting function.  Look into the 
possibility that this may indicate non-stationarity. 
 
Note that the frequency domain lineation angle using the “cauchy” weighting was 
predicted to be about 39.2°.  That puts the spatial lineation azimuth estimate at -50.8.  Using the 
default robust weighting function “bi-square”, the azimuth in frequency is about 36.9°, which 
implies a spatial lineation azimuth of -53.1°.   This shows that the “cauchy” weighting performs 
slightly better but both are hovering around the true azimuth, calculated from the approximate 
bow and stern points, of -46.6 well.  Both are surely influenced by the debris on the southeastern 
side of the hull wall. 
 
Future work 7:  further investigate whether or not “cauchy” residual weighting, or some 
other weighting function, would be better overall than the default. 
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Also note that the aspect ratio (w about 1.3) is now indicating anisotropy.  The isotropic 
length parameter u has stayed about the same, but the anisotropic length v has increased.  The 
integral length l is about the same.   
 
A plan view of the second fit is presented in Figure 24. 
 
Figure 24. Plan view of NFFT results for S2:K16; “cauchy” weighting. 
 
The replotted plan view in Figure 24 seems a reasonable parameterization of the 
transform.  Note the increase of the roll-off of b to approximately -0.86. 
 
Though they are not the best fitting results, in the spirit of brevity and consistency, the 
arithmetic average from S2 using the default residual weighting, excluding the incomplete S2:K1 
and S2:K2, providing 28 total, as listed in Appendix A4.1 gives 
 
?̅? = 0.003𝑚, ?̅? = 0.0002𝑚, ?̅?0 = 9.18°, ?̅? = −0.43, ?̅? = 1.12, and 𝑙 ̅ = 0.01𝑚. 
 
The value of FA associated with this segmentation of kernels is 23.8034m.  Since the fits 
here are not working well, we will not further derive results. 
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The average for b puts the results in the sedimentary process realm.  This seems 
reasonable for a sandy-bottomed Gulf of Mexico area.  There is not enough sampling, compared 
with datasets to come, to make any believable blanket statements about the other roughness 
parameters here.  
 
Finding 7:  the Liberty ship area in the Gulf of Mexico produced parameterization that 
indicates sedimentary processes (values of b > -1). 
 
In summary, the unnatural features of a seabed are not honored with the default residual 
weighting function.  In fact, perhaps they defeat the assumption of stationarity.  The alternative 
weight function could be used if man-made structures are known to be in the input data.  For the 
remainder of this dissertation however, all processing that follows is of natural seafloors and the 
default robust nonlinear curve fitting residual weighting is used. 
 
Assumption 10:  the default nonlinear curve fit residual weighting function “bi-square” is 
used. 
 
 
3.2.3. Juan de Fuca ridge dataset, S3 
 
A large amount of effort was expended while developing the tools for this dissertation 
with this dataset because Fox (1996) used it for his 2D processing.  Fox (2015) was contacted 
eventually and verified the NFFT processing and analysis made sense. 
 
Figure 25 is an overview of the Juan de Fuca area in PFM form at 100m.  The center of 
the area is at approximate longitude and latitude of (130W, 45.6N).  The region inscribed with 
two white boxes, though they are not exactly the same, was used to verify the techniques against 
results published by Fox in 1996.  The data were collected in 1998 (Embley, 1999) with a 
Simrad EM300 multibeam sonar after an eruption and subsequent lava flow.  The data in Figure 
25 were downloaded from the National Geophysical Data Center in May of 2014 (NGDC, 
2015).  
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Figure 25. Overview plot of the Juan de Fuca ridge dataset, S3. 
 
The data in Figure 25 were processed in geographic coordinates, then the inscribed boxes 
in white were added to highlight the subsets used.  The data were converted to horizontal 
coordinates of Easting and Northing for UTM zone 9N (pictured in Figure 26).   
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Figure 26. Layout of two segments for S3. 
 
To prelude the nature of the geologic processes happening in this the area, a short 
narrative paraphrased from Fox (2015) follows.   
 
The two areas are described as the distal end (the end away from the source) of a zone of 
rift lava flow on the West.  The Eastern kernel can be described as mid-ocean ridge topography 
of a feature called the Vance segment.  The West (S3:K1) is rough and isotropic.  The East 
(S3:K2) is less rough and anisotropic.   
 
A zoom showing the actual multibeam nonequispaced point pattern of some of the 
sample data from S3:K1 on the West is given in Figure 27.   
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Figure 27. Multibeam point pattern from zoom in for S3:K1. 
 
Next the inputs of S3:K1 are presented (Figure 28).  Note that the plot is created with the 
viewexyz.m routine listed in Appendix A3.2.  It performs a uniform gridding of the data that 
tends to hide the nonequispaced pattern of the input layout. 
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Figure 28. Inputs plot for S3:K1. 
 
Note that the area is more tall than wide and not square.   
 
The detrended version of the Western volcanic area is presented in Figure 29. 
 63 
 
Figure 29. Detrend plot for S3:K1. 
 
The plot of the detrended data in Figure 29 indicates that the area is 4km wide by about 
7.2km tall.  The best fitting plane removed produced residuals of about plus 250m and 
minus180m.  The windowed version of the detrended residuals is show in Figure 30. 
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Figure 30. Windowed residuals plot for S3:K1. 
 
 
The residual relief after detrending and windowing is a little more that plus or minus 
200m. 
 
The NFFT results for area 1 are shown in Figure 31.  Note 1/4000 in the horizontal axis 
is larger than 1/7000 in the vertical.  The rectangle has reversed because we are plotting spatial 
frequency (wavenumber) now in units of radians per meter per axis. 
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Figure 31. NFFT results plot for S3:K1. 
 
Finding 8:  though not preferred, rectangular datasets parameterize suitably. 
 
The NFFT data seem circularly distributed indicating an isotropic kernel of data.  The 
aspect ratio of 1.325 seems high but may be influenced by not ideal rectangular shape of S3:K1.  
The roll-off value of about -1.4 indicates rougher than sedimentary processes. 
 
Skipping the usual input and detrend plots here, the windowed version of S3:K2, which 
includes part of the Vance segment, is presented in Figure 32. 
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Figure 32. Windowed residuals plot for S3:K2. 
 
The vertical relief is about plus and minus 80 meters.  The NFFT results for S3:K2 are 
provided in Figure 33. 
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Figure 33. NFFT results plot for S3:K2. 
 
 
The aspect ratio of more than 1.9 supports the anisotropic indication of the oblong tilted 
West frequency interference pattern.  The lineation azimuth in frequency is parameterized to 
about -51° in this case.  That puts the estimate of the spatial predominant azimuth of lineation at 
about 39° from North.  Comparing the integration length from the parameterized function shows 
that the West length of about 1.45e-5m is shorter than the East’s length of 3.62e-5m.  This means 
that the isotropic S3:K1 is overall rougher than the anisotropic S3:K2. 
 
The area reconstitution factor FA is 4308.71m.  That makes the overall integration lengths 
with respect to area for S3:K1 and S3:K2 become 
 
𝐿𝐴;𝑆3:𝐾1 = 0.156𝑚
2 and 𝐿𝐴;𝑆3:𝐾2 = 0.063𝑚
2, 
 
respectively.  The larger value for S3:K1 confirms it is rougher than S3:K2. 
 
 
Finding 9:  the NFFT is a suitable and perhaps more appropriate alternative to traditional 
2D FFT processing for spectral bathymetric roughness parameterization. 
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This was a very important dataset used in the development of the tools for this 
dissertation.  It was gratifying to confirm these results with Fox (2015). 
 
 
3.3. Gridded datasets 
 
The next three datasets, S4, S5, and S6, are made up of xyz data that have been output 
from uniform grids.  In order they are the Deep Test Area dataset, the Challenger Deep dataset, 
and the Saipan Reef dataset.  They are from the most current multibeam sonars in the 
NAVOCEANO fleet and the density of the soundings is very good.  The dual swath EM122 
(Kongsberg, 2015) produces two sets of 432 soundings in the same time frame the previous 
multibeam, the EM121A, provided 121 beams.  
 
3.3.1. Deep Test Area dataset, S4 
 
This area was chosen to be used in the Sonar Acceptance Trials of the second generation 
TAGS-60 Pathfinder class multibeams because the depth there was relatively flat and at what is 
the approximate depth of the oceans, 5000m.  Likewise, it represents a depth regime that could 
be used to explore this dissertation’s bathymetric roughness processing.  There is an added 
bonus, which may lead to future work, that this area of the Philippine Sea was surveyed a total of 
8 times (6 sets used here) between the years 2006 and 2012, providing a highly oversampled 
patch of bathymetry for processing. 
 
Future work 8:  investigate further the relationship between the length estimate 
parameters and various gridsizes, maybe even point samples, input to the tools of this 
dissertation with the oversampled Deep Test Area multibeam data. 
 
The area pictured in Figure 34 is in the back arc basin of the Mariana Trench in the 
Philippine Sea (Hughes Clarke, 2007).  It was designated as the “Deep Test Area”.  A combined 
surface of all of the EM122 sonars from the TAGS-60 class of ships was used to produce the 
gridded dataset for this section.  It was processed at a resolution of 100m horizontally.  The six 
ships and the year of their data collection are:  USNS Bowditch 2008, USNS Sumner 2009, 
USNS Pathfinder 2009, USNS Heezen 2010, USNS Henson 2011, and USNS Sears 2012. 
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Figure 34. Overview plot of Deep Test Area dataset, S4. 
 
Figure 34 is an overview plot of the cumulative result of 22,377,528 multibeam 
soundings.  For a gridsize of 100m, that produced 494,234 grid node estimates in a rectangular 
area that is about 77.5km wide by 71.6km high.  The average depth of the grid nodes is -4842m.  
Processing the larger area with f2=169m produces 7 by 7 kernel areas as input for the 64 by 64 
frequency domain representations.  The layout of the kernels is indicated in Figure 35 in UTM 
zone 54N coordinates.  
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Figure 35. Segmentation layout of S4. 
 
Also note that an inscribed bounding box (the black box) was used to eliminate the edges 
that have incomplete and algorithmically misleading data coverage.   
 
S4:K11 and S4:K23 were chosen for analysis in this section.  These were chosen because 
S4:K11 has a lineation feature, indicating anisotropy, and S4:K23 seems to be isotropic. 
 
Appendix A4.2 tabularizes the interior kernel parameterizations for S4. 
 
Below is a quick summary of the 25 sets of values of the table.  The averages of the 
parameters are 
 
?̅? = 4.52e-6𝑚, ?̅? = 4.4e-7𝑚, ?̅?0 = −37.3°, ?̅? = −1.53, ?̅? = 1.47, and 𝑙 ̅ = 2.21e-6𝑚. 
 
The value for FA associated with this dataset is 8490.12m.  Then the reconstituted 
average area values are 
?̅?𝐴;𝑆4 = 0.0384𝑚
2, ?̅?𝐴;𝑆4 = 0.00374𝑚
2,  and  ?̅?𝐴;𝑆4 = 0.0188𝑚
2. 
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There were 14 of the 25 kernels that had an aspect ratio of more than 1.2, indicating 
possible lineations, anisotropy.  The average anisotropic angle for these 14 is -52.5°.  This 
indicates an average spatial predominant azimuth of lineation of 37.5°, which seems reasonable 
from the first overview Figure 34. 
 
Finding 10:  the Deep Test Area produced spectral roll-off values b of about -1.5.  Mixed 
anisotropy was evident even in a supposedly flat area (which was determined using available 
charts). 
 
Next, we focus our attention on S4:K11 since it has an apparent lineation feature and it is 
not bounded out by the black rectangle.  
 
To emphasize the nearly equispaced point pattern of the data, a zoom of positions from 
S4:K11 is presented in Figure 36.  Note, that the data are extremely close to being uniformly 
spaced.  This does not break any of the NFFT processing.  In fact, a strength of the NFFT is that 
it can be used upon any input pattern of data.   
 
 
Figure 36. Grid node samples layout zoom-in for S4; gridsize of 100m. 
 
Finding 11:  NFFT works well on nonequispaced or equispaced data. 
 72 
 
Next we see the usual four plots.  We start with the input data for S4:K11 in Figure 37. 
 
 
Figure 37. Inputs plot for S4:K11. 
 
The peak of the ridge is approximately 450m relieved from the surrounding bottom.  The 
detrended data is presented in Figure 38. 
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Figure 38. Detrended data plot for S4:K11. 
 
The deternded plot of S4:K11 tells us the area covers about 11km in width by about 
10km in height, an area of over 100 square kilometers.  The peak of the feature in the data is 
about 360m above the best fitting plane. 
 
The windowed version of the detrended residuals is shown in Figure 39. 
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Figure 39. Windowed data plot, S4:K11. 
 
Some of the feature on the South of S4:K11 has been tapered.  This leaves room for a 
future overlapping of kernel areas by the tapering percentage.   
 
The NFFT results for S4:K11 are presented in Figure 40. 
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Figure 40. NFFT results plot, S4:K11. 
 
 
The NFFT plot indicates anisotropy (aspect ratio of 1.7, not close to 1).  The roll-off 
parameter of about -1.8 indicates rough geologic processes happening.  The overall integration 
length is 8.04e-6m. 
 
S4:K23 was chosen as an area that may be isotropic.  It may also provide a comparison of 
the length parameters.  The S4:K23 inputs are pictured in Figure 41. 
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Figure 41. S4:K23 input data plot. 
 
The S4:K23 input image shows about 80m of relief.  On the Eastern edge there is a 
feature that may be tapered by the windowing.  The detrended data is shown in Figure 42. 
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Figure 42. S4:K23 detrended data plot. 
 
The best fitting plane provides a mostly blue field at about plus or minus 10m of relief.  
The plot of the detrended data also confirms the overall area covered is about 11km in width by 
10km in height (same as S4:K11 by design).  
 
Next, the windowed version of S4:K23 is presented Figure 43.   
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Figure 43. S4:K23 windowed residuals plot. 
 
Note the absence of significant relief in Figure 43.  The Eastern feature indeed has been 
tapered out.  Only 14m below and about 9m above the best fitting plane is indicated.  This area 
should show smooth results. 
 
The NFFT results for S4:K23 are provided in Figure 44.   
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Figure 44. S4:K23 NFFT results plot. 
 
The aspect ratio of about 1.1 indicates a uniform or isotropic area (as do the circular 
contours).  The roll-off of about -1.45 is smaller than S4:K11, indicating smoother but still some 
geologic process roughness.  The overall integration length of 3e-7m is smaller, showing that 
indeed S4:K23 is smoother, less rough, than S4:K11 (which had a integration length of about 
8.05e-6m). 
 
The values using the area factor are 
 
𝐿𝐴;𝑆4:𝐾11 = 0.068𝑚
2 and 𝐿𝐴;𝑆4:𝐾23 = 0.00255𝑚
2. 
 
In an area chosen for sonar testing because of its flatness, the tools of this dissertation 
revealed interesting high frequency, short wavelength, content, the results of which should fuel 
modelers with more information. 
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3.3.2. Challenger Deep dataset, S5 
 
 
Calder (2013) used this dataset and the NFFT in describing his approach for Distribution-
free variable bathymetric depth and uncertainty estimation.  It was chosen for inclusion here to 
cover the deepest depth of the ocean and to see what a tectonically interesting area’s high 
frequency content, the roughness parameters, would be. 
 
As part of the United Nations Extended Continental Shelf Project (Gardner and 
Armstrong, 2006) the USNS Sumner’s EM122 was employed to survey the Mariana Trench in 
2010.  The data here were processed from the original GSF files.  With Fledermaus, a CUBE 
surface was created in the PFM structure with a gridsize of approximately 175m in horizontal 
geographic coordinates.  With minimal editing, the default Fledermaus CUBE processing was 
then dumped as 402,309 grid nodes and converted to UTM zone 54N Eastings and Northings to 
obtain the desired units of meters.  The input geographic coordinates covered that area from the 
approximate Southwest position (141.8576E, 11.0117N) to the Northeast coordinate  
(144.6267E, 12.0890N).  The range of depths of the grid nodes is -10941.06 to -3045.15m.  
Figure 45 displayed with a logarithmic color scale, shows three deeps in the Southwest.  The 
most Westerly, coincidentally, is considered the deepest part of the world, the Challenger Deep. 
 
 
 
Figure 45. Overview plot of the Challenger Deep dataset, S5. 
 
 
The UTM converted data are displayed with MatlabTM in Figure 47 with SW coordinates 
of Eastings and Northings (593611.95, 1217499.08) and NE point (895304.87, 1338885.30), in 
meters.  The arithmetic average of the depths is -8242.66m and a generous size of f2=287.75m is 
calculated.  This in turn provides about 422 vertical by 1049 horizontal chunks of data.  Forcing 
64 by 64 chunks within each kernel, the layout of the 7 vertical by 16 horizontal kernels is 
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defined.  The bounds of the 112 total segments for kernel processing are overlaid on the colored 
depth plot.  
 
The restriction to the processing that was imposed is that if all four corners of a kernel are 
not within a given polygon (traced on the over-plot in black), then the kernel processing is not 
attempted.  This is to avoid attempting to process without data at all or where data do not cover 
the rectangular kernel. 
 
The interior kernels parameterized results for S5 from the processing are given in 
Appendix A4.3.  Several kernels were omitted due to the lack of full and algorithmically 
misleading areas, however.  The point pattern from S5:K92 below, for instance, shows that the 
area is not covered properly. 
 
 
Figure 46. Layout plot of grid nodes for S5:K92; incomplete coverage. 
 
The coverage of S5:K92 is not a well enough sampled area for processing.  The future 
effort of using the mesh norm and separation distance equations (section 2.1.3) to indicate good 
enough coverage should be attempted. 
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Future work 9:  determine an appropriate way to use the smallest and largest distances 
between nodes, the mesh norm and separation distance, respectively, to indicate proper 
convergence of the NFFT estimate. 
 
 
 
 
Figure 47. Segmentation layout depiction for S5. 
  
The very first whole kernel, S5:K18, will be used to show an interesting tectonic result.  
S5:K18 happens to be defined on the Pacific side of the subduction zone of the Mariana Trench 
(Figure 45). 
 
The layout of the horizontal input pattern of S5:K18 is plotted in Figure 48.  Note that 
there are missing nodes in the center of the kernel area, but that it is mostly covered.  Throughout 
this work, missing data affecting the edges past the tapering edge seemed to give the processing 
more trouble.  This probably is related to the mesh norms and separation distances, instead of 
being an overall comment on the nonequispaced approach. 
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Figure 48. Point pattern of S5:K18 with some missing grid nodes. 
 
Now the usual four plots are presented.  The inputs to S5:K18 are plotted in Figure 49. 
 
Finding 12:  missing data in small amounts within the rectangular bounds of a kernel (not 
necessarily the edges) seem to process properly. 
 84 
 
Figure 49. Input data plot S5:K18, plan view. 
 
This same data is then turned on its side to visualize the result of the Pacific plate 
subducting the Philippine plate (Figure 50).  Note how the crust is folding like a piece of paper.  
It looks like it may be folding like paper would fold if it were shoved down into a corner made 
by the floor and a wall.  There is about 2500m of relief indicated by the color bar of the depths. 
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Figure 50. Input data plot for S5:K18, side view. 
 
The detrended surface is displayed in the usual plan view in Figure 51.  It can be seen in 
Figure 51 that the horizontal width is more that 18km and the vertical height is about 17km 
covering over 300 square kilometers.  With the best fitting plane removed, the residual relief 
becomes about plus 800 and minus 400m or so.  
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Figure 51. Detrended data plot for S5:K18. 
 
 
The cosine taper windowed data is displayed in Figure 52. 
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Figure 52. Windowed residual plotted for S5:K18. 
 
With the extreme relief of the area, the windowed edges have been shaved, leaving plus 
or minus 400m in the interior for transforming. 
 
Next, breaking the usual sequence of plots, companion plots of the amplitude and phase 
of the NFFT complex data results are given for S5:K18, in Figure 53 and Figure 54, 
respectively.  These are given by simply counting in x and y and meant to show that phase does 
not offer much useful information in this setting. 
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Figure 53. NFFT Amplitude spectrum plot of S5:K18 in count and dB re m3.   
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Figure 54. Phase plotted by count in radians for S5:K18. 
 
Figure 54 is a plot of the phase component of S5:K18 in radians.  There may be a hidden 
pattern in the mix above, but for roughness purposes, none seem useful.  No portion of the phase 
component of the transform will be used in this dissertation. 
 
Assumption 11:  phase information of the NFFT results is not used in this dissertation. 
 
 
The NFFT of the windowed residuals with contours of the parameterized results is in 
Figure 55. 
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Figure 55. NFFT results plot S5:K18. 
 
Note the Fourier domain predominant azimuth of lineation of about -17.4° indicates a 
spatial domain predominant azimuth of lineation of 72.6°.  The roll-off parameter is within the 
tectonic range at about -1.4.  The overall integral length of 5.83e-6m is not as large as the 
S4:K11 (from Deep, which was about 8e-6m) but it is larger than the smoother deep test area 
S4:K23 (which was 3e-7m).  One would think that this highly variable trench area should 
parameterize to be much rougher.  The comparison of different areas being processed at different 
gridsizes is not appropriate.   Each dataset being processed in this dissertation is specific to the 
overall average depth of the inputs, which determines the apparent spatial sampling size that 
drives the frequency representation.  That is, as Mandelbrot (1967) explained, we are using a 
different size ruler and getting a different answer. 
 
3.3.2.1. A confirmation of the NFFT versus FFT results with S5:K18 
 
A confirmation of the traditional FFT results described by Figure 56 is presented.  
Calculation was performed on the windowed data in MatlabTM with the m-file fft2xyz.m 
reproduced in the Appendix A3.3.  Figure 56 below, presents the results of the conventional 2D 
FFT routine. 
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Figure 56. Conventional FFT results plot for S5:K18. 
 
The resulting parameters with the traditional calculation above are very similar to the 
NFFT results.  Differences are probably due to the data in the traditional calculation needing a 
small one percent edge to make the MatlabTM griddata routine complete.  This only affects the 
data in the tapered area but can change the size of the information being transformed.  There is 
also a slight amount of interpolating that occurs over the missing data portions.  Interpolation 
techniques always rely on good data to display a proper estimate.  Using NFFT may prove to 
alleviate the inherent problem with the need to grid the always nonequispaced bathymetric data. 
 
Finding 13:  the results of the traditional FFT and the NFFT processing of this 
dissertation are similar. 
 
3.3.2.2. Summary of S5 results 
 
The results of the 17 kernels on the interior that were parameterized are listed in the table 
of Appendix A4.3.  Of those 17, there were 15 aspect ratios indicating anisotropy (using w >= 
1.2).  The arithmetic means of the 6 anisotropic parameters are: 
 
?̅? = 7.73e-6 𝑚, ?̅? = 2.21e-6 𝑚, ?̅?0 = −19.37°, ?̅? = −1.58, ?̅? = 1.84, and 𝑙 ̅ = 5.01e-6 𝑚. 
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The value here of FA = 14423m multiplied by the mean of the 15 anisotropic average 
lengths above produces 
 
?̅?𝐴 = 0.112𝑚
2, ?̅?𝐴 = 0.0318𝑚
2,  and ?̅?𝐴 = 0.072𝑚
2. 
 
The anisotropic kernels provide an overall average frequency azimuth of lineation of -
19.4° or a spatial azimuth of lineation of 70.6° (perhaps visualized best by the detrended plot of 
S5:K18 Figure 51). 
 
Finding 14:  the Mariana Trench dataset (containing the Challenger Deep) produced 
spectral roll-off values of almost b=-1.6 and is mostly anisotropic in the predominant spatial 
azimuth of lineation of about 71° from North. 
 
 
3.3.3. Saipan Reef dataset, S6 
 
Another area surveyed to test new sonars (the EM710 here) for the Pathfinder class of 
ships was the reef area just outside of Saipan’s harbor.  It is a depth regime on the edge of being 
important for hydrographic safety of surface ship navigation at about 40m.  This area also is 
large with respect to how much processing is necessary.  Finding out more about coral reef 
roughness was also a reason for using this dataset. 
 
The reef just outside of Saipan’s port channel was used extensively for target detection 
testing.  In hydrography, a multibeam system must be able to detect all the 1m cubed objects up 
to depths of 40m (IHO S-44, 2008).  Two, one, and one half meter cubes were constructed and 
deployed to test this requirement and the reef is a suitable 38m deep, or so.  Figure 57 is a 
CUBE surface from a PFM built at gridsize of 1m.  The data drop off extremely (450m or so) on 
especially the Westerly edge of the area, but have been color banded out of the image.  Note that 
there are several holidays (spots with no full coverage) within the overall area.  These areas 
generated some extreme parameterized results. 
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Figure 57. Overview plot of the Saipan Reef dataset, S6. 
 
The data were collected aboard the USNS Bowditch in 2008 while testing the very first 
dual-swath (two transmit pings in the water simultaneously) EM710 of the NAVOCEANO fleet.  
Consider Figure 58, which outlines the area and displays the positions of three kernels, number 
1964, 1097, and 913.  These kernels have been selected to demonstrate details of a representative 
kernel, a problem kernel, and the roughest parameterized kernel from the reef processing, 
respectively. 
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Figure 58. Bounding polygon and example kernel locations (1964, 1097, and 913) for S6. 
 
Finding 15:  a bounding polygon can be useful to organize known homogeneous 
provinces. 
 
The area over the reef covers the UTM zone 55N Southwestern corner in Easting and 
Northing of (349197.463, 1676814.953) and Northeastern corner of (355719.985, 1684182.336).  
This means the area spans about 6.522km by 7.367km, width by height, or about 48km2.  The 
average depth of the input grid node data is about -62.27m.  This produces an f2=2.17m.  So 
there are a total of 3389 by 3000 chunks of 2.17m squares.  Continuing with the 64 by 64 
strategy for the frequency indexing size, that means 53 vertical by 47 horizontal kernel areas can 
be defined.  Of the 2491 kernels, 647 were processed in the interior excluding data outside of the 
polygon indicated with the black lines. 
 
3.3.3.1. Analysis of a randomly chosen coral reef kernel, S6:K1964 
 
Of the 2491 kernels, S6:K1964 was chosen, somewhere in the middle, as a randomly 
selected example.  The plot of the inputs is given in  Figure 59. 
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 Figure 59. Input data plot for S6:K1964. 
 
Figure 59 of S6:K1964 shows a depth of about 32m with coral heads rising about 3m.   
 
A zoomed in plot of some of the positional layout within kernel 1964 is given in Figure 
60.  Note the gridded data are uniform. 
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Figure 60. Detrended grid nodes point pattern from S6:K1964 (1m gridsize). 
 
 
An image of S6:K1964 detrended is presented in Figure 61. 
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Figure 61. Detrended data plot S6:K1964. 
 
The best fitting plane is placed in the vertical heart of the coral area with relief of plus 2m 
and minus 1.5m residuals evident.  Note that the approximate area covered is about 140m by 
140m or about 19,600m2.  Each kernel covers the same area throughout the reef processing.  
 
The windowed data for S6:K1964 are shown in Figure 62. 
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Figure 62. Windowed residuals plot for S6:K1964. 
 
Windowing tapers a small amount of relief from the edges.  Now S6:K1964 shows plus 
or minus 1.5m of relief. 
 
The NFFT results plot is shown in Figure 63. 
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Figure 63. NFFT results plot; S6:K1964. 
 
Results indicate a possible wash out on anisotropy (w of 1.2 close to 1 and a mostly 
circular Fourier domain surface).  The roll-off parameter b of about -1.79 is large in magnitude, 
indicating a rough area, and will prove to be about the central tendency of this dataset.  The 
overall integration length l is about 4.57e-4m and it must be interpreted with the gridsize of 1m 
as perspective.  The upper integration limit for the overall length integration of the spatial 
frequencies was 0.2235 cycles/m (from a maximum circular wavenumber of about 1.4043 which 
was divided by 2𝜋).  This upper frequency limit provides the smallest wavelength considered of 
about 4.47m. 
 
3.3.3.2. Spatial grids and histograms of the reef parameters 
 
To illustrate the overall trends of the parameters, grids and histograms are presented of 
the reef parameters.  Because this dataset has such a relatively large number of kernels, that 
granulation can provide meaningful grids and histograms of the parameters to visualize. 
 
Proceeding in the order the parameters are listed in the NFFT results plots, the first grid 
and histogram are of the isotropic length parameter u. 
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Figure 64. Grid of isotropic lengths for S6. 
 
 
The grid of u in Figure 64 shows that the area is mostly a blue color indicating a value 
less than about 0.5e-4m overall.   
 
The histogram of the same data pictured in Figure 65 shows that the largest occurrence 
of isotropic lengths is at about the 0.2e-4m bin level. 
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Figure 65. Histogram of isotropic length of S6. 
 
Next the anisotropic length parameter grid is presented in Figure 66.  
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Figure 66. S6 anisotropic lengths grid. 
 
There is an interesting red colored high point in the Southwest but mostly deep blue 
values at the lowest lengths of the color bar. 
 
The histogram of the v is given in Figure 67 to see the dominant value better. 
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Figure 67. S6 histogram of anisotropic lengths. 
 
The values in the histogram of the anisotropic lengths pile up in the very first bin, 
indicating that they are small.  The existence of anisotropy, however, is best indicated by the 
aspect ratio that follows. 
 
Next, Figure 68 displays the results for the predominant spatial azimuth of lineation (not 
the azimuth fit in the frequency data).   
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Figure 68. Plot of grid of spatial azimuthal lineation angle for S6. 
 
There are interesting patterns here, but unless there is actual anisotropy, some of these 
angles are not very meaningful. 
 
A kind of angular histogram, called a rose plot, for the spatial azimuths is presented in 
Figure 69. 
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Figure 69. Rose plot (an angular histogram) of the spatial lineation azimuth for S6. 
 
The rose plot shows that most of the spatial azimuths are piling up at about 315 to 330 (or 
-45 to -30°).  This trend can be visualized in the very first image of this section (the Fledermaus 
overview in Figure 57).  The coral seem to be elongated in that general direction. 
 
Next in order is the roll-off parameter.  First the grid is presented in Figure 70. 
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Figure 70. Spectral roll-off (fall-off) plot for S6. 
 
There is very large range of values displayed in the color bar, less than -2.2 and more 
than -1.  Next the histogram of the roll-off parameters is presented in Figure 71. 
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Figure 71. Histogram of spectral roll-off for S6. 
 
This histogram shows that most of the central tendency of the roll-off parameter fit for 
the reef data is at about -1.8, or so.  Values to the right of -1 are suspicious. 
 
Finding 16:  roll-off parameters for the Saipan (coral) Reef dataset were close to -1.8. 
 
Still proceeding in the order that they are listed on the NFFT plots, Figure 72 shows the 
aspect ratio.  (It may be best, however, when evaluating the parameterization, to consider the 
aspect ratio before looking into the anisotropic length or the azimuth of lineation). 
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Figure 72. Grid of the aspect ratios for S6. 
 
Most of the values of the aspect ratio are larger than 1.2 (seemingly a natural break), 
which indicates many areas of anisotropy.  The histogram of aspect ratio values is presented in 
Figure 73. 
 
Finding 17:  aspect ratios greater than 1.2 seem to indicate anisotropy. 
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Figure 73. Histogram of aspect ratios for S6. 
 
This histogram indicates that values less than 1.2 might show uniformity or isotropy. 
 
Next in the list of parameters, a composite parameter, the overall integration length from 
the fit parameters is presented as a grid in Figure 74. 
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Figure 74. Overall integration length grid for S6. 
 
The grid of lengths is mostly deep blue, so the values are very small.  The roughest value 
indicated by the bright red spot in the grid (also occurring in previous grids), was tracked down.  
S6:K913 produced the largest integral length of about 0.26m and it will be investigated at the 
end of this chapter.  Next, a histogram of the overall integration length is presented in Figure 75. 
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Figure 75. Histogram of integration length for S6. 
 
Most of the integration lengths pile up in the very first bin (about 2.5e-4m or less).   
 
There are many possible problems with specific kernels in this dataset.  The next section 
will look more closely into one problem kernel. 
 
The averages of the table of results listed in Appendix A4.4 for S6 are: 
 
?̅? = 2.93e-5 𝑚, ?̅? = 5.13e-6 𝑚, ?̅?0 = 22.9°, ?̅? = −1.74, ?̅? = 1.41, and 𝑙 ̅ = 1.82e-3 𝑚. 
 
Using the aspect ratio cutoff of about 1.2 provides 520 kernels or 80 percent of the area 
as anisotropic.  The area reconstitution factor for this dataset is FA=110.783m.  Then the 
reconstituted overall integration area is 
 
?̅?𝐴;𝑆6 = 0.2016𝑚
2. 
 
Finding 18:  useful spatial statistics can be generated from the parameters of spectral 
roughness of this dissertation. 
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3.3.3.3. Investigating of an outlier, S6:K1097 
 
One way to investigate some of the results that might be considered outliers is to look 
more closely into the extremes of the parameters.  That is, look at the minimums and maximums 
of the parameters of isotropic length, anisotropic length (aided by the aspect ratio), and 
exponential roll-off.  Performing this exercise quickly lead to noticing incomplete spatial 
coverage and other possible problems.  S6:K1097, an area off the Northwestern edge of the reef, 
presented the smallest in magnitude roll-off values at about -0.9, a value indicated for 
sedimentary processes.   
 
We will fully investigate S6:K1097.  The image of the inputs is presented in Figure 76. 
 
 
Figure 76. Inputs plot for S6:K1097. 
 
 
This is showing the smooth slope off the edge of the reef and an anomaly in the upper left 
corner of the plot. 
 
Continuing in the usual order of the graphs, the detrended data plot is given in Figure 77. 
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Figure 77. Detrended data plot; S6:K1097. 
 
The outlier pops out as a red dot in the field of green and blue colors. 
 
Next is the windowed version of the data given in Figure 78. 
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Figure 78. Windowed residuals plot; S6:K1097. 
 
The red dot is still in the non-tapered portion of the data.  If it were closer to the edge of 
the area, the taper would have masked the problem. 
 
Next the NFFT results plot is presented in Figure 79. 
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Figure 79. NFFT results plot; S6:K1097. 
 
 
The suspected extreme value of the roll-off of -0.87 is indicated above.  The circular 
shape and small aspect ratio of 1.1 suggest this area is uniformly rough.  The overall integration 
length of 1.1e-4m is a larger value than most of those given the histogram of lengths above. 
 
The red dot flyer was removed from processing, as shown in Figure 80.  We will skip to 
the resulting windowed version of the data after reprocessing with the one grid value removed 
from the inputs. 
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Figure 80. Windowed residuals plot (grid node removed) for S6:K1097. 
 
The windowed data looks more normal now, with plus one or so and minus 6 meters of 
residual relief from the best fitting plane. 
 
Next the results from the NFFT processing are presented in Figure 81. 
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Figure 81. Corrected NFFT results plot (because grid node removed); S6:K1097. 
 
 
Figure 81 shows a mostly isotropic answer (by the aspect ratio of 1.15 and the circular 
contours) with the roll-off of -1.7 more inline with the trend of roll-offs in the histogram. 
 
The analysis of this section showed that extremes of the parameters could indicate 
problem areas.  Fox (1996) alluded to the fact that spectral roughness could be sensitive to 
outliers.  On the other hand, perhaps the extremes of the parameters could be used to find 
outliers.  This contrapositive thought will be listed as a possible future work topic. 
 
Finding 19:  even one outlier node can ruin the NFFT results. 
 
Future work 10:  use the extremes of the parameterizations to identify outliers within the 
bathymetric depth data. 
 
Next we will look more closely into the roughest indicated kernel (from the integration 
length). 
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3.3.3.4. Investigation of the roughest processed reef kernel, S6:K913 
 
The roughest spot, as indicated by the largest integral length of 0.26m from kernel 913 is 
presented next.  The input data is shown in Figure 82. 
 
 
Figure 82. Input data plot; S6:K913. 
 
This area has a large amount of relief, about 10m, and on the Western edge of the area 
there is a very large coral head.  The detrended data is shown in Figure 83. 
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Figure 83. Detrended data; S6:K913. 
 
The best fitting plane provided residuals in the range of minus 5 and plus 3 meters.  The 
windowed version of the residuals is shown in Figure 84. 
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Figure 84. Windowed residuals; S6:K913. 
 
No significant relief was removed from the data by the tapering.  The pattern of the coral 
arrangement seems to indicate a Northwesterly lineation.  The NFFT results are presented in 
Figure 85. 
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Figure 85. Roughest NFFT results; S6:K913. 
 
Figure 85 shows an unusually fat mass of energy with apparent elongation at about the 
64.8° azimuth in frequency.  The aspect ratio of about 1.5 indicates anisotropy providing a 
spatial azimuth of lineation of about -25.2° (equal to a 334.8° azimuth, in agreement with the 
overall spatial lineation azimuth histogram).  The overall integration length of 0.26m comes from 
the large in magnitude roll-off value of about -2.3 (it may be overestimated in magnitude).  The 
isotropic and anisotropic lengths are not unusually large.  The analysis indicates that this is 
probably just a very rough anisotropic area. 
 
The overall integration length multiplied by the area factor is 
 
𝐿𝐴;𝑆6:𝐾913 = 28.94𝑚
2, 
 
a rather huge area value. 
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3.3.3.5. Summary of analysis of Saipan reef processing 
 
Presentation of the reef processing began with a look at the overall depths from the area.  
Three kernels were selected for further investigation.  The large number of processed kernels 
(647 of them) allowed enough granulation for grids and histograms to be generated.  A typical 
kernel was chosen, Kernel 1964, to show reef roughness parameterization.   To show how 
sensitive spectral roughness analysis can be, a single outlier nodal depth estimate from Kernel 
1097 was removed and reprocessed.  Finally the roughest indicated Kernel number 913 was 
investigated and shown to be a plausible result.  
 
Processing of the reef data showed that it is possible to spatially infer roughness 
properties with grids of the parameters produced by the tools developed for this dissertation. 
 
Next we will look into what can be done with a much less resolute dataset. 
 
 
3.4. Undersampled dataset 
 
In this section we will use the tools of this dissertation (with an assumption adjustment) 
to process data that is not very well sampled. 
 
 
3.4.1. North Atlantic Ocean dataset, S7 
 
In order to test the routines developed in this work on much less resolute than the target 
spatial resolutions of the grids in challenger, deep, and reef sections, the f2 assumption had to be 
defeated.  Instead of using f2 as the fundamental size for segmenting, the program was told 
instead to use twice the average depth of the input larger area of data.  An image of the area 
selected in the North Atlantic Ocean is presented in Figure 86.  The data come from the public 
DBDB-V Level 0 gridded at 2 arc-minute intervals.   
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Figure 86. Overview plot of the North Atlantic gridded at two minutes of arc, S7. 
 
Note that this area includes data that should be land.  In DBDB-V these areas are given a 
nominal 10m height because DBDB-V is mostly a bathymetric, not topographic, database. 
 
The area extents in degrees are:  Longitude [-50, -10] and Latitude [10, 50]. The 
bathymetry data are mostly from an earlier version of altimetry-inferred bathymetry (Smith and 
Sandwell 1997) with some random tracks of soundings thrown in to anchor the height estimates.  
These data were also manually edited by NAVOCEANO personnel to add some extra value to 
the two minute spaced grid.  Using gridding in minutes (or portions, 1/60th, of a decimal degree) 
represents the most common approach for the global DBDB-V database.  This amount of 
coverage on the ellipsoid does not lend itself to using the UTM projection for performing the 
distance calculations.  Lambert’s conformal conic (Snyder 1987) projection with central 
longitude -35° and latitude of 30 and latitudes used as standard parallels of 20° and 40°were 
chosen to provide units of meter.  The result of projecting the two minute grid of data is shown in 
Figure 87. 
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Figure 87. Segmentation layout, S7. 
 
Spacing of 2 minutes in the horizontal, two nautical miles, is about 4000m.  This forced a 
segmentation change (by trial and error) to the data to include about 60 square kilometers to get 
about 170 square data nodes in the spatial domain.  Instead of f2 being used as the fundamental 
size of a spot on the seafloor, the value of two times the average absolute depth (about 8400m) 
was used.  As an example of an area that has a perceived lineation, the usual plots for S7:K27 
follow. The inputs are shown in Figure 88. 
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Figure 88. Input data plot; S7:K27. 
 
 
S7:K27 is an interesting area over the mid-Atlantic ridge (Heezen and Tharp, 1954).  The 
overall relief is from 1000m below the sea surface to about 4700m at the bottom. 
 
Next the detended data are presented in Figure 89. 
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Figure 89. Detrended data plot; S7:K27. 
 
The best fitting plane provides relief in this huge area of about plus 1800m and minus 
1400m.  The area covered by S7:K27 is close to 5.68km wide by 5.67km high, or 32.2km2.  Note 
the competing features of the striations along an approximate 310° azimuthal axis and the 
ridgeline that seems closer to a 45° azimuth. 
 
The windowed version S7:K27 is shown in Figure 90. 
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Figure 90. Windowed residuals plot; S7:K27. 
 
Tapering the edges with a cosine did not change the overall relief of the residuals much. 
 
The NFFT results plot is presented in Figure 91. 
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Figure 91. NFFT results plot; S7:K27. 
 
Perhaps because of the averaging nature of an FFT, the spectral roll-off of about -1.16 is 
low in absolute value for such a tectonically interesting area.  The isotropic and anisotropic 
length magnitudes are about 2 orders of magnitude different that the overall integration length.  
This is because the large area spanned makes the length per unit area smaller.  The future effort 
topic of investigating the length relationships further should be attempted.  This could be done 
with a very good dataset, like the EM122 dataset of the deep test area, above.  The azimuth in 
frequency, which seems to be from aggregate opposing lineations as mentioned above, of -24.5° 
(producing a 65.5° predominant spatial azimuth of lineation) could be adequate. 
 
Future work 11:  investigate the length relationships of this dissertation between the 
dense and sparse coincident datasets. 
 
There does seem to be some information that can be garnered from performing the NFFT 
analysis on datasets with large grid spacing. 
 
Finding 20:  even much less resolute data can provide meaningful parameterized results. 
 
Parameterized results from S7 are listed in Appendix A4.5.  The averages of the 
parameters are 
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?̅? = 1.35e-5 𝑚, ?̅? = 1.26e-6 𝑚, ?̅?0 = 5.97°, ?̅? = −1.25, ?̅? = 1.23, and 𝑙 ̅ = 2.37e-8 𝑚. 
 
The very large reconstitution value of FA=453762m multiplies with the average overall 
integration length to produce 
?̅?𝐴;𝑆7 = 0.017𝑚
2. 
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4.  Discussion 
 
This chapter will provide a summary of the dataset processing from chapter 3 based on 
the medians of the overall integration lengths.  Lists of lessons learned in order of appearance in 
this dissertation, for assumptions, findings, and future work ideas are given.  Lastly, a brief 
recommendation for using the tools of this dissertation is mentioned. 
 
 
4.1. Summary of datasets processed using medians 
 
The synthetic data S1 provided some insight into whether the tools were working.  The 
Juan de Fuca ridge samples (S3) allowed confirmation of the principle task of the dissertation:  to 
revive the method from Fox (1996) for 2D spectral bathymetry.  The remaining datasets all have 
enough kernels to perform a rudimentary statistical summary using the overall integration length.  
The summary will use the median in lieu of the average since there are relatively small sample 
sizes (except for S6) and large outliers in some.  Consider the table of overall median lengths 
below. 
 
ID Name   n l  FA  LA  Description 
S2 Liberty  28 5.63e-3 23.80  0.134  Isotropic 
S4 Deep   25 1.77e-6 8490.12 0.010  Mixed 
S5 Challenger  17 4.51e-6 14423  0.060  Anisotropic 
S6 Reef   647 4.14e-3 110.78  0.046  Anisotropic 
S7 North Atlantic  26 2.34e-8 453762 0.011  Mixed 
 
From the above datasets, S2 is not gridded data and will be eliminated.  Also, S7 is a 
highly under-sampled dataset and will be excluded.  The remaining three datasets are all densely 
sampled gridded results from multibeam sonar surveys and they will be ranked below. 
 
Ranked from smoothest to roughest using the overall median values for LA from each of 
the gridded datasets, we have   
 
S4 Deep  0.010 
S6 Reef  0.046 
S5 Challenger  0.060 
 
 
4.2. Primary lessons learned 
 
Chapter 3 has demonstrated using the tools created for this dissertation.  Care has been 
taken to create them so that reasonable default assumptions mean minimal decisions have to be 
made for any inputs.  Assumptions, findings, and future work items will be documented in this 
section. 
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4.2.1. Assumptions made in this dissertation 
 
1. Use f2 to determine the fundamental size of multibeam coverage [Section 1.2.7].  
2. The assumption of local stationarity is made throughout this dissertation [Section 1.2.8]. 
3. We assume input data use f2 to determine fundamental size of multibeam coverage 
positions are proper conformal projected meters [Section 2.1]. 
4. First order detrending is used throughout this dissertation [Section 2.1.1]. 
5. Specifically, 20 percent continuous cosine tapering (Tukey windowing) is used in this 
dissertation [Section 2.1.2]. 
6. At most 40 iteration steps and an epsilon criterion of 1 are used for providing the NFFT 
spectral least squares iterative solution.  The kernel sizes span about 64 by f2 meters in 
2D for transforming (producing 642 frequency bins) [Section 2.1.5]. 
7. We are not normalizing by 𝑓𝑁𝑂𝑅𝑀 [Section 2.1.3]. 
8. x-y samples covering the area defined with f2 by 64 meters in both dimensions will be 
used as the approximate size of individual kernels [Section 2.1.5]. 
9. The number of frequency bins is 64 in this dissertation [Section 3.2.1]. 
10. The default nonlinear curve fit residual weighting function “bi-square” is used [Section 
3.2.2] 
11. No phase component of the spectra, just amplitude, is used from transforms [Section 
3.3.2]. 
 
4.2.2. Findings from this dissertation 
 
1. An algorithm (dokernel.c, fnlin.m) was developed to perform the Fox roughness 
modeling with NFFT. Source code (dthesis.c) was produced for the algorithm that 
segments a larger area into kernels [Section 2.1]. 
2. An estimation of the overall integral length l is defined from the parameters [Section 
2.1.4.4]. 
3. A factor for length parameters, FA, is defined for per area comparisons [Section 2.1.4.5]. 
4. An algorithm was developed to segment a larger area into appropriately sized kernels 
[Section 2.1.5]. 
5. A bounding polygon is used to eliminate sparse areas from the processing [Section 2.1.5]. 
6. An algorithm to generate synthetic datasets, possibly with lineation features, was 
developed [Section 3.2.1.1]. 
7. The Liberty Ship dataset (S2) was shown to be from sedimentary processes with -1<b<0 
[Section 3.2.2]. 
8. Rectangular kernels parameterize okay but are not preferred [Section 3.2.3]. 
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9. The NFFT is a suitable and perhaps more appropriate alternative to traditional 2D FFT 
processing for spectral bathymetric roughness parameterization [Section 3.2.3]. 
10. The Deep Test Area dataset (S4) produced spectral roll-off values b of about -1.5. Mixed 
anisotropy was evident even in a supposedly flat area (which was determined using 
available charts) [Section 3.3.1]. 
11. The NFFT works well on nonequispaced or equispaced data [Section 3.3.1]. 
12. It is okay to have some missing data within a given dataset, except on the edges of a 
kernel beyond the windowed area [Section 3.3.2]. 
13. The NFFT produced similar results with the FFT for an example in the Challenger Deep 
dataset (S5) [Section 3.3.2]. 
14. The Challenger Deep dataset from the Mariana Trench survey provided a spectral roll-off 
of about b=-1.6 and a predominant spatial azimuth of lineation of 71° from North 
[Section 3.3.2.1]. 
15. The use of a bounding polygon is a good idea for processing and a good idea for 
bounding known homogeneous provinces [Section 3.3.3]. 
16. The Saipan Reef dataset produced a roll-off parameter (b value) of about -1.8 [Section 
3.3.3.2]. 
17. The aspect ratio of w<1.2 seems to imply isotropy, anisotropy otherwise [Section 
3.3.3.2]. 
18. Beware outliers:  even a single flyer point can ruin a parameterization [Section 3.3.3.3]. 
19. Parameterizing sparse data like the North Atlantic dataset (S7) with caution can provide 
some information [Section 3.3.3.3]. 
20. Even much less resolute data can provide meaningful parameterized results [Section 
3.4.1]. 
 
 
4.2.3. Future work possibilities 
 
1. Produce C-code for doing the robust nonlinear curve fitting of fnlin.m. 
2. Find some instances when different limits of integration, s0 and s1, could be used instead 
of the defaults. 
3. Change the kernel segmentation algorithm to overlap the kernels by the percentage of 
tapering used. 
4. Use a variable for the beamwidth in f2 or a fixed length as an alternative. 
5. Implement a noise floor exclusion algorithm. 
6. Artificial man-made features within bathymetry are not parameterized well with the 
default robust nonlinear curve fitting residual weighting function.  Look into the 
possibility that this may indicate non-stationarity. 
7. Check to see if “cauchy”, or some other weighting function, is a better overall choice for 
the robust nonlinear curve fitting. 
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8. Doing more work on comparing different resolution datasets, particularly the Deep Test 
Area dataset (S4) that is so profusely oversampled that we can grid at many different 
resolutions.   
9. Determine an appropriate way to use the smallest and largest distances between nodes, 
the mesh norm and separation distance, respectively, to indicate proper convergence of 
the NFFT estimate. 
10. Use the sensitive nature of the extreme parameterization to seek outliers.  
11. Use a properly sampled dataset parameterization, maybe per depth regime, to back-fit or 
“rough-up” sparser areas of similar known relief types or geologic processes in a larger 
global setting (provided by Rowley, 2015). 
12. Investigate the length relationships of this dissertation between the dense and sparse 
coincident datasets. 
13. Church (2015) suggested a study of the correlation between roughness estimates from 
this dissertation and the acoustic backscatter imagery that is provided by most 
multibeams. 
 
4.3. Recommendation on use of dissertation tools 
 
The tools developed for this work have been used in many depth regimes and sampling 
schemes.  The recommended usage for these tools is on properly sampled nearly best resolution 
grids (like S4, S5, and S6) of bathymetric data. 
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Appendices 
 
A1. Information on external libraries used (FFTW, NFFT, and GSL) 
 
The specific libraries used by the C-code written for this dissertation are (and their 
homepages): 
 
FFTW Version 3.3.3 (https://www-user.tu-chemnitz.de/~potts/nfft/) 
NFFT Version 3.2.3 (http://www.fftw.org) 
GSL Version 1.16 (http://www.gnu.org/software/gsl) 
 
A2. Samples of C-code produced for dissertation 
 
A2.1.  Header file rough.h 
 
/* rough.h 
 purpose:  provide structures and prototypes to do 
  spectral roughness calculations. 
 reminder: 
  x-lon-cols-widthe-N-N[0]-abscissa-eastingg-j 
  y-lat-rows-height-M-N[1]-ordinate-northing-i 
 author:  david h fabre, naval oceanographic office, ssc, ms  usa, 2014 
*/ 
 
#include <math.h> 
#include <complex.h> 
#include "myinpoly.h" 
 
#if !defined( _H_ROUGH ) 
# define _H_ROUGH 
 
#if !defined( D2R ) 
# define D2R (M_PI/180.0) 
#endif 
 
/* fmin,fmax are defined >= c99 */ 
#if !defined( fmin ) 
#       define      fmin(a,b)        ((a)<(b) ? (a) : (b)) 
#endif 
 
#if !defined( fmax ) 
#       define      fmax(a,b)        ((a)>(b) ? (a) : (b)) 
#endif 
 
/* used calculate the offet for column and row major offset */ 
#define CINDX(M, N, I, J) ((N)*(I) + (J)) /* col major offset, fortran, matlab */ 
#define RINDX(M, N, I, J) ((I) + (M)*(J)) /* row major offset, c, c++ */ 
/* define one using */ 
#define INDX RINDX 
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typedef struct 
{ 
 double x, y, z; 
} Point; 
 
typedef struct 
{ 
 int n; 
 Point *pt; 
} Polygon; 
 
typedef struct 
{ 
 int m; 
 Point *p; 
 double d, q; /* mesh norm d, and seperation distance q */ 
} Grid; 
 
/* Grid above for tin stuff - GRID below for dthesis stuff */ 
 
/* assume the data comes in arbitrary as projected points */ 
typedef struct 
{ 
        int n; 
        double *x, *y, *z; 
} GRID; 
 
typedef struct 
{ 
        double bot, top, left, right; 
} MBR; 
/* minimum bounding rectangle */ 
 
typedef struct 
{ 
        int p;  /* number of segments */ 
 int *worked; 
 double *Rsqr_d; /* Rsqr of detrending fit */ 
 double *Rsqr_f; /* Rsqr of fox nonlinear fitting */ 
        MBR *area; 
} SEGMENT; 
 
typedef struct 
{ 
 int sqrsiz; /* allows forcing of freq domain indexing (sqr only) */ 
 int print_results; /* flag for extra ascii output */ 
 int order;      /* detrend order 1, 2, or 3 */ 
 double alpha;   /* alpha proportion (ex .30) for cosine taper window */ 
 int maxiter;    /* for nfft2d solver (0 means don't "solve") */ 
 double percent; /* percent to keep of nfft2d answer for foxmodel */ 
 double x0[4];   /* initial foxmodel  parameters u,v,t0,b */ 
 Polygon p, s; /* polygon (and scratch) that all segments must be contained within */ 
} input_t; 
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typedef struct 
{ 
 int m; double *x, *y, *z, *f; /* input spatial domain data, and nfft output f */ 
 double *vx, *vy; /* spatial freqs that follow m - sample number */ 
 double X[2], Y[2], Z[2]; /* min and range for each - to aviod normalizing more than once */ 
 int N[2]; double complex *fhat; double *s1, *s2; /* output frequency domain estimate */ 
 double s_xbar[2], s_std[2]; /* for centering and scaling freqs (making standard normal) */ 
} rough_t; 
 
struct data 
{ 
 size_t n; /* number surviving the noisefloor cull */ 
 double *A; /* fourier amplitude */ 
 double *s; /* spatial freq "length" s (cylces/m) in polar form */ 
 double *t; /* spatial freq "angle" theta in polar form */ 
}; 
 
typedef struct 
{ 
 /* nonlinearly fitted parameters */ 
 /* u,v = isotrophic and anisotropic length (m) */ 
 /* t0 = theta0 = predominant angle of lineation, */ 
 /* b = spectral roll-off */ 
 double u, v, t0, b; 
 double s_u, s_v, s_t0, s_b; /* stdevs of fit parameters */ 
 double w;   /* composite param (u+v)/(u-v), aspect ratio of spectrum */ 
 int i;    /* current data point for fdf model */  
 double s_A;   /* stdev of A (sigma) estimate (same everywhere?) */ 
} foxparam_t; 
 
typedef struct 
{ 
 struct data d; /* data for fit */ 
 foxparam_t p; /* answer from fit */ 
} fox_t; 
 
typedef struct  
{ 
 double x, y;  /* position of estimate - take as "center" of input data */ 
 foxparam_t p; 
} roughness_t; 
 
 
/* function prototypes */ 
int getset_inputs( int argc, char **argv, input_t *ins ); 
double calcbins( rough_t *d, int *M0, int *N0, int *M, int *N, int print_results ); 
double detrend( int order, rough_t *d, int print_results ); 
int window( double alpha, rough_t *d, int print_results ); 
int loadrough_f( int sqrsiz, FILE *infile, rough_t *d, int print_results ); 
int loadrough_g( int sqrsiz, MBR *area, GRID *grid, rough_t *d, int print_results ); 
int xyin( double x, double y, MBR *area ); 
int nfft2d( int maxiter, rough_t *d, int print_results ); 
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int foxmodel( double percent, double *Rsqr, double *x0, rough_t *d, fox_t *a, int print_results );  
int freerough( rough_t *d, fox_t *a, int print_results ); 
 
/* various piece dumpers */ 
int print_roughness( fox_t *a ); 
int print_rough_pts( char *filename, rough_t *d ); 
int put_f_out( char *filename, rough_t *d ); 
int put_f_ssa( char *filename, rough_t *d ); 
int put_fhat_out( char *filename, rough_t *d ); 
int put_fhat_ssa( char *filename, rough_t *d ); 
int take_localmin_fhat( char *filename, rough_t *d ); 
int put_fhat0_out( char *filename, rough_t *d ); 
int print_foxdata_ssa( char *filename, fox_t *a ); 
 
int parseval( int m, double complex *f, int n, double complex *fhat ); 
 
#endif /* _H_ROUGH */ 
 
/* myinpoly.h 
 purpose:  prototype for   
  use joseph o'rourke's computational geometry in c inpoly 
  concept in our context.  it implements the raytrace odd 
  parity concept. 
 
 returns characters 
  v - vertex 
  e - edge 
  i - inside 
  o - outside 
  f - failed (to malloc scratch space) 
 
 author:  dave fabre, navoceano, mar 2008 
*/ 
#if !defined( _H_MYINPOLY ) 
#define _H_MYINPOLY 
 
#include "rough.h" /* get Point struct */ 
 
typedef struct 
{ 
        int npoly; 
        Polygon *p; 
} Polys; 
 
Point pnt(double x, double y, double z); 
char myinpoly( Polygon *p, Point *pt ); 
char myinpoly2( Polygon *p, Point *pt, Polygon *s ); 
int construct_poly( Polygon *p , int n ); 
void destruct_poly( Polygon *p ); 
int showpoly( Polygon *p ); 
int getpoly( char *filename, Polygon *p ); 
 
#endif 
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A2.2. Source code nfft2d.c 
 
/* nfft2d.c 
 purpose:  my second attempt to write a program to use the nfft. 
 author:  dave fabre, navo 
 date:  oct 2013 
*/ 
 
#include <stdio.h> 
#include <math.h> 
#include <string.h> 
#include <stdlib.h> 
#include <complex.h> 
/* #include <omp.h> */ 
 
#include "nfft3util.h" 
#include "nfft3.h" 
#include "infft.h" 
 
#include "nextpow2.h" 
#include "normalize.h" 
#include "fftshift.h" 
#include "range.h" 
#include "rough.h" 
 
#include "linspace.h" 
 
#define LS_RESID_EPS 1 
#define OI_RESID_EPS 1e-3 
 
#define USE_SUMZ_NORMALIZE_F 0 
#define USE_SUMZ_NORMALIZE_FHAT 0 
#define USE_SQUARE_TRANSFORM 0 
 
/******************************************************************************/ 
int take_localmin_fhat( char *filename, rough_t *d ) 
{ 
 FILE *outfile; 
 int M=d->N[1], N=d->N[0];  
 double *vx=d->s1, *vy=d->s2; 
 double complex *fhat=d->fhat; 
 double smallest; 
 int i, j, k, l; 
 
 if ( (outfile = fopen(filename, "w")) == NULL ) 
 { 
  printf("take_localmin_fhat:  could not create <%s>\n", filename); 
  return 0; 
 } 
 
 for(i = 1; i < M-2; i++) 
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 {   
  for(j = 1; j < N-2; j++) 
  { 
   smallest = 1e20; /* init to a big number */ 
   for(k = -1; k <= 1; k++) 
   { 
    for(l = -1; l <= 1; l++) 
    { 
     smallest = fmin(smallest, cabs(fhat[ INDX(M,N,i+k,j+l) ])); 
    } 
   } 
   fprintf(outfile, "%.9g %.9g %.9g\n", vx[j], vy[i], smallest); 
  } 
 } 
 
 fclose(outfile); 
 return 1; 
} /* take_localmin_fhat */ 
 
/******************************************************************************/ 
/* assuming r comes in normalized 
*/ 
static int getl( int m, double *r, double range, double *l ) 
{ 
        int j; 
        double maxr, incr, val; 
 
        for(j = 0; j < m; j++) maxr = fmax(r[j]*range, maxr); 
        incr = 2*maxr/(double)m; 
        j = 0; 
        val = -maxr; 
        while ( val < maxr && j < m ) 
        { 
                l[j] = val; 
                val += incr; 
                j++; 
        } 
 
        return j; 
} /* get lambda - the wavelength */ 
 
/******************************************************************************/ 
/* assuming r comes in normalized 
*/ 
static int getv2( int bins, int m, double *r, double range, double *v ) 
{ 
        int j; 
        double incr, val, fsover2; 
 
        fsover2 = 0.5*(double)m/range; 
        incr = 2/(double)m; 
        j = 0; 
        val = -1; 
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        while ( val < 1 && j < m ) 
        { 
                v[j] = val*fsover2; 
                val += incr; 
                j++; 
        } 
 
        return j; 
} /* get nu=v - the spatial frequency */ 
 
/******************************************************************************/ 
int getv( int bins, int m, double range, double *v ) 
{ 
        int j; 
        double fs = (double)bins/range; 
        double incr = 1/(double)bins; 
        double val; 
 
        j = 0; 
        val = -0.5; 
 while ( val < 0.5 && j < bins ) 
        { 
                v[j] = val*fs; 
                val += incr; 
                j++; 
        } 
 
        return j; 
} /* get nu=v - the spatial frequency */ 
 
/******************************************************************************/ 
int assign_freqs( rough_t *d ) 
{ 
 int j; 
 double xfs=(double)d->N[0]/d->X[1]; 
 double yfs=(double)d->N[1]/d->Y[1]; 
 
 for(j = 0; j < d->m; j++) 
 { 
  d->vx[j] = xfs*(d->x[j] - 0.5); 
  d->vy[j] = yfs*(d->y[j] - 0.5); 
 } 
 
 return 1; 
} /* assign_freqs */ 
 
/******************************************************************************/ 
int put_f_out( char *filename, rough_t *d ) 
{ 
 FILE *outfile; 
 int j, k, rows, cols; 
 
 if ( (outfile = fopen(filename, "w")) == NULL ) 
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 { 
  printf("put_f_out:  could not create <%s>\n", filename); 
  return 0; 
 } 
 
 fprintf(outfile, "%d %d\n", d->N[1], d->N[0]); 
 for(j = 0; j < d->m; j++) 
 { 
  fprintf(outfile, "%.9g %.9g %.9g\n", d->vx[j], d->vy[j], d->f[j]); 
 } 
 
 fclose(outfile); 
 return 1; 
} /* put_f_out */ 
 
/******************************************************************************/ 
int put_f_ssa( char *filename, rough_t *d ) 
{ 
 FILE *outfile; 
 int j, k, rows, cols; 
 
 if ( (outfile = fopen(filename, "w")) == NULL ) 
 { 
  printf("put_f_ssa:  could not create <%s>\n", filename); 
  return 0; 
 } 
 
 for(j = 0; j < d->m; j++) 
 { 
  fprintf(outfile, "%.9g %.9g %.9g\n", d->vx[j], d->vy[j], d->f[j]); 
 } 
 
 fclose(outfile); 
 return 1; 
} /* put_f_ssa */ 
 
/******************************************************************************/ 
int put_fhat0_out( char *filename, rough_t *d ) 
{ 
 int M=d->N[1], N=d->N[0]; 
 double complex *fhat=d->fhat; 
 FILE *outfile; 
 int j, k; 
 
 
 if ( (outfile = fopen(filename, "w")) == NULL ) 
 { 
  printf("put_fhat0_out:  could not create <%s>\n", filename); 
  return 0; 
 } 
 
 /* put out dimensions */ 
 fprintf(outfile, "%d %d\n", M, N); 
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 /* put out complex numbers representing fhat */ 
 for(j = 0; j < M*N; j++) 
 {   
   fprintf( outfile, "%.9g %.9g\n", creal(fhat[j]), cimag(fhat[j]) ); 
 } 
 
 fclose(outfile); 
 return 1; 
} /* put_fhat0_out */ 
 
/******************************************************************************/ 
int put_fhat_ssa( char *filename, rough_t *d ) 
{ 
 FILE *outfile; 
 int M=d->N[1], N=d->N[0];  
 double *vx=d->s1, *vy=d->s2; 
 double complex *fhat=d->fhat; 
 int i, j; 
 
 if ( (outfile = fopen(filename, "w")) == NULL ) 
 { 
  printf("put_fhat_ssa:  could not create <%s>\n", filename); 
  return 0; 
 } 
 
 for(i = 0; i < M; i++) 
 {   
  for(j = 0; j < N; j++) 
  { 
   fprintf(outfile, "%.9g %.9g %.9g\n", vx[j], vy[i], cabs(fhat[ INDX(M,N,i,j) ])); 
  } 
 } 
 
 fclose(outfile); 
 return 1; 
} /* put_fhat_ssa */ 
 
/******************************************************************************/ 
int put_fhat_out( char *filename, rough_t *d ) 
{ 
 FILE *outfile; 
 int M=d->N[1], N=d->N[0]; 
 double *vx=d->s1, *vy=d->s2; 
 double complex *fhat=d->fhat; 
 int i, j; 
 
 if ( (outfile = fopen(filename, "w")) == NULL ) 
 { 
  printf("put_fhat_out:  could not create <%s>\n", filename); 
  return 0; 
 } 
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 /* put out dimensions */ 
 fprintf(outfile, "%d %d\n", M, N); 
 
 /* put out x, y arrays */ 
 for(j = 0; j < N; j++) fprintf(outfile, "%.9lf ", vx[j]); fprintf(outfile, "\n"); 
 for(i = 0; i < M; i++) fprintf(outfile, "%.9lf ", vy[i]); fprintf(outfile, "\n"); 
 
 for(i = 0; i < M; i++) 
 {   
  for(j = 0; j < N; j++) 
  { 
   fprintf(outfile, "%.9g ", cabs(fhat[ INDX(M,N,i,j) ])); 
  } 
  fprintf(outfile, "\n"); 
 } 
 
 fclose(outfile); 
 return 1; 
} /* put_fhat_out */ 
 
/******************************************************************************/ 
int canstop( int least_squares, double resid_diff, int l, int miniter, int maxiter ) 
{ 
 int ans=0; 
 
 if ( least_squares ) 
 { 
  if ( fabs(resid_diff) < LS_RESID_EPS ) 
   ans = 1; 
 }  
 else /* optimum interpolation */ 
 { 
  if ( fabs(resid_diff) < OI_RESID_EPS ) 
   ans = 1; 
 } 
 
 if ( l > maxiter ) ans = 1; 
 
 return ans; 
} /* canstop */ 
 
/******************************************************************************/ 
int nfft2d( int maxiter, rough_t *d, int print_results ) 
{ 
 double t; 
 double sumz=0, fhat_normval=0; 
 double xval, yval; 
 nfft_plan p, p2; 
 solver_plan_complex ip; 
 ticks t0, t1; 
 int j, k, l, didmalloc=0; 
 int miniter=10; 
 int *N, n[2]; 
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 int m, winflag, solver_flag; 
 double prev_resid, resid_diff=1e10; 
 double *x, *y, *z, *f, *vx, *vy, *s1, *s2; 
 double complex *fhat, cval; 
 int done=0, itsdone=0; 
 char *str; 
 
 
 m = d->m; N = d->N; 
 x = d->x; y = d->y; z = d->z; f = d->f; 
 vx = d->vx; vy = d->vy; 
 fhat = d->fhat; 
 s1 = d->s1; /* N[0]-N-x-lon-cols-widthe-abscissa-eastingg-j */ 
 s2 = d->s2; /* N[1]-M-y-lat-rows-height-ordinate-northing-i */ 
 
 if ( !normalized( m, x ) ) 
 { 
  normalize(m, x, &d->X[0], &d->X[1]); 
  normalize(m, y, &d->Y[0], &d->Y[1]); 
 } 
 /* x,y come in normalized if windowed */ 
 
 assign_freqs( d ); /* for f */ 
 
 /* set oversampling max is 4 times */ 
 n[0] = 2*N[0]; 
 n[1] = 2*N[1]; 
/* 
 for(j = 3; j <= 4 && N[0]*N[1] < m; j++) 
 { 
  n[0] = j*N[0]; 
  n[1] = j*N[1]; 
 } 
*/ 
 
 /* n[0] = (int) 4/3*(double)N[0]; 
 n[1] = (int) 4/3*(double)N[1]; */ 
 
 if ( print_results ) 
  printf("nfft2d:  using n[0],n[1]:  %d %d\n", n[0], n[1]);  
 
 /* printf("nfft2d:  nthreads = %d\n", nfft_get_num_threads()); */ 
 fftw_init_threads(); 
 
 /** init a two dimensional plan */ 
 /* 6 - kaiser, 9-sincpow, 11-bspline, 12-gauss, PRE_FULL_PSI v PRE_LIN_PSI */ 
 winflag = 6; 
 
 if ( m < N[0]*N[1] ) /* under-determined, doing OI */ 
 { 
  solver_flag = CGNE; 
 
  if ( print_results ) 
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printf("nfft2d:  m<n, under-determined - OI, init with FULL_PSI, lib mallocs (solver=CGNE)\n"); 
 
  nfft_init_guru( &p, 2, N, m, n, winflag,  
   PRE_PHI_HUT | PRE_FULL_PSI |  
   MALLOC_F_HAT | MALLOC_X | MALLOC_F |  
   FFTW_INIT | FFT_OUT_OF_PLACE,  
   FFTW_ESTIMATE | FFTW_DESTROY_INPUT ); 
 } 
 else /* over-determined, doing LS */ 
 { 
  solver_flag = CGNR; 
 
  if ( print_results ) 
printf("nfft2d:  m>=n, over-determined - LS, init with LIN_PSI and my own mallocing (solver=CGNR)\n"); 
 
  nfft_init_guru( &p, 2, N, m, n, winflag,  
   PRE_PHI_HUT | PRE_LIN_PSI |  
   FFTW_INIT | FFT_OUT_OF_PLACE,  
   FFTW_ESTIMATE | FFTW_DESTROY_INPUT ); 
 
  p.x = (double *)malloc( 2*sizeof(double)*m ); 
  p.f_hat = (double complex *)malloc( sizeof(double complex)*m ); 
  p.f = (double complex *)malloc( sizeof(double complex)*m ); 
  if ( p.x && p.f_hat && p.f ) 
  { 
   didmalloc = 1; 
  } 
  else 
  { 
   printf("nfft2d:  problem mallocing x,f_hat,f\n"); 
   return 0; 
  } 
 } 
 
 /* load up for approx tranform */ 
 sumz = 0; 
 for(j = 0; j < m; j++) 
 { 
  p.x[2*j+0] = x[j] - 0.5; 
  p.x[2*j+1] = y[j] - 0.5; 
  p.f_hat[j] = (double complex)( z[j] + I*0 ); 
   sumz += z[j]; 
 } 
 
 /* precompute psi, the entries of the matrix B */ 
 if (p.nfft_flags & PRE_ONE_PSI) 
 { 
  nfft_precompute_one_psi( &p ); 
 } 
 
 
 if ( print_results ) 
  printf("nfft_check ans = <%s> (null is good)\n", nfft_check(&p)); 
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 nfft_trafo( &p ); /* nfft_vpr_complex( p.f, p.M_total, "Data fit, vector f"); */ 
 /* nfft_adjoint( &p ); nfft_vpr_complex( p.f_hat, p.N_total, "Data fit, vector f_hat"); */ 
 
 /* parseval( p.M_total, p.f, p.N_total, p.f_hat ); */ 
 
 for(j = 0; j < p.M_total; j++) 
 { 
  if ( USE_SQUARE_TRANSFORM ) 
  { 
   cval = p.f[j]*p.f[j]; 
   /* sumz *= sumz; */ 
  } 
  else 
   cval = p.f[j]; 
 
  if ( USE_SUMZ_NORMALIZE_F ) 
   f[j] = cabs(  cval/sumz ); /* norm to make (0, -vals) in log space */ 
  else 
   f[j] = cabs( cval ); 
 } 
 
 fhat_normval = p.N_total*sumz/p.M_total; 
 /* fhat_normval = sumz; * dhf - aug 2015 */ 
 if ( print_results ) 
 { 
  printf("nfft2d:  normalizing sumz %lf\n", sumz); 
  if ( !USE_SUMZ_NORMALIZE_F ) printf("\tbut not normalizing f\n"); 
  printf("nfft2d:  M_total,N_total:  %d %d\n", p.M_total, p.N_total); 
  printf("nfft2d:  fhat normalizing value (N*sumz/M)  %lf\n", fhat_normval); 
  if ( !USE_SUMZ_NORMALIZE_FHAT ) printf("\tbut not normalizing fhat\n"); 
 } 
 
 /* -------------- */ 
 /* solver section */ 
 /* -------------- */ 
 
 if ( maxiter ) 
 { 
 
  solver_init_advanced_complex( &ip, (nfft_mv_plan_complex *)(&p), solver_flag ); 
 
  /* solver_init_complex( &ip, (nfft_mv_plan_complex *)(&p) ); */ 
 
  /* its the same exact sumz */ 
  /* sumz = 0; */ 
  for(j = 0; j < m; j++) 
  { 
   ip.y[j] = (double complex)( z[j] + I*0 ); 
   /* sumz += z[j]; */ 
  } 
  /* printf("solver normalizing sum = %lf\n", sumz); */ 
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  for(k = 0; k < p.N_total; k++) 
   ip.f_hat_iter[k] = (double complex)0; 
 
  solver_before_loop_complex( &ip ); 
  prev_resid = ip.dot_r_iter; 
 
  l = 0; 
  while ( !canstop( (m >= N[0]*N[1]), resid_diff, l, miniter, maxiter) ) 
  { 
   solver_loop_one_step_complex( &ip ); 
   resid_diff = prev_resid - ip.dot_r_iter;  
   if ( 1 || print_results ) 
      printf("nfft2d:  solver iter %d:  residual r=%e, resid diff = %lf - %lf = %lf\n",  
     l, ip.dot_r_iter, prev_resid, ip.dot_r_iter, resid_diff ); 
   prev_resid = ip.dot_r_iter; 
 
   l++; 
  } /* solver loop */ 
 
  /* define freqs for fhat */ 
  getv( N[0], m, d->X[1], s1 ); 
  getv( N[1], m, d->Y[1], s2 ); 
 
 
  /* same as above - don't need to do again- fhat_normval = p.N_total*sumz/p.M_total; */ 
  for(j = 0; j < p.N_total; j++) 
  { 
   if ( USE_SQUARE_TRANSFORM ) 
   { 
    cval = ip.f_hat_iter[j]*ip.f_hat_iter[j]; 
    /* sumz *= sumz; */ 
   } 
   else 
    cval = ip.f_hat_iter[j]; 
 
   if ( USE_SUMZ_NORMALIZE_FHAT ) 
   { 
    fhat[j] = cval/fhat_normval; 
   } 
   else 
    fhat[j] = cval; /* no normalizing fhat ??? */ 
  } 
 
  if ( USE_SUMZ_NORMALIZE_FHAT ) 
   printf("nfft2d:  solver normalizing sumz %lf\n", fhat_normval); 
 
 } /* maxiter */ 
  
 /* clean up space */ 
 if ( maxiter )  
 { 
  solver_finalize_complex( &ip ); 
 } 
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 if ( didmalloc ) 
 { 
  free( p.x ); 
  free( p.f ); 
  free( p.f_hat ); 
 } 
 nfft_finalize( &p ); 
 fftw_cleanup_threads(); 
 
 return l; /* return number of solver iterations get here it worked */ 
 
} /* nfft2d */ 
 
 
A3. MatlabTM m-files used in this dissertation 
 
 
A3.1. Nonlinear curve fitting m-file and dependencies 
 
Here we list the m-files fnlin.m, topolar.m, fixt0.m, azi.m, and fox.m. 
 
%dhf fnlin.m 
%dhf purpose:  perform the chris fox nonlinear curve fit on incoming 
%dhf  ssa data (spatial freq in x, spatial freq y, amplitude) 
%dhf author:  david h fabre, naval oceanographic office, ssc, ms  usa, 2014 
   
function [u, v, t0, b, w] = fnlin( filename, fitflag ) 
 
%dhf - fitflag 0 means not robust, 1 robust, 2 robust & cauchy 
 
%dhf filename = ''; 
%dhf filename = input('enter ssa-filename:  ', 's'); 
 
u = 0; 
v = 0; 
t0 = 0; 
b = 0; 
w = 0; 
ifid = fopen(filename, 'r'); 
 
if (ifid ~= -1) 
 
ssa = fscanf(ifid, '%f %f %f', [3, Inf]); 
fclose(ifid); 
sx = ssa(1,:); 
sy = ssa(2,:); 
a = ssa(3,:); 
clear ssa; 
 
%dhf - do median cut 
%dhf meda = median(a); 
%dhf ifind = find( a > meda ); 
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%dhf sx = sx(ifind); 
%dhf sy = sy(ifind); 
%dhf a = a(ifind); 
 
[s, t] = topolar( sx, sy ); 
 
ifind = find( s == 0 ); 
s(ifind) = s(ifind) + 1e-12; %dhf - avoid b<0, 0^b=Inf 
 
X = [s;t]; 
y = a; 
 
beta0 = [0;0;0;0]; 
fun = @fox; 
%dhf alpha = 0.05; 
 
if ( fitflag == 0 ) 
 options = statset('nlinfit'); 
 %dhf options=statset(oldopts, 'Robust', 'on', 'TolFun', 1e-12, 'TolX', 1e-12, 'Display', 'iter'); 
end 
 
 
if ( fitflag == 1 ) 
 oldopts = statset('nlinfit'); 
        options = statset(oldopts, 'Robust', 'on'); 
end 
 
if ( fitflag == 2 ) %dhf - change Robust WgtFun 
 oldopts = statset('nlinfit'); 
 options = statset(oldopts, 'Robust', 'on', 'WgtFun', 'cauchy'); 
        %dhf options = statset('WgtFun', 'bisquare'); %dhf - the default? 
        %dhf options = statset('WgtFun', 'fair'); 
        %dhf options = statset('WgtFun', 'andrews'); 
        %dhf options = statset('WgtFun', 'cauchy'); 
        %dhf options = statset('WgtFun', 'huber'); 
        %dhf options = statset('WgtFun', 'logistic'); 
        %dhf options = statset('WgtFun', 'talwar'); 
        %dhf options = statset('WgtFun', 'welsch'); 
end 
 
[beta, r, J, COVB, mse] = nlinfit( X, y, fun, beta0, options ); 
 
%dhf COVB 
%dhf mse 
%dhf ci95 = nlparci(beta, r, 'covar', COVB); %dhf - 95% CLs with robust 
%dhf ci95 = nlparci(beta, r, 'Jacobian', J); %dhf - 95% CLs 
%dhf ci95(3,:) = fixt0( azi(ci95(3,:)) )*180/pi; 
%dhf ci95(3,:) = ci95(3,:)*180/pi; 
%dhf ci95 
 
format longG; 
 
u = beta(1); 
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v = beta(2); 
t0 = fixt0( azi( beta(3) ) ); 
b = beta(4); 
w = (u + v)/(u - v); 
what = (u + abs(v))/(u - abs(v)); %dhf - lets me know v was negative 
 
if ( v < 0 ) %dhf  - force positive anisotropic length 
 v = -v; 
 t0 = fixt0( azi(t0 + pi/2) ); 
end 
 
fprintf('%.9g %.9g %g %.9g %.9g %.9g\n', u, v, t0*180/pi, b, w, what); 
 
w = what; %dhf - take non-negative v ans 
 
else 
 fprintf('trouble opening file %s\n', filename); 
 
end %dhf - if file opened ok 
 
%dhf topolar.m 
%dhf purpose:  convert to polar spatial freq length s, and azimuth t (theta) 
%dhf author:  david h fabre, naval oceanographic office, ssc, ms  usa, 2014-15 
 
function [s, t] = topolar( sx, sy ) 
 
s = sqrt( sx.*sx + sy.*sy ); 
t = atan2( sx, sy ); %dhf - azimuth by x/y 
 
 
 
%dhf fixt0.m 
%dhf purpose:  because of symmetry, put in [-pi/2,pi/2], my preference. 
%dhf author:  david h fabre, naval oceanographic office, ssc, ms  usa, feb 2015 
 
function t0 = fixt0( az ) 
 
%dhf - comes in as an azimuth in [0,2pi) 
t0 = az; 
if az > pi 
 t0 = t0 - 2*pi; %dhf - put in [-pi,pi] 
end 
 
%dhf - apply symmetry making q3 vals goto q1, q2 to q4 
%dhf - azimuth quadrants: 
%dhf  
%dhf  q4 | q1 
%dhf  ------- 
%dhf  q3 | q2 
%dhf 
 
if t0 < -pi/2 
 t0 = t0 + pi; 
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end 
if t0 > pi/2 
 t0 = t0 - pi; 
end 
 
 
%dhf - azi.m 
%dhf purpose:  put an azimuth in radians into [0, 2*pi) 
%dhf   author:  david h fabre, naval oceanographic office, ssc, ms  usa, 2014 
 
function az = azi( az0 ) 
 
az = az0; 
while ( az < 0 ) 
 az = az + 2*pi; 
end 
while ( az >= 2*pi ) 
 az = az - 2*pi; 
end 
 
 
%dhf fox.m 
%dhf purpose:  provide fox model calculation 
%dhf author:  dave fabre, navo, 2014 
 
function a = fox( beta, X ) 
 
u = beta(1); 
v = beta(2); 
t0 = beta(3); 
b = beta(4); 
 
s = X(1,:); 
t = X(2,:); 
 
a = (u + v.*cos(2.*(t - t0))).*s.^b; 
 
 
 
A3.2. Selected plotting m-files  
 
Here we list the m-files viewexyz.m, viewfhat.m, add1o.m, and myinteg.m. 
 
%dhf - viewexyz.m 
%dhf purpose:  plot a surface of data. 
%dhf author:  dave fabre, navo, 2013 
 
filename = ''; 
filename = input('enter filename:  ', 's'); 
 
fid = fopen(filename, 'r'); 
tline = ''; 
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tline = fgetl(fid); 
e = sscanf(tline, '%f ', 6); %dhf - get the extents x,y,z 
%dhf - extents include X[0],X[1],Y[0],Y[1],Z[0],Z[1] 
%dhf - where 0,1 are the minimum and range of each variable 
a = fscanf(fid, '%f %f %f', [3, Inf]); 
x = a(1,:); 
y = a(2,:); 
z = a(3,:); 
clear a; 
%dhf whos; 
fclose(fid); 
 
xmin = min(x); xmax = max(x); ymin = min(y); ymax = max(y); 
 
%dhf sqrsiz = 1024; 
sqrsiz = 256; 
xi = linspace(xmin, xmax, sqrsiz); 
yi = linspace(ymin, ymax, sqrsiz); 
[X, Y] = meshgrid(xi, yi); 
Z = griddata(x, y, z, X, Y);  
 
h = figure; 
hold; 
%dhf view(10, 60); %dhf - az, elev 
colorbar; 
grid; 
str = ''; 
str = sprintf('%s', filename); 
title(str); 
if ( e(1) == 0 ) %dhf - means data haven't been scaled to [0,1) 
 xlabel('x-easting (m)'); 
 ylabel('y-northing (m)'); 
else 
 xlabel('x-easting ( m, (x-min)/rng )'); 
 ylabel('y-northing ( m, (y-min)/rng )'); 
end 
surf(X, Y, Z); 
%dhf surfc(X, Y, Z); %dhf - surface with contours underneath 
shading flat; 
%dhf print(h, '-dtiff', 'viewexyz.tif'); 
 
 
% viewfhat.m 
% purpose:  plot up the 2d nfft results 
% author:  dave fabre, navo  
% date:  5 dec 2013 
 
filename = ''; 
filename = input('enter filename:  ', 's'); 
 
fid = fopen(filename, 'r'); 
tline = ''; 
tline = fgetl(fid); 
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dim = sscanf(tline, '%d ', 2); 
tline = fgetl(fid); vx = sscanf(tline, '%f '); 
tline = fgetl(fid); vy = sscanf(tline, '%f '); 
f = fscanf(fid, '%f ', dim'); 
f = f'; %dhf - row major to col major 
%dhf whos 
fclose(fid); 
 
figure; 
hold on; 
grid on; 
colorbar; 
str = ''; str = sprintf('NFFT fhat (dB re m^3) %s', filename); 
title(str); 
xlabel('k_x (rad/m)');  
ylabel('k_y (rad/m)');  
surf(vx*2*pi, vy*2*pi, 10*log10(f)); 
shading flat; 
%dhf axis('equal'); 
 
%dhf - like fox 1996 plots 
%dhf figure; 
%dhf hold on; 
%dhf grid on; 
%dhf colorbar; 
%dhf str = sprintf('NFFT fhat %s', filename); 
%dhf title(str); 
%dhf xlabel('v_x (1/m)'); 
%dhf ylabel('v_y (1/m)'); 
%dhf surf(vx, vy, log10(f)); 
%dhf surf(vx, vy, f); 
%dhf shading flat; 
 
%dhf figure; 
%dhf contour(vy, vx, log10(f), 7); 
%dhf shading flat; 
 
dbrng = 10*log10( max(max(f))/min(min(f)) ) 
 
 
%dhf - add1o.m 
%dhf purpose:  plot the given parameterized model amidst an fhat plot 
%dhf author:  dave fabre, navo, feb 2015 
%dhf 
 
function add1o( u, v, t0, b, maxk, colstr ) 
 
l = myinteg(u, v, t0, b, 1e-12, maxk); 
str = ''; 
str = sprintf('%g %g %g %g %g %g', u, v, t0*180.0/pi, b, (u+abs(v))/(u-abs(v)), l); 
%dhf fprintf('%s\n', str); 
 
maxs = maxk/(2*pi); 
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sx = linspace(-maxs, maxs, 64); 
sy = linspace(-maxs, maxs, 64); 
 
A = ones(64, 64); 
for i=1:64 
 for j=1:64 
  [s, t] = topolar( sx(j), sy(i) ); 
  if ( s == 0 ) s = 1e-12; end 
  A(i,j) = fox( [u;v;t0;b], [s;t] ); 
 end 
end 
 
contour3(sx*2*pi, sy*2*pi, 10*log10(A), 20, colstr); 
ax = axis; 
text(ax(1)*(1-.1), ax(3)*(1-.1), str, 'HorizontalAlignment', 'left'); %dhf - annotate with params 
 
%dhf - function myinteg 
%dhf 
%dhf purpose:  do an approximate integration of the  
%dhf  parameterized amplitude spectrum transform  
%dhf  returns length per m^2 
%dhf author:  david h fabre, naval oceanographic office, ssc, usa, 2015 
%dhf 
 
function l = myinteg( u, v, t0, b, mink, maxk ) 
 
%dhf - adding extra length component s by -1+b exponent 
%dhf - for polar its the Integral Integral (mess) r dr dtheta 
fun = @(s,t) (u + v.*cos(2.*(t - t0))).*s.^(1+b); 
%dhf length = integral2(fun, mink/(2*pi), maxk/(2*pi), 0, 2*pi); %dhf - newer 
l = quad2d(fun, mink/(2*pi), maxk/(2*pi), 0, 2*pi); %dhf - older 
 
fprintf('average amplitude is %g (m)\n', l); 
fprintf('\tfor nus (1/m) in [%g, %g]\n', mink/(2*pi), maxk/(2*pi)); 
fprintf('\tlambdas (m) in [%g, %g]\n', (2*pi)/maxk, (2*pi)/mink); 
 
A3.3. Conventional FFT2 processing m-file 
 
 %dhf - fft2xyz.m 
%dhf purpose:  to be used on the windowed results, to test the 
%dhf  conventional calculation of a 2d fft. 
%dhf  
%dhf  - works off of window.exyz:  extents and x,y in [0,1), and z=r 
 
filename = ''; 
filename = input('enter <window.exyz> filename:  ', 's'); 
 
fid = fopen(filename, 'r'); 
 
%dhf - get the mins and ranges of the xyzs 
tline = fgetl(fid); 
extents = sscanf(tline, '%f ', 6); 
X0 = extents(1); 
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X1 = extents(2); 
Y0 = extents(3); 
Y1 = extents(4); 
Z0 = extents(5); 
Z1 = extents(6); 
 
%dhf if ( X0 = 0 and X1 = 0 and Y0 = 0 and Y1 = 0 and Z0 = 0 and Z1 = 0  ) 
%dhf then notwindowed = 1; 
 
a = fscanf(fid, '%f %f %f', [3, Inf]); 
fclose(fid); 
 
%dhf - comes in [0, 1) so take 1/2 away 
x = a(1,:) - 0.5; 
y = a(2,:) - 0.5; 
z = a(3,:); 
clear a; 
%dhf whos; 
 
border = 0.01; %dhf - 1%  
border = input('input a border percent to use:  '); 
xsiz = 64; ysiz = 64; 
sqrsiz = input('input a sqrsiz to use:  '); 
xsiz = sqrsiz; 
ysiz = sqrsiz; 
m = sqrsiz; 
n = sqrsiz; 
 
xmin = min(x); xmax = max(x); xrange = xmax - xmin; 
ymin = min(y); ymax = max(y); yrange = ymax - ymin; 
xi = linspace(xmin + border*xrange, xmax - border*xrange, xsiz); 
yi = linspace(ymin + border*yrange, ymax - border*yrange, ysiz); 
[X, Y] = meshgrid(xi, yi); 
Z = griddata(x, y, z, X, Y); 
 
xfs = xsiz/(X1*(1-2*border)); 
yfs = ysiz/(Y1*(1-2*border)); 
 
fx = xi.*xfs; %dhf - since already in [-.5, .5) 
fy = yi.*yfs; %dhf - since already in [-.5, .5) 
 
mysum = sum(sum(Z));  %dhf - normalize with gridded sum 
myothersum = sum(sum(z));  %dhf - normalize with inputs to gridded sum 
 
%dhf f = fftshift(fft2( Z )); 
%dhf f = fftshift(fft2( Z ))/mysum; 
%dhf f = fftshift(fft2( Z ))/myothersum; 
f = fftshift(fft2( Z ))/(m*n);%dhf - this best matches not normalized NFFT 
%dhf f = fftshift(fft2( Z ))/(m*n*mysum); 
%dhf f = fftshift(fft2( Z ))/(m*n*myothersum); 
%dhf f = f/(m*n); %dhf - take the dimension(s) out 
%dhf f = f.*f; %dhf - square it to check? 
 
 163 
dbrng0 = 10*log10( max(max(abs(f)))/min(min(abs(f))) ) 
 
figure; 
hold; 
grid; 
str = ''; 
str = sprintf('10*log10 F (dB re m^3) %s', filename); 
title(str); 
colorbar; 
xlabel('k_x (rad/m)'); 
ylabel('k_y (rad/m)'); 
surf(fx*2*pi, fy*2*pi, 10*log10(abs(f))); %dhf wavenumber and db re m^3 
shading flat; 
 
%dhf - this section for how chris fox plotted in 1996 
%dhf figure; 
%dhf hold; 
%dhf grid; 
%dhf str = ''; 
%dhf str = sprintf('F %s', filename); 
%dhf title(str); 
%dhf colorbar; 
%dhf xlabel('v_x (1/m)'); 
%dhf ylabel('v_y (1/m)'); 
%dhf surf(fx, fy, log10(abs(f))); 
%dhf contour(fx, fy, log10(abs(f))); 
%dhf shading flat; 
 
%dhf - print out the ssa 
outid = fopen('fft2xyz.ssa', 'w'); 
for i = 1:m 
 for j = 1:n 
  fprintf( outid, '%.9g %.9g %.9g\n', fx(j), fy(i), abs(f(i,j)) );  
 end 
end 
fclose(outid); 
 
%dhf figure; 
%dhf title('amplitude'); 
%dhf surf(abs(f)); 
%dhf shading flat; 
 
%dhf figure; 
%dhf title('phase'); 
%dhf surf(angle(f)); 
%dhf shading flat; 
 
 
A4. Dataset tables 
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Each dataset table has three groups of information:  information about the size of each 
kernel area, Dx and Dy, and the value FA, in meters; the list of parameters (detailed below); and a 
statistical summary of the columns (both mean and median, isotropic and anisotropic). 
 
The list of parameters appears in the order:  Kernel number, Easting and Northing (of 
center of Kernel), isotropic length, anisotropic length, frequency domain lineation azimuth, 
spectral roll-off, aspect ratio, overall integration length, integration length with respect to the 
area factor.  The symbols K, x, y, u, v, 𝜃0, b, w, l, and  LA will be used as a header for the 
parameters. 
 
The statistical summary consists of simply the arithmetic mean and median for the 
overall dataset, the isotropic data (w >= 1.2), and the anisotropic data (w<1.2).  The symbols N, 
u, v, 𝜃0, b, w, l, and  LA will be used as the headers for these (where N is the number for each). 
 
 
A4.1. Liberty ship dataset results, S2 
 
Dataset S2 is in UTM zone 16N Eastings and Northings.  The specific dataset values are  
 
(Dx, Dy, FA) = (30.5, 29.2, 23.8034). 
 
 K              x                y             u             v         𝜃0        b         w          l        LA 
  3   331390.98  3338356.83  1.538e-02  1.288e-03   -7.256   -0.379   1.1827   0.0612   1.4573 
  4   331421.48  3338356.83  2.416e-03  1.007e-04   13.056   -0.297   1.0870   0.0092   0.2181 
  5   331451.98  3338356.83  4.810e-03  2.536e-04   29.873   -0.488   1.1113   0.0205   0.4877 
  6   331482.48  3338356.83  5.075e-04  4.262e-06  -46.968   -0.376   1.0169   0.0020   0.0480 
  7   331329.98  3338386.03  6.290e-04  1.058e-05   58.072   -0.302   1.0342   0.0024   0.0569 
  8   331360.48  3338386.03  6.362e-04  3.514e-05  -62.207   -0.427   1.1169   0.0026   0.0621 
  9   331390.98  3338386.03  5.253e-03  2.517e-04   18.310   -0.631   1.1007   0.0247   0.5868 
10   331421.48  3338386.03  3.678e-03  3.291e-04   23.548   -0.615   1.1965   0.0171   0.4062 
 11   331451.98  3338386.03  1.698e-03  2.233e-04   50.414   -0.605   1.3027   0.0078   0.1863 
 12   331482.48  3338386.03  8.977e-04  5.700e-05    -7.775   -0.482   1.1356   0.0038   0.0907 
 13   331329.98  3338415.23  5.154e-04  1.646e-05   10.630   -0.256   1.0660   0.0019   0.0455 
 14   331360.48  3338415.23  3.852e-03  1.399e-04   41.645   -0.405   1.0754   0.0156   0.3707 
 15   331390.98  3338415.23  3.848e-03  4.338e-04   40.079   -0.707   1.2541   0.0191   0.4547 
 16   331421.48  3338415.23  5.505e-03  3.236e-04   36.358   -0.484   1.1249   0.0234   0.5565 
 17   331451.98  3338415.23  6.764e-04  6.382e-05   76.440   -0.686   1.2084   0.0033   0.0786 
 18   331482.48  3338415.23  4.563e-03  3.417e-04  -81.514   -0.590   1.1619   0.0208   0.4953 
 19   331329.98  3338444.43  6.621e-04  2.596e-05   14.895   -0.275   1.0816   0.0025   0.0590 
 20   331360.48  3338444.43  4.460e-03  1.493e-04   84.126   -0.561   1.0693   0.0199   0.4744 
 21   331390.98  3338444.43  1.533e-03  1.725e-04   19.381   -0.573   1.2536   0.0069   0.1645 
 22   331421.48  3338444.43  1.012e-03  4.398e-05   24.738   -0.500   1.0909   0.0043   0.1033 
 23   331451.98  3338444.43  5.473e-04  3.253e-05    -0.728   -0.335   1.1264   0.0021   0.0505 
 24   331482.48  3338444.43  4.748e-03  2.269e-04  -69.557   -0.437   1.1004   0.0196   0.4660 
 25   331329.98  3338473.63  6.659e-04  1.603e-05   81.519   -0.375   1.0493   0.0026   0.0629 
 26   331360.48  3338473.63  6.109e-04  2.428e-05    -2.524   -0.174   1.0828   0.0022   0.0515 
 27   331390.98  3338473.63  6.414e-04  1.068e-05   13.260   -0.328   1.0339   0.0025   0.0590 
 28   331421.48  3338473.63  7.884e-04  2.890e-05   56.091   -0.307   1.0761   0.0030   0.0716 
 29   331451.98  3338473.63  3.826e-04  1.489e-05  -74.618   -0.331   1.0810   0.0015   0.0352 
 30   331482.48  3338473.63  8.135e-04  5.088e-05  -82.362   -0.118   1.1334   0.0028   0.0666 
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                                                N               u                v          𝜃0          b           w            l          LA 
Overall means:                         28  2.562e-03  1.668e-04     9.176   -0.430   1.1198   0.0109   0.2595 
Isotropic means (w<1.2):         24  2.666e-03  1.573e-04     2.942   -0.395   1.0973   0.0112   0.2659 
Anisotropic means (w>=1.2):   4  1.939e-03  2.234e-04   46.578   -0.643   1.2547   0.0093   0.2210 
 
                                                 N               u                v          𝜃0          b           w            l          LA 
Overall medians:                       28  9.548e-04  6.041e-05   16.602   -0.416   1.1006   0.0041   0.0970 
Isotropic medians (w<1.2):       24  8.556e-04  4.743e-05   13.158   -0.378   1.0890   0.0034   0.0811 
Anisotropic medians (w>=1.2):  4  1.616e-03  1.979e-04   45.246   -0.645   1.2538   0.0074   0.1754 
 
 
 
A4.2. Deep Test Area dataset results, S4 
 
Dataset S4 is in UTM zone 54N Eastings and Northings.  The specific dataset values are  
 
(Dx, Dy, FA) = (11080.8, 10225, 8490.12). 
 
  K              x                y             u             v         𝜃0         b         w               l            LA 
   9   456349.59  1729937.96  2.206e-05  2.236e-06  -16.914   -1.090   1.2256  7.2830e-07  6.1834e-03 
 10   467430.40  1729937.96  2.080e-06  6.869e-07  -81.542   -1.637   1.9859  4.2443e-06  3.6034e-02 
 11   478511.21  1729937.96  8.871e-07  2.301e-07  -60.980   -1.801   1.7003  8.0456e-06  6.8308e-02 
 12   489592.01  1729937.96  9.472e-07  5.458e-08  -78.286   -1.484   1.1223  5.5608e-07  4.7212e-03 
 13   500672.82  1729937.96  4.297e-05  2.608e-06  -77.590   -1.063   1.1292  1.1779e-06  1.0001e-02 
 16   456349.59  1740162.93  9.556e-06  5.489e-07  -32.991   -1.095   1.1219  3.2679e-07  2.7745e-03 
 17   467430.40  1740162.93  1.525e-06  4.866e-07  -75.324   -1.358   1.9377  3.4485e-07  2.9278e-03 
 18   478511.21  1740162.93  4.361e-07  2.026e-07  -62.239   -1.765   2.7344  2.7846e-06  2.3642e-02 
 19   489592.01  1740162.93  3.991e-07  8.190e-08  -86.174   -1.830   1.5163  4.8116e-06  4.0851e-02 
 20   500672.82  1740162.93  2.316e-06  1.464e-07  -80.296   -1.339   1.1350  4.5417e-07  3.8560e-03 
 23   456349.59  1750387.90  6.447e-07  3.413e-08  -46.481   -1.454   1.1118  3.0012e-07  2.5480e-03 
 24   467430.40  1750387.90  6.527e-07  9.267e-08  -68.068   -1.645   1.3309  1.4255e-06  1.2103e-02 
 25   478511.21  1750387.90  2.172e-07  1.141e-08   89.661   -1.658   1.1109  5.3260e-07  4.5219e-03 
 26   489592.01  1750387.90  8.133e-07  1.504e-07  -88.292   -1.770   1.4538  5.4533e-06  4.6299e-02 
 27   500672.82  1750387.90  3.536e-07  1.172e-07  -70.563   -1.674   1.9911  9.9172e-07  8.4198e-03 
 30   456349.59  1760612.88  1.204e-05  1.392e-06    -3.446   -1.035   1.2613  2.7169e-07  2.3066e-03 
 31   467430.40  1760612.88  2.253e-07  4.652e-08  -77.219   -1.857   1.5204  3.5610e-06  3.0233e-02 
 32   478511.21  1760612.88  4.027e-07  5.275e-08  -40.747   -1.559   1.3014  4.2964e-07  3.6477e-03 
 33   489592.01  1760612.88  2.680e-07  7.970e-09  -52.109   -1.915   1.0613  7.8081e-06  6.6292e-02 
 34   500672.82  1760612.88  5.987e-07  5.224e-08   78.470   -1.601   1.1912  9.0425e-07  7.6772e-03 
 37   456349.59  1770837.85  4.864e-06  5.042e-07   83.986   -1.388   1.2313  1.3733e-06  1.1660e-02 
 38   467430.40  1770837.85  1.183e-06  8.190e-08   78.035   -1.631   1.1487  2.2960e-06  1.9493e-02 
 39   478511.21  1770837.85  2.977e-07  1.991e-08  -77.286   -1.840   1.1433  3.9515e-06  3.3549e-02 
 40   489592.01  1770837.85  5.932e-06  5.113e-07     0.782   -1.128   1.1886  2.5557e-07  2.1698e-03 
 41   500672.82  1770837.85  1.223e-06  6.342e-07  -87.553   -1.626   3.1549  2.2720e-06  1.9289e-02 
 
                                                 N               u                v          𝜃0          b           w                 l                LA 
Overall means:         25  4.516e-06  4.396e-07  -37.327   -1.530   1.4724  2.2120e-06  1.8780e-02 
Isotropic means (w<1.2):          11  5.903e-06  3.706e-07  -18.008   -1.474   1.1331  1.6876e-06  1.4328e-02 
Anisotropic means (w>=1.2):   14  3.426e-06  4.938e-07  -52.505   -1.574   1.7389  2.6241e-06  2.2279e-02 
 
                                                    N               u                v          𝜃0          b          w                   l               LA 
Overall medians:                          25  8.871e-07  1.464e-07  -62.239   -1.626   1.2313  1.1779e-06  1.0001e-02 
Isotropic medians (w<1.2):          11  9.472e-07  5.458e-08  -46.481   -1.484   1.1292  5.5608e-07  4.7210e-03 
Anisotropic medians (w>=1.2):   14  8.502e-07  2.163e-07  -69.316   -1.641   1.5183  1.8487e-06  1.5696e-02 
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A4.3. Challenger Deep dataset results, S5 
 
Dataset S5 is also in UTM zone 54N Eastings and Northings.  The specific dataset values are  
 
(Dx, Dy, FA) = (18855.8, 17340.9, 14423). 
 
  K              x                y             u             v         𝜃0         b         w               l             LA 
 18   621895.67  1243510.41  2.805e-05  6.336e-06  -17.281   -1.404   1.5836  6.4726e-06  9.3355e-02 
 19   640751.47  1243510.41  2.670e-05  9.434e-06  -17.425   -1.343   2.0928  3.7793e-06  5.4509e-02 
 20   659607.28  1243510.41  6.515e-06  3.456e-06  -16.849   -1.513   3.2593  3.7180e-06  5.3624e-02 
 35   640751.47  1260851.30  1.751e-06  3.500e-07    -8.156   -1.637   1.4996  4.5084e-06  6.5024e-02 
 36   659607.28  1260851.30  2.625e-06  3.471e-07    -7.269   -1.639   1.3047  2.9478e-06  4.2516e-02 
 37   678463.09  1260851.30  2.409e-06  3.894e-07    -9.604   -1.632   1.3855  5.9635e-06  8.6012e-02 
 38   697318.89  1260851.30  1.228e-06  4.887e-07  -21.704   -1.750   2.3217  3.8852e-06  5.6036e-02 
 54   697318.89  1278192.19  4.069e-06  8.513e-07     3.722   -1.569   1.5292  3.7868e-06  5.4616e-02 
 55   716174.70  1278192.19  8.901e-06  2.857e-06  -23.939   -1.478   1.9453  3.7317e-06  5.3822e-02 
 56   735030.51  1278192.19  1.062e-05  1.724e-06  -14.857   -1.453   1.3874  3.6676e-06  5.2897e-02 
 57   753886.31  1278192.19  1.796e-06  6.786e-07  -23.682   -1.689   2.2147  4.8703e-06  7.0245e-02 
 73   753886.31  1295533.07  4.487e-06  1.283e-06  -15.482   -1.683   1.8012  1.0840e-05  1.5634e-01 
 74   772742.12  1295533.07  3.601e-05  1.846e-06   20.608   -1.345   1.1081  1.1538e-05  1.6641e-01 
 75   791597.93  1295533.07  2.842e-06  4.351e-07  -64.707   -1.636   1.3615  4.7526e-06  6.8547e-02 
 76   810453.73  1295533.07  3.016e-06  1.736e-07    -5.362   -1.651   1.1222  5.1983e-06  7.4975e-02 
 94   848165.35  1312873.96  8.286e-06  2.389e-06  -34.024   -1.709   1.8103  5.7376e-06  8.2753e-02 
 95   867021.16  1312873.96  5.706e-06  2.049e-06  -19.258   -1.546   2.1210  6.5295e-06  9.4175e-02 
 
                                                 N               u                v          𝜃0          b           w                 l                LA 
Overall means:         17  9.118e-06  2.064e-06  -16.192   -1.569   1.7558  5.4075e-06  7.7992e-02 
Isotropic means (w<1.2):           2  1.951e-05  1.010e-06      7.623   -1.498   1.1152  8.3681e-06  1.2069e-01 
Anisotropic means (w>=1.2):  15  7.732e-06  2.205e-06  -19.368   -1.579   1.8412  5.0127e-06  7.2298e-02 
 
                                                    N               u                v          𝜃0          b          w                   l               LA 
Overall medians:                          17  4.487e-06  1.283e-06  -16.849   -1.632   1.5836  4.7526e-06  6.8547e-02 
Isotropic medians (w<1.2):            2  1.951e-05  1.010e-06     7.623   -1.498   1.1152  8.3681e-06  1.2069e-01 
Anisotropic medians (w>=1.2):   15  4.487e-06  1.283e-06  -17.281   -1.632   1.8012  4.5084e-06  6.5024e-02 
 
 
 
 
 
A4.4. Saipan Reef dataset results, S6 
 
 
Dataset S6 is in UTM zone 55N Eastings and Northings.  The specific dataset values are  
 
(Dx, Dy, FA) = (138.777, 139.007, 110.783). 
 
   K              x                y             u             v         𝜃0        b         w               l             LA 
105   350654.62  1677162.47  1.822e-05  3.740e-06     5.702   -1.911   1.5165  1.0086e-03  1.1174e-01 
106   350793.40  1677162.47  1.004e-04  9.287e-06   59.434   -1.420   1.2039  4.5632e-04  5.0552e-02 
107   350932.18  1677162.47  3.453e-04  9.683e-06   31.009   -1.129   1.0577  6.7480e-04  7.4757e-02 
 167 
108   351070.95  1677162.47  7.673e-05  1.768e-05   -0.740   -1.433   1.5989  3.6370e-04  4.0292e-02 
109   351209.73  1677162.47  2.443e-05  2.636e-06   27.972   -1.729   1.2419  3.7449e-04  4.1487e-02 
150   350377.07  1677301.48  1.502e-05  9.615e-07  -29.385   -2.110   1.1368  1.3139e-02  1.4556e+00 
151   350515.84  1677301.48  2.949e-05  5.786e-06   28.980   -1.803   1.4883  6.9557e-04  7.7058e-02 
152   350654.62  1677301.48  1.370e-05  1.049e-06   12.509   -2.053   1.1658  4.5729e-03  5.0660e-01 
153   350793.40  1677301.48  1.419e-05  1.193e-06   56.611   -1.875   1.1836  5.6987e-04  6.3132e-02 
154   350932.18  1677301.48  1.682e-05  2.110e-06   58.919   -1.770   1.2869  3.2057e-04  3.5513e-02 
155   351070.95  1677301.48  2.540e-05  5.333e-06   39.007   -1.757   1.5314  4.5190e-04  5.0063e-02 
156   351209.73  1677301.48  5.563e-05  1.193e-05   25.806   -1.365   1.5460  2.1261e-04  2.3554e-02 
157   351348.51  1677301.48  2.007e-05  1.094e-06   27.231   -1.804   1.1153  4.7330e-04  5.2434e-02 
197   350377.07  1677440.49  1.083e-04  3.073e-05   21.873   -1.744   1.7927  1.8089e-03  2.0039e-01 
198   350515.84  1677440.49  1.584e-05  2.421e-06   22.734   -2.035   1.3610  4.0072e-03  4.4393e-01 
199   350654.62  1677440.49  1.131e-05  2.780e-06   59.183   -2.089   1.6520  6.9352e-03  7.6830e-01 
200   350793.40  1677440.49  1.436e-05  1.074e-06   55.105   -1.903   1.1616  7.4148e-04  8.2144e-02 
201   350932.18  1677440.49  1.699e-05  3.803e-06   29.413   -1.888   1.5770  7.6328e-04  8.4559e-02 
202   351070.95  1677440.49  1.554e-05  4.170e-06   30.525   -2.051   1.7335  5.0272e-03  5.5692e-01 
203   351209.73  1677440.49  3.468e-05  5.982e-06   27.089   -1.575   1.4170  2.7130e-04  3.0055e-02 
204   351348.51  1677440.49  2.254e-05  3.967e-06   32.496   -1.805   1.4272  5.3526e-04  5.9298e-02 
244   350377.07  1677579.49  7.774e-05  1.461e-05  -37.004   -1.886   1.4629  3.3956e-03  3.7618e-01 
245   350515.84  1677579.49  1.337e-05  2.577e-06   39.018   -2.206   1.4773  7.4417e-02  8.2441e+00 
246   350654.62  1677579.49  1.273e-05  3.159e-06   26.931   -2.080   1.6604  6.6445e-03  7.3610e-01 
247   350793.40  1677579.49  1.550e-05  2.573e-06   46.643   -1.958   1.3981  1.4150e-03  1.5676e-01 
248   350932.18  1677579.49  1.474e-05  4.712e-06   31.273   -1.937   1.9400  1.0624e-03  1.1770e-01 
249   351070.95  1677579.49  2.729e-05  4.584e-06   23.445   -1.752   1.4038  4.7345e-04  5.2451e-02 
250   351209.73  1677579.49  2.262e-05  4.737e-06   42.267   -1.853   1.5297  7.6075e-04  8.4278e-02 
251   351348.51  1677579.49  2.296e-05  5.304e-06   17.561   -1.855   1.6010  7.8467e-04  8.6928e-02 
252   351487.28  1677579.49  4.097e-05  5.555e-06   41.236   -1.542   1.3137  2.8332e-04  3.1387e-02 
291   350377.07  1677718.50  1.731e-05  1.060e-06   35.083   -1.541   1.1305  1.1912e-04  1.3197e-02 
292   350515.84  1677718.50  7.286e-05  1.334e-05  -57.212   -2.010   1.4483  1.2805e-02  1.4186e+00 
293   350654.62  1677718.50  1.930e-05  4.158e-06   37.895   -2.004   1.5494  3.1166e-03  3.4527e-01 
294   350793.40  1677718.50  2.146e-05  2.945e-06   43.879   -1.774   1.3181  4.2086e-04  4.6624e-02 
295   350932.18  1677718.50  1.281e-05  2.076e-06   33.075   -2.017   1.3868  2.5000e-03  2.7695e-01 
296   351070.95  1677718.50  3.016e-05  7.709e-06   31.217   -1.637   1.6869  3.0143e-04  3.3394e-02 
297   351209.73  1677718.50  2.026e-05  2.189e-06   23.904   -1.966   1.2423  2.0307e-03  2.2496e-01 
298   351348.51  1677718.50  2.250e-05  4.309e-06   22.299   -1.908   1.4739  1.2094e-03  1.3398e-01 
299   351487.28  1677718.50  3.017e-05  3.106e-06   -6.091   -1.860   1.2295  1.0669e-03  1.1820e-01 
300   351626.06  1677718.50  2.034e-05  4.232e-06  -12.719   -1.797   1.5254  4.5828e-04  5.0770e-02 
338   350377.07  1677857.51  2.684e-05  2.759e-06   21.631   -1.491   1.2291  1.5457e-04  1.7124e-02 
339   350515.84  1677857.51  2.065e-04  5.899e-06  -17.868   -1.640   1.0588  2.0968e-03  2.3229e-01 
340   350654.62  1677857.51  1.789e-05  4.346e-06   32.245   -1.934   1.6417  1.2560e-03  1.3915e-01 
341   350793.40  1677857.51  1.459e-05  4.249e-06   36.255   -1.941   1.8219  1.1067e-03  1.2261e-01 
342   350932.18  1677857.51  2.032e-05  3.723e-06   34.565   -1.825   1.4487  5.5603e-04  6.1599e-02 
343   351070.95  1677857.51  2.096e-05  4.979e-06   42.544   -1.883   1.6230  8.9689e-04  9.9361e-02 
344   351209.73  1677857.51  5.129e-05  7.261e-06   14.974   -1.652   1.3298  5.4749e-04  6.0653e-02 
345   351348.51  1677857.51  4.353e-05  1.333e-05   17.209   -1.787   1.8826  9.3062e-04  1.0310e-01 
346   351487.28  1677857.51  1.761e-05  1.718e-06  -17.321   -1.803   1.2162  4.1269e-04  4.5719e-02 
347   351626.06  1677857.51  2.728e-05  1.871e-06  -11.482   -1.697   1.1473  3.5641e-04  3.9484e-02 
348   351764.84  1677857.51  2.474e-05  2.559e-06   21.965   -1.559   1.2307  1.8212e-04  2.0176e-02 
386   350515.84  1677996.51  7.655e-05  2.240e-05  -23.172   -1.756   1.8270  1.3655e-03  1.5128e-01 
387   350654.62  1677996.51  1.484e-05  3.375e-06   27.489   -2.144   1.5885  2.4322e-02  2.6945e+00 
388   350793.40  1677996.51  2.456e-05  5.474e-06   36.004   -1.685   1.5736  3.0264e-04  3.3527e-02 
389   350932.18  1677996.51  2.012e-05  1.587e-06   44.263   -1.832   1.1712  5.7729e-04  6.3954e-02 
390   351070.95  1677996.51  5.415e-05  1.947e-06   59.743   -1.387   1.0746  2.2148e-04  2.4536e-02 
391   351209.73  1677996.51  3.136e-05  1.747e-07   31.357   -1.881   1.0112  1.3245e-03  1.4673e-01 
392   351348.51  1677996.51  6.810e-05  1.218e-05   28.798   -1.603   1.4356  5.9406e-04  6.5812e-02 
393   351487.28  1677996.51  5.068e-05  1.736e-05    6.796   -1.624   2.0423  4.8014e-04  5.3191e-02 
 168 
394   351626.06  1677996.51  4.056e-05  1.323e-05  -87.461   -1.582   1.9681  3.2575e-04  3.6088e-02 
395   351764.84  1677996.51  1.162e-04  2.085e-05   12.579   -1.556   1.4375  8.4410e-04  9.3512e-02 
433   350515.84  1678135.52  3.914e-05  3.754e-06   80.171   -1.854   1.2121  1.3276e-03  1.4708e-01 
434   350654.62  1678135.52  1.747e-05  1.778e-06   -8.270   -1.621   1.2265  1.6336e-04  1.8097e-02 
435   350793.40  1678135.52  1.916e-05  4.969e-06   13.286   -1.809   1.7004  4.6942e-04  5.2003e-02 
436   350932.18  1678135.52  2.082e-05  3.585e-06  -37.003   -1.716   1.4160  2.9765e-04  3.2974e-02 
437   351070.95  1678135.52  4.115e-05  9.913e-06   29.093   -1.659   1.6347  4.5054e-04  4.9912e-02 
438   351209.73  1678135.52  2.377e-05  1.830e-06   11.935   -1.793   1.1668  5.2583e-04  5.8253e-02 
439   351348.51  1678135.52  1.423e-05  1.247e-06   30.123   -1.847   1.1921  4.5699e-04  5.0627e-02 
440   351487.28  1678135.52  8.203e-05  1.396e-05  -11.784   -1.304   1.4101  2.6124e-04  2.8941e-02 
441   351626.06  1678135.52  2.460e-05  2.480e-06  -49.211   -1.599   1.2242  2.1077e-04  2.3350e-02 
442   351764.84  1678135.52  1.692e-04  3.325e-05   13.754   -1.080   1.4893  2.9079e-04  3.2215e-02 
443   351903.62  1678135.52  4.189e-05  1.216e-05   39.592   -1.726   1.8182  6.3256e-04  7.0077e-02 
480   350515.84  1678274.53  3.496e-05  2.521e-06  -64.804   -1.070   1.1555  5.8687e-05  6.5016e-03 
481   350654.62  1678274.53  1.243e-05  1.982e-06    6.400    -1.762   1.3794  2.2503e-04  2.4930e-02 
482   350793.40  1678274.53  1.427e-05  1.959e-06   20.205   -2.030   1.3181  3.3518e-03  3.7133e-01 
483   350932.18  1678274.53  2.689e-05  5.236e-06   25.634   -1.733   1.4835  4.2158e-04  4.6704e-02 
484   351070.95  1678274.53  1.141e-05  2.263e-06   -6.451   -2.171   1.4947  3.1261e-02  3.4632e+00 
485   351209.73  1678274.53  6.635e-05  3.997e-05  -53.172   -1.681   4.0302  8.0525e-04  8.9208e-02 
486   351348.51  1678274.53  2.106e-05  1.513e-06    -6.061   -1.601   1.1548  1.8174e-04  2.0134e-02 
487   351487.28  1678274.53  1.891e-05  8.797e-07   17.835   -1.611   1.0976  1.6981e-04  1.8812e-02 
488   351626.06  1678274.53  4.580e-05  2.498e-06    -2.267   -1.406   1.1154  1.9907e-04  2.2054e-02 
489   351764.84  1678274.53  8.147e-05  1.071e-05   83.330   -1.423   1.3026  3.7340e-04  4.1366e-02 
490   351903.62  1678274.53  1.729e-04  4.073e-05   50.607   -1.246   1.6165  4.6513e-04  5.1528e-02 
491   352042.39  1678274.53  1.982e-05  1.650e-06   51.641   -1.800   1.1816  4.5611e-04  5.0529e-02 
527   350515.84  1678413.54  2.095e-05  3.824e-06   43.983   -1.417   1.4466  9.4363e-05  1.0454e-02 
528   350654.62  1678413.54  2.239e-05  3.060e-06   14.727   -1.466   1.3166  1.1819e-04  1.3093e-02 
529   350793.40  1678413.54  9.766e-05  1.691e-05   38.925   -1.100   1.4188  1.7702e-04  1.9610e-02 
530   350932.18  1678413.54  2.389e-05  3.771e-06     2.922   -1.791   1.3749  5.2086e-04  5.7702e-02 
531   351070.95  1678413.54  1.838e-05  8.536e-07  -26.066   -1.766   1.0974  3.4307e-04  3.8007e-02 
532   351209.73  1678413.54  2.084e-05  2.733e-06   56.065   -1.759   1.3019  3.7519e-04  4.1565e-02 
533   351348.51  1678413.54  1.900e-05  3.745e-06   53.150   -1.744   1.4908  3.1357e-04  3.4739e-02 
534   351487.28  1678413.54  2.533e-05  2.085e-06   26.402   -1.556   1.1794  1.8402e-04  2.0386e-02 
535   351626.06  1678413.54  1.058e-05  6.671e-07  -19.989   -1.964   1.1346  1.0418e-03  1.1542e-01 
536   351764.84  1678413.54  3.723e-05  3.258e-07  -31.808   -1.396   1.0177  1.5667e-04  1.7357e-02 
537   351903.62  1678413.54  8.548e-05  2.491e-05  -55.250   -1.210   1.8228  2.0821e-04  2.3066e-02 
538   352042.39  1678413.54  2.084e-05  3.178e-06   46.719   -1.784   1.3598  4.3519e-04  4.8212e-02 
539   352181.17  1678413.54  2.165e-05  2.515e-06   66.431   -1.759   1.2629  3.8957e-04  4.3158e-02 
575   350654.62  1678552.54  1.797e-05  2.041e-06     6.087   -1.577   1.2563  1.4143e-04  1.5668e-02 
576   350793.40  1678552.54  3.108e-05  2.460e-06   29.387   -1.634   1.1719  3.0681e-04  3.3990e-02 
577   350932.18  1678552.54  3.468e-05  5.376e-06   15.156   -1.782   1.3670  7.1778e-04  7.9518e-02 
578   351070.95  1678552.54  1.532e-05  3.837e-06   31.710   -1.894   1.6681  7.2175e-04  7.9958e-02 
579   351209.73  1678552.54  2.410e-05  2.917e-06   68.772   -1.635   1.2755  2.3855e-04  2.6428e-02 
580   351348.51  1678552.54  1.616e-05  1.522e-06   18.910   -1.810   1.2079  3.9583e-04  4.3852e-02 
581   351487.28  1678552.54  1.985e-05  3.271e-06   38.915   -1.725   1.3947  2.9600e-04  3.2792e-02 
582   351626.06  1678552.54  2.652e-05  2.521e-06   18.064   -1.636   1.2101  2.6403e-04  2.9251e-02 
583   351764.84  1678552.54  2.127e-05  9.850e-07   43.340   -1.749   1.0971  3.6111e-04  4.0005e-02 
584   351903.62  1678552.54  4.458e-05  1.444e-05   34.483   -1.535   1.9584  3.0019e-04  3.3256e-02 
585   352042.39  1678552.54  9.398e-05  4.139e-05   25.604   -1.570   2.5738  7.1991e-04  7.9754e-02 
586   352181.17  1678552.54  2.128e-05  2.740e-06   35.614   -1.692   1.2956  2.7055e-04  2.9973e-02 
622   350654.62  1678691.55  1.489e-04  5.016e-06   71.683   -1.614   1.0697  1.3556e-03  1.5018e-01 
623   350793.40  1678691.55  1.863e-05  1.345e-06   30.387   -1.611   1.1557  1.6766e-04  1.8574e-02 
624   350932.18  1678691.55  3.893e-05  6.181e-06   32.374   -1.750   1.3774  6.6940e-04  7.4158e-02 
625   351070.95  1678691.55  1.945e-05  2.470e-06   41.199   -1.711   1.2909  2.7069e-04  2.9988e-02 
626   351209.73  1678691.55  1.729e-05  3.132e-06   54.680   -1.796   1.4423  3.8853e-04  4.3043e-02 
627   351348.51  1678691.55  2.488e-05  3.548e-06   67.965   -1.586   1.3326  2.0306e-04  2.2496e-02 
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628   351487.28  1678691.55  2.279e-05  3.228e-06   82.555   -1.621   1.3301  2.1346e-04  2.3647e-02 
629   351626.06  1678691.55  2.582e-05  3.098e-06   45.078   -1.692   1.2727  3.2943e-04  3.6495e-02 
630   351764.84  1678691.55  3.181e-05  5.541e-06   48.235   -1.636   1.4220  3.1654e-04  3.5067e-02 
631   351903.62  1678691.55  1.948e-05  2.470e-06   20.657   -1.873   1.2904  7.6778e-04  8.5057e-02 
632   352042.39  1678691.55  1.016e-04  2.128e-05   17.437   -1.603   1.5295  8.8551e-04  9.8100e-02 
633   352181.17  1678691.55  2.615e-05  6.932e-06   67.145   -1.911   1.7214  1.4425e-03  1.5981e-01 
634   352319.95  1678691.55  3.145e-05  1.369e-06   57.056   -1.527   1.0910  2.0580e-04  2.2800e-02 
669   350654.62  1678830.56  4.514e-05  1.829e-05   59.200   -1.916   2.3630  2.6225e-03  2.9053e-01 
670   350793.40  1678830.56  3.353e-05  6.513e-06   24.247   -1.625   1.4821  3.1867e-04  3.5304e-02 
671   350932.18  1678830.56  7.256e-05  1.340e-05   47.734   -1.440   1.4531  3.5197e-04  3.8992e-02 
672   351070.95  1678830.56  1.732e-05  3.271e-06   48.172   -1.863   1.4656  6.2624e-04  6.9377e-02 
673   351209.73  1678830.56  2.053e-05  4.286e-06   62.310   -1.611   1.5279  1.8427e-04  2.0415e-02 
674   351348.51  1678830.56  1.245e-05  1.065e-06   74.715   -1.997   1.1870  1.8433e-03  2.0421e-01 
675   351487.28  1678830.56  2.279e-05  1.985e-06   69.860   -1.741   1.1907  3.7174e-04  4.1183e-02 
676   351626.06  1678830.56  1.452e-05  3.362e-06   33.929   -1.967   1.6026  1.4763e-03  1.6354e-01 
677   351764.84  1678830.56  1.973e-05  3.221e-06   27.560   -1.785   1.3903  4.1413e-04  4.5878e-02 
678   351903.62  1678830.56  2.543e-05  2.621e-06   30.235   -1.695   1.2299  3.2797e-04  3.6334e-02 
679   352042.39  1678830.56  2.721e-05  1.893e-06   44.115   -1.631   1.1496  2.6576e-04  2.9442e-02 
680   352181.17  1678830.56  1.561e-05  4.311e-06   34.642   -1.961   1.7630  1.4710e-03  1.6296e-01 
681   352319.95  1678830.56  1.639e-05  2.278e-06  -80.642   -1.848   1.3228  5.3055e-04  5.8776e-02 
682   352458.72  1678830.56  1.295e-05  4.241e-07  -70.601   -1.845   1.0677  4.0773e-04  4.5170e-02 
716   350654.62  1678969.56  2.141e-05  8.061e-06  -82.876   -1.965   2.2079  2.1091e-03  2.3365e-01 
717   350793.40  1678969.56  3.264e-05  4.901e-06   43.907   -1.613   1.3534  2.9586e-04  3.2776e-02 
718   350932.18  1678969.56  3.975e-05  7.290e-06   48.566   -1.675   1.4492  4.6916e-04  5.1975e-02 
719   351070.95  1678969.56  1.858e-05  5.150e-06   52.324   -1.781   1.7671  3.8018e-04  4.2118e-02 
720   351209.73  1678969.56  1.151e-05  1.961e-06   61.510   -2.040   1.4107  3.1615e-03  3.5024e-01 
721   351348.51  1678969.56  1.333e-05  2.468e-06   48.036   -1.934   1.4543  9.3244e-04  1.0330e-01 
722   351487.28  1678969.56  2.236e-05  4.424e-06   49.428   -1.680   1.4934  2.6902e-04  2.9803e-02 
723   351626.06  1678969.56  2.029e-05  3.854e-06   41.753   -1.769   1.4690  3.8610e-04  4.2774e-02 
724   351764.84  1678969.56  2.389e-05  4.505e-06   55.291   -1.707   1.4648  3.2596e-04  3.6110e-02 
725   351903.62  1678969.56  2.025e-05  2.387e-06   42.735   -1.820   1.2672  5.3532e-04  5.9304e-02 
726   352042.39  1678969.56  1.153e-04  3.121e-05  -60.199   -1.356   1.7424  4.2809e-04  4.7425e-02 
727   352181.17  1678969.56  6.370e-05  1.258e-05   61.404   -1.549   1.4920  4.5079e-04  4.9940e-02 
728   352319.95  1678969.56  2.576e-05  4.286e-06     8.871   -1.672   1.3991  2.9989e-04  3.3222e-02 
729   352458.72  1678969.56  2.194e-05  2.224e-06  -75.178   -1.487   1.2256  1.2472e-04  1.3817e-02 
730   352597.50  1678969.56  2.212e-05  6.650e-07  -59.029   -1.507   1.0620  1.3466e-04  1.4918e-02 
763   350654.62  1679108.57  8.286e-05  2.389e-06   72.857   -0.929   1.0594  9.7710e-05  1.0825e-02 
764   350793.40  1679108.57  3.017e-05  3.513e-06   76.847   -1.720   1.2636  4.4028e-04  4.8775e-02 
765   350932.18  1679108.57  2.572e-05  1.615e-06   48.358   -1.778   1.1340  5.1649e-04  5.7218e-02 
766   351070.95  1679108.57  2.892e-05  4.566e-06   41.363   -1.745   1.3750  4.8248e-04  5.3450e-02 
767   351209.73  1679108.57  2.149e-05  3.332e-06   36.402   -1.785   1.3671  4.4909e-04  4.9751e-02 
768   351348.51  1679108.57  2.170e-05  2.968e-06   24.837   -1.763   1.3169  3.9795e-04  4.4086e-02 
769   351487.28  1679108.57  1.705e-05  4.019e-06   45.032   -1.834   1.6170  4.9691e-04  5.5049e-02 
770   351626.06  1679108.57  2.207e-05  4.193e-06   33.331   -1.727   1.4691  3.3451e-04  3.7058e-02 
771   351764.84  1679108.57  1.554e-05  4.119e-06   53.320   -1.970   1.7214  1.6260e-03  1.8013e-01 
772   351903.62  1679108.57  2.443e-05  5.035e-06   43.501   -1.760   1.5191  4.4148e-04  4.8909e-02 
773   352042.39  1679108.57  1.749e-05  3.993e-06   45.086   -1.819   1.5918  4.5636e-04  5.0557e-02 
774   352181.17  1679108.57  2.455e-05  3.319e-06   39.770   -1.673   1.3128  2.8733e-04  3.1832e-02 
775   352319.95  1679108.57  1.886e-05  5.440e-07  -89.538   -1.657   1.0594  2.0572e-04  2.2790e-02 
776   352458.72  1679108.57  1.687e-05  8.408e-07   55.261   -1.616   1.1049  1.5497e-04  1.7168e-02 
777   352597.50  1679108.57  1.842e-05  1.787e-06   51.904   -1.639   1.2149  1.8546e-04  2.0545e-02 
778   352736.28  1679108.57  2.229e-05  2.824e-06   44.368   -1.478   1.2902  1.2271e-04  1.3595e-02 
811   350793.40  1679247.58  1.486e-05  2.540e-06   37.860   -1.664   1.4123  1.6649e-04  1.8444e-02 
812   350932.18  1679247.58  1.963e-05  4.192e-06   36.078   -1.732   1.5430  3.0383e-04  3.3659e-02 
813   351070.95  1679247.58  4.351e-05  1.023e-05   52.707   -1.479   1.6149  2.4059e-04  2.6653e-02 
814   351209.73  1679247.58  2.338e-05  4.253e-06   67.354   -1.755   1.4447  4.1016e-04  4.5439e-02 
 170 
815   351348.51  1679247.58  1.876e-05  3.990e-06   50.522   -1.841   1.5403  5.7407e-04  6.3598e-02 
816   351487.28  1679247.58  1.911e-05  3.548e-06   31.495   -1.846   1.4561  6.0828e-04  6.7388e-02 
817   351626.06  1679247.58  2.702e-05  5.163e-06   51.090   -1.709   1.4726  3.7290e-04  4.1311e-02 
818   351764.84  1679247.58  3.647e-05  7.359e-06   56.299   -1.499   1.5055  2.1598e-04  2.3927e-02 
819   351903.62  1679247.58  2.010e-05  5.149e-06   48.417   -1.839   1.6887  6.0883e-04  6.7448e-02 
820   352042.39  1679247.58  2.198e-05  5.132e-06   44.819   -1.863   1.6094  7.9928e-04  8.8547e-02 
821   352181.17  1679247.58  1.392e-05  5.010e-07    1.591   -1.936   1.0747  9.9188e-04  1.0988e-01 
822   352319.95  1679247.58  1.329e-05  1.692e-06   22.351   -1.986   1.2917  1.6999e-03  1.8832e-01 
823   352458.72  1679247.58  1.393e-05  1.650e-06   62.038   -1.730   1.2686  2.1266e-04  2.3559e-02 
824   352597.50  1679247.58  1.910e-05  5.459e-06   53.821   -1.739   1.8007  3.0753e-04  3.4070e-02 
825   352736.28  1679247.58  1.386e-05  1.723e-06   29.779   -1.792   1.2840  3.0095e-04  3.3341e-02 
858   350793.40  1679386.59  5.631e-05  5.590e-06   62.465   -1.173   1.2204  1.2382e-04  1.3718e-02 
859   350932.18  1679386.59  1.527e-05  2.929e-06   43.721   -1.619   1.4749  1.4179e-04  1.5707e-02 
860   351070.95  1679386.59  1.638e-05  4.818e-06   47.999   -1.788   1.8332  3.4856e-04  3.8615e-02 
861   351209.73  1679386.59  1.669e-05  3.245e-06   39.763   -1.959   1.4827  1.5481e-03  1.7151e-01 
862   351348.51  1679386.59  4.326e-05  3.246e-06   73.925   -1.787   1.1623  9.2006e-04  1.0193e-01 
863   351487.28  1679386.59  1.327e-04  2.688e-05   87.085   -1.441   1.5082  6.4530e-04  7.1489e-02 
864   351626.06  1679386.59  3.821e-05  4.918e-06   43.901   -1.644   1.2955  3.9313e-04  4.3552e-02 
865   351764.84  1679386.59  2.388e-05  3.910e-06   47.719   -1.788   1.3916  5.1039e-04  5.6542e-02 
866   351903.62  1679386.59  2.337e-05  5.345e-06   46.374   -1.834   1.5931  6.8195e-04  7.5548e-02 
867   352042.39  1679386.59  3.031e-05  7.588e-06   44.156   -1.595   1.6680  2.5609e-04  2.8371e-02 
868   352181.17  1679386.59  3.246e-05  6.247e-06   40.754   -1.628   1.4766  3.1204e-04  3.4569e-02 
869   352319.95  1679386.59  1.807e-05  1.675e-06   -2.321   -1.833   1.2043  5.2298e-04  5.7938e-02 
870   352458.72  1679386.59  1.796e-05  2.298e-06   60.877   -1.833   1.2935  5.1876e-04  5.7470e-02 
871   352597.50  1679386.59  1.383e-05  9.721e-07   12.578   -1.951   1.1512  1.1703e-03  1.2965e-01 
872   352736.28  1679386.59  2.289e-05  1.732e-06   55.622   -1.553   1.1637  1.6466e-04  1.8242e-02 
873   352875.05  1679386.59  2.891e-05  2.719e-06   60.059   -1.417   1.2077  1.3016e-04  1.4419e-02 
906   350932.18  1679525.59  3.532e-05  7.414e-06   36.077   -1.235   1.5314  9.2225e-05  1.0217e-02 
907   351070.95  1679525.59  1.896e-05  3.909e-06   51.044   -1.566   1.5196  1.4315e-04  1.5859e-02 
908   351209.73  1679525.59  3.328e-05  5.682e-06   53.428   -1.740   1.4118  5.3985e-04  5.9806e-02 
909   351348.51  1679525.59  2.809e-05  5.431e-06   49.819   -1.794   1.4794  6.2333e-04  6.9055e-02 
910   351487.28  1679525.59  9.759e-05  1.148e-05   85.390   -1.403   1.2666  4.1958e-04  4.6482e-02 
911   351626.06  1679525.59  7.129e-05  2.466e-05  -84.549   -1.622   2.0577  6.7046e-04  7.4275e-02 
912   351764.84  1679525.59  1.940e-05  1.682e-06  -52.404   -1.672   1.1899  2.2526e-04  2.4955e-02 
913   351903.62  1679525.59  1.080e-05  2.438e-06   64.805   -2.276   1.5828  2.6126e-01  2.8944e+01 
914   352042.39  1679525.59  1.102e-05  2.014e-06   71.218   -2.093   1.4475  7.1340e-03  7.9033e-01 
915   352181.17  1679525.59  1.910e-05  9.249e-07   48.314   -1.790   1.1018  4.1272e-04  4.5723e-02 
916   352319.95  1679525.59  1.477e-05  5.237e-07  -87.431   -1.849   1.0735  4.8210e-04  5.3408e-02 
917   352458.72  1679525.59  1.802e-05  1.360e-06  -12.707   -1.911   1.1633  9.9607e-04  1.1035e-01 
918   352597.50  1679525.59  1.718e-05  2.576e-06   71.373   -1.771   1.3527  3.2991e-04  3.6548e-02 
919   352736.28  1679525.59  2.024e-05  1.518e-06   43.626   -1.617   1.1622  1.8623e-04  2.0631e-02 
920   352875.05  1679525.59  1.483e-05  1.298e-06   60.505   -1.885   1.1918  6.4858e-04  7.1852e-02 
921   353013.83  1679525.59  2.728e-05  1.229e-06   75.729   -1.533   1.0943  1.8234e-04  2.0201e-02 
954   351070.95  1679664.60  2.386e-05  4.834e-06   60.375   -1.498   1.5081  1.4091e-04  1.5611e-02 
955   351209.73  1679664.60  1.237e-05  1.728e-06   36.508   -1.845   1.3247  3.9138e-04  4.3359e-02 
956   351348.51  1679664.60  3.189e-05  7.061e-06   42.455   -1.764   1.5687  5.9020e-04  6.5384e-02 
957   351487.28  1679664.60  2.059e-05  4.195e-06   58.444   -1.847   1.5116  6.5739e-04  7.2828e-02 
958   351626.06  1679664.60  4.885e-04  3.287e-04  -51.179   -1.129   5.1136  9.5588e-04  1.0590e-01 
959   351764.84  1679664.60  1.758e-05  2.494e-06   33.850   -1.956   1.3307  1.5628e-03  1.7313e-01 
960   351903.62  1679664.60  2.269e-05  6.109e-06   32.932   -1.836   1.7366  6.7199e-04  7.4446e-02 
961   352042.39  1679664.60  1.179e-05  1.607e-06   37.115   -1.976   1.3158  1.3448e-03  1.4898e-01 
962   352181.17  1679664.60  1.378e-05  1.237e-06   34.776   -1.852   1.1973  4.5862e-04  5.0808e-02 
963   352319.95  1679664.60  1.299e-05  1.390e-06   41.585   -1.910   1.2397  7.1308e-04  7.8998e-02 
964   352458.72  1679664.60  2.051e-05  2.868e-06   71.884   -1.687   1.3252  2.5420e-04  2.8161e-02 
965   352597.50  1679664.60  2.273e-05  2.662e-06   64.700   -1.653   1.2652  2.4304e-04  2.6925e-02 
966   352736.28  1679664.60  2.318e-05  2.280e-06   47.602   -1.645   1.2182  2.4007e-04  2.6595e-02 
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967   352875.05  1679664.60  4.274e-05  1.385e-05   29.852   -1.570   1.9591  3.2773e-04  3.6307e-02 
968   353013.83  1679664.60  1.504e-05  8.558e-07  -68.722   -1.781   1.1207  3.0565e-04  3.3860e-02 
969   353152.61  1679664.60  2.474e-05  9.197e-07  -52.679   -1.750   1.0772  4.2242e-04  4.6798e-02 
1001   351070.95  1679803.61  2.375e-05  2.909e-07   68.998   -1.295   1.0248  7.3547e-05  8.1478e-03 
1002   351209.73  1679803.61  1.099e-05  1.739e-06   45.324   -1.879   1.3758  4.5646e-04  5.0568e-02 
1003   351348.51  1679803.61  1.529e-05  9.723e-07  -68.908   -1.763   1.1358  2.7944e-04  3.0957e-02 
1004   351487.28  1679803.61  1.660e-05  4.765e-06   62.986   -2.000   1.8049  2.5517e-03  2.8269e-01 
1005   351626.06  1679803.61  1.880e-05  1.685e-06   33.137   -1.938   1.1969  1.3707e-03  1.5185e-01 
1006   351764.84  1679803.61  2.508e-05  6.513e-06   56.728   -1.737   1.7014  3.9980e-04  4.4291e-02 
1007   351903.62  1679803.61  1.382e-05  2.926e-06   58.375   -1.992   1.5372  1.9121e-03  2.1183e-01 
1008   352042.39  1679803.61  1.105e-05  1.699e-06   18.923   -2.001   1.3635  1.7404e-03  1.9281e-01 
1009   352181.17  1679803.61  1.918e-05  3.022e-06   38.592   -1.721   1.3739  2.8069e-04  3.1096e-02 
1010   352319.95  1679803.61  1.261e-05  9.213e-07   31.730   -1.887   1.1577  5.5934e-04  6.1965e-02 
1011   352458.72  1679803.61  1.805e-05  2.201e-06    8.904   -1.921   1.2778  1.1094e-03  1.2291e-01 
1012   352597.50  1679803.61  1.375e-05  1.501e-06   62.525   -1.881   1.2452  5.7952e-04  6.4201e-02 
1013   352736.28  1679803.61  1.685e-05  2.870e-06  -89.382   -1.812   1.4104  4.2016e-04  4.6547e-02 
1014   352875.05  1679803.61  2.020e-05  1.410e-06   21.443   -1.776   1.1500  4.0071e-04  4.4392e-02 
1015   353013.83  1679803.61  2.070e-05  7.688e-07  -50.202   -1.522   1.0771  1.3307e-04  1.4742e-02 
1016   353152.61  1679803.61  1.854e-05  2.236e-06   54.265   -1.849   1.2743  6.0138e-04  6.6623e-02 
1049   351209.73  1679942.62  2.167e-05  9.654e-06  -81.343   -1.839   2.6068  6.5501e-04  7.2564e-02 
1050   351348.51  1679942.62  1.264e-05  1.254e-06   60.169   -1.809   1.2203  3.0627e-04  3.3930e-02 
1051   351487.28  1679942.62  3.004e-05  6.642e-06   47.093   -1.498   1.5676  1.7747e-04  1.9661e-02 
1052   351626.06  1679942.62  3.020e-05  4.848e-06   55.570   -1.713   1.3825  4.2552e-04  4.7140e-02 
1053   351764.84  1679942.62  1.318e-05  2.662e-06   63.351   -1.930   1.5063  8.8773e-04  9.8346e-02 
1054   351903.62  1679942.62  1.369e-05  4.214e-06   47.733   -1.977   1.8896  1.5666e-03  1.7356e-01 
1055   352042.39  1679942.62  1.215e-05  2.784e-06   44.206   -2.025   1.5947  2.6520e-03  2.9380e-01 
1056   352181.17  1679942.62  8.598e-06  2.787e-06   61.507   -2.189   1.9591  3.4860e-02  3.8619e+00 
1057   352319.95  1679942.62  2.232e-05  3.738e-06   65.936   -1.742   1.4023  3.6578e-04  4.0522e-02 
1058   352458.72  1679942.62  1.593e-05  1.524e-06   78.363   -1.832   1.2115  4.5593e-04  5.0510e-02 
1059   352597.50  1679942.62  2.520e-05  8.566e-07   70.595   -1.491   1.0704  1.4489e-04  1.6052e-02 
1060   352736.28  1679942.62  1.644e-05  2.561e-06   59.660   -1.794   1.3691  3.6350e-04  4.0270e-02 
1061   352875.05  1679942.62  1.789e-05  7.701e-07   82.472   -1.754   1.0900  3.1252e-04  3.4622e-02 
1062   353013.83  1679942.62  2.240e-05  1.991e-06    5.761   -1.660   1.1951  2.4772e-04  2.7443e-02 
1063   353152.61  1679942.62  3.135e-05  2.979e-06   70.391   -1.554   1.2100  2.2602e-04  2.5039e-02 
1064   353291.39  1679942.62  1.292e-05  1.038e-06   44.763   -2.047   1.1746  3.9530e-03  4.3793e-01 
1097   351348.51  1680081.62  1.095e-04  5.228e-06  -12.315   -0.870   1.1003  1.1197e-04  1.2404e-02 
1098   351487.28  1680081.62  9.476e-06  2.356e-07   87.092   -2.075   1.0510  4.5692e-03  5.0619e-01 
1099   351626.06  1680081.62  3.336e-05  1.218e-05   63.367   -1.616   2.1504  3.0583e-04  3.3881e-02 
1100   351764.84  1680081.62  2.097e-05  4.089e-06   48.731   -1.850   1.4846  6.8520e-04  7.5909e-02 
1101   351903.62  1680081.62  1.307e-05  2.882e-06   59.648   -2.019   1.5658  2.6182e-03  2.9006e-01 
1102   352042.39  1680081.62  2.340e-05  2.549e-06   67.919   -1.696   1.2445  3.0368e-04  3.3643e-02 
1103   352181.17  1680081.62  1.636e-05  3.020e-06   62.793   -1.855   1.4530  5.5687e-04  6.1692e-02 
1104   352319.95  1680081.62  1.086e-05  3.782e-07   45.284   -1.995   1.0721  1.5804e-03  1.7508e-01 
1105   352458.72  1680081.62  1.862e-05  2.991e-06   47.164   -1.628   1.3827  1.7972e-04  1.9910e-02 
1106   352597.50  1680081.62  1.651e-05  3.429e-06   50.970   -1.702   1.5242  2.2039e-04  2.4416e-02 
1107   352736.28  1680081.62  3.903e-05  5.162e-06   46.635   -1.386   1.3048  1.5923e-04  1.7640e-02 
1108   352875.05  1680081.62  1.309e-05  1.208e-06   73.181   -1.816   1.2033  3.3421e-04  3.7025e-02 
1109   353013.83  1680081.62  2.116e-05  2.228e-06  -63.954   -1.600   1.2353  1.8211e-04  2.0174e-02 
1110   353152.61  1680081.62  1.836e-05  2.580e-06   79.953   -1.717   1.3269  2.6285e-04  2.9119e-02 
1111   353291.39  1680081.62  2.161e-05  2.160e-06   59.559   -1.706   1.2220  2.9407e-04  3.2578e-02 
1112   353430.16  1680081.62  1.541e-05  1.168e-06   84.271   -1.862   1.1640  5.5577e-04  6.1571e-02 
1145   351487.28  1680220.63  1.650e-05  1.317e-06   21.761   -1.662   1.1735  1.8337e-04  2.0315e-02 
1146   351626.06  1680220.63  2.375e-05  3.369e-06   55.646   -1.695   1.3306  3.0607e-04  3.3908e-02 
1147   351764.84  1680220.63  2.399e-05  3.594e-06   47.584   -1.751   1.3525  4.1347e-04  4.5806e-02 
1148   351903.62  1680220.63  2.622e-05  6.892e-06   63.762   -1.583   1.7131  2.1115e-04  2.3392e-02 
1149   352042.39  1680220.63  1.725e-05  7.196e-07   77.950   -1.784   1.0871  3.5734e-04  3.9587e-02 
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1150   352181.17  1680220.63  1.783e-05  2.795e-06   79.799   -1.847   1.3718  5.7128e-04  6.3288e-02 
1151   352319.95  1680220.63  1.321e-05  2.230e-06   49.082   -1.901   1.4062  6.6754e-04  7.3953e-02 
1152   352458.72  1680220.63  1.609e-05  3.377e-06   63.684   -1.765   1.5314  2.9845e-04  3.3064e-02 
1153   352597.50  1680220.63  3.271e-05  4.840e-06   87.444   -1.603   1.3473  2.8532e-04  3.1609e-02 
1154   352736.28  1680220.63  1.864e-05  4.102e-06   65.461   -1.749   1.5644  3.1560e-04  3.4964e-02 
1155   352875.05  1680220.63  1.580e-05  9.554e-07   49.858   -1.813   1.1287  3.9665e-04  4.3942e-02 
1156   353013.83  1680220.63  2.300e-05  1.068e-06   -2.975   -1.663   1.0974  2.5706e-04  2.8478e-02 
1157   353152.61  1680220.63  1.424e-05  2.584e-06   63.853   -1.907   1.4435  7.6284e-04  8.4510e-02 
1158   353291.39  1680220.63  3.032e-05  1.163e-05  -59.829   -1.878   2.2446  1.2474e-03  1.3819e-01 
1159   353430.16  1680220.63  3.301e-05  1.116e-06   52.166   -1.560   1.0700  2.4333e-04  2.6957e-02 
1160   353568.94  1680220.63  1.976e-05  2.054e-06   54.343   -1.699   1.2320  2.5965e-04  2.8764e-02 
1192   351487.28  1680359.64  2.043e-05  3.385e-06   45.680   -1.346   1.3972  7.3669e-05  8.1613e-03 
1193   351626.06  1680359.64  2.088e-05  2.808e-06   48.356   -1.524   1.3108  1.3490e-04  1.4944e-02 
1194   351764.84  1680359.64  1.355e-05  1.193e-06   46.559   -1.788   1.1932  2.8721e-04  3.1818e-02 
1195   351903.62  1680359.64  2.765e-05  6.657e-06   53.836   -1.695   1.6344  3.5639e-04  3.9482e-02 
1196   352042.39  1680359.64  1.231e-05  3.303e-06   34.630   -1.996   1.7339  1.8138e-03  2.0094e-01 
1197   352181.17  1680359.64  1.585e-05  2.354e-06   65.467   -1.914   1.3488  9.0114e-04  9.9831e-02 
1198   352319.95  1680359.64  1.160e-05  1.272e-06   75.022   -1.898   1.2464  5.6721e-04  6.2838e-02 
1199   352458.72  1680359.64  2.571e-05  3.362e-06   56.795   -1.659   1.3009  2.8194e-04  3.1234e-02 
1200   352597.50  1680359.64  2.427e-05  4.508e-06   47.559   -1.733   1.4563  3.7825e-04  4.1904e-02 
1201   352736.28  1680359.64  2.756e-05  1.444e-06   48.491   -1.600   1.1106  2.3714e-04  2.6271e-02 
1202   352875.05  1680359.64  1.589e-05  9.076e-07    5.249   -1.826   1.1211  4.3557e-04  4.8254e-02 
1203   353013.83  1680359.64  1.876e-05  1.571e-06   67.128   -1.954   1.1828  1.6219e-03  1.7968e-01 
1204   353152.61  1680359.64  1.515e-05  2.495e-06   77.956   -1.900   1.3942  7.5907e-04  8.4093e-02 
1205   353291.39  1680359.64  2.512e-05  4.342e-06   74.480   -1.714   1.4179  3.5473e-04  3.9298e-02 
1206   353430.16  1680359.64  2.299e-05  1.029e-06  -66.440   -1.825   1.0937  6.2685e-04  6.9444e-02 
1207   353568.94  1680359.64  1.744e-05  3.549e-06   67.041   -1.837   1.5109  5.1974e-04  5.7579e-02 
1240   351626.06  1680498.64  1.601e-05  4.507e-06   38.459   -1.481   1.7837  8.8999e-05  9.8596e-03 
1241   351764.84  1680498.64  1.694e-05  7.400e-07   45.346   -1.663   1.0914  1.8880e-04  2.0916e-02 
1242   351903.62  1680498.64  1.146e-05  4.167e-07   40.269   -1.973   1.0755  1.2589e-03  1.3946e-01 
1243   352042.39  1680498.64  1.484e-05  2.137e-06   67.872   -1.994   1.3366  2.1028e-03  2.3295e-01 
1244   352181.17  1680498.64  1.258e-05  3.169e-06   56.020   -1.898   1.6735  6.1933e-04  6.8612e-02 
1245   352319.95  1680498.64  1.264e-05  2.856e-06   54.766   -1.922   1.5835  7.7914e-04  8.6316e-02 
1246   352458.72  1680498.64  1.158e-05  2.207e-06   53.259   -1.988   1.4706  1.5335e-03  1.6988e-01 
1247   352597.50  1680498.64  1.257e-05  2.139e-06   60.586   -1.866   1.4102  4.6796e-04  5.1842e-02 
1248   352736.28  1680498.64  1.940e-05  2.491e-06   51.744   -1.782   1.2946  3.9788e-04  4.4078e-02 
1249   352875.05  1680498.64  1.793e-05  2.452e-06  -89.552   -1.869   1.3167  6.8427e-04  7.5806e-02 
1250   353013.83  1680498.64  2.427e-05  4.951e-06   62.953   -1.673   1.5125  2.8299e-04  3.1350e-02 
1251   353152.61  1680498.64  1.429e-05  2.014e-06   85.833   -1.990   1.3280  1.9408e-03  2.1501e-01 
1252   353291.39  1680498.64  2.001e-05  4.572e-06   84.265   -1.868   1.5925  7.5314e-04  8.3435e-02 
1253   353430.16  1680498.64  1.623e-05  2.882e-06   57.683   -1.950   1.4319  1.3571e-03  1.5034e-01 
1254   353568.94  1680498.64  1.438e-05  2.384e-06  -88.560   -1.988   1.3975  1.9017e-03  2.1068e-01 
1255   353707.72  1680498.64  1.269e-05  2.226e-06   81.931   -1.981   1.4254  1.5301e-03  1.6950e-01 
1288   351764.84  1680637.65  3.261e-05  8.818e-06   44.389   -1.139   1.7413  6.5501e-05  7.2564e-03 
1289   351903.62  1680637.65  1.693e-05  2.339e-06  -43.557   -1.450   1.3206  8.4762e-05  9.3902e-03 
1290   352042.39  1680637.65  1.086e-04  2.014e-05  -58.833   -1.413   1.4554  4.8283e-04  5.3489e-02 
1291   352181.17  1680637.65  1.973e-05  3.522e-06   49.084   -1.793   1.4346  4.3413e-04  4.8095e-02 
1292   352319.95  1680637.65  2.515e-05  5.460e-06   66.092   -1.592   1.5547  2.0948e-04  2.3207e-02 
1293   352458.72  1680637.65  1.167e-05  2.433e-06   49.389   -2.055   1.5265  4.0571e-03  4.4946e-01 
1294   352597.50  1680637.65  3.148e-05  3.183e-06   40.505   -1.631   1.2250  3.0726e-04  3.4040e-02 
1295   352736.28  1680637.65  1.698e-05  2.741e-06   39.255   -1.853   1.3850  5.7002e-04  6.3149e-02 
1296   352875.05  1680637.65  3.286e-05  7.172e-06   65.006   -1.622   1.5584  3.0861e-04  3.4189e-02 
1297   353013.83  1680637.65  1.403e-05  3.622e-06   69.778   -1.880   1.6958  5.8640e-04  6.4964e-02 
1298   353152.61  1680637.65  1.441e-05  1.460e-06   45.277   -1.897   1.2256  7.0206e-04  7.7776e-02 
1299   353291.39  1680637.65  1.545e-05  3.156e-06  -82.374   -1.853   1.5134  5.1772e-04  5.7355e-02 
1300   353430.16  1680637.65  4.705e-05  4.484e-06  -63.903   -1.668   1.2107  5.3836e-04  5.9641e-02 
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1301   353568.94  1680637.65  1.846e-05  3.828e-06   73.326   -1.806   1.5234  4.4054e-04  4.8805e-02 
1302   353707.72  1680637.65  3.102e-05  2.195e-06   84.368   -1.531   1.1523  2.0576e-04  2.2794e-02 
1303   353846.49  1680637.65  3.045e-05  2.269e-06   82.106   -1.534   1.1610  2.0422e-04  2.2624e-02 
1336   351903.62  1680776.66  2.082e-05  5.141e-06   47.090   -1.642   1.6557  2.1293e-04  2.3589e-02 
1337   352042.39  1680776.66  2.113e-05  3.796e-06   28.726   -2.152   1.4379  4.0097e-02  4.4420e+00 
1338   352181.17  1680776.66  2.030e-05  3.254e-06   35.361   -1.691   1.3817  2.5686e-04  2.8456e-02 
1339   352319.95  1680776.66  2.714e-05  5.603e-06   52.132   -1.693   1.5203  3.4744e-04  3.8490e-02 
1340   352458.72  1680776.66  1.343e-05  2.752e-06   63.766   -1.911   1.5155  7.4805e-04  8.2871e-02 
1341   352597.50  1680776.66  1.360e-05  2.611e-06   53.809   -2.030   1.4751  3.2212e-03  3.5685e-01 
1342   352736.28  1680776.66  1.824e-05  4.295e-06   30.544   -1.756   1.6160  3.2165e-04  3.5633e-02 
1343   352875.05  1680776.66  2.211e-05  2.790e-06   65.854   -1.775   1.2888  4.3546e-04  4.8242e-02 
1344   353013.83  1680776.66  1.816e-05  3.715e-06   64.664   -1.900   1.5146  9.0388e-04  1.0014e-01 
1345   353152.61  1680776.66  1.609e-05  4.071e-06   74.501   -1.890   1.6777  7.3658e-04  8.1601e-02 
1346   353291.39  1680776.66  1.510e-05  1.639e-06   66.492   -1.883   1.2435  6.4634e-04  7.1604e-02 
1347   353430.16  1680776.66  1.845e-05  1.839e-06  -83.268   -1.897   1.2214  8.9404e-04  9.9045e-02 
1348   353568.94  1680776.66  1.809e-05  3.453e-06  -83.727   -1.910   1.4717  9.9323e-04  1.1003e-01 
1349   353707.72  1680776.66  1.877e-05  2.521e-06   75.214   -1.837   1.3102  5.5684e-04  6.1689e-02 
1350   353846.49  1680776.66  2.100e-05  6.347e-07   65.088   -1.712   1.0623  2.9439e-04  3.2614e-02 
1351   353985.27  1680776.66  1.677e-05  1.245e-06  -79.929   -1.844   1.1604  5.2727e-04  5.8412e-02 
1383   351903.62  1680915.67  3.140e-05  4.302e-06   31.612   -1.901   1.3175  1.5792e-03  1.7495e-01 
1384   352042.39  1680915.67  1.146e-05  1.145e-06   44.569   -1.962   1.2221  1.0998e-03  1.2183e-01 
1385   352181.17  1680915.67  1.469e-05  1.875e-06   22.053   -1.813   1.2927  3.6837e-04  4.0809e-02 
1386   352319.95  1680915.67  5.834e-05  7.297e-06   70.615   -1.423   1.2859  2.6802e-04  2.9692e-02 
1387   352458.72  1680915.67  1.264e-05  3.092e-06   38.053   -2.100   1.6481  9.2250e-03  1.0220e+00 
1388   352597.50  1680915.67  1.639e-05  3.438e-06   66.200   -1.860   1.5310  5.7991e-04  6.4245e-02 
1389   352736.28  1680915.67  2.141e-05  4.835e-06   50.188   -1.778   1.5834  4.3082e-04  4.7728e-02 
1390   352875.05  1680915.67  2.269e-05  3.525e-06   66.130   -1.704   1.3679  3.0447e-04  3.3730e-02 
1391   353013.83  1680915.67  1.856e-05  4.890e-06   64.703   -1.872   1.7153  7.2710e-04  8.0551e-02 
1392   353152.61  1680915.67  1.320e-05  3.906e-06   49.148   -1.958   1.8410  1.2052e-03  1.3352e-01 
1393   353291.39  1680915.67  1.985e-05  4.157e-06   64.562   -1.685   1.5298  2.4401e-04  2.7033e-02 
1394   353430.16  1680915.67  1.881e-05  2.861e-06   57.851   -1.847   1.3589  6.0304e-04  6.6806e-02 
1395   353568.94  1680915.67  1.887e-05  3.773e-06   87.082   -1.773   1.4998  3.6724e-04  4.0684e-02 
1396   353707.72  1680915.67  2.895e-05  2.572e-06   76.478   -1.585   1.1950  2.3518e-04  2.6054e-02 
1397   353846.49  1680915.67  9.155e-05  6.383e-06  -15.512   -1.393   1.1499  3.8184e-04  4.2301e-02 
1398   353985.27  1680915.67  2.391e-05  3.440e-06   68.195   -1.603   1.3360  2.0819e-04  2.3065e-02 
1431   352042.39  1681054.67  4.450e-05  5.500e-06   16.651   -1.551   1.2821  3.1749e-04  3.5173e-02 
1432   352181.17  1681054.67  1.475e-05  2.158e-06   27.518   -1.593   1.3428  1.2354e-04  1.3687e-02 
1433   352319.95  1681054.67  1.113e-05  1.152e-06   44.047   -1.923   1.2309  6.9719e-04  7.7237e-02 
1434   352458.72  1681054.67  2.183e-05  3.236e-06   35.148   -1.867   1.3482  8.1595e-04  9.0393e-02 
1435   352597.50  1681054.67  1.290e-05  3.120e-06   57.472   -2.037   1.6379  3.3628e-03  3.7255e-01 
1436   352736.28  1681054.67  2.410e-05  4.897e-06   48.938   -1.762   1.5100  4.4045e-04  4.8795e-02 
1437   352875.05  1681054.67  1.520e-05  2.520e-06   61.361   -1.941   1.3977  1.1480e-03  1.2718e-01 
1438   353013.83  1681054.67  2.003e-05  5.155e-06   56.951   -1.687   1.6932  2.4851e-04  2.7530e-02 
1439   353152.61  1681054.67  1.604e-05  2.617e-06   60.822   -1.909   1.3898  8.6829e-04  9.6192e-02 
1440   353291.39  1681054.67  2.208e-05  7.099e-06   57.987   -1.699   1.9479  2.9029e-04  3.2159e-02 
1441   353430.16  1681054.67  1.780e-05  9.291e-07  -89.592   -1.771   1.1102  3.4231e-04  3.7922e-02 
1442   353568.94  1681054.67  2.298e-05  4.784e-06   53.748   -1.608   1.5258  2.0440e-04  2.2644e-02 
1443   353707.72  1681054.67  3.297e-05  4.650e-06   63.029   -1.535   1.3285  2.2177e-04  2.4569e-02 
1444   353846.49  1681054.67  4.481e-05  6.674e-06   57.015   -1.366   1.3500  1.7180e-04  1.9033e-02 
1445   353985.27  1681054.67  2.143e-05  3.226e-06   73.638   -1.768   1.3544  4.0565e-04  4.4940e-02 
1446   354124.05  1681054.67  2.484e-05  2.388e-06   68.849   -1.606   1.2127  2.1881e-04  2.4241e-02 
1479   352181.17  1681193.68  1.234e-05  2.494e-06   35.359   -1.909   1.5063  6.7106e-04  7.4343e-02 
1480   352319.95  1681193.68  1.749e-05  5.359e-07   64.256   -1.440   1.0632  8.4809e-05  9.3954e-03 
1481   352458.72  1681193.68  2.110e-05  7.349e-06   38.798   -1.916   2.0691  1.2228e-03  1.3546e-01 
1482   352597.50  1681193.68  2.129e-05  3.913e-06   51.035   -1.784   1.4502  4.4312e-04  4.9090e-02 
1483   352736.28  1681193.68  1.289e-05  2.182e-06   47.523   -2.095   1.4076  8.6107e-03  9.5392e-01 
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1484   352875.05  1681193.68  1.938e-05  5.005e-06   33.333   -1.846   1.6966  6.1659e-04  6.8307e-02 
1485   353013.83  1681193.68  2.035e-05  2.544e-06   28.759   -1.718   1.2857  2.9362e-04  3.2529e-02 
1486   353152.61  1681193.68  2.515e-05  6.250e-06   59.915   -1.693   1.6615  3.2068e-04  3.5526e-02 
1487   353291.39  1681193.68  2.093e-05  4.683e-06   58.794   -1.794   1.5763  4.6512e-04  5.1528e-02 
1488   353430.16  1681193.68  1.548e-05  1.553e-06   60.726   -1.830   1.2231  4.3783e-04  4.8504e-02 
1489   353568.94  1681193.68  1.540e-05  2.542e-06   85.217   -1.912   1.3952  8.6575e-04  9.5911e-02 
1490   353707.72  1681193.68  1.989e-05  3.080e-06  -87.185   -1.861   1.3665  7.1254e-04  7.8938e-02 
1491   353846.49  1681193.68  1.680e-05  3.046e-06   43.563   -1.790   1.4430  3.6264e-04  4.0174e-02 
1492   353985.27  1681193.68  3.733e-05  8.126e-06   67.842   -1.594   1.5565  3.1336e-04  3.4716e-02 
1493   354124.05  1681193.68  2.524e-05  4.947e-06   64.549   -1.688   1.4876  3.1518e-04  3.4917e-02 
1494   354262.83  1681193.68  1.569e-05  2.605e-06  -82.129   -1.914   1.3983  8.9332e-04  9.8965e-02 
1527   352319.95  1681332.69  1.190e-05  1.842e-06   38.662   -1.584   1.3662  9.6354e-05  1.0674e-02 
1528   352458.72  1681332.69  2.391e-05  9.232e-07  -45.861   -1.411   1.0803  1.0562e-04  1.1701e-02 
1529   352597.50  1681332.69  1.458e-05  2.732e-06   57.175   -2.091   1.4611  9.1647e-03  1.0153e+00 
1530   352736.28  1681332.69  2.365e-05  4.908e-06   45.409   -1.793   1.5237  5.2200e-04  5.7828e-02 
1531   352875.05  1681332.69  1.703e-05  3.671e-06   58.495   -2.010   1.5495  3.0241e-03  3.3502e-01 
1532   353013.83  1681332.69  1.052e-05  2.618e-06   29.288   -2.123   1.6625  1.1692e-02  1.2953e+00 
1533   353152.61  1681332.69  2.714e-05  8.161e-06   72.387   -1.686   1.8598  3.3605e-04  3.7229e-02 
1534   353291.39  1681332.69  1.574e-05  2.647e-06   40.628   -1.719   1.4042  2.2784e-04  2.5241e-02 
1535   353430.16  1681332.69  1.616e-05  4.872e-06   80.376   -1.807   1.8631  3.8815e-04  4.3000e-02 
1536   353568.94  1681332.69  1.292e-05  1.325e-06   81.529   -1.969   1.2285  1.3472e-03  1.4925e-01 
1537   353707.72  1681332.69  1.901e-05  3.141e-06   85.691   -1.740   1.3957  3.0794e-04  3.4114e-02 
1538   353846.49  1681332.69  1.358e-05  2.329e-06   74.604   -1.929   1.4139  8.9967e-04  9.9668e-02 
1539   353985.27  1681332.69  2.815e-05  5.841e-06   66.360   -1.603   1.5238  2.4551e-04  2.7198e-02 
1540   354124.05  1681332.69  1.054e-04  4.550e-05  -53.560   -1.340   2.5196  3.7365e-04  4.1394e-02 
1541   354262.83  1681332.69  2.191e-05  4.071e-06   79.108   -1.661   1.4565  2.4255e-04  2.6871e-02 
1542   354401.60  1681332.69  2.120e-05  3.969e-06   75.472   -1.639   1.4606  2.1354e-04  2.3657e-02 
1574   352319.95  1681471.70  1.445e-05  1.978e-06   35.790   -1.712   1.3170  2.0175e-04  2.2350e-02 
1575   352458.72  1681471.70  2.213e-05  2.637e-06   58.610   -1.313   1.2706  7.2389e-05  8.0194e-03 
1576   352597.50  1681471.70  1.702e-05  1.987e-06   88.141   -2.074   1.2644  8.0094e-03  8.8731e-01 
1577   352736.28  1681471.70  1.619e-05  1.887e-06   54.382   -1.782   1.2639  3.3139e-04  3.6712e-02 
1578   352875.05  1681471.70  2.306e-05  2.793e-06   66.580   -1.686   1.2756  2.8507e-04  3.1581e-02 
1579   353013.83  1681471.70  1.573e-05  1.291e-06   41.621   -1.860   1.1789  5.5748e-04  6.1759e-02 
1580   353152.61  1681471.70  1.261e-05  3.080e-06   55.703   -2.046   1.6464  3.7729e-03  4.1797e-01 
1581   353291.39  1681471.70  1.012e-05  2.415e-06   43.608   -2.021   1.6265  2.0997e-03  2.3262e-01 
1582   353430.16  1681471.70  2.026e-05  1.756e-06   42.437   -1.733   1.1898  3.1581e-04  3.4986e-02 
1583   353568.94  1681471.70  1.892e-05  4.472e-06   82.118   -1.869   1.6190  7.1982e-04  7.9744e-02 
1584   353707.72  1681471.70  1.645e-05  3.792e-06   84.238   -1.759   1.5990  2.9416e-04  3.2588e-02 
1585   353846.49  1681471.70  1.341e-05  1.950e-06   82.484   -1.844   1.3403  4.1872e-04  4.6387e-02 
1586   353985.27  1681471.70  2.898e-05  5.426e-06   70.812   -1.667   1.4607  3.2941e-04  3.6493e-02 
1587   354124.05  1681471.70  1.541e-04  2.627e-05   10.173   -1.290   1.4111  4.7107e-04  5.2187e-02 
1588   354262.83  1681471.70  2.546e-05  5.414e-06   83.581   -1.611   1.5400  2.2871e-04  2.5337e-02 
1589   354401.60  1681471.70  1.884e-05  3.696e-06   87.748   -1.874   1.4880  7.4619e-04  8.2666e-02 
1622   352458.72  1681610.70  3.349e-05  5.680e-06   46.136   -1.131   1.4085  6.5794e-05  7.2888e-03 
1623   352597.50  1681610.70  1.738e-05  1.804e-06   53.251   -1.508   1.2317  1.0638e-04  1.1785e-02 
1624   352736.28  1681610.70  2.101e-05  2.853e-06   72.966   -1.594   1.3142  1.7677e-04  1.9583e-02 
1625   352875.05  1681610.70  2.175e-05  5.181e-06   56.831   -1.759   1.6255  3.9119e-04  4.3337e-02 
1626   353013.83  1681610.70  1.481e-05  4.218e-06   56.975   -1.871   1.7963  5.7533e-04  6.3737e-02 
1627   353152.61  1681610.70  2.612e-05  8.663e-08   57.635   -1.618   1.0067  2.4202e-04  2.6812e-02 
1628   353291.39  1681610.70  1.513e-05  3.984e-06   60.589   -1.898   1.7150  7.3952e-04  8.1926e-02 
1629   353430.16  1681610.70  2.019e-05  3.152e-06   74.981   -1.785   1.3700  4.2289e-04  4.6849e-02 
1630   353568.94  1681610.70  1.644e-05  4.032e-06   72.826   -1.896   1.6500  7.8851e-04  8.7354e-02 
1631   353707.72  1681610.70  2.913e-05  1.184e-06   83.502   -1.695   1.0848  3.7638e-04  4.1697e-02 
1632   353846.49  1681610.70  2.162e-05  2.005e-06  -71.472   -1.725   1.2044  3.2441e-04  3.5939e-02 
1633   353985.27  1681610.70  1.542e-05  2.313e-06   84.094   -1.915   1.3527  8.9045e-04  9.8647e-02 
1634   354124.05  1681610.70  9.682e-05  1.426e-05  -25.327   -1.457   1.3455  4.9677e-04  5.5034e-02 
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1635   354262.83  1681610.70  2.349e-05  1.644e-06   82.907   -1.645   1.1506  2.4281e-04  2.6900e-02 
1636   354401.60  1681610.70  2.840e-05  8.636e-06   77.613   -1.634   1.8739  2.8005e-04  3.1025e-02 
1637   354540.38  1681610.70  2.287e-05  1.367e-06   70.250   -1.652   1.1272  2.4360e-04  2.6987e-02 
1670   352597.50  1681749.71  1.313e-05  1.147e-06   39.073   -1.626   1.1913  1.2532e-04  1.3883e-02 
1671   352736.28  1681749.71  1.331e-05  1.109e-06   64.867   -1.967   1.1817  1.3590e-03  1.5056e-01 
1672   352875.05  1681749.71  4.570e-05  6.717e-06   57.183   -1.504   1.3446  2.7546e-04  3.0516e-02 
1673   353013.83  1681749.71  1.198e-05  1.238e-06   74.055   -2.045   1.2304  3.5610e-03  3.9450e-01 
1674   353152.61  1681749.71  1.565e-05  9.309e-07   57.295   -1.881   1.1265  6.5984e-04  7.3100e-02 
1675   353291.39  1681749.71  2.336e-05  5.265e-06   57.569   -1.689   1.5819  2.9373e-04  3.2541e-02 
1676   353430.16  1681749.71  2.511e-05  3.607e-06   68.286   -1.689   1.3354  3.1456e-04  3.4848e-02 
1677   353568.94  1681749.71  2.107e-05  3.713e-06   74.062   -1.766   1.4278  3.9486e-04  4.3744e-02 
1678   353707.72  1681749.71  2.492e-05  2.854e-06  -54.524   -1.741   1.2587  4.0631e-04  4.5012e-02 
1679   353846.49  1681749.71  4.322e-05  5.191e-06  -61.216   -1.528   1.2730  2.8365e-04  3.1424e-02 
1680   353985.27  1681749.71  2.749e-05  5.576e-06   87.138   -1.707   1.5088  3.7690e-04  4.1754e-02 
1681   354124.05  1681749.71  2.049e-05  2.090e-06  -57.547   -1.815   1.2272  5.2279e-04  5.7917e-02 
1682   354262.83  1681749.71  2.557e-05  3.057e-06   60.690   -1.756   1.2716  4.5184e-04  5.0056e-02 
1683   354401.60  1681749.71  3.275e-05  5.133e-06  -87.167   -1.527   1.3718  2.1436e-04  2.3747e-02 
1684   354540.38  1681749.71  1.935e-05  2.418e-06   86.497   -1.831   1.2857  5.5143e-04  6.1089e-02 
1685   354679.16  1681749.71  4.276e-05  2.203e-06   56.312   -1.529   1.1086  2.8122e-04  3.1155e-02 
1718   352736.28  1681888.72  4.003e-04  2.962e-05  -74.119   -1.306   1.1598  1.2819e-03  1.4201e-01 
1719   352875.05  1681888.72  3.229e-05  2.017e-06   62.816   -1.817   1.1332  8.3527e-04  9.2535e-02 
1720   353013.83  1681888.72  2.655e-05  1.136e-06   75.341   -1.684   1.0894  3.2642e-04  3.6162e-02 
1721   353152.61  1681888.72  1.240e-05  2.304e-06   42.699   -1.978   1.4565  1.4420e-03  1.5975e-01 
1722   353291.39  1681888.72  1.570e-05  2.582e-06   43.181   -1.876   1.3936  6.3354e-04  7.0186e-02 
1723   353430.16  1681888.72  3.347e-05  3.184e-06  -85.708   -1.566   1.2102  2.5243e-04  2.7965e-02 
1724   353568.94  1681888.72  2.648e-05  3.828e-06  -80.035   -1.549   1.3380  1.8752e-04  2.0774e-02 
1725   353707.72  1681888.72  1.289e-05  1.620e-06   67.305   -2.041   1.2876  3.5969e-03  3.9847e-01 
1726   353846.49  1681888.72  1.733e-05  2.296e-06   72.181   -1.604   1.3054  1.5162e-04  1.6797e-02 
1727   353985.27  1681888.72  3.164e-05  4.861e-06   88.131   -1.492   1.3631  1.8258e-04  2.0227e-02 
1728   354124.05  1681888.72  4.768e-05  4.886e-06  -82.688   -1.364   1.2283  1.8148e-04  2.0105e-02 
1729   354262.83  1681888.72  2.056e-05  2.409e-06  -84.567   -1.671   1.2655  2.3770e-04  2.6333e-02 
1730   354401.60  1681888.72  2.280e-05  2.806e-06  -89.535   -1.623   1.2806  2.1516e-04  2.3836e-02 
1731   354540.38  1681888.72  2.893e-05  5.661e-06  -68.852   -1.584   1.4865  2.3393e-04  2.5916e-02 
1732   354679.16  1681888.72  9.796e-05  1.234e-05   13.822   -1.258   1.2883  2.7314e-04  3.0260e-02 
1733   354817.93  1681888.72  7.670e-05  9.609e-06  -12.610   -1.340   1.2864  2.7170e-04  3.0100e-02 
1765   352736.28  1682027.72  1.547e-05  2.744e-06   44.617   -1.516   1.4312  9.7341e-05  1.0784e-02 
1766   352875.05  1682027.72  1.999e-05  2.061e-06   63.605   -1.863   1.2299  7.2256e-04  8.0047e-02 
1767   353013.83  1682027.72  2.369e-05  3.573e-06   65.745   -2.003   1.3552  3.7614e-03  4.1670e-01 
1768   353152.61  1682027.72  1.427e-05  2.027e-06  -85.576   -1.709   1.3311  1.9613e-04  2.1728e-02 
1769   353291.39  1682027.72  9.343e-06  2.390e-06   43.315   -2.129   1.6876  1.1718e-02  1.2982e+00 
1770   353430.16  1682027.72  1.951e-05  1.878e-06   41.351   -1.738   1.2130  3.1243e-04  3.4612e-02 
1771   353568.94  1682027.72  1.592e-05  6.682e-07  -52.452   -1.916   1.0876  9.2417e-04  1.0238e-01 
1772   353707.72  1682027.72  2.364e-05  7.508e-07  -27.811   -1.666   1.0656  2.6710e-04  2.9590e-02 
1773   353846.49  1682027.72  2.467e-05  2.866e-06  -60.096   -1.535   1.2629  1.6625e-04  1.8417e-02 
1774   353985.27  1682027.72  3.696e-05  1.478e-06  -52.679   -1.437   1.0833  1.7743e-04  1.9656e-02 
1775   354124.05  1682027.72  3.826e-05  3.724e-06   79.524   -1.508   1.2157  2.3346e-04  2.5863e-02 
1776   354262.83  1682027.72  2.032e-05  2.814e-06  -83.079   -1.797   1.3215  4.6016e-04  5.0978e-02 
1777   354401.60  1682027.72  3.745e-05  4.433e-06  -78.741   -1.463   1.2685  1.9618e-04  2.1734e-02 
1778   354540.38  1682027.72  4.217e-05  4.120e-06  -73.742   -1.433   1.2165  1.9990e-04  2.2146e-02 
1779   354679.16  1682027.72  3.331e-05  5.049e-06  -70.027   -1.515   1.3574  2.0840e-04  2.3088e-02 
1780   354817.93  1682027.72  7.366e-05  1.940e-05   17.231   -1.446   1.7152  3.6389e-04  4.0313e-02 
1813   352875.05  1682166.73  1.296e-05  1.903e-06   74.021   -1.625   1.3441  1.2316e-04  1.3643e-02 
1814   353013.83  1682166.73  7.726e-05  4.958e-05   83.548   -1.938   4.5822  5.6280e-03  6.2349e-01 
1815   353152.61  1682166.73  1.224e-05  1.064e-06   60.268   -2.049   1.1905  3.8232e-03  4.2355e-01 
1816   353291.39  1682166.73  1.449e-05  1.589e-06  -47.219   -1.886   1.2463  6.3557e-04  7.0410e-02 
1817   353430.16  1682166.73  1.255e-05  2.230e-06   61.820   -2.009   1.4325  2.1790e-03  2.4140e-01 
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1818   353568.94  1682166.73  1.576e-05  1.050e-06  -83.839   -1.728   1.1428  2.3840e-04  2.6411e-02 
1819   353707.72  1682166.73  2.873e-05  2.258e-06   68.103   -1.598   1.1706  2.4568e-04  2.7217e-02 
1820   353846.49  1682166.73  2.925e-05  3.184e-06   61.947   -1.519   1.2443  1.8581e-04  2.0585e-02 
1821   353985.27  1682166.73  3.322e-05  4.772e-06   75.072   -1.465   1.3355  1.7522e-04  1.9412e-02 
1822   354124.05  1682166.73  3.086e-05  5.105e-06  -88.189   -1.571   1.3964  2.3726e-04  2.6284e-02 
1823   354262.83  1682166.73  2.078e-05  1.424e-06   68.221   -1.709   1.1472  2.8696e-04  3.1791e-02 
1824   354401.60  1682166.73  3.079e-05  4.487e-06  -70.597   -1.641   1.3412  3.1266e-04  3.4638e-02 
1825   354540.38  1682166.73  2.371e-05  2.210e-06  -68.890   -1.780   1.2056  4.8138e-04  5.3329e-02 
1826   354679.16  1682166.73  1.936e-05  1.860e-06  -51.318   -1.841   1.2126  5.9294e-04  6.5688e-02 
1827   354817.93  1682166.73  2.172e-05  3.199e-06   77.843   -1.774   1.3454  4.2561e-04  4.7150e-02 
1828   354956.71  1682166.73  3.981e-05  8.743e-06  -41.664   -1.648   1.5628  4.1703e-04  4.6200e-02 
1861   353013.83  1682305.74  3.938e-05  5.812e-06    9.280   -1.905   1.3463  2.0458e-03  2.2665e-01 
1862   353152.61  1682305.74  8.121e-05  1.776e-05  -61.441   -1.785   1.5599  1.7160e-03  1.9010e-01 
1863   353291.39  1682305.74  1.659e-05  4.311e-06   71.793   -1.546   1.7022  1.1636e-04  1.2890e-02 
1864   353430.16  1682305.74  9.693e-06  1.376e-06   75.912   -2.085   1.3309  5.5563e-03  6.1554e-01 
1865   353568.94  1682305.74  1.670e-05  1.658e-06  -31.866   -1.774   1.2204  3.2685e-04  3.6210e-02 
1866   353707.72  1682305.74  3.509e-05  4.446e-06  -55.897   -1.481   1.2901  1.9515e-04  2.1619e-02 
1867   353846.49  1682305.74  2.413e-05  5.876e-06   59.837   -1.729   1.6439  3.6884e-04  4.0862e-02 
1868   353985.27  1682305.74  1.878e-05  5.392e-06   79.481   -1.832   1.8057  5.3862e-04  5.9670e-02 
1869   354124.05  1682305.74  2.167e-05  3.297e-06   79.190   -1.678   1.3588  2.5891e-04  2.8683e-02 
1870   354262.83  1682305.74  2.158e-05  2.294e-06  -71.809   -1.687   1.2380  2.6832e-04  2.9726e-02 
1871   354401.60  1682305.74  3.484e-05  7.530e-06  -73.357   -1.502   1.5515  2.0820e-04  2.3065e-02 
1872   354540.38  1682305.74  2.027e-05  2.824e-06  -82.391   -1.682   1.3237  2.4602e-04  2.7255e-02 
1873   354679.16  1682305.74  1.692e-05  3.138e-06  -71.897   -1.775   1.4552  3.3314e-04  3.6907e-02 
1874   354817.93  1682305.74  2.148e-05  1.063e-06  -67.808   -1.840   1.1041  6.5508e-04  7.2572e-02 
1875   354956.71  1682305.74  3.085e-05  4.086e-06  -89.320   -1.418   1.3054  1.3946e-04  1.5449e-02 
1876   355095.49  1682305.74  4.823e-05  1.469e-05  -55.792   -1.589   1.8760  3.9794e-04  4.4085e-02 
1909   353152.61  1682444.75  2.321e-05  4.873e-06   66.499   -1.861   1.5313  8.3177e-04  9.2146e-02 
1910   353291.39  1682444.75  2.237e-05  3.249e-06   61.020   -1.719   1.3399  3.2389e-04  3.5881e-02 
1911   353430.16  1682444.75  1.740e-05  2.613e-06   60.350   -1.784   1.3535  3.6090e-04  3.9982e-02 
1912   353568.94  1682444.75  1.220e-05  1.016e-06   42.683   -1.922   1.1818  7.5148e-04  8.3251e-02 
1913   353707.72  1682444.75  1.588e-05  2.104e-06  -55.651   -1.863   1.3055  5.7395e-04  6.3584e-02 
1914   353846.49  1682444.75  1.805e-05  6.318e-07   88.816   -1.889   1.0725  8.1940e-04  9.0776e-02 
1915   353985.27  1682444.75  3.201e-05  4.155e-06   81.845   -1.608   1.2983  2.8386e-04  3.1446e-02 
1916   354124.05  1682444.75  1.755e-05  3.589e-06  -88.913   -1.942   1.5142  1.3415e-03  1.4862e-01 
1917   354262.83  1682444.75  2.602e-05  5.422e-06   75.537   -1.724   1.5265  3.8800e-04  4.2984e-02 
1918   354401.60  1682444.75  3.230e-05  8.925e-06  -61.591   -1.690   1.7637  4.0719e-04  4.5109e-02 
1919   354540.38  1682444.75  2.649e-05  3.336e-06  -84.735   -1.611   1.2882  2.3836e-04  2.6406e-02 
1920   354679.16  1682444.75  2.003e-05  1.449e-06  -46.305   -1.675   1.1559  2.3542e-04  2.6081e-02 
1921   354817.93  1682444.75  2.803e-05  2.769e-06   88.033   -1.697   1.2193  3.6614e-04  4.0563e-02 
1922   354956.71  1682444.75  2.272e-05  2.616e-06  -76.543   -1.611   1.2603  2.0456e-04  2.2662e-02 
1923   355095.49  1682444.75  1.986e-05  2.266e-06  -75.689   -1.720   1.2576  2.8925e-04  3.2044e-02 
1924   355234.27  1682444.75  8.615e-05  3.103e-05  -49.826   -1.335   2.1257  3.0037e-04  3.3276e-02 
1956   353152.61  1682583.75  1.750e-05  2.565e-06   77.532   -1.543   1.3435  1.2126e-04  1.3433e-02 
1957   353291.39  1682583.75  1.179e-05  1.557e-06   60.431   -2.093   1.3045  7.6076e-03  8.4279e-01 
1958   353430.16  1682583.75  5.897e-05  2.355e-05  -51.789   -1.642   2.3303  6.0304e-04  6.6807e-02 
1959   353568.94  1682583.75  2.433e-05  4.831e-06  -48.294   -2.077   1.4957  1.1960e-02  1.3250e+00 
1960   353707.72  1682583.75  1.564e-05  7.241e-07  -62.366   -1.977   1.0971  1.7815e-03  1.9736e-01 
1961   353846.49  1682583.75  2.618e-05  1.972e-06  -78.324   -1.679   1.1629  3.1330e-04  3.4709e-02 
1962   353985.27  1682583.75  2.395e-05  2.565e-06   81.263   -1.678   1.2399  2.8619e-04  3.1705e-02 
1963   354124.05  1682583.75  1.972e-05  2.280e-06  -68.237   -1.784   1.2615  4.1090e-04  4.5521e-02 
1964   354262.83  1682583.75  2.106e-05  1.927e-06  -88.842   -1.791   1.2014  4.5668e-04  5.0593e-02 
1965   354401.60  1682583.75  2.356e-05  2.973e-06   83.646   -1.771   1.2888  4.5379e-04  5.0273e-02 
1966   354540.38  1682583.75  2.025e-05  4.235e-06  -81.413   -1.783   1.5287  4.1907e-04  4.6426e-02 
1967   354679.16  1682583.75  2.480e-05  5.079e-06  -77.039   -1.825   1.5150  6.7638e-04  7.4932e-02 
1968   354817.93  1682583.75  2.404e-05  5.477e-06  -66.015   -1.677   1.5902  2.8508e-04  3.1583e-02 
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1969   354956.71  1682583.75  5.153e-05  5.232e-06  -70.096   -1.531   1.2260  3.4174e-04  3.7859e-02 
1970   355095.49  1682583.75  2.773e-05  3.660e-06  -63.347   -1.635   1.3042  2.7512e-04  3.0479e-02 
1971   355234.27  1682583.75  2.440e-05  5.498e-06   88.985   -1.744   1.5818  4.0476e-04  4.4840e-02 
2004   353291.39  1682722.76  1.238e-05  1.736e-06   47.859   -1.999   1.3261  1.8782e-03  2.0807e-01 
2005   353430.16  1682722.76  3.342e-05  1.199e-05   47.046   -1.883   2.1193  1.4322e-03  1.5866e-01 
2006   353568.94  1682722.76  5.117e-05  2.426e-05  -52.978   -1.708   2.8028  7.0628e-04  7.8244e-02 
2007   353707.72  1682722.76  1.127e-05  3.358e-07   -0.805   -2.062   1.0615  4.3583e-03  4.8283e-01 
2008   353846.49  1682722.76  3.423e-05  3.313e-06  -62.324   -1.502   1.2143  2.0488e-04  2.2697e-02 
2009   353985.27  1682722.76  1.940e-05  2.867e-06  -86.460   -1.757   1.3468  3.4514e-04  3.8235e-02 
2010   354124.05  1682722.76  2.752e-05  6.769e-07   -0.408   -1.570   1.0504  2.1044e-04  2.3314e-02 
2011   354262.83  1682722.76  1.715e-05  3.154e-06  -74.453   -1.907   1.4507  9.1405e-04  1.0126e-01 
2012   354401.60  1682722.76  3.422e-05  8.912e-06  -73.243   -1.542   1.7044  2.3620e-04  2.6167e-02 
2013   354540.38  1682722.76  1.679e-05  3.646e-06  -65.175   -1.873   1.5550  6.6151e-04  7.3285e-02 
2014   354679.16  1682722.76  1.460e-05  1.679e-06  -64.858   -1.904   1.2600  7.5566e-04  8.3715e-02 
2015   354817.93  1682722.76  1.851e-05  5.910e-06  -79.709   -1.656   1.9383  2.0048e-04  2.2210e-02 
2016   354956.71  1682722.76  1.769e-05  2.955e-06  -70.029   -1.847   1.4010  5.6675e-04  6.2786e-02 
2017   355095.49  1682722.76  2.759e-05  3.568e-06   86.139   -1.641   1.2970  2.8098e-04  3.1128e-02 
2018   355234.27  1682722.76  2.410e-05  1.736e-06  -70.956   -1.662   1.1553  2.6811e-04  2.9702e-02 
2019   355373.04  1682722.76  4.418e-05  1.612e-05   85.084   -1.694   2.1491  5.6849e-04  6.2979e-02 
2052   353430.16  1682861.77  2.554e-05  1.524e-06   30.390   -2.087   1.1270  1.4804e-02  1.6400e+00 
2053   353568.94  1682861.77  1.605e-05  2.130e-06   76.955   -2.071   1.3060  7.2297e-03  8.0093e-01 
2054   353707.72  1682861.77  2.889e-05  2.540e-06  -11.999   -1.625   1.1928  2.7532e-04  3.0501e-02 
2055   353846.49  1682861.77  1.615e-05  3.320e-06  -84.257   -1.933   1.5175  1.1193e-03  1.2400e-01 
2056   353985.27  1682861.77  3.022e-05  3.794e-06  -55.650   -1.591   1.2871  2.5084e-04  2.7789e-02 
2057   354124.05  1682861.77  1.511e-05  1.105e-06   74.195   -1.842   1.1578  4.6491e-04  5.1505e-02 
2058   354262.83  1682861.77  2.389e-05  4.161e-06  -87.770   -1.594   1.4217  2.0112e-04  2.2281e-02 
2059   354401.60  1682861.77  1.999e-05  4.366e-06  -80.292   -1.778   1.5588  3.9987e-04  4.4298e-02 
2060   354540.38  1682861.77  1.088e-05  2.563e-06  -84.080   -2.123   1.6165  1.2138e-02  1.3447e+00 
2061   354679.16  1682861.77  2.389e-05  3.239e-06  -23.738   -1.804   1.3137  5.6401e-04  6.2483e-02 
2062   354817.93  1682861.77  2.929e-05  4.320e-06  -62.543   -1.728   1.3460  4.4550e-04  4.9354e-02 
2063   354956.71  1682861.77  1.838e-05  2.251e-06  -67.539   -1.835   1.2791  5.3792e-04  5.9593e-02 
2064   355095.49  1682861.77  3.361e-05  9.278e-06  -78.020   -1.554   1.7626  2.4230e-04  2.6843e-02 
2065   355234.27  1682861.77  2.834e-05  5.806e-06  -73.618   -1.478   1.5154  1.5600e-04  1.7282e-02 
2100   353568.94  1683000.77  1.620e-05  2.643e-06   40.625   -2.086   1.3899  9.2365e-03  1.0232e+00 
2101   353707.72  1683000.77  3.394e-05  5.766e-06   71.056   -1.680   1.4093  4.0881e-04  4.5290e-02 
2102   353846.49  1683000.77  2.203e-05  2.067e-06   61.051   -1.633   1.2071  2.1666e-04  2.4002e-02 
2103   353985.27  1683000.77  1.057e-05  1.877e-06   71.812   -2.170   1.4319  2.8821e-02  3.1928e+00 
2104   354124.05  1683000.77  2.688e-05  1.854e-06   -9.485   -1.596   1.1482  2.2777e-04  2.5233e-02 
2105   354262.83  1683000.77  3.970e-05  5.781e-07  -81.118   -1.553   1.0296  2.8515e-04  3.1590e-02 
2106   354401.60  1683000.77  1.796e-05  3.507e-06  -85.863   -1.762   1.4853  3.2730e-04  3.6259e-02 
2107   354540.38  1683000.77  1.703e-05  2.828e-06  -81.661   -1.881   1.3982  7.1654e-04  7.9381e-02 
2108   354679.16  1683000.77  1.382e-05  3.471e-06  -77.812   -2.009   1.6712  2.4164e-03  2.6770e-01 
2109   354817.93  1683000.77  5.737e-05  1.907e-06  -51.047   -1.522   1.0688  3.6818e-04  4.0788e-02 
2110   354956.71  1683000.77  3.308e-05  2.755e-06  -88.695   -1.878   1.1817  1.3593e-03  1.5059e-01 
2111   355095.49  1683000.77  5.807e-05  1.027e-05  -42.149   -1.492   1.4296  3.3509e-04  3.7123e-02 
2112   355234.27  1683000.77  2.411e-05  7.242e-06  -65.592   -1.799   1.8586  5.5448e-04  6.1427e-02 
2147   353568.94  1683139.78  3.975e-05  8.359e-06   66.351   -1.699   1.5327  5.2481e-04  5.8140e-02 
2148   353707.72  1683139.78  1.523e-05  5.293e-07   66.956   -2.033   1.0720  3.7174e-03  4.1182e-01 
2149   353846.49  1683139.78  2.244e-05  4.411e-06   61.562   -1.803   1.4894  5.2836e-04  5.8534e-02 
2150   353985.27  1683139.78  2.489e-05  3.896e-06  -51.125   -1.682   1.3711  3.0313e-04  3.3582e-02 
2151   354124.05  1683139.78  1.937e-05  2.270e-06   71.104   -1.909   1.2655  1.0526e-03  1.1661e-01 
2152   354262.83  1683139.78  1.624e-05  3.234e-06  -68.464   -1.881   1.4973  6.8548e-04  7.5940e-02 
2153   354401.60  1683139.78  3.101e-05  2.457e-06   21.021   -1.499   1.1721  1.8375e-04  2.0357e-02 
2154   354540.38  1683139.78  9.316e-05  4.760e-06    8.653   -1.285   1.1077  2.8029e-04  3.1052e-02 
2155   354679.16  1683139.78  8.633e-05  9.239e-06   67.605   -1.432   1.2397  4.0782e-04  4.5179e-02 
2156   354817.93  1683139.78  1.135e-05  3.151e-06  -69.132   -1.995   1.7689  1.6438e-03  1.8211e-01 
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2157   354956.71  1683139.78  2.177e-05  5.887e-06  -77.950   -1.823   1.7414  5.8742e-04  6.5076e-02 
2158   355095.49  1683139.78  8.251e-05  7.673e-06  -70.709   -1.381   1.2051  3.3121e-04  3.6693e-02 
2195   353707.72  1683278.79  1.147e-05  1.659e-06   33.924   -2.060   1.3382  4.3000e-03  4.7637e-01 
2196   353846.49  1683278.79  3.430e-05  3.966e-06   72.697   -1.541   1.2615  2.3611e-04  2.6157e-02 
2197   353985.27  1683278.79  2.687e-05  4.323e-06   84.230   -1.949   1.3835  2.1930e-03  2.4295e-01 
2198   354124.05  1683278.79  2.594e-05  2.980e-06  -71.033   -1.675   1.2595  3.0524e-04  3.3815e-02 
2199   354262.83  1683278.79  1.537e-05  1.769e-06   78.836   -1.946   1.2602  1.2293e-03  1.3619e-01 
2200   354401.60  1683278.79  1.194e-05  2.414e-06   75.913   -2.117   1.5066  1.1937e-02  1.3224e+00 
2201   354540.38  1683278.79  2.938e-05  3.509e-06   37.773   -1.725   1.2712  4.4103e-04  4.8858e-02 
2202   354679.16  1683278.79  4.357e-05  3.725e-06  -77.190   -1.616   1.1870  4.0046e-04  4.4364e-02 
2203   354817.93  1683278.79  7.313e-05  1.398e-05  -69.379   -1.395   1.4726  3.0722e-04  3.4035e-02 
2204   354956.71  1683278.79  4.415e-05  8.956e-06  -67.421   -1.742   1.5089  7.2500e-04  8.0318e-02 
2243   353846.49  1683417.80  1.225e-05  1.273e-06   54.460   -1.899   1.2320  6.0700e-04  6.7245e-02 
2244   353985.27  1683417.80  2.353e-05  4.122e-06  -87.574   -1.930   1.4249  1.5742e-03  1.7439e-01 
2245   354124.05  1683417.80  1.952e-05  1.856e-06  -89.847   -1.973   1.2102  2.1272e-03  2.3566e-01 
2246   354262.83  1683417.80  1.282e-05  1.602e-06  -85.506   -2.210   1.2856  7.7234e-02  8.5562e+00 
2247   354401.60  1683417.80  2.378e-05  1.980e-06   87.674   -1.590   1.1816  1.9668e-04  2.1789e-02 
2248   354540.38  1683417.80  1.675e-05  1.947e-06   76.572   -1.995   1.2631  2.3918e-03  2.6497e-01 
2249   354679.16  1683417.80  2.058e-05  2.775e-06   82.559   -1.869   1.3117  7.8609e-04  8.7086e-02 
2250   354817.93  1683417.80  1.030e-04  1.218e-05  -56.198   -1.174   1.2680  2.2726e-04  2.5177e-02 
2291   353985.27  1683556.80  1.244e-05  2.124e-06   66.068   -2.011   1.4118  2.2443e-03  2.4863e-01 
2292   354124.05  1683556.80  3.187e-05  4.455e-06   56.432   -1.469   1.3250  1.7016e-04  1.8850e-02 
2293   354262.83  1683556.80  2.230e-05  4.020e-06   64.683   -1.846   1.4400  7.0768e-04  7.8399e-02 
2294   354401.60  1683556.80  3.856e-05  1.258e-05  -86.992   -1.729   1.9683  5.9303e-04  6.5698e-02 
2295   354540.38  1683556.80  2.701e-05  2.729e-06  -60.743   -1.644   1.2248  2.7776e-04  3.0771e-02 
2296   354679.16  1683556.80  1.248e-05  2.756e-06  -61.537   -2.073   1.5666  5.7628e-03  6.3842e-01 
2341   354401.60  1683695.81  3.752e-05  9.972e-06   89.863   -1.622   1.7241  3.5213e-04  3.9010e-02 
2342   354540.38  1683695.81  1.546e-05  2.229e-06   86.416   -1.869   1.3369  5.8780e-04  6.5118e-02 
 
                                                   N               u                v          𝜃0          b           w                 l                LA 
Overall means:         647  2.928e-05  5.134e-06   22.893   -1.739   1.4112  1.8202e-03  2.0165e-01 
Isotropic means (w<1.2):         127  3.241e-05  1.745e-06   17.135   -1.702   1.1255  8.6722e-04  9.6073e-02 
Anisotropic means (w>=1.2):  520  2.851e-05  5.962e-06   24.300   -1.748   1.4810  2.0530e-03  2.2743e-01 
 
                                                     N               u                v          𝜃0          b          w                   l               LA 
Overall medians:                         647  2.106e-05  3.120e-06   43.608   -1.756   1.3534  4.1413e-04  4.5878e-02 
Isotropic medians (w<1.2):         127  2.078e-05  1.193e-06   31.730   -1.709   1.1332  3.4307e-04  3.8007e-02 
Anisotropic medians (w>=1.2):  520  2.111e-05  3.587e-06   44.379   -1.761   1.4118  4.3248e-04  4.7911e-02 
 
 
A4.5. North Atlantic dataset results, S7 
 
Dataset S7 is in the Lambert conformal conic projected Eastings and Northings with 
center position (longitude, latitude) = (-35°, 30°) and standard parallels 20° of 40°.  (There was 
no false Easting or Northing used).  The specific dataset values are  
 
(Dx, Dy, FA) = (571079, 566718, 453762). 
 
  K               x                y              u             v         𝜃0         b         w               l             LA 
   9   -285541.25  -1375035.58  9.972e-07  4.245e-08  -31.297   -1.397   1.0889  2.7804e-08  1.2616e-02 
   8   -856620.35  -1375035.58  1.476e-05  1.684e-06   45.817   -1.153   1.2574  2.6782e-08  1.2153e-02 
 10    285537.85  -1375035.58  1.866e-06  1.369e-07  -33.691   -1.313   1.1583  2.0081e-08  9.1118e-03 
 11    856616.95  -1375035.58  7.489e-07  7.588e-08  -25.255   -1.372   1.2255  1.5811e-08  7.1747e-03 
 14   -856620.35    -808317.57  1.272e-05  4.370e-07  -11.942   -1.193   1.0711  3.5779e-08  1.6235e-02 
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 16    285537.85    -808317.57  6.480e-05  4.754e-06     2.372   -1.005   1.1584  2.3533e-08  1.0678e-02 
 15   -285541.25    -808317.57  3.421e-05  2.324e-06  -17.494   -1.097   1.1458  3.3540e-08  1.5219e-02 
 17    856616.95    -808317.57  5.433e-06  3.496e-07    76.361   -1.110   1.1375  6.1961e-09  2.8116e-03 
 20   -856620.35   -241599.56   8.731e-06  1.934e-06  -36.510   -1.228   1.5690  3.6468e-08  1.6548e-02 
 22    285537.85   -241599.56   8.202e-05  5.839e-06  -22.650   -0.982   1.1533  2.3193e-08  1.0524e-02 
 21   -285541.25   -241599.56   1.874e-05  3.322e-06    -9.584   -1.129   1.4308  2.6191e-08  1.1885e-02 
 23    856616.95   -241599.56   1.600e-06  1.577e-07   10.728   -1.336   1.2186  2.2283e-08  1.0111e-02 
 26   -856620.35    325118.44   4.032e-05  2.129e-06     3.052   -1.038   1.1115  2.0885e-08  9.4766e-03 
 27   -285541.25    325118.44   1.618e-05  2.412e-06  -24.449   -1.156   1.3504  3.0289e-08  1.3744e-02 
 28    285537.85    325118.44   1.492e-06  1.937e-07   40.882   -1.370   1.2983  3.0767e-08  1.3961e-02 
 32   -856620.35    891836.45   1.593e-06  1.339e-07  -28.181   -1.302   1.1835  1.5151e-08  6.8750e-03 
 29    856616.95    325118.44   2.866e-06  1.000e-07  -10.386   -1.296   1.0723  2.5551e-08  1.1594e-02 
 33   -285541.25    891836.45   7.885e-06  4.872e-07     5.500   -1.184   1.1317  2.0188e-08  9.1603e-03 
 34    285537.85    891836.45   1.880e-06  2.981e-07  -21.032   -1.359   1.3770  3.4009e-08  1.5432e-02 
 35    856616.95    891836.45   2.568e-05  4.825e-06   29.953   -1.105   1.4629  2.7442e-08  1.2452e-02 
 38   -856620.35  1458554.45  1.742e-07  1.138e-08    60.227   -1.461   1.1398  1.0236e-08  4.6445e-03 
 39   -285541.25  1458554.45  4.022e-07  4.601e-08   54.074   -1.456   1.2583  2.2172e-08  1.0061e-02 
 40    285537.85  1458554.45  3.449e-06  6.271e-07  -80.786   -1.262   1.4445  2.1080e-08  9.5654e-03 
 41    856616.95  1458554.45  1.787e-06  2.067e-07   26.766   -1.341   1.2616  2.6490e-08  1.2020e-02 
 45   -285541.25  2025272.46  1.772e-07  2.548e-08   76.546   -1.467   1.3359  1.1097e-08  5.0355e-03 
 46    285537.85  2025272.46  1.305e-06  8.807e-08   76.294   -1.355   1.1448  2.2594e-08  1.0252e-02 
 
                                                 N               u                v         𝜃0          b           w                 l                LA 
Overall means:        26  1.353e-05  1.255e-06    5.974   -1.249   1.2380  2.3677e-08  1.0744e-02 
Isotropic means (w<1.2):         13  1.971e-05  1.295e-06    5.243   -1.210   1.1305  2.1902e-08  9.9384e-03 
Anisotropic means (w>=1.2):  13  7.356e-06  1.216e-06    6.704   -1.287   1.3454  2.5452e-08  1.1549e-02 
 
 
                                                   N               u                v          𝜃0          b          w                   l               LA 
Overall medians:                         26  3.157e-06  3.239e-07    -3.606   -1.279   1.2010  2.3363e-08  1.0601e-02 
Isotropic medians (w<1.2):         13  5.433e-06  3.496e-07  -10.386   -1.193   1.1398  2.2594e-08  1.0252e-02 
Anisotropic medians (w>=1.2):  13  1.880e-06  2.981e-07   10.728   -1.336   1.3359  2.6490e-08  1.2020e-02 
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