We study minimal hypersurfaces in manifolds of non-negative Ricci curvature, Euclidean volume growth and quadratic curvature decay at infinity. By comparison with capped spherical cones, we identify a precise borderline for the Ricci curvature decay. Above this value, no complete areaminimizing hypersurfaces exist. Below this value, in contrast, we construct examples.
consequence, they showed that any stable minimal hypersurface with Euclidean volume growth in a flat N n+1 with n ≤ 5 has to be totally geodesic. Later, Fischer-Colbrie and Schoen [12] proved that there are no stable minimal surfaces in 3dimensional manifolds with positive Ricci curvature. Shen-Zhu [27] proved certain rigidity results for stable minimal hypersurfaces in N 4 or N 5 . On the other hand, P. Nabonnand [23] constructed a complete manifold N n+1 with positive Ricci curvature which admits area-minimizing hypersurfaces. M. Anderson [3] proved a non-existence result for area-minimizing hypersurfaces in complete non-compact simply connected manifolds N n+1 of non-negative sectional curvature with diameter growth conditions. For rotationally symmetric spaces with conical singularities, some explicit results were obtained by F. Morgan in [22] . These results will provide us with important model spaces for the general theory.
In the present paper we will study minimal hypersurfaces in complete Riemannian manifolds that satisfy three conditions:
(C1) non-negative Ricci curvature; (C2) Euclidean volume growth; (C3) quadratic decay of the curvature tensor. Such manifolds can be much more complicated than Euclidean space, but on the other hand, this class of manifolds possesses certain topological and analytical properties [8, 24] that constrain their geometry. They admit tangent cones at infinity over a smooth compact manifold in the Gromov-Hausdorff sense. These cones may be not unique, but they have certain nice properties, proved by Cheeger-Colding [5] . Another important fact is that their Green functions have a well controlled asymptotic behavior. In particular, the Hessian of such a Green function converges to the metric tensor (up to a constant factor 2) pointwise at infinity, as shown by Colding-Minicozzi [8] . The precise results will be described in Section 4.
While our non-existence results are quite general, the existence results that we develop here, mainly for the purpose of showing that our non-existence results are sharp, are more explicit and depend on special constructions. Essentially, for these constructions, we consider ambient manifolds of the form Σ × R where Σ is an ndimensional Riemannian manifold with a conformally flat metric whose conformal factor depends only on the radius. This class will include a capped spherical cone with opening angle 2πκ, denoted by MCS κ . Its tangent cone at infinity is the uncapped spherical cone CS κ , or equivalently, the Euclidean cone over a sphere of radius κ. These cones will be on one hand our main examples for existence results and on the other hand our model spaces for the non-existence results. The border between those two phenomena, existence vs. non-existence, will be sharp. Existence takes place for κ ≥ 2 n √ n − 1, non-existence else. The intuitive geometric reason is simply that for larger values of κ, in order to minimize area, it is most efficient to go through the vertex of the cone, whereas for smaller values of κ, it is better to avoid the vertex and go around the cone. This had already been observed by F. Morgan in [22] . As a by-product we can answer some questions raised by M. Anderson in [3] .
Whereas the existence examples are specific, our non-existence results will be general. Essentially, the idea consists in reducing them to the model cases by taking cones at infinity. For this, we need some heavier machinery, including the theory of Gromov-Hausdorff limits [17, 18, 25, 16] and the theory of currents in metric spaces developed by Ambrosio-Kirchheim [2] . In order to apply those tools, we shall analyze the Green function at infinity of the ambient space and minimal hypersurfaces with Euclidean volume growth, in order to carry the stability inequality for minimal hypersurfaces over to the asymptotic limit. The corresponding results may be of interest in themselves, see Theorem 5.1.
Our main results thus are general non-existence results for stable minimal hypersurfaces in (n + 1)-manifolds N with conditions (C1), (C2), and (C3) under an additional growth condition on the non-radial Ricci curvature involving a constant κ . For the capped spherical cones MCS κ , this constant κ can be expressed in terms of the constant κ. More precisely, we show that N admits no complete stable minimal hypersurface with at most Euclidean volume growth if the above constant κ > (n−2) 2 4 , see Theorem 5.5. The existence result of Theorem 3.4 then tells us that our condition on the asymptotic non-radial Ricci curvature is optimal. vector field and the mean curvature of M in N . Then, direct computation yields
M is a minimal graph in Ω × R if and only if H ≡ 0 and u satisfies
This is the Euler-Lagrangian equation of the volume functional of M in N . Moreover, similar to the Euclidean case [31] , any minimal graph on Ω is also an areaminimizing hypersurface in Ω × R, see Lemma 2.1 below.
We introduce an operator L on a domain Ω ⊂ Σ by 
From the minimal surface equation
where div stands for the divergence operator on N . Let ν M ,ν W be the unit outside normal vectors of M, W respectively. Observe that Y | M = ν M . Then by Green's formula,
Obviously, equality holds if and only if M = W .
The index form from the second variational formula for the volume functional for a two-sided minimal hypersurface M in N is (see Chapter 6 of [31] )
where ∇ andĀ are the Levi-Civita connection and the second fundamental form of M , respectively.
Let S κ be an n-sphere in R n+1 with radius 0 < κ ≤ 1, namely,
is an orthonormal basis of S κ , then the sectional curvature of S κ is
Let CS κ = R + × ρ S κ be the cone over S κ with vertex o, which has the metric
where dθ 2 is the standard metric on S n (1). Let {e α } n α=1 { ∂ ∂ρ } be an orthonormal basis at the considered point of CS κ away from the vertex, then the sectional curvature and Ricci curvature of CS κ are
(2.6)
Set ρ = r κ , then σ C can be rewritten as a conformally flat metric
where r 2 = i x 2 i . Let Y be an (n − 1)-dimensional minimal hypersurface in S κ with the second fundamental form A and CY be the cone over Y in CS κ with vertex o. For any 0 < < 1 denote
Clearly, Y is a minimal hypersurface in S κ if and only if CY is minimal in CS κ . Moreover, letĀ be the second fundamental form of CY in CS κ , then
At any considered point, we can suppose that θ n is the unit normal vector of Y ⊂ S κ and {θ i } n−1 i=1 is the orthonormal basis of T Y . Let ν = 1 ρ θ n be the unit normal vector of CY . Let dμ and dμ Y be the volume element of CY and Y , respectively. Now, from (2.5), the index form of CY in CS κ becomes
When φ is written as φ(x, ρ) ∈ C 2 (Y × R), a simple calculation implies
(2.10)
When κ = 1 and Y is the Clifford minimal hypersurface in the unit 7-sphere
then, CY is Simons' cone, proved to be stable in [29] (see also Chapter 6 of [31] ).
Constructions of area-minimizing hypersurfaces.
Let Σ be the Euclidean space R n+1 with a conformally flat metric
Denote |∂F | 2 = i F 2 i . Let Δ be the standard Laplacian of R n+1 , then
(3.1) By (2.3) we can compute LF in the conformal flat metric as follows.
(3.5)
Hence
In polar coordinates,
where sin β = θ ∈ [−1, 1] and dS n−1 is the standard metric in the unit sphere S n−1 ∈ R n . Hence
Hence by (3.2) we have
with any constant C > 0 and p = n 2 κ − n 2 κ 2 4 − (n − 1), then except at the origin we have
Furthermore, we take the derivatives of F and get
(3.12)
Note
By the definition of p, we obtain
We complete the proof.
then any hyperplane through the origin in Σ as described in Theorem 3.2, that is, R n+1 equipped with a particular conformally flat metric, is area-minimizing.
Proof. We shall show that the hyperplane
2 dr. Let us define ρ =φ(r) and λ(ρ) = rφ (r), then the Riemannian metric in Σ can be written in polar coordinates as ds 2 
where dθ 2 is the standard metric on S n (1). Moreover,
When n ≥ 3 and q = p − 1 for p as in the statement of Theorem 3.2, let
Combining (3.15 ) and formula (2.9) in [10] , we know that any geodesic sphere ∂D ρ ⊂ Σ centered at the origin has positive inward mean curvature H = (n − 1) λ (ρ) λ(ρ) > 0 for any ρ > 0. By the existence theorem for the Dirichlet problem for minimal hypersurfaces in Σ × R, see Theorem 1.5 in [30] , for any constant R > 0 and j = 1, 2,... ,∞, there is a solution u j ∈ C ∞ (B jR ) to the Dirichlet problem
is also a smooth solution to the above Dirichlet problem. Since Lemma 2.1 implies the uniqueness of the minimal graph, we get
By an analogous argument as in Lemma 9.1 in [15] for the Euclidean case, for any
By an analogous argument as in Proposition 9.9 in [15] for the Euclidean case, U is a minimizing set in B R * , namely, the hyperplane T minimizes the perimeter in B R * . Since R * is arbitrary, we complete the proof.
As we showed in the previous section, on the cone CS κ the usual metric can be rewritten as a conformally flat one. We shall therefore modify the constructions from the cone CS κ . LEMMA 3.5. Let Λ be the rotationally symmetric function on R n+1 defined by
is a smooth function for t ∈ [0, 1) and
is a smooth convex function on B 1 . Denote Λ(r) = Λ(|x|), then the radial derivative of Λ at 1 is
and the higher order radial derivative of Λ at 1 is
Hence Λ is a smooth convex function on R n+1 . Now we suppose that MCS κ is an (n + 1)-dimensional smooth entire graphic hypersurface in R n+2 with the defining function Λ. We see that it has non-negative sectional curvature everywhere. In fact, MCS κ is a κ-sphere cone CS κ with a smooth cap, which we shall call the modified κ-sphere cone.
We already showed that the metric of the κ-sphere cone is conformally flat, and we shall now also derive this for MCS κ . LEMMA 3.6. The (n + 1)-dimensional MCS κ has a smooth conformally flat metric
Proof. MCS κ is defined as an entire graph on R n+2 . Its induced metric can also be written in polar coordinates as
where dθ 2 is a standard metric on S n (1), and
and the inverse function of ζ satisfies
In fact, letζ(ρ) = ρ 1 1 ζ(t) dt for ρ ∈ (0,ρ 0 ], then we integrate the above ordinary differential equation and obtaiñ
Sinceζ is a monotonic function, we can solve this equation for ψ. Since κρ ≤ ζ(ρ) ≤ ρ on [0,ρ 0 ], a standard comparison argument implies that
In particular, ψ(0) = 0. Since
thenψ also satisfies (3.24) and henceψ is smooth on [0, ∞). Set [20] for instance).
In particular, for ρ ≥ ρ 0 with 1 < ρ 0 < 1 κ we have
(3.30)
From the construction above we see that MCS κ is a complete simply connected manifold with non-negative sectional curvature.
Remark 3.9. Since MCS κ in Theorem 3.4 cannot split off a Euclidean factor R isometrically, the Cheeger-Gromoll splitting theorem [6] implies that it does not contain a line. Consequently, this gives a negative answer to the question (1) in [3] , which is
If M is a complete area-minimizing hypersurface in a complete simply connected manifold N of non-negative curvature, does it follow that N contains a line, that is a complete length-minimizing geodesic?
then Λ is a smooth strictly convex function on R n and the hypersurface Σ = {(x, Λ(x)) | x ∈ R n } is a smooth manifold with positive sectional curvature everywhere. In fact, Σ can be seen as a Riemannian manifold (R n ,σ) with σ = dρ 2 +λ 2 (ρ)dθ 2 in polar coordinates, where the inverse function ofλ satisfies
If {∂ ρ } and {e α } n−1 α=1 are an orthonormal basis of Σ, then the sectional curvature of Σ is
Clearly,
Hence Σ = {(x, Λ(x))| x ∈ R n } has positive sectional curvature everywhere. THEOREM 3.10. Let n ≥ 4 and Σ = (R n ,σ) be a complete manifold with positive sectional curvature as above. If
then any hyperplane through the origin in Σ = (R n ,σ) is area-minimizing.
Proof. Note κ <λ ≤ 1, then we can rewrite the metricσ similar to (3.26) (3.27) (3.28). Apply Theorem 3.4 to complete the proof.
Remark 3.11. Our theorem above gives an example for the question (2) in [3] , which is
If N is a complete manifold of positive sectional curvature, does N ever admit an area-minimizing hypersurface?
Now scaling the manifold MCS κ yields 2 MCS κ for > 0, which is R n+1 endowed with the metric σ = dρ 2 + 2 λ 2 ρ dθ 2 (3.31) in polar coordinates, where λ and dθ 2 as in (3.22) and (3.23) . Obviously λ ρ ≥ κρ and λ ρ converges to κρ uniformly as → 0. Hence σ converges to σ C as → 0 (uniformly away from the origin), where σ C is the metric of CS κ defined in (2.7). Now we can derive the result of F. Morgan in [22] , obtained there by a different method due to G. R. Lawlor [19] . n − 1. Then any hyperplane in (n + 1)-dimensional CS κ through the origin is area-minimizing.
Proof. Let T denote the hyperplane in 2 MCS κ corresponding to T ⊂ MCS κ during the re-scaling procedure. Denote T 0 = lim →0 T ⊂ lim →0 2 MCS κ = CS κ in the sense of Hausdorff distance. Now we consider a bounded domain Ω 0 ⊂ T 0 and a subset W 0 ⊂ CS κ with ∂Ω 0 = ∂W 0 . View Ω 0 as a set Ω ⊂ R n with the induced metric from T 0 , and W 0 as a set W in R n+1 with the induced metric from CS κ . Let Ω be the set Ω ⊂ R n with the induced metric from T , and W be the set W in R n+1 with the induced metric from 2 MCS κ . Clearly, ∂Ω = ∂W , Ω 0 = lim →0 Ω and W 0 = lim →0 W in the sense of Hausdorff distance.
Let H n (K) denote n-dimensional Hausdorff measure of K for any set K ⊂ CS κ , and H n (K ) denote n-dimensional Hausdorff measure of K for any set K ⊂ 2 MCS κ . Note that λ ρ → κρ uniformly as → 0, we have
Since T is area-minimizing in 2 MCS κ , then H n (Ω ) ≤ H n (W ). 
Hence T 0 is an area-minimizing hypersurface in CS κ .
Actually, here the number 2 n √ n − 1 is optimal. Namely, if κ < 2 n √ n − 1 then every hyperplane in CS κ is no more area-minimizing and even not stable. This also has been proved in [22] . Let us show this fact by using the second variation formula for the volume functional. Proof. By Proposition 3.12 we only need to prove that if (3.34) fails to hold, any hyperplane in CS κ through the origin is not area-minimizing. Let X be a totally geodesic sphere in S κ , then X is minimal in S κ and P CX is a hyperplane in CS κ through the origin. Clearly, P is a minimal hypersurface in CS κ because it is totally geodesic. The second variation formula is (see (2.10))
. Define a second order differential operator L by
If s = log ρ, then
with the k-th eigenfunction (see [29] or [31] 
A class of manifolds with non-negative Ricci curvature.
Let N be an (n + 1)-dimensional complete non-compact Riemannian manifold satisfying the following three conditions:
(C1) non-negative Ricci curvature: Ric ≥ 0; (C2) Euclidean volume growth:
(C3) quadratic decay of the curvature tensor: for sufficiently large ρ = d(x, p) , the distance from a fixed point in N ,
.
By Gromov's compactness theorem [17] , for any sequence¯ i → 0 there is a subsequence { i } converging to zero such that i N = (N, iḡ , p) converges to a metric space (N ∞ ,d ∞ ) with vertex o in the pointed Gromov-Hausdorff sense. It is called the tangent cone at infinity. N ∞ \ {o} is a smooth manifold with C 1,α Riemannian metricḡ ∞ (0 < α < 1) which is compatible with the distance d ∞ . The precise statements were derived in [16] and [25] on the basis of the harmonic coordinate constructions of [18] . In fact, N ∞ \ {o} is a D 1,1 -Riemannian manifold (see [16, 25] ). For any compact domain K ⊂ N ∞ \ {o}, there exists a diffeomor-
Cheeger-Colding (see Theorem 7.6 in [5] ) proved that under the conditions (C1) and (C2) the cone N ∞ is a metric cone, namely N ∞ = CX = R + × ρ X for some n dimensional smooth compact manifold X with Diam X ≤ π and the metric g ∞ = dρ 2 + ρ 2 s ij dθ i dθ j where s ij dθ i dθ j is the metric of X and s ij ∈ C 1,α (X). Let ρ i be the distance function from p to the considered point in i N . Set B i r (x) be the geodesic ball with radius r and centered at x in (N, iḡ ), and B r (x) be the geodesic ball with radius r and centered at x in N ∞ . In particular, X = ∂B 1 (o).
Mok-Siu-Yau [21] showed that if (C1) and (C2) hold, then there exists the Green function G(p, ·) on N n+1 with lim r→∞ sup ∂B r (p) Gr n−1 − 1 = 0 and where Hess R 2 is the Hessian matrix of R 2 in N . In particular, |∇R| ≤ C(n, V N ) which is a constant depending only on n, V N .
for any ρ ∞ > 0 and θ ∈ ∂B 1 . Let ∇ be the Levi-Civita connection of N ∞ , then ∇f,
Moreover, Φ i is C 2,α -bounded relative to harmonic coordinates with a bound independent of i (see [18] ).
Let ∇ i , Δ i N , Hess i , |·| i , Ric i N and R i N be the Levi-Civita connection, Laplacian operator, Hessian matrix, the norm, Ricci curvature and curvature tensor of i N , respectively, then on i N we have the relations
where ρ i and dμ i N are the distance function and volume element on i N , respectively, and dμ N is the volume element on N . Let ·, · i be the inner product corresponding to | · | i . We see that conditions (C1), (C2), and (C3) are all scaling invariant. Let Hess i
The distance function ρ i is a Lipschitz function with Lipschitz constant 1.
where γ i x is a minimal normal geodesic from p to x. For any y ∈ γ i x except p, x, the minimal normal geodesic joining p and y must a portion of γ i x . Because if there is a minimal normal geodesic l i y joining p and y, l i y ∪ γ i x,y is also a minimal normal geodesic, where γ i x,y is the portion of γ i x with boundary {x, y}. Then l i y ∪ γ i x,y is smooth andl i y =γ i x (ρ i (y)). So l i y ⊂ γ i x by the uniqueness of geodesic equation, which is a differential equation of order 2. Therefore, we have
then for any parallel vector field ξ along γ i x , we have
(4.7)
where C depends only on K 1 ,K 2 and the manifold N . With (4.6) we obtain lim sup
where Q i is the set including all the regular points of ρ i in i N (ρ i is C 1 at such points). Moreover, the n-dimensional Hausdorff measure H n ( i N \ Q i ) = 0.
Since the geodesics γ i x in i N converge to a geodesic in N ∞ , with (4.5) and the continuity of
Let Π i be the identity map from N to itself, the two copies of the manifold being regarded with respect to different metrics: Π i : (N,ḡ) → i N = (N, iḡ ). Now (4.10) and (4.11) are equivalent to lim sup
The theory of integral currents in metric spaces was developed by Ambrosio and Kirchheim in [2] . It provides a suitable notion of generalized surfaces in metric spaces, which extends the classical Federer-Fleming theory [11] . We shall need the compactness Theorem (see Theorem 5.2 in [2] ) and the closure Theorem (see Theorem 8.5 in [2] ) for normal currents in a metric space E. THEOREM 4.1. Let (T h ) ⊂ N k (E) be a bounded sequence of normal currents, and assume that for any integer p ≥ 1 there exists a compact set K p ⊂ E such that
Then, there exists a subsequence (T h(n) ) converging to a current T ∈ N k (E) satisfying 
Now let M denote a minimal hypersurface in N with the induced metric g from N . Since N has non-negative Ricci curvature, then Vol(∂B r ) ≤ ω n r n , where ω n is the volume of the n-dimensional unit sphere in R n+1 . Suppose that M has Euclidean volume growth at most, namely,
where dμ is the volume element of M . Hence there is a smallest positive constant V M such that M ∩B r 1dμ ≤ V M r n for any r > 0.
. We see that the minimality is also scaling invariant and i M are also minimal hypersurfaces of i N . Since
which is scaling invariant, there exists a sequence l i ∈ (r, 2r) such that
is uniformly bounded for every i.
i (T i ),g i , andν i be the unit normal vector to the smooth hypersurface T i in the metric space N ∞ ,ḡ ∞ . Φ * i ( iḡ ) →ḡ ∞ implies lim i→∞νi = lim i→∞νi ν 0 and these two convergences are both uniform. Then obviously
is uniformly bounded. By Theorem 4.1 and 4.2 (see also [28] for compactness of currents in the Euclidean case), there is a subsequence of i j such that
where T is an integer-rectifiable current in N ∞ . Denote T i j by T i for simplicity. Let X (Ω) be the set containing all smooth differential vector fields with compact support in Ω. For any ξ ∈ X B 2r \ B 1 r we have
where dμ i and dμ ∞ are the volume elements of T i and T , respectively, and ν ∞ is the unit normal vector of T . Sinceν i → ν 0 andν i → ν 0 uniformly, then we have
where dμ i and dμ are the volume elements of Φ −1 i (T i ) and T i , respectively. Then we conclude that
5. Non-existence of area-minimizing hypersurfaces. Before we can prove our main results, we still need volume estimates for minimal hypersurfaces. In fact, these results are interesting in their own right. Then by condition (C3) the sectional curvature satisfies Now, we claim that by [7] , for sufficiently small δ (depending only on n, c, V N ) the injectivity radius at q satisfies i(q) ≥ r for every r > 0 and q ∈ ∂B Ωr (p). Arguing by contradiction, let us assume instead the existence of sequences δ j → 0, r j > 0 and a sequence of q j ∈ ∂B (1+ √ cδ −1 j )rj (p) such that the injectivity radius at q j on N satisfies i(q j ) < r j . Letr j = 1 + √ c 2δ j r j , and Z j = 1 r j Br j (q j ) = Br j (q j ), 1 r jḡ , q j . Now Z j has non-negative Ricci curvature, and Vol( B
is the geodesic ball centered at q j with radius s in Z j . The sectional curvature tensor of Z j satisfies
Moreover, the injectivity radius at q j on Z j satisfies i(q j ) < r j
By Gromov's compactness theorem [17] , there is a subsequence j k such that Z j k converges to a unit ball with the standard Euclidean metric in the pointed Gromov-Hausdorff sense. So we assume that Z j k is connected without loss of generality.
Obviously, y k and q j k are not conjugate by |K Z j (x)| ≤ δ 2 j → 0 as j → ∞. By the proof of Klingenberg's lemma on the injectivity radius (see page 158 in [14] for instance), there are two normal minimal geodesics Γ 1 k , Γ 2 k ⊂ Z j k both joining q j k ,y k such thatΓ 1 k (y k ) = −Γ 2 k (y k ), i.e., Γ 1 k ∪ Γ 2 k is a geodesic loop on q j k . By Theorem 4.3 in [7] , there is a uniform positive lower bound independent of k for the length of the loop. Namely, d Z j k (y k ,q j k ) = i(q j k ) has a uniform positive lower bound, which violates i(q j k ) < 1 + √ c 2δ j k −1 → 0 as k → ∞. Hence we complete the proof of the above claim.
Hess ρ 2 q (e i ,e i ).
(5.5)
The injectivity radius i(q) ≥ r implies that ρ q is a smooth function on B r (q) \ {q}. By the Hessian comparison theorem and the sectional curvature K N (x) ≤ δ 2 r 2 for any x ∈ B r (q), for any ξ⊥ ∂ ∂ρ q we have
Since δρ q r cot δρ q r ≤ 1 for ρ q ≤ r with sufficiently small δ, then
For any t ∈ [0, 1) we have cos t ≥ 1 − t, then
for any point q ∈ ∂B Ωr (p) and any s ∈ (0,r), then with (5.10) we obtain D s (q) 1 ≥ ω n−1 n s n e −nδ for every s ∈ (0,r]. (5.12) Hence we conclude that (5.1) holds.
(iii) If M is not a proper immersion into N , there exist an end E ⊂M and a constant r 0 , such that E ⊂ B r 0 (p). The assumption that M has at most Euclidean volume growth implies M has finite volume, which contradicts the results in (i).
Let M be a minimal hypersurface in N with Euclidean volume growth at most. Combining (4.1) (4.3) and the definition of R, the quantity
is uniformly bounded for any r ∈ (0, ∞), then there exists a sequence r i → ∞ such that lim sup
There is a sequence δ i → 0 + such that for any constants K 2 > K 1 > 0 and ∈ (0, 1) and any bounded Lipschitz function f on N \ B 1 we have
Proof. Let {e i } be an orthonormal basis of T M and ν be the unit normal vector of M . Then by (4.2) we have 
For any s ≥ α i r for some C 1 > 0. Letting r = r i δ i and i → ∞ in the above inequality, then the conclusion follows by (5.21) . (5.33) where dμ i and dμ ∞ are the volume elements of i M and CY , and ν i and ν ∞ are the unit normal vectors of i M and CY .
For any sufficiently small fixed constant ∈ (0, 1), i M B i 2 \ B i converges to CY B 2 \ B in the varifold sense. Then
Note that |ρ i (x) − ρ i (y)| ≤ d i (x, y) for any x, y ∈ i N , where d i is the distance function on i N . So ρ i is C 1 -function almost everywhere (outside a set of ndimensional Hausdorff measure zero). This set of measure zero does not affect any of the integrals in this paper, so we can assume that ρ i is C 1 in these integrals. 
and 0 = lim
We claim that for the sufficiently small > 0 there exists i 0 = i 0 ( ) such that i > i 0 implies
If not, one could find a constant 0 > 0 and a sequence N s i → ∞ such that H n (E s i ) ≥ n+1 0 . Then without loss of generality, there is a subsequence s i j → ∞ of s i such that E s i j ⊂ E s i j with H n ( E s i j where ∇ i is the Levi-Civita connection of i M . Now we suppose that there exists some sufficiently large r 0 > 0 such that the non-radial Ricci curvature of N satisfies inf ∂B r Ric ξ T ,ξ T ≥ κ r 2 |ξ T | 2 (5.42) almost everywhere for all r ≥ r 0 and n ≥ 2, where κ is a positive constant, and ξ T stands for the part that is tangential to the geodesic sphere ∂B r (at least away from the cut locus of the center), of a tangent vector ξ of N at the considered point. Then 
