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Needed to Identify Regular Languages* 
DANA ANGLUIN 
Yale University, New Haven, Connecticut 06520 
We consider the number of queries required to identify a regular set given an 
oracle for the set and some auxiliary information about the set. If the auxiliary 
information is n, the number of states of the canonical finite state acceptor for the 
language, then the upper and lower bounds on the number of queries are 
exponential in n. If the auxiliary information consists of a set of strings guaranteed 
to reach every live state of the canonical acceptor for the language, then the upper 
and lower bounds are polynomial in n and the size of the given set of strings. As a 
corollary, the problem considered by Pao and Carr (1978) is shown to be solvable 
in a polynomial number of queries. 
1. INTRODUCTION 
We consider the problem of identifying an unknown regular set L given 
an oracle to answer membership questions about L. It is well known (Moore, 
1956) that this problem is solvable only if we are given additional infor- 
mation about L. For example, it suffices to be given the number of states in 
the canonical acceptor for L, or an upper bound on this number. 
Another possible type of additional information about L is a represen- 
tative sample of L, that is, a finite subset of L that exercises every live tran- 
sition in the canonical acceptor for L. (This will be defined more precisely 
below.) This is the kind of information considered by Pao and Carr in 
(1978). Since a representative sample immediately determines an upper 
bound on the number of states in the canonical acceptor for L, such a 
sample suffices to guarantee the solvability of the problem. In this note we 
show that a representative sample in fact allows a much more efficient 
solution of the identification problem than does a bound on the number of 
states in the canonical acceptor for L. 
The procedure given by Pao and Carr does not appear to exploit 
successfully this source of efficiency; their description of searching the lattice 
of machines is somewhat incomplete, and the computational complexity 
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of the process is not analyzed. Herein we give a different identification 
procedure, which runs in time polynomial in the size of the representative 
sample and the number of states in the canonical acceptor for L. We also 
prove that any procedure that uses only the number of states in the canonical 
acceptor must sometimes make an exponential number of queries, which 
shows that a representative sample contains significantly more information 
for the identification problem. 
2. PRELIMINARIES 
Let U be a fixed finite alphabet containing k symbols for some k ~> 2. Let 
U* denote the set of all strings over U. Let 2 denote the null string, uv the 
concatenation of strings u and v, and l ul the length of string u. The string u 
is a prefix of the string v if and only if there exists a string w such that 
v = uw. If S is a set of strings, we denote the set of all prefixes of elements of 
S by Pr(S). If S and T are sets, then S ® T denotes the symmetric difference 
of S and T, that is, those elements that are in S or T but not both. The 
cardinality of the set S is denoted ISI. 
By a deterministic aceeptor we mean a quadruple A = (Q, q0, F, 6), where 
Q is a nonempty finite set, q0 is an element of Q, F is a subset of Q, and c~ is 
a map from Q x U to Q. Q is the set of states, qo is the initial state, F is the 
set of final states, and ~ is the transition function of A. W~ extend ~ in the 
usual way to a map from Q x U* to Q such that 6(q, 2)= q for all q C Q, 
and 6(q, uv)= 6(6(q, u), v) for all strings u and v in U*. The language 
recognized by A is the set of strings u such that 6(q0, u) is in F and is 
denoted L(A ). 
A regular set is any subset of U* that is recognized by some deterministic 
acceptor. (We assume familiarity with the basic facts about regular sets and 
their representations, see for example (Gill, 1962; Harrison, 1978; 
Hartmanis and Stearns, 1966; Hopcroft and Ullman, 1979).) If L is a 
regular set, then there is a deterministic acceptor, unique up to isomorphism, 
with the smallest possible number of states of any deterministic acceptor for 
L. This acceptor is called the canonical acceptor for L. We denote the 
number of states of the canonical acceptor for L by n(L). 
Let A = (Q, q0, F, 3) be a deterministic acceptor. A state q is called live if 
and only if there exist strings u and v such that uv C L(A) and q = 6(qo, u). 
A state that is not live is called dead. It may be verified that the canonical 
acceptor of a regular set has at most one dead state. 
Any pair (q, b) such that q C Q and b E U is called a transition. A string u 
exercises a transition (q, b) if and only if there exist strings v and w such that 
u = vbw and 6(q0, v) --- q. A transition is called live if and only if there exists 
a string u ~ L(A) that exercises it. 
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The canonical acceptor of 0 '  1 ( 1 O* 1 ) *. 
Suppose L is a regular set and A = (Q, q0, F, 6) is its canonical acceptor. 
A live-complete s t for L is any finite set of strings P such that for every live 
state q of A there exists a string u C P such that 6(qo, u)= q. A represen- 
tative sample of L is any finite subset S of L such that for every live tran- 
sition (q, b) of A, there exists a string u in S that exercises (q, b). Note that a 
representative sample of L must be a subset of L, while a live-complete set 
for L need not be. It is not difficult to verify that if S is a representative 
sample of L, then Pr (S)U {)~} is a live-complete set for L. (Note that 2 must 
be explicitly included to cover the degenerate case when 2 is the only string 
accepted, so there are no live transitions but there is a live state.) 
EXAMPLE 1. Consider the language 0"1(10"1)*,  whose canonical 
acceptor is depicted in Fig. 1. The live states of A are a and b, c is the dead 
state. A live-complete set for L(A) is {2, 1 }. The live transitions of A are 
(a, 0), (a, 1), and (b, 1). A representative sample for L(A) is {01,111}. 
The computations we consider are oracle computations. These may he 
formalized by oracle Turing machines (Hopcroft and Ullman, 1979), but an 
informal description should suffice here. In addition to the usual basic 
computation steps, there is one that specifies a string u ~ U* and receives 
the answer "yes" or "no" (e.g., in a specified boolean variable) according to 
whether u is or is not a member of the oracle set being processed. Such steps 
are called query steps. A solution to the regular set identification problem 
consists of a uniform effective procedure such that given any regular set L as 
the oracle set and an input specifying certain additional properties of L, the 
procedure runs for a finite number of steps, outputs a description of the 
canonical acceptor for L, and then halts. 
The number of steps in a computation is defined in the usual way, where 
each query step counts as one basic step. We are interested in bounding the 
number of oracle queries and the total number of computation steps as a 
function both of the length of the input information and of the number of 
states in the canonical acceptor for the oracle set. 
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3. THE PROCEDURE ID 
In this section we describe a procedure called ID that takes an oracle for a 
regular set L and a live-complete set for L and outputs a description of the 
canonical acceptor for L. Let L be any regular set, let A = (Q, q0, F, 6) be 
the canonical acceptor for L, and let P be any live-complete set for L. 
If P is the null set, then A has no live states and L(A) is the null set, so ID 
may immediately output the canonical acceptor for the null set. Hence we 
may suppose that P is nonempty. If 2 is not an element of P, it is added to P 
so that there will be a canonical name for the initial state. For every live 
state q of A there is a string u in P that takes A from the initial state to q. 
Thus, the strings in P may be taken to represent all the live states of A. In 
addition, there may be a dead state in A, and a new symbol d o is introduced 
to account for this possibility. Denote the augmented set PU  {do} by P' .  
The procedure ID must determine which elements of P '  represent the same 
state, and also what transitions are taken from each state. To account for the 
transitions, we define a function f on P '  X U by f (d  o, b) = d o for all b ~ U, 
and f(u, b)= ub for all (u, b )C  P X U. The value f(u, b) represents the state 
reached on input b from the state represented by u ~ P' .  Let T' denote the 
set of all elements of P '  together with all elements f(u, b) for all (u, b )E  
P X U. Let T denote T ' - -  {do}. (Note that T contains a representative of 
every state of A, since if A contains a dead state, then one of the strings 
f(u, b) for some u C P will reach the dead state of A.) 
The goal of ID is to construct a partition of T' that places all the elements 
representing a single state in a single block of the partition. To do so, ID 
begins with an initial partition of T' (into accepting and nonaccepting 
states), and successively refines it, in a fashion analogous to the finite 
automaton minimization procedure described in (Aho, Hopcroft, and 
Ulhrmn, 1974). In the process, ID builds up a set of strings V--  
{v o, v 1 ..... Vm} such that no two states of A have the same behavior on V. 
That is, for any two states q and q' of A, there exists some i = 0, 1 ..... m such 
that 6(q, vi) ~ F and 6(q', %) ~: F, or vice versa. 
For every i = 0, 1,..., m and u C T, define 
Ei(do) = 0, 
and 
Ei(u)= Ivj: O ~ j  ~ i and uviC L t. 
The ith partition is defined by putting all elements u with a common value of 
Ei(u ) into the same block. Note that if u, v ~ T and 6(q o, u) = 6(qo, v), then 
Ei(u)=Ei(v ) for i=0 ,  1 ..... m. When the final partition has been 
constructed, the value of Em(u ) uniquely determines which state of A the 
643/51/1-6 
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string u C T represents. From the final partition ID constructs an acceptor 
isomorphic to A. 
The initial string v o is just 2. By definition, the set Eo(do) is the null set. 
The other sets Eo(u ) are constructed by querying the oracle for L about the 
string u, for each u E T. 
For each i, once Ei(u ) has been constructed for all u E T', the procedure 
ID searches for a pair of elements u, v E P '  and a symbol b E U such that 
Ei(u ) = Ei(v) but Ei(f(u, b)) 4: Ei(f(v, b)). 
If such a pair is found, then the ( i+  1)th partition is constructed as 
follows. ID chooses some string w E Ei(f(u, b)) ® Ei(f(v, b)), and defines 
vi+ 1 to be bw. Ei+~(do) is set to 0.  For each u C T, ID queries the oracle for 
L about the string uvi+ 1. If  uvi+ 1C L, then Ei+l(U ) is set to Ei(u ) U {vi+ x}; 
otherwise, El+ ~(u) is set to Ei(u ). 
If  no such pair exists, m is defined to be this value of i. Thus, for all 
u, v C P '  and b E U, Em(U ) = Em(V ) implies Em(f(u, b)) = Em(f(v, b)). ID 
then constructs an acceptor A '  as follows. The states o fA '  are all sets Em(U ) 
such that u E T. (Equivalently, these are all the sets Em(u ) such that u E P, 
together with O if Era(l) ) = 0 for some v C T, because for all v ~ T, either 
6(qo, v) is a live state, so Em(V) = Em(V' ) for some v' C P, or 6(qo, v) is the 
dead state, so Em(v ) = 0.) The initial state is Era(2 ). (Recall that 2 was 
added to P if necessary.) The final states are all those sets Em(U ) that contain 
2. If Em(U ) = 0, the transition on input b is to Em(u ) for all b E U. If 
Era(u) -~ 0, then for some u' C P, Em(U ) = Em(U' ). The transition from Em(U ) 
on input b is to Em(u'b ) for all b C U. 
To see that this transition function is well-defined note that if u', v' ~ P 
are such that Em(U' ) = Em(V' ), then Em(U', b) = Em(f(u', b)) = 
Em(f(v', b))= Em(v'b ) for all b E U. Thus, A '  is a well-defined eterministic 
acceptor. Having constructed A' ,  ID outputs a description of it and halts. 
In the next section we prove the correctness of ID and analyze its running 
time, but first we give an example of it. 
EXAMPLE 2. We illustrate the operation of the procedure ID with an 
oracle for the language 0"1(10"1)*  and the representative sample {0111 }. 
(The canonical acceptor for this language is shown in Fig. 1.) The live- 
complete set P we consider is the set of prefixes of {0111 }. 
P '= {do,2,0,01,011,0111},  
T '=  {do ,2 ,0 ,1 ,00 ,01 ,010,011,0110,0111,01110,01111 }. 
E0(u)={2 } for u=l ,01 ,0111,  and E0(u)=O for all other u from T'. 
Thus, Eo(do) = O = E0(2) but Eo(f(d o, 1)) = Eo(do) = O 4: {2} = E0(1 ) = 
Eo(f(2,1)) ,  so we choose v l= l .  Then E l (U)={2 } for u=l ,01 ,0111,  
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E l (U)={1 } for u=2,0 ,00 ,011 ,0110,01111,  and E1(u)=O for u= 
do, 010, 01110. 
For this partition it may be checked that Ej(u)=E~(v) implies 
E l ( f  (u, b)) = E l ( f  (v, b)) for all u, v ~ P '  and b C {0, 1 }. Thus, the output of 
ID is the acceptor A '  with states {0, {Z}, {1}}, initial state El(/],) = {1}, final 
state set {{2}}, transitions on 0 from O to 0 ,  from {2} to null, and from {1} 
to {1}, and transitions on 1 from O to 0,  from {2} to {1}, and from {1} to 
{2}. The acceptor A' is easily seen to be isomorphic to the canonical 
acceptor in Fig. 1. 
4. CORRECTNESS AND BOUNDS FOR ID 
In this section we prove the correctness of the procedure ID and give 
bounds on the number of queries it must make. 
THEOREM 3. Given an oracle for a regular set L and a live-complete set 
P for L, ID outputs a description of the canonical acceptorfor L. 
Proof. If P is the empty set, then ID clearly produces a correct output. 
Otherwise, define a function from the states of the constructed acceptor A'  to 
the states of the canonical acceptor A by mapping Em(U ) to ~(qo, u) for all 
uET.  
We first show that this mapping is well-defined, that is, for all u, v C T, if 
cS(q o, u) :~ 6(q o , v), then Em(U ) :¢: Em(V ). If u, v E T and cS(q o, u) 4= cS(q 0 , v), 
then, because A is canonical, there exists a string w such that uw E L and 
vw ~: L, or vice versa. We proceed by induction on the length of w. Clearly, 
if w = Z, then u C L and v ~ L, or vice versa, so 2 ~ Em(U ) @ Era(v), and 
Em(u ) =/= Em(V ). 
Inductively suppose that for some h >/0, whenever u, v C T are such that 
uwCL and vwCL for some string w of length at most h, then 
Em(U ) 4= Em(v ). Suppose u, v C T are such that for some string w of length 
h + 1, uw C L and vw q~ L. Let b be the initial symbol of w, so that w = bw' 
for some string w' of length h. 
Clearly, ~(qo, u) is a live state of A, so there exists a string u' ~ P such 
that ~(q0, u) = 6(qo, u'). Hence u'bw' ~ L. Either 6(qo, v) is a live state of A 
or it is the dead state of A. We treat these two cases separately. 
(1) ~(q0, v) is a live state of A. Then there exists a string v' E P such 
that ~(qo, v) = ~(q0, v ' )  and, therefore, v'bw' q} L. Since u'bw' @ L and w' is 
of length h, Em(u'b) 4=Em(v'b), by the induction hypothesis. But 
f (u' ,  b) = u'b and f (v ' ,  b) = v'b, so by the choice of m, Em(u' ) :/: Em(v' ). 
However, Em(u )= Em(u' ) and Em(V )= Em(v' ), so we conclude 
Em(u ) 4= Em(v ). 
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(2) fi(q0, v) is the dead state of A. Thus, Em(v ) = 0, and vw' q~ L. Since 
u'bw' EL  and w' is of length h, Em(u'b)=/=Em(V ), by the induction 
hypothesis. Thus, Em(U' ) =/= 0, for otherwise we must have Em(U' ) = Em(do) 
and Em(U'b ) =Em(f(u',  b)) = Em(f(d o, b)) = 0, a contradiction. Hence 
Em(U ) = Em(U t) =/= Q~ = Em(V ). 
Thus, in either case, Em(U ) 4= Em(V), which completes the induction step, 
and shows that the mapping from the states of A' to the states of A is well- 
defined. 
To see that this mapping is an isomorphism, we argue as follows. Since 
for all u, v E T, fi(q0, u )= 6(%, v) implies Em(U ) = Era(v), the mapping is 
injective. If q is a state of A, then ~(q0, u) = q for some u ~ T, so Em(U ) is 
mapped to q, and the mapping is surjective. The initial state Em(2 ) of A'  is 
mapped to the initial state 6(q o, 2)= q0 of A. If Em(U ) is a' final state of A', 
then u C L, so 6(q o, u) is a final state of A. Suppose u C T and b E U. If 
Em(U) = 0, then Em(U ) is mapped to the dead state of A, and these two states 
map to themselves under the input symbol b. If Em(U ) ~ 0, then there exists 
a string u 'E  P such that 6(q o, u)= 6(qo, u'). Thus, Em(u ) =Em(U' ) ,  and 
Em(u ) is mapped to fi(qo, u'). In A', the transition on input symbol b from 
Em(U ) is to state Em(u'b), which is mapped to 6(q o, u'b)= 6(6(qo, u'), b). 
Thus, the mapping preserves the transition function. 
Therefore, A' is isomorphic to A, which concludes the proof of the 
correctness of ID. I 
THEOREM 4. Let L be a regular set and P a live-complete s t for L that 
contains 2. Let n = n(L), the number of states in the canonical acceptor for 
L. Let N be one more than the number of elements of P. (Recall that k is the 
size of the alphabet.) 
Given an oracle for the set L and the input P, ID makes no more than 
knN queries. ID may be implemented to run in time polynomial in k, n, and 
the size of the input P. 
Proof. Clearly, these bounds hold in the degenerate case in which P is 
empty. Otherwise, P contains at most N-  1 elements, and it is not difficult 
to verify that T contains no more than kN elements. The final partition of T' 
contains n elements, so it is achieved after at most n iterations. Each 
iteration requires at most one query for each element of T, so the total 
number of queries is no more than knN. 
Searching for a pair to refine the current partition in the obvious way 
takes time polynomial in the representation f T', so the running time of the 
whole procedure will be polynomial in k, n, and the size of the input P. 
In the case that P does not contain 2, ID adds 2 to P, and then the above 
bounds hold. I 
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We may also demonstrate a lower bound on the number of queries 
required by ID. 
THEOREM 5. Suppose R is any procedure to solve the regular set iden- 
tification problem given an oracle set L and a live-complete set P for L. Then 
for every odd number n > 2 there exists a regular set L with n(L ) = n and a 
live-complete set P for L with n elements uch that R makes no fewer than 
(1/4)(k - 1)(n - 1)(n - 3) - 1 queries given L and P. 
Proof The idea of the proof is to find a large collection of regular sets 
with a common live-complete set Po.and to show by an adversary argument 
that the procedure R must make the indicated number of queries to 
distinguish all these sets from each other. The sets are defined by means of 
their canonical acceptors. 
Let n > 2 be an odd integer, say n = 2m + 1. Let 0, 1 ..... k -  1 denote the 
k symbols of U. Let F denote the set of all functions from {0, 1 ..... m - 1 } to 
itself. For each (k -  1)-tuple of such functions ( f l , f2  ..... fk-~), define an 
associated acceptor A(f~, f2 ..... f~-1) as follows. 
The states are qi for i = 0, 1 ..... m-  1 and r; for j=  0, 1 ..... m. The initial 
state is q0. The final states are all states except r m. For all 0 ~< j ~< m and 
b~ U, let 6(r;,b)=r;+~, where j+  1 is taken modulo m+ 1. Let 
6(qi, O) = qi+ 1 for 0 ~< i ~ m -- 2, and (~(qm- 1,0)  ~--- r 0. For every 0 ~< i
m- -1  and b= 1 ,2 , . . . , k -1 ,  let c~(qi, b )=r j ,  where j=fb( i ) .  (As an 
example, one such acceptor with n = 7 and k = 2 is shown in Fig. 2.) 
The acceptors A(f l , f z , . . . , fk_ l )  are all canonical, have n = 2m + 1 states, 
and recognize distinct languages. Let f (n ,  k) denote the class of languages 
recognized by these acceptors. Let 
P0 ={01: 0~<i~2m}.  
P0 is a live-complete set for every L ~ f (n ,  k). Note that the cardinality of 
Po is n. 
FIG. 2. 
r 3 
0,q 
An acceptor A (f~) with seven states. 
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Suppose that R makes fewer than (k--  1 )m(m-  1 ) -  1 queries on every 
pair L and P0 such that L E f (n ,  k). We give an adversary argument o 
show that this implies that R must fail to identify some L E S (n ,  k) 
correctly. 
Let i ~ j denote the relation of i and j being congruent modulo m + 1. Let 
U' denote U-  {0}. Define sets: 
B= {Oi :O~i~m - I}, 
C= {0ibv: O<~ i<~ m-- 1, bE U', Ivl ~0}, 
D= {omv: lv] 4~ m}, 
E= {0my: Ivl ~m}. 
For every L E S (n ,  k), B, C, D are contained in L, and E is disjoint from 
L. For each i=0,  1 ..... m-  1, bE  U', and j=  1,2 ..... m, let 
F(i, b,j) = {Oibv: Ivl- j}. 
For each L E d (n ,  k), i = 0, 1,..., m-  1, and b C U', there is a unique 
value of j, 1 <~j<,m, such that F(i,b,j ') is contained in L i f j '  = j ,  and is 
disjoint from L if j '~  j. This gives a bijection between the languages from 
S(n ,  k) and m-tuples of integers from { 1, 2 ..... m }. 
Imagine simulating R on input Po with the following strategy for 
answering queries. Let the string queried be u. If u is in B, C, or D, then 
reply "yes." If u is in E, then reply "no." Otherwise, u must be in F(i, b, j) 
for some 0~<i~< m-  1, b E U', and 1 ~<j~< m. If some other element v of 
F(i, b, j) has previously been queried, then answer for u the same way as for 
v. Otherwise, consider the number h of different values o f f  for which some 
element of F(i, b,j') has been previously queried. If h < m - 1, then answer 
"no." If h = m-  l, then answer "yes." (This strategy postpones the iden- 
tification of the j such that L contains an element of F(i, b, j) as long as 
possible.) 
As long as R has made fewer than (k - -1 )m(m-  1 ) -1  queries, there 
exist values i and b, 0 ~< i ~ m-  1, b E U', such that there are fewer than 
m - 1 values of j for which an element of F(i, b, j) has been queried. This 
means that there are at least two distinct values of L E S (n ,  k) that are 
compatible with all the query responses given so far, and by assumption R
must halt and give an output before making (k -  1 )m(m-  I ) -  1 queries. 
Thus, the output of R will be wrong when the oracle set is one of the at least 
two languages from t (n ,  k) that are still compatible with the answers given 
up to the time that R halts. This contradicts the hypothesis of the correctness 
of R, and shows that R must make no fewer than (k -1 )  m(m--1) -1  
queries on some pair L and P0, where L C t (n ,  k). l 
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The procedure ID requires no more than kn(n+ 1) queries on these 
inputs, so it is optimal up to a constant factor. 
5. COROLLARIES AND COMPARISONS 
In this section we consider two other types of auxiliary information: the 
number of states in the canonical acceptor for the language, and a represen- 
tative sample of the language. 
COROLLARY 6. There is a procedure to solve the regular set iden- 
tification problem given an oracle for the regular set L and input n = n(L ) 
that uses no more than kn((k" - 1)/(k - 1) + 1) queries. 
Proof If L is a regular set and n= n(L), then every state in the 
canonical acceptor for L is reachable by a string of length at most n - 1, so 
the set of all strings of length at most n -  1 is guaranteed to be a live- 
complete set for L. Thus, given n we run the procedure ID using P= 
{uEU* :  [u t~<n-1  }. Then I P l=(k" - l ) / (k -1 ) ,  and the result 
follows, m 
We now give a proof of an exponential lower bound for this case. 
LEMMA 7. Suppose R is any procedure to solve the regular set iden- 
tification problem given oracle L and auxiliary information n(L ). Then for 
every n >~ 2, there exists an oracle set L such that n(L )= n and R must 
make at least k "-2 - 1 oracle query steps given L and n(L ). 
Proof Let n/>2. For every string u of length n - 2, let L(u) = {u} and 
let A (u) be the canonical acceptor of L(u). (For example, A(110) is shown in 
Fig. 3, assuming U--- {0, 1}.) Each such A(u) has n states. Suppose that for 
every string u of length n - 2, the procedure R makes fewer than k" 2 _ 1 
query steps given L(u) and n. Imagine simulating R for k " -2 -  2 query 
steps, answering "no" for each query and recording the strings queried. 
There must be at least two strings, say u 1 and u2, of length n - 2 which are 
not queried by R in this process. So R must produce the same output when it 
o,1 
FIG. 3. The machine A(110). 
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is given either L(ul) and n or L(u2) and n and must be wrong on at least one 
of these pairs, a contradiction. Hence, R must make at least k n-2 - 1 queries 
on some pair L(u) and n. II 
Finally, we consider the case in which the auxiliary information is a 
representative sample. 
COROLLARY 8. There exists a procedure to solve the regular set iden- 
tification problem given an oracle for a regular set L and a representative 
sample S for L that uses no more than knN queries, where N is one more 
than the number of preaqxes of elements of S. Moreover, this procedure may 
be implemented to run in time polynomial in k, n = n(L ), and the size of the 
input S. 
Proof If S is a representative sample for a regular set L, then P= 
Pr (S)U {4} is a live-complete set for L, so we run the procedure ID with 
input P to obtain this results. | 
The proof of the lower bound in Theorem 5 may be adapted slightly to 
give a lower bound for the case of a representative sample. The primary 
change is that instead of the live-complete set P0 we consider the represen- 
tative sample S o defined by 
S0:  {ombm+ ~: bE U}U {0ib: O <~ i <~ m - 1, bE  U}. 
The set S O contains (1/2) k(n + 1) elements, each of length at most n, and is 
a representative sample for each of the languages L E Y(n,  k). The argument 
of Theorem 5 shows that any procedure must make no fewer than 
(1 /4 ) (k -1 ) (n -1 ) (n -3 ) -1  queries on some pair L and S o such that 
L ~ S(n ,  k). 
6. CONCLUDING REMARKS 
An exponential number of queries may be required to identify a regular set 
given only the number of states in its canonical acceptor, whereas a 
polynomial number suffices given either a live-complete or a representative 
sample for the language. This confirms the intuition that a representative 
sample makes the regular set identification problem computationally more 
tractable. It also indicates that complexity analyses are a relevant ool in the 
study of identification problems of this type. 
One possible direction for further research is to extend the notion of a 
representative sample or live-complete set in a fruitful and natural way for 
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the inference of other types of objects, for example regular or context free 
grammars, or programs in LISP or other languages. 
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