The multivariate extremal index function is a direction specific extension of the well-known univariate extremal index. Since statistical inference on this function is difficult it is desirable to have a broad characterization of its attributes. We extend the set of common properties of the multivariate extremal index function and derive sharp bounds for the entire function given only marginal dependence. Our results correspond to certain restrictions on the two dependence functions defining the multivariate extremal index, which are opposed to Smith and Weissman's (1996) conjecture on arbitrary dependence functions. We show further how another popular dependence measure, the extremal coefficient, is closely related to the multivariate extremal index. Thus, given the value of the former it turns out that the above bounds may be improved substantially. Conversely, we specify improved bounds for the extremal coefficient itself that capitalize on marginal dependence, thereby approximating two views of dependence that have frequently been treated separately. Our results are completed with example processes.
Introduction
A core question in extreme value theory concentrates on suitable conditions such that the well-known results for the limiting distributions of maxima of i.i.d. random sequences can be applied to stationary random sequences. In addition to the discussion of various mixing conditions a single number known as the extremal index has become the key parameter to capture the effect of temporal dependence on the limiting distribution of maxima. An intuitive interpretation of the extremal index emphasizing its relevancy to practice is based on its reciprocal value which corresponds to the mean cluster size of extremes of the sequence (Leadbetter 1983) . We are concerned with a multivariate generalization of this concept.
Then, the corresponding interpretation for the multivariate extremal index is the reciprocal average cluster size of a univariate sequence that, for each point in time, is given as the maximum of the weighted marginal sequences (Smith and Weissman 1996) . That is, the multivariate extremal index is a function of weights comprising each of the respective univariate extremal indices as a special case. However, the average cluster size for arbitrary weights can, in general, not be determined by knowledge of the univariate extremal indices alone. Given the latter, the behavior of valid multivariate extremal index functions is therefore a matter of interest.
To Samorodnitsky (2004) , Proposition 2.1 of Smith and Weissman (1996) and a tightness argument that
where μ(·) andμ(·) denote the exponent measures as in Resnick (1987) . Then, for v ∈ [0, ∞) \ {0} ⊆ R D + , the function
introduced by Nandagopalan (1994) , is called the multivariate extremal index. For D = 1 the quotient of the exponent measures reduces to the well-known univariate extremal index θ ∈ (0, 1], cf. Leadbetter (1983 
where l andl are the two stable tail dependence functions (Huang 1992) ,
Up to now there are five known properties characterizing θ(v) (Beirlant et al. 2004; Nandagopalan 1994; Perfekt 1997; Smith and Weissman 1996) :
By property (T2) we may confine our analysis to the
and refer to the restriction of l andl to S D as (Pickands) dependence functions, cf. Pickands (1981) and Beirlant et al. (2004) . We will frequently make use of the following properties (Beirlant et al. 2004 ):
where v ∈ [0, ∞) \ {0}, and l min and l max are valid dependence functions. Also, for later reference, let A be a subset of {1, . . . , D} and let e A be a vector in R D with the d-th component equal to one if d ∈ A and zero otherwise. Let 1 = e {1,...,D} .
Properties (T1) to (T5) above are not sufficient to characterize the function θ(v) completely. As a step towards a better understanding of the multivariate extremal index it is one of our main results to refine property (T4). In addition to Smith and Weissman's (1996) conjecture of l(θv) ≤l(v) to be the only restriction on the two dependence functions we show further constraints in Section 3 which, equivalently, correspond to improved bounds for the function θ(v) given marginal dependence in terms of θ d , d = 1, . . . , D. In Section 4 the extremal coefficient,φ =l(1), a well-known summary measure forμ ([0, x] c ), is related to the multivariate extremal index, cf. Smith (1990) and Schlather and Tawn (2003) . We first discuss an obvious connection between the univariate extremal indices and the extremal coefficient and give an improved upper bound for the dependence adjusted extremal coefficient, φ = l(θ1), a counterpart ofφ that applies to stationary sequences, see Martins and Ferreira (2005a) . In the main, however, we will concentrate on the fact that θ(1) = φ/φ. Now, knowledge ofφ or φ, respectively, allows for a significant improvement of the unrestricted bounds for θ(v) as given in Section 3. Throughout the text we will discuss various example processes.
Properties of the multivariate extremal index
where
is a Poisson point process on R + × [0, 1] with intensity du/u 2 × ds, and
are sequences of nonnegative deterministic spectral functions (de Haan and Pickands 1986) 
There exists a piston such that f i+1 ≡ ( f i ).
Let [0, 1] = S 1 ∪ S 2 be the Hopf decomposition for Eq. 2 into the dissipative and the conservative part (Krengel 1985) , where S 1 is isomorphic to S 0 × Z for some measurable set S 0 ⊂ S 1 . Theorem 3.1 in Samorodnitsky (2004) states that the extremal index θ d of the dth component is given by
By means of Proposition 2.1 in Smith and Weissman (1996) we may conclude that the multivariate extremal index equals (s) , and the h m,i with 
where 
In the remainder we shall follow the ideas of Deheuvels (1983) and Smith and Weissman (1996) who consider so-called RS processes which are discrete and stationary versions of Eq. 2 given by
The constants a jkd , j ∈ I, k ∈ Z, and α jkd , j ∈ F, 0 ≤ k ≤ N j are non-negative with j k a jkd + j k α jkd = 1 for d = 1, . . . , D. Note that the S id part of the RS process (Eq. 5) consists of periodic elements and leads to non-ergodic processes (Stoev 2007) , whereas the mixing component R id corresponds to the M 4 class discussed by Smith and Weissman (1996) . For the dependence functions of an RS process we have, cf. Eq. 1,
The following proposition allows to generalize results upon the multivariate extremal index from M 4 processes to stationary max-stable processes. Under the conditions of Theorem 2.3 of Smith and Weissman (1996) the results obtained in Sections 3 and 4 hold true also for general stationary processes in the maximum domain of attraction of a max-stable process.
Proposition 1 The multivariate extremal index of a D-variate stationary maxstable process Y may be approximated uniformly by the multivariate extremal index of an M 4 process.
Proof For a given multivariate extremal index θ there exists a corresponding process Y 0 with standard Fréchet margins of the form (3) with measures G and H. Let ε > 0 and consider discrete versions G 1 and H 1 of G and H, respectively, such that the corresponding process Y 1 has standard Fréchet margins and the extremal index 
Whenever we will define in the remainder of the paper an RS or M 4 process by its coefficients in Eq. 5 we will tacitly assume that all coefficients not explicitly defined be zero.
Bounds for the multivariate extremal index
We now turn to the question of the interdependencies between l andl. From the definition of the multivariate extremal index it merely follows that l(θv) ≤ l(v), cf. Smith and Weissman's (1996) conjecture. We give the following counterexample to demonstrate that l(θv) ≤l(v) is not a sufficient condition for l(θv)/l(v) to serve as a valid multivariate extremal index.
Example 1 Consider an M 4 process with D = 2, I = 2 and θ 1 = θ 2 = 0.5. The condition l(θv)/l(v) ≤ 1 allows forφ =l(1) = j k max d a jkd = 1, say, which is equivalent to a jk1 = a jk2 for all j, k, see also Corollary 2 below. Then, it necessarily follows that l(θv) given by Smith and Weissman (1996) .
portant properties of which we shall repeatedly make use in the rest of the paper. 
(1) The functionsl θ andl 1−θ are valid dependence functions with sharp upper and lower bounds given byl θ,
where equality applies for the last inequality iff for all j
follows that the functionl θ is a dependence function. Analogously forl 1−θ . Now, the assertion follows from condition (L1).
(2) Ineq. 6 follows directly from (1) and the respective definitions. Concerning the left hand side of Eq. 7, we get by (1) and Lemma 1 that for all
Finally, the right hand side of Eq. 7 follows from the fact that 
Further, for all j and k, let theâ jkd be such thatâ jkd = 0 for at most one value of d,
Now, the incompatibility of θ 1 = θ 2 = 0.5 and θ(1) = 1, i.e. l(θ 1) =l(1), in Example 1 is highlighted additionally by Ineq. 7. There, we find that
In addition to Theorem 3 (1) and (2) see also Smith and Weissman (1996) who discuss a special case for whichl(v) − l(θv) is convex. There, using the notation of Theorem 3, for D = 2 a process with k( j, 1) = k( j, 2), j ∈ I is considered. Then, by Theorem 3 (2) we have thatl (v) 
is a valid dependence function by Theorem 3 (1) and hence also a convex function. The fact that, in general,l(v) − l(θv) may be neither a dependence function nor a convex function at all does not, however, allow for the conclusion of arbitrariness of l andl as will become clear in the rest of the paper. 
Theorem 4 below gives sharp upper and lower bounds for
Then,
. . , D. Now, using the same notation as in Theorem 3,
where the lower bound is sharp by property (L1) and Theorem 3 (3), the second inequality holds with Theorem 3 (2) and the right hand side follows from the discussion of the mapping x → and
Corollary 1 For any stationary max-stable process with univariate extremal indices
θ d ∈ (0, 1], d = 1, . . . , D, it holds that for all v ∈ S D l(θv) d θ d v d + max d (1 − θ d )v d d θ d v d ≤l(v) ≤ 1,max d θ d v d ≤ l(θv) ≤ min l (v) d θ d v d d θ d v d + max d (1 − θ d )v d , d θ d v d .
Exploring the extremal coefficients
The extremal coefficientφ has been proposed as a summary measure for the in general complex dependence structure ofG(x) given byμ([0, x] c ), see Smith (1990) . In effect, it is nothing but a single point of the respective dependence function, namelyφ
Nevertheless, due to properties (L1) and (L2) the extremal coefficient substantially restricts the possible shape of the entire dependence functionl. Also, the extremal coefficientφ has been interpreted as the number of independent variables in a multivariate setting. For a discussion of its further properties see e.g. Schlather and Tawn (2003) . So far, however, the bounds for θ(v) derived in Section 3 do not incorporate any information in terms of the extremal coefficient. Being a quotient measure of two dependence functions it is therefore natural with respect to θ(v) to consider the effect of a fixed extremal coefficient on the above bounds. Depending on the value of the extremal coefficient it turns out that the bounds may be improved significantly;
compare Fig. 3 with Fig. 2 . Following Martins and Ferreira (2005a) we may also look at
as a temporal dependence adjusted extremal coefficient. Here, a single point of the dependence function of G(x) is held fixed thereby partially characterizing the entire function l in the above sense. We therefore also discuss the corresponding improvement of the bounds for θ(v) given φ, cf. Fig. 4 . Note that the structure of the improvement of the bounds is completely distinct for fixed φ andφ, respectively, being reflected by the differing complexity of the particular theorems below. Before we turn to the interrelationship between θ(v) and the two extremal coefficients we discuss how the latter themselves are influenced by marginal dependence. 
Proof The left inequality follows immediately from Theorem 3 (2). The right inequality is well-known, and sharp by Theorem 3 (3). An M 4 process with I = {1} that reaches the lower bound is given by As a consequence of Theorem 5 the caseφ = 1 is restricted to identical marginal dependence of all D series such that θ 1 = . . . = θ D , cf. Example 1. It also follows from Theorem 5 that Proposition 2.1 (2) in Martins and Ferreira (2005b) whereG is assumed to have totally dependent margins (i.e.φ = 1) loses generality and must be restricted to the special situation where θ 1 = . . . = θ D . The case is addressed by the following corollary with A defined as above. Let nowφ be given. Theorem 6 below shows that the full set of possible dependence functions l compatible with θ 1 , . . . , θ D is not necessarily admissible for all possible values of the extremal coefficientφ and vice versa. Equivalently, Theorem 6 extends the set of properties of φ = l(θ 1) given in Martins and Ferreira (2005a) by an improved upper bound related toφ. 
Proof Let φ = φ A andφ =φ A and let us restrict to an |A|-variate M 4 process where |A| > 1 by assumption. It is a well-known property of any dependence function that (1) and (2), and hence a closer bound for φ is given ifφ
1. We first give example processes reaching the bounds for the caseφ <
Here, a 21d > 0, and K is chosen such that a 21d ≥ a 2kd for all k and d. Further, let B be the M 4 process where
φ is attained for both processes. Also, A reaches the lower bound and B reaches the upper bound for φ. 2. We now consider the caseφ
φ is attained for both processes where A reaches the lower bound and B reaches the upper bound for φ.
With respect to the behavior of the multivariate extremal index we have the following corollary.
Corollary 3 For any stationary max-stable process with univariate extremal indices
θ d ∈ (0, 1], d = 1, .
. . , D, and extremal coefficientφ the multivariate extremal index is bounded at 1 by
In the following three theorems we generalize the above corollary for D = 2, i.e. new bounds for the entire multivariate extremal index function are given for fixedφ and φ, respectively. Due to the complex interdependencies of higher order dependence functions (Schlather and Tawn 2002) corresponding bounds for D ≥ 3 are not known yet. From the following theorems note that, in particular, forφ Example 2 Let X = X (θ 1 , θ 2 , φ X ) be the class of RS processes X with coefficients x jkd , j ∈ I, k ∈ Z, d = 1, 2, and
, where x jkd ≥ 0. Here, φ X * = φ X . Now, using the results of Theorem 3,
, and in conjunction with convexity and piecewise linearity we have
Now, by Theorem 3 (2)
for all X ∈ X using the same argumentation as in the proof of Theorem 4 for the second inequality. 
2. Using the same notation as in Theorems 3 and 4 we have that B(θ 1 , θ 2 ,φ) ⊂ A(θ 1 , θ 2 ), and hence
Further, froml(1 | B) =φ it follows by convexity and piecewise linearity
, and hence, a second upper bound is given by
Now, we show that
is a sharp upper bound for valid dependence functionsl 1 andl 2 consistent with l(θv) = l max (θv). Here, the second equation follows after some lengthy but elementary calculations. Note that θ sup is reached piecewise by the RS example processes B m ∈ B, m = 1, 2, where and β m,(1,2,3−m) ≥ 0, m = 1, 2, by assumption onφ. Finally, forφ < D by lack of convexity of min{l 1 ,l 2 } we have that θ sup / ∈ whereas forφ = D it holds thatl 1 =l 2 , and θ sup ∈ .
Except for specific parameter values the lower bound for θ(v) given θ 1 , θ 2 andφ to be discussed next and represented in Fig. 3 appears to be of a more complex form than the upper bound in the last theorem. For a motivation of the structure of the processes involved we first give the following example process. Namely, for the complex case whenφ
, see the theorem below, it will turn out to be a simple member of two classes of processes reaching the lower bound pointwise for certain values of v ∈ S 2 . Further, for the remaining values of v ∈ S 2 the process reaches the lower bound piecewise. In the following example and in Theorem 8 we will make use of a certain partition of v ∈ S 2 . To this end let for θ 1 ≥ θ 2
for some q d ∈ [0, 1) specified below and K the smallest positive integer such that c 11d ≥ c 1kd for k > 2, d = 1, 2. Further, 1) } the meaning of which will become clear in the proof of the next theorem it obviously holds that 
where v 2 = 1 − v 1 . In particular, θ inf / ∈ . The assertion for θ 1 < θ 2 is given by symmetry.
Proof Again, by Proposition 1 it suffices to restrict to the respective bounds of M 4 processes.
by convexity and piecewise linearity wherel max (v |φ) is the overall maximum ofl(v) givenφ.
For
by convexity and piecewise linearity.
2. We consider separately the four subsets V 1 , V 2,1 , V 2,2 and V 3 for v 1 with v ∈ S 2 .
(1) For v 1 ∈ V 1 consider the process
We will show that a process C with
For the calculation ofl it will be advantageous to replace the double index ( j, k) ∈ I × Z by a single one, m ∈ Z. More precisely, let f :
Since the set of M 4 processes B for which k * jd is unique is a dense subset of B we may assume uniqueness of k *
Let
such that
where the latter follows from the fact that
by Eqs. 10 and 8, and m∈Z
Note that fromφ < 1 + θ 1 , Eq. 8 and Ineq. 9 it follows that Z B 2 = ∅. Now, with
we get
We consider the (disjoint) decomposition
else. Now,
Let C ⊂ B be the class of M 4 processes C with coefficients c jkd where
Here, Eq. 18 replaces the corresponding Ineq. 9 above. In particular, C is not empty by Example 3. Since m∈Z 
By the left hand side of Eq. 19 we now get with Eq. 21 that
where Eq. 22 follows from Eq. 20. Further, by Eqs. 19 and 17,
where Eq. 24 follows with Eqs. 22 and 18. To conclude the proof we will make use of the following four results. 
where Ineq. 29 holds with Ineq. 15 and Eq. 25, Eq. 30 holds with Eqs. 26, 27 and the definition of s m1 , and Ineq. 31 finally follows from Ineq. 28. (3) Let v ∈ S 2 with v 1 ∈ V 2,2 be fixed. The proof is similar to that of part (2) and uses the same notation where possible. Let now C be the class of M 4 processes C with coefficients c jkd where
and Eqs. 17 and 18 hold. From Eq. 32 we get for m ∈ Z C 2 that 
