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ABSTRACT
Making sense of, analyzing, and extracting useful information from large and com-
plex data is a grand challenge. A user tasked with meeting this challenge is often
befuddled with questions on where and how to begin to understand the relevant char-
acteristics of such data. Recent advances in relational analytics, in particular network
analytics, offer key tools for insight into connectivity structure and relationships at
both local (“guilt by association”) and global (clustering and pattern matching) levels.
These tools form the basis of recommender systems, ranking, and learning algorithms
of great importance to research and industry alike.
However, complex data rarely originate in a format suitable for network analytics,
and the transformation of large and typically high-dimensional non-network data to a
network is rife with parameterization challenges, as an under- or over-connected net-
work will lead to poor subsequent analysis. Additionally, both network formation and
subsequent network analytics become very computationally expensive as network size
increases, especially if multiple networks with different connectivity levels are formed
in the previous step; scalable approximate solutions are thus a necessity.
I present an interactive system called PLASMA-HD to address these challenges.
PLASMA-HD builds on recent progress in the fields of locality sensitive hashing,
ii
knowledge caching, and graph visualization to provide users with the capability to
probe and interrogate the intrinsic structure of data. For an arbitrary dataset (vec-
tor, structural, or mixed), and given a similarity or distance measure-of-interest,
PLASMA-HD enables an end user to interactively explore the intrinsic connectivity
or clusterability of a dataset under different threshold criteria. PLASMA-HD employs
and enhances the recently proposed Bayesian Locality Sensitive Hashing (BayesLSH),
to efficiently estimate connectivity structure among entities. Unlike previous efforts
which operate at a single similarity or distance threshold, PLASMA-HD efficiently
enables exploration of network analytics measures across the entire spectrum of sim-
ilarity thresholds, restoring connectivity context. To inform the user of the nature
of the network at each threshold, we introduce efficient network analytics measure
estimators ranging from simple local measures like edge & triangle counts using LSH,
to complex global measures like betweenness and compressibility using sampling &
regression, and “LAM”, the first scalable pattern mining algorithm for massive data.
To enable rapid and interactive discovery PLASMA-HD provides three key capa-
bilities to maximize user and system responsiveness: 1) Interpretable feedback, by
providing visual cues by which the user can make good choices as to the next explo-
ration step, 2) Incremental response, where the system responds quickly with partial
results enabled by a flexibly compact yet representative internal data structure, and
3) and knowledge caching, where the system leverages information from previous
queries’ results to speed up processing.
iii
By converting a high dimensional dataset into a graphical (dimensionless) rep-
resentation, PLASMA-HD then takes advantage of recent advances in graph and
sub-graph visualization to provide end users with relevant visual cues to understand
the intrinsic structure of the data they are examining.
iv
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CHAPTER 1
INTRODUCTION
Our capability for collecting and storing data has far out-stripped our ability to
efficiently explore and subsequently analyze such data-stores. While database tech-
nology has provided us with the basic tools for accessing and manipulating such large
and complex data-stores, the issue of how to help human end-users in making sense
of big data in order to glean actionable insights has become a pressing issue. An
end-user is often overwhelmed with the data size and complexity and often does not
have a clear path forward to understanding and probing the relevant characteristics of
the data (e.g. attribute and entity interactions, intrinsic structure, data connectivity
and clusterability) in order to make progress. The ability to efficiently explore, and
browse data is thus absolutely essential for downstream analytics (e.g. finding dense
subgraphs [87, 117], graphlet / motif counting [76, 58], betweenness [103], and com-
pression / summarization [20, 92, 108]) to mine actionable knowledge. An important
consideration here in the context of big data is cognitive overload [88, 61] motivating
the use of simple, visual cues to enhance one’s ability to fuse and query data.
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Figure 1.1: Simplified dissertation structure diagram showing content organization by
Chapter. Chapter 2 covers PLASMA-HD, our interactive visual-analytic system for
data exploration. Chapter 3 covers computing and estimating general graph analytic
measures, and Chapter 4 covers LAM, our algorithm for measuring graph compress-
ibility. Chapter 5 covers our parallel coordinates work for medium-dimensional data
visualization and interaction.
2
1.1 Thesis
The scale and complexity of big data and the interactions therein is far out-
stripping the processing power of standalone machines which have traditionally been
relied upon for interactive data mining on smaller datasets. Interactive visual data
exploration is critical to scientific discovery, and yet the status quo for Big Data is
slow batch-mode processing, poor support for high dimensionality, and exhaustive
iteration over the range of the parameter space of knowledge discovery algorithms.
Future effective knowledge discovery will therefore require comprehensive answers
to two questions. First, to achieve the tight performance constraints required for
effective real-time interaction, how can we best design data structures and algorithms
for scalability, flexibility, and robustness to support efficient querying of typical large,
high-dimensional, and sparse real-world data? And second, how can we best reduce
the effort of the user in interactively exploring the parameter space by a) an effective
and efficient visual feedback loop, b) when exploring one point in the parameter
space, computing efficient approximations of data characteristics across the entire
parameter space, and c) revealing graph structure changes across the parameter space
using graph-theoretic measures including graph compressibility and other measures
of clusterability?
Thesis Statement: We posit that an interactive visual data exploration framework
for probing the latent structure and makeup of high-dimensional data, comprised
of novel extensions to locality sensitive hashing and leveraging advances in graph
structure visualization, can provide a comprehensive answer to these two questions,
and serve as the foundation for maintaining and advancing the rate of knowledge
discovery as the pace of data growth continues.
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1.2 Probing the LAtent Structure and MAkeup of High-
dimensional Data
Complex data often originate in a format unsuitable for network analytics. Ex-
amples consist of raw tabular data in relational databases and spreadsheets, vector
data from scientific studies and simulations and other sources, document corpora, and
most other “unstructured” data repositories. However, relational analysis algorithms,
in particular network algorithms, are some of the best tools for understanding com-
plex data, giving for instance the ability to reason about local neighborhood (guilt
by association), neighborhood-extended transitivity (neighbor of my neighbor), and
global roles (hub, bridge, peripheral, and other types of nodes). To bridge this gap,
the non-network data must be transformed into a network, a process in which there
are two main challenges. The first challenge is that with complex data, the criteria for
a connectivity relationship are not necessarily clear and trade-offs may be involved;
for instance, too loose of connectivity criteria will create a needlessly dense network
- “swamping” subsequent analysis with noisy edges - while too strict of criteria will
result in an overly sparse, weakly connected graph likewise unsuitable for analysis.
The second challenge is that the network formation and precise subsequent analysis
become very expensive due to the pairs, triads, patterns, paths, and other combina-
toric graph constructs considered in analysis. As a consequence, scalable approximate
solutions become a necessity.
In this thesis proposal I present a system for Probing the LAtent Structure and
MAkeup of High-dimensional Data (PLASMA-HD). For an arbitrary dataset, and
given a similarity or distance measure-of-interest, PLASMA-HD enables an end-user
to interactively explore the intrinsic connectivity or clusterability of a dataset across
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a spectrum of threshold criteria. PLASMA-HD employs and enhances, a recently
proposed idea called Bayesian Locality Sensitive Hashing (BayesLSH), for efficiently
estimating connectivity structure among database entities, at a given similarity or
distance threshold. The crucial enhancements we propose in this work are twofold:
first, saving the user time and effort by providing insight into unexplored areas of the
data space by capturing and visualizing LSH similarity estimate information discarded
by previous approaches, and second, leveraging knowledge caching wherein BayesLSH
estimates at a given threshold level can be re-used to speed up connectivity structure
computation at other threshold levels.
As exhibited by the success of spectral clustering [72], real-world data tends to ex-
hibit a faithful lower-dimensional (“manifold”) embedding. Through the exploration
of similarity ranges, PLASMA-HD can help guide the user toward such embeddings,
which reveal a simpler explanation for the connectivity structure of data.
By leveraging the above transformations and converting a high dimensional dataset
into a graphical (dimensionless) representation, PLASMA-HD then takes advantage
of recent advances in graph and sub-graph visualization to provide end-users with rel-
evant visual cues to understand the intrinsic structure of the data they are examining.
Since visual cues are useless if not generated rapidly enough for interactive sessions,
we introduce efficient network analysis measure estimators ranging from simple local
measures like fast edge & triangle counts using LSH, to complex global measures like
betweenness and compressibility using sampling & regression, and “LAM”, the first
scalable pattern mining algorithm for massive data.
Our experimental results on the incremental approximation, knowledge caching,
and interaction performance of PLASMA-HD demonstrate the effectiveness of our
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techniques in enabling interactive knowledge discovery from large real datasets drawn
from the areas of information networks, social networks, and document corpora.
1.3 Graph Growth: Predicting Measures of Densifying Graphs
PLASMA-HD has a goal of finding, for fixed data, good areas of the similarity
parameter space for exploration. Many real-world datasets of interest are not fixed,
however; they are dynamic, changing over time. In particular networks generally
start out quite sparse, and it has been shown that as they evolve over time, they
tend to become denser [7, 68], with a higher edge density and a shrinking effective
diameter. In this section we study the behavior of “densifying graphs” which are
a series of networks. Each network is generated from the same non-network source
dataset, and networks in the series are made progressively denser (with more edges)
over time. Modeling, including for predicting, the evolution of these networks is of
intense interest to researchers and industry practitioners who have much to gain from
better understanding how networks evolve.
One way to study evolving networks is to use a network generation algorithm like
Erdos-Renyi (ER) or Preferential Attachment (PA). While these offer a clear way to
control some characteristics (e.g. edge count) of each network in the output series,
like all models their output has been shown to lack other characteristics of real-world
data. A better way to study evolving networks is to obtain real-world networks with
timestamped edges, and to model based on graph snapshots. Unfortunately complete
temporal information is rarely present in openly available real-world networks. In
addition, as discussed earlier as a premise of PLASMA-HD, much data of interest is
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not in network form to begin with, and consists simply of objects (such as vectors)
to which a pairwise similarity function can be applied.
In Chapter 3, we compromise between these extremes by starting with real non-
graph datasets, and generating a series of networks of increasing density from them
by connecting items with a decreasing similarity threshold. We are interested in the
nature of this generated series of densifying graphs, so we study the change in a
number of graph measures across them. Since graph measures become expensive for
dense graphs due to the combinatorics involved, we use one of three sampling methods
to sample a small subgraph. Graph measures are computed for the subgraph across all
densities, and for the original graph at sparser densities; both are cheap to compute
due to low edge count. Finally, we develop two predictive models to estimate the
value of graph measures on the denser part of the original graph, which is expensive
to compute. Our experiments show that we can often estimate measures of interest
to within a few percent of their true value, at a much lower computational cost.
1.4 Localized Approximate Miner (LAM): Scalable Graph
Compressibility Estimation
A very important graph measure of intrinsic graph structure is compressibility,
which is frequently used for summarizing graphs and other types of data, according
to the Minimum Description Length (MDL) principle. An advantage of compression
as a summarization technique is non-parametric, but a disadvantage is that it scales
poorly. The poor scaling of most existing algorithms is due to their iterative greedy
nature in which the next step depends on the previous, making concurrency impos-
sible and leading to serial algorithms which are poorly suited to the large graph and
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other datasets of interest today. We note the close relationship between graph sum-
marization and frequent itemset mining. Representing a graph as a “transactional”
data matrix, dense areas of a graph in the former correspond to frequent patterns
in the latter. In both cases, a more “clustered” dataset will be highly compressible,
while an unclustered or poorly clustered dataset will not be very compressible.
In Chapter 4 we introduce the Localized Approximate Miner (LAM) algorithm [20],
which is the first pattern mining algorithm to run in sub-exponential time. Besides
improving the asymptotics, LAM also enables concurrency by partitioning data into
independent blocks using a cheap and effective approach based on min-wise hash-
ing and sorting; similar methods have been shown effective for data placement [102].
Since block can is independently mined for approximate patterns, blocks can be dis-
tributed across cores in a single machine, or across machines in a cluster. Our ex-
periments show a computational performance increase of over an order of magnitude
increase in the former case, and near-linear scalability with up to two orders of mag-
nitude increase in the latter case. Using as a fast graph compressibility estimator for
PLASMA-HD, we show that across varying similarity thresholds LAM can rapidly
identify regions of further interest to a domain expert, which are good candidates for
further exploration.
1.5 Enhanced Parallel Coordinates Visualization for Knowl-
edge Discovery
There is a need for interactive visualizations which can handle moderate dimen-
sionality (e.g. 5 - 20 dimensions), and to reflect informative hidden patterns mined
from data. Many clustering techniques have been proposed to reveal the structure
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of these data and support exploratory data analysis. In addition, many visualiza-
tion techniques have been developed to facilitate exploratory analysis and analytical
reasoning through the use of interactive visual interfaces.
Despite these efforts, insufficient research has been done to integrate these two
endeavors in a seamless fashion. Given discovered cluster structures from moderate-
dimensional data, how can we visualize them and provide users better insight into the
data? How can visualization techniques help reveal and expose underlying structures
of the data? These research questions are critical for us to meet the challenges of
knowledge discovery from Big Data. We address these two questions by developing
a novel visualization model for visualizing discovered clusters in large and multivari-
ate datasets, from the perspective of optimization and graph theory. Our goal in
Chapter 5 is to depict the general shapes and trends of discovered clusters as well as
preserve the details of individual data items.
We are interested in how to effectively visualize clusters of multidimensional data
to facilitate knowledge discovery. In Chapter 5 we develop several optimizations for
parallel coordinates visualization by reordering dimensions. Specifically we link the
optimal dimensional ordering problem which minimizing crossing lines, to the (NP-
hard) metric-space Hamiltonian path problem, and develop a linear 2-approximation
based on the well-known minimum spamming tree approach for approximating the
minimum metric traveling salesman problem. Additionally, we enhance the appear-
ance of groups of data items according to energy equations inspired by physics.
Specifically, by defining elastic, attractive, and repulsive energy equations to control
line elasticity, intra-cluster attraction, and inter-cluster repulsion, we experimentally
9
demonstrate the ability of our approach to de-clutter parallel coordinates visualiza-
tions.
Even with the dimension ordering enhancements we propose in Chapter 5, in-
teractive parallel coordinates visualization has four major limitations. First, it does
not handle high-dimensional data, since a parallel coordinates visualization allocates
space for each dimension. Second, parallel coordinates is not meaningful for sparse
data, since item differences are not discernible in the many dimensions for which their
values are zero. Third, parallel coordinates do not scale to very large data due to
“clutter”: each item is visualized by a segmented line, and space in which to draw
the lines is finite. And fourth, parallel coordinates is less useful when dimensions are
not interpretable and when dimensions are of unequal importance. Handling these
limitations are among the goals of PLASMA-HD (see Chapter 2, which maintains the
interactive and visual benefits of parallel coordinates, but also handles high dimen-
sion, sparse data, large data, and is not sensitive to dimension interpretability.
Dissertation Structure:
The rest of this dissertation is organized as shown in Figure 1.1. In Chapter 2 we
describe PLASMA-HD, our interactive visual system for enabling a domain expert
to probe high-dimensional data, explore the results using visual cues, and repeating
the interactive exploration process until the structure, data connectivity, and cluster-
ability of the data for sensemaking. In Chapter 3 we study the nature of densifying
graphs, like those generated by PLASMA-HD, and develop and experiment with three
sampling methods and two predictive models which can estimate expensive measures
of large and dense graphs, using correspondences learned between small and sparse
graph representations of the original, larger data. In Chapter 4 we connect graph
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mining to itemset mining, and show how our Localized Approximate Miner (LAM)
algorithm, which is the first pattern mining algorithm to run in sub-exponential time,
can be leveraged as a scalable graph compressibility estimator to aid PLASMA-HD.
In Chapter 5 we develop techniques to depict the general shapes and trends of dis-
covered clusters in moderate-dimensional, moderate-scale data, while preserving the
details of individual data items, and expand on the approach’s limitations, which
are ultimately solved by PLASMA-HD. In Chapter 6 we conclude by reviewing our
contributions and discussing promising areas of future work.
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CHAPTER 2
PLASMA-HD
2.1 Introduction
Our capability for collecting and storing data has far out-stripped our ability to
efficiently explore and subsequently analyze such data-stores. While database tech-
nology has provided us with the basic tools for accessing and manipulating such large
and complex data-stores, the issue of how to help human end-users in making sense
of such data in order to glean actionable insights has become a pressing issue. An
end-user is often overwhelmed with the data size and complexity and often does not
have a clear path forward to understanding and probing the relevant characteristics
of the data (e.g. attribute and entity interactions, intrinsic structure, data connec-
tivity and clusterability) in order to make progress. The ability to efficiently explore,
and browse data is thus absolutely essential for downstream analytics (e.g. param-
eter tuning) to mine actionable knowledge. An important consideration here in the
context of big data is cognitive overload motivating the use of simple, visual cues to
enhance one’s ability to fuse and query data.
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Figure 2.1: PLASMA-HD Workflow
In this effort we present a system for Probing the LAtent Structure and MAkeup
of High-dimensional Data (PLASMA-HD). For an arbitrary dataset, and given a sim-
ilarity or distance measure-of-interest, PLASMA-HD enables an end-user to interac-
tively explore the intrinsic connectivity or clusterability of a dataset under different
threshold criteria. PLASMA-HD employs and enhances, a recently proposed idea
called Bayesian Locality Sensitive Hashing (BayesLSH)[84], for efficiently estimat-
ing connectivity structure among database entities, at a given similarity or distance
threshold. The crucial enhancement we propose in this paper, involves leveraging a
form of knowledge caching[40, 77] wherein BayesLSH estimates at a given threshold
level can be re-used to estimate connectivity structure at other threshold levels. By
leveraging the above transformation and converting a high dimensional dataset into
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d1 d2 d3
p1 .07 .26 .96
p2 .51 .56 .64
p3 .20 .94 .30
p4 .34 .15 .93
...
p50 .12 .98 .13
(a) Input D: 50 records (b) t1 = 0.8 (c) t1 = 0.5 (d) t1 = 0.2
(e) t1 = 0.8, t2 =
0.995 (f) t1 = 0.5, t2 = 0.9
(g) t1 = 0.2, t2 =
0.001
(h) t1 = 0.8, t2 =
0.995 (i) t1 = 0.5, t2 = 0.9
(j) t1 = 0.2, t2 =
0.001
Figure 2.2: PLASMA-HD overview on toy dataset. The column containing figure (b)
shows too sparsely connected data, (c) well-connected data, and (d) overly-connected
data. Only in the well-connected figure (c) is t1 = 0.5 is community structure clear.
Figures (e) and (h) correspond to (b), (f) and (i) correspond to (c), and (g) and (j)
correspond to (d).
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a graphical (dimensionless) representation, PLASMA-HD then takes advantage of re-
cent advances in graph and sub-graph visualization to provide end-users with relevant
visual cues to understand the intrinsic structure of the data they are examining.
For real-world (i.e. not synthetics) high-dimensional data, we can expect some
simpler structural explanations to exist, for the same reasons that spectral cluster-
ing [72] and manifold embedding have had such success in data analysis. Namely,
real-world data tends to be generated by a lower dimensional process, so that it is
possible to project (embed) data from a higher dimensonal space to a learned lower-
dimensional space (manifold), while preserving key data characteristics such as cluster
structure and pairwise distances. As a visual interactive framework for data explo-
ration, PLASMA-HD can help guide the user in the direction of such embeddings,
toward parameterizations which reveal a simpler explanation as to data connectivity
structure.
To convey a dataset’s essential structural information estimated in a typical PLASMA-
HD session we introduce the Cumulative APSS Graph which shows the number
of similar pairs 1 as the similarity threshold is varied. The main utility of this visu-
alization is that when the user studies the data at one similarity threshold, we can
compute and display bounded estimates of the number of pairs at other thresholds not
directly being studied. In this way the user is guided towards discovery of the most
interesting data characteristics. An example scenario is presented in Section 2.2.2.
A typical PLASMA-HD workflow is depicted in Figure 2.1. Given a similarity-
measure of interest, a typical user will probe the data D (alternatively, a sample of
the data) with threshold t1 to generate a Cumulative APSS Graph by leveraging
1We also implemented a variant for triangles.
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BayesLSH[84]. This graph estimate can then be further probed by the user, without
accessing D (ensuring interactive response times), through a combination of knowl-
edge cached estimates and dimensionless visual cues (see Section 2.2.3) to determine
the next threshold with which to probe the data. Unlike what is done typically the
selection of the next threshold is not pre-canned but based on re-using estimates gen-
erated by the BayesLSH procedure. Once the new threshold is determined one can
iterate through the process again (now using this new threshold to probe D).
2.2 PLASMA-HD
In this section we discuss the intellectual engine of PLASMA-HD, i.e. mechanisms
for exploring the underlying coherency and structure of high dimensional data built
on top of a recently proposed idea for locality sensitive hashing and all-pairs similarity
search. Specifically, we discuss how previously accumulated knowledge (obtained via
intrinsic exploration or prior analysis) can be effectively exploited for future queries
by providing appropriate systems support and algorithmic hooks to manage such
knowledge. Our ideas for knowledge caching leverage prior work in incremental data
mining [77, 79]. Finally, we discuss how the resulting knowledge can be interactively
explored through visual cues drawn from recent advances in graph visualization [118,
101].
2.2.1 Enhancing BayesLSH
The all pairs similarity search problem – where one seeks to find all pairs of vectors
whose similarity score (alternatively distance) exceeds a certain user-defined threshold
– is a good starting point since it offers important insight on relevant characteristics-
of-interest of our problem at hand. For example, Figure 2.2 shows a toy dataset and
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networks where all pairs of data points whose similarity is ≥ t1 are connected with an
edge. t1 = 0.5 as shown in 2.2c is one threshold for which good community structure
is revealed for this dataset.
As noted by several researchers [10, 74] the all-pairs problem finds use not just
in our specific use case, but also in a host of applications from query refinement for
web search to collaborative filtering for advertisements and from duplicate detection
of documents to coalition fraud detection. Fundamental challenges in the context of
this problem are: i) the choice of distance measure (not addressed in this paper); ii)
the scale and dimensionality of the data – computing all pairs similarity naively is
prohibitively expensive even for a single threshold value; and iii) a lack of guidance
for selecting the threshold.
We address the latter two concerns by expanding upon a recently proposed idea
for similarity search called BayesLSH[84]. BayesLSH adopts a principled Bayesian ap-
proach on top of Locality Sensitive Hashing (LSH) [3], to reason about and estimate
the probability that a particular pair of objects will meet the user-specified threshold.
Unpromising pairs are quickly pruned away based on these estimates realizing sig-
nificant performance gains for a single threshold. Unlike most space-partitioning or
space-filling curve approaches [69], sparse records are handled elegantly. For a candi-
date pair, a number of hashes n are incrementally computed. Let m be the number of
hashes which match between the pair. A candidate pair is pruned when the probabil-
ity that the similarity is greater than the threshold given computed hashes M(m,n)
becomes less than :
Pr(S ≥ t|M(m,n)) <  (2.1)
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Besides pruning due to Equation 2.1, the other possibility is that the probability
that the similarity is greater than the threshold becomes sufficiently large. A candi-
date pair is retained when the probability that the similarity estimate is accurate to
within δ of the true similarity becomes greater than 1− γ:
Pr(|sˆ(x, y)− s(x, y)| ≥ δ) < γ (2.2)
Parameters δ and γ are user-specified.
As with all similarity estimates, Equation 2.1 is probabalistic, and false negatives
may occur, when a pair of objects has a higher similarity than t, and yet the pair have
a low similarity estimate due to an unluckily small number of hash matches. While
this happens no more than  in expectation, reducing  does increase the number
of hashes (sketch size) for each of the pair, which adversely affects computational
performance. Overall, the extent to which false negatives pose a problem depends on
the downstream analytics. For path-wise measures like centrality, betweenness, and
conductance, the lack of an important (e.g. bridge) edge can cause a significant false
change in the value of the measure. Local measures, like edge and triangle count,
would appear to be generally more robust. The analogous problem of false positives
exists due to any incorrect estimate made by Equation 2.2, with corresponding trade-
offs (in changing γ) and consequences (dependent on subsequent analytics).
Our main hypothesis is that its current avatar[84] the algorithm fails to retain
very useful information across runs, which if retained, can help one make progress on
the two challenges listed above. We memoize relevant information on hash match-
sets and probability estimates (for each candidate pair evaluated) so as to generate a
Cumulative APSS Graph described in Section 2.1.
18
Specifically, a candidate pair is evaluated until either Equation 2.1 or Equation 2.2
is satisfied. Before proceeding to the next candidate pair we log the maximum a
posteriori similarity estimate of the pair given n, the number of hashes and m, the
number of matching hashes, and the estimate variance. At the end of each query
the cumulative distribution function of similarity estimates is updated. Plotting this
distribution gives a useful hint to the user as to the number of pairs to expect at
different thresholds. Based on comparisons with the ground truth, this heuristic is
successful in pruning a fraction of the invalid candidates – the development of a more
aggressive pruning mechanism is something we are currently looking into.
As described above the inference engine within the algorithm can be modified to
compute such a histogram and estimate with reasonable accuracy. Examples for our
test dataset d1 are shown in Figure 2.4 (best viewed in color), where the red line is
the (initially unknown) ground truth number of pairs and other lines show estimates
from the all-pairs algorithm run at user-selected thresholds. Error bars show slight
increased uncertainty above - and more significant uncertainty below - the specified
threshold due to concentration and pruning, respectively.
This data-driven histogram can potentially guide the user to pick the next thresh-
old to evaluate, thereby avoiding a pre-canned data-independent protocol for thresh-
old selection. Additionally, with each subsequent iteration on the dataset (with differ-
ent thresholds) the accuracy of the histogram estimate will improve (this is provable).
The memoization can also be viewed as a knowledge cache, enabling one to speed up
subsequent iterations of the algorithm by re-using previously computed and memo-
ized information. We show in Section 2.3.3 that this knowledge caching removes the
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Figure 2.3: d1 with user selection of t1 = 0.8.
Figure 2.4: d1 with user selection of t1 as 0.8 followed by 0.5.
majority of the start-up cost inhibiting interactive performance. In a nutshell, pre-
viously computed hash match sets can be re-used to refine the priors and estimates
the algorithm currently uses to prune and concentrate candidate pairs.
To ensure interactive response times PLASMA-HD relies on a combination of
data sampling, fast similarity estimation through BayesLSH and knowledge cached
estimates, coupled with statistical bounds (for accuracy estimates) for determining
subsequent threshold probes. The above coupled tightly with dimensionless visual
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aids and correlated visual plots ensures a novel approach for the intrinsic interrogation
of big data.
2.2.2 Interactive Scenario
Figure 2.4 shows two steps of an interactive scenario described below. The user
begins with a blank canvas; suppose they first choose a similarity threshold of t1 = 0.8.
The system computes an estimate for the number of pairs at 0.8 as well as estimates
at other thresholds and renders the green line. The user does not see the (dark red)
ground truth line but we note that the green line is accurate at upper thresholds
around 0.8. The user then notices the “knee” in steepness of the green line about
threshold 0.5, and investigating it, selects a new similarity threshold of t1 = 0.5. The
system then computes the estimate for the 0.5 threshold and renders the purple line,
which is much more accurate across lower similarity thresholds. Combining the upper
threshold estimates for 0.8 (green) and the lower for 0.5 (purple), a close approxi-
mation to ground truth is obtained in just two steps. The 0.8 and 0.5 estimates as
shown take 0.7 and 1.5 seconds to generate, respectively. The brute-force alternative,
iteratively computing a pair-count estimate for each 0.0, 0.1, . . . , 1.0 threshold value,
takes a total of 13.3 seconds. The interactive approach yields an 83% time savings,
which can be even more significant for larger and more complex datasets.
To guide the user we provide error bars for each estimate, giving the user a feel for
the parameter space. We next discuss augmenting these simple visualizations with
enhanced visual cues and summary graph statistics.
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(a) Triangle count, t1 =
0.9, 0.95
(b) Triangle histogram, t1 =
t2 = 0.992
(c) Triangle density plot, t1 =
t2 = 0.99
Figure 2.5: wine dataset triangle count and visual cues
2.2.3 Visual Cues and Interaction
A limitation of Cumulative APSS Graph is that it cannot convey some data co-
herency characteristics such as density and clusterability. In addition running an
all-pairs computation can be expensive lower thresholds (see Section 2.2.2).
To provide fast interactive insight into data coherency at different thresholds we
provide some visual cues driven solely by the knowledge cache without requiring
further access to source data D. Once all-pairs is run at a threshold t1, these visual-
izations can be generated repeatedly for any threshold t2 as shown in Figure 2.1.
The currently implemented visual cues are 1) triangle vertex cover histogram and
2) triangle density plot shown in Figs. 2.5b and 2.5c for the wine dataset from UCI
machine learning repository. Since triangles are closely related to clusterability [97],
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the histogram of the number of triangles incident on each vertex gives the user an
estimate of how clusterable the data is. The triangle density plot [101, 118] method
visualizes cohesive subgraphs (dense subcomponents) within a large graph. The den-
sity plot is the clique distribution of the graph and flat peaks in the plot indicate
potential cliques.
2.3 Experimental Results
In this section we seek to answer the following questions:
1. What is the effect of knowledge caching on interactive performance?
2. How well can we approximate the final number of pairs estimate after processing
a certain fraction of the dataset?
3. How does latency vary with dataset size?
All experiments were run on an Intel Xeon 2.53 GHz machine with 12GB RAM.
2.3.1 Datasets
Datasets used are listed in Table 2.1 and described below.
wine: 178 wines of three classes, with 13 chemical analysis attributes. From UCI
Machine Learning Repository.
Twitter: A large directed follower/followee graph of users in social network Twitter
with ≥ 1000 followers from Kwak et al. [63]. Each user is a TF/IDF weighted vector
of their followers.
RCV1: A large collection of Reuters news articles. Each article is a TF/IDF weighted
vector of its words.
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Dataset Vectors Dim Avg. len Nnz
wine 178 13 13 2,314
credit 690 39 24 16,319
Twitter 146,170 146,170 1369 200e6
RCV1 804,414 47,326 76 61e6
Table 2.1: Datasets. Nnz means number of non-zeros.
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Figure 2.6: Incremental estimates wine t1 = 0.5
2.3.2 Incremental Approximation
To test how well the number of pairs can be estimated after processing only a
fraction of the dataset, we run PLASMA-HD on two datasets while outputting incre-
mental estimates. Figure 2.6 shows incremental approximations of number of pairs
estimates for the small dataset “wine”. We set t1 = 0.5 and report incremental esti-
mates for t2 = 0.75, 0.8, 0.85 (each shown as series). We can see that the incremental
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Figure 2.8: Incremental estimates for RCV1 t1 = 0.9
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estimates converge quickly to within a few hundred of the final estimates by the time
20% of the data is processed.
Figure 2.7 shows incremental approximation for the large dataset “Twitter” with
t1 set at 0.95. We report incremental estimates for t2 = .75, .8, .85, and .95. Here
we also see incremental estimates converging quickly and remaining close to the final
estimates, after only 10% of the data is processed. Likewise, Figure 2.8 shows “RCV1”
with t1 set at 0.9 with good estimates after only a few percent of the data is processed.
Our approach enables this five- to ten-fold reduction in processing time to deliver a
good estimate, which can yield significant savings in the large-dataset and multi-query
interactive scenarios we consider in this work.
2.3.3 Effect of Knowledge Caching
In the previous subsection we saw that a good approximate answer can often be
given after processing only 10% to 20% of the data. However, data processing can
only begin after building the initial sketches; PLASMA-HD can only begin present-
ing incremental output to the user after they are generated. Figure 2.9 shows the
proportion of overall runtime which is taken to generate initial sketches. The figure
shows that initial sketch generation does not always take up large proportion of the
overall runtime; for instance, for the TwitterLinks and WikiWords100K datasets it
takes 12% and 3% of the runtime, respectively, which may be fine for batch-mode
operations. PLASMA-HD is an interactive system however, and the initial sketch
time significantly increases user-perceived latency. Therefore even more importantly
than reducing overall runtime, we use knowledge caching of sketches to reduce the
“start-up costs” of a dataset probe, and thus the perceived latency to the user.
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Figure 2.9: Time to generate initial sketches
Figure 2.10: Twitter - Effect of Knowledge Caching
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To test the effect of knowledge caching on runtime performance in an interactive
session, we executed a workload consisting of a series of APSS queries at threshold .95,
then .90, .85, .80, .75, and finally 0.70 on the Twitter dataset, both with and without
knowledge caching. Without knowledge caching each query is run independently, its
estimates from scratch in its own APSS instantiation. With knowledge caching, each
query from .90 onward uses the knowledge cache (KC) from the the previous query
to speed up its computation (.90 uses KC from .95, .85 uses KC from .90, etc). The
results are shown in Figure 2.10. As expected the the runtime is the same at the
first threshold .95 (1475 sec) but for subsequent thresholds knowledge caching gives
speedups of 16%, 16%, 17%, 25%, and 29%.
2.3.4 Interaction
To generate synthetic datasets we generated sample graphs using the LFR [64]
binary network generator. Network properties are defined by given input parameters
and the ground-truth cluster label of each vertex is known. Similar to the first step
of spectral clustering, we created a k-dimensional vector for each node by projecting
the node’s row of the laplacian matrix into the space of the first k eigenvectors of the
laplacian corresponding to the smallest nonzero eigenvectors. The resulting vectors
are clustered in a k-dimensional space with separation and density corresponding to
the density and separation of clusters in the original network.
2.4 Relationship to existing approaches
In this section we discuss the relationship between PLASMA-HD and existing
approaches with respect to both LSH and visualization.
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LSH: For similarity problems on high-dimensional data like nearest neighbor, closest
pairs, and for clustering, a limitation of (either data or space) partitioning indexing
methods is the curse of dimensionality, whereby it has been shown that for greater
than 5 or 10 dimensions, such methods degenerate into a linear scan. Locality Sen-
sitive Hashing (LSH) was first introduced to answer high-dimensional approximate
nearest neighbor problems while avoiding the curse of dimensionality. Finding ap-
proximate (rather than exact) nearest neighbors is often entirely acceptable for many
operations, especially since the approximation error is bounded by tunable parameters
which tradeoff approximation error for hashtable space and query time.
Since PLASMA-HD focuses on the all-pairs problem, its LSH data structures
differ somewhat from the norm. Most LSH algorithms work roughly as follows. The
number of hash tables k and the length of a hash table’s key l are chosen so that the
desired error bounds will be achieved. Each of the i ∈ [1, k] hash tables is associated
with a hash function hi(o) : Rd → Z drawn from an LSH family H associated with
the domain. A data object o is inserted by computing LSH hashes hi(o), combining l
hashes together to serve as k hash keys, and adding a reference to o to the hash value
chain referenced by that key. Once all data objects are inserted, the LSH structure is
initialized and ready to be queried. For a query point q, ∀i ∈ [1, k] hashes hi(q) are
computed, l hashes combined to serve as keys, each hashtable is probed by each key,
and the lists of objects found in each hash chain are unioned, ordered by their exact
similarities to q, and returned.
PLASMA-HD builds on BayesLSH which uses a differently structured implemen-
tation of LSH optimized for the all-pairs problem. It maintains the same statistical
error guarantees without using a hashing structure. Instead of combining LSH hashes
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hi(o) into l-sized sketches then splitting them into hash keys, PLASMA-HD main-
tains the LSH hashes as a single concatenated sketch. The advantage of this scheme
is that for operations like all-pairs which evaluate all candidate pairs of points, two
points’ similarity can be estimated by comparing their sketches in a cache-friendly
manner. This scheme would not be well suited for more general operations such as
nearest-neighbor search because, comparing it to the standard approach detailed in
the previous paragraph, the query sketch will have to be compared to all data item
sketches, and a linear scan then sort of a large number of sketches is likely to take
longer than a constant number of hash probes followed by the unioning of that number
of small lists.
Visualization: As discussed in Section 2.2.3, in PLASMA-HD we leverage advances
in (sub)graph visualization to generate several fast and informative visual cues in the
form of Cumulative APSS plots, triangle histogram plots, and CSV plots.
Literature abounds with rapid and informative visualization techniques for large
data. Not all are suited for our purposes, however. While we do not restrict ourselves
to graph visualization techniques apriori, the nature of PLASMA-HD is to form re-
lationships between sparse vectors according to some exploratory parameters, and it
is natural to model these relationships as a graph. Therefore we are most interested
in scalable graph visualizations.
Although we demonstrate direct graph visualizations in an earlier toy example
(see Figures 2.2b, 2.2c, and 2.2d), in general direct graph visualization is not feasible
for large networks. The reasons for lack of scalability are twofold. Firstly, automatic
graph layout algorithms use force-directed, spring-like energy reduction models which
are quadratic in the number of nodes (as each node “pushes” against disconnected
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nodes and “pulls” towards its neighbors), and run iteratively, often iterating many
times before achieving convergence. And secondly, even once the graph is laid out onto
a plane, rendering it tends to produce an uninterpretable mess. The characteristics of
real-world graphs, which often have power law degree distribution [78, 9], numerous
weak ties, and small diameter, exacerbate both of these problems.
Multi-level algorithms can mitigate some of the scalability problems, though not
to the level of interactive performance with large graphs. Graph clustering is a poten-
tial simplification procedure which can help with both scalability and visualization,
and many successful algorithms have been proposed [55, 30, 83], but there remains
considerable subjectivity in determining the best clustering parameters (such as the
number of clusters) for an arbitrary graph, and difficulty with handling all possible
user interactions like drill-down or zoom-in in a performant manner.
2.5 Conclusion
In this Chapter we have described PLASMA-HD, our interactive visual system
for rapidly probing, visually exploring, and iteratively re-probing high-dimensional
data towards better expert understanding and sensemaking of the structure, data
connectivity, and clusterability of the data.
PLASMA-HD flexibly handles complex data, requiring only a similarity function.
A similarity graph is formed using Locality Sensitive Hashing (LSH) for fast approx-
imate pairwise similarity estimation. LSH enables similarity estimates across a range
of (rather than just one) thresholds. Relational (network) analytics are employed to
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construct visual cues for presentation to the user, which can span a range of thresh-
olds and reveal those which represent “phase shifts”, “inflection points”, plateaus,
peaks, valleys, or other areas which bring clarity to the structure of the data.
The ability to probe the intrinsic structure of data has broad scientific appeal, and
holds promise towards several future directions. By changing the graph-formation
objective from that of a graph-wide global threshold to a per-node top-K, a tool
like PLASMA-HD can help within the database and IR communities with NN [82]
and Reverse NN [59] search as well as help with identifying good parameters for
indexing – especially clustered indexing. A fundamental challenge for large scale
clustering algorithms is to determine K the number of clusters that truly model the
data. The PLASMA-HD system through its interactive guidance and visual cues may
provide some guidance on this – particularly through its density plots. Similarly, a
fundamental pre-processing step for a number of learning algorithms (e.g. manifold
learning) is to first derive a nearest neighbor graph. Selecting a good threshold for
identifying such an NN Graph can be accomplished with greater insight and fewer
steps through PLASMA-HD.
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CHAPTER 3
GRAPH GROWTH: PREDICTING MEASURES OF
DENSIFYING GRAPHS
3.1 Introduction
The LSH based estimation for forming G1, . . . , Gn as presented in PLASMA-HD
is potentially expensive for dense graphs such as Gi, i ≥ n/2. Nonetheless graph
measures γ(Gi) of such dense graphs are very important for understanding the change
in graph connectivity structure at these ranges, where significant potentially valuable
structure is present in the form of many edges. Investigating only sparser densities
is therefore unsatisfying, even though the costs of calculating many measures on the
denser graphs may be prohibitively expensive. This raises the question of whether
and how measures of denser graphs can be predicted from their sparser counterparts
(and other information which is cheap to compute). In this Chapter we investigate
this question in detail.
Another motivation for studying series of increasingly dense graphs is that most
real-world graphs of interest are sparse, and it has been shown that as they evolve over
time, they tend to become denser [7, 68], with a higher edge density and a shrinking
effective diameter. Modeling, including for predicting, the evolution of these networks
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is of intense interest to researchers and industry practitioners who have much to gain
from better understanding how networks evolve.
An ideal way to study evolving networks is to obtain real-world networks with
timestamped edges, and to model based on graph snapshots. Unfortunately complete
temporal information is rarely known in existing real-world networks. In addition,
much data of interest is not in network form to begin with, and consists simply of
objects (such as vectors) to which a pairwise similarity function can be applied. In the
latter case, network “growth” can be simulated from sparse to dense by connecting
pairs of items according to their similarity - the most similar two items are connected
with the first edge, followed by other highly similar items, followed finally by less
similar items.
We are interested in studying this large class of non-graph data. In this chapter
we experiment on a special case of graph evolution, where edges are monotonically
added and graphs grow from sparse to dense. Real graphs, of course, do not always
grow monotonically in edge count according to pairwise node similarity. Nevertheless
this simplifying assumption provides a basis for us to model any real-world dataset,
and can be easily extended with domain-specific growth rules.
To investigate this domain, we additionally study Erdos-Renyi (ER), Preferential
Attachment (PA), and geometric (Geom) graph generation models. We show that
our methods are useful both for completely model-generated graphs, as well as the
data-driven scenario from the previous paragraph. Any of the myriad of complex
network evolution models - such as those modeling community in- and out-degree
distributions [24, 67], and incorporating time and triangle closing [66] - could be
integrated in our method as the only generation model criteria is the ability to control
34
approximate edge count with a parameter configuration. Nonetheless to focus our
study we restrict ourselves to the three more intuitive and widely known models of
ER, PA, and Geom.
Few existing studies consider this graph evolution over the full spectrum of densi-
ties. For each density, we characterize a graph using a graph measure γ(G) ∈ R. We
are interested in the change in γ during growth, including at what stage of growth
“inflection points” occur. There are many candidate function of interest for γ. Some
common and interesting ones include count, average, variance, median, and other
moments and percentiles of:
• Connected Components: Independent, disconnected subgraphs.
• Degree: Number of neighbors of nodes.
• Core Number: Subgraphs in which every node has k or more degree to other
nodes in the subgraph.
• Diameter: length of longest shortest path between any pair of nodes.
• Cliques: Subsets of completely jointly connected vertices.
• Triangles: 3-cliques.
• Clustering coefficient: Ratio of triangles to possible triangles.
• Eigenvalues: Coefficients of decomposed eigenvectors of graph matrix represen-
tation.
• Betweenness centrality: Fractions of shortest paths a node lies on.
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Most of these measures become expensive to compute exactly for large graphs
due to the combinatorics involved. Hence, as with standard (non-graph) statis-
tics, sampling is a key tool for obtaining measure estimates. Inspired by Nystrom
method, bootstrapping, and other successful non-graph sampling methods, we de-
velop a generic method to estimate graph measures of graphs densified by any graph
generation algorithm, using sparse samples for training.
Of the above measures and without loss of generality, in this section we focus
in particular on triangle count, an important measure which has drawn significant
attention for several reasons: 1) Social networks have more triangles than expected,
compared to other kinds of information networks, 2) Triangle counting is challenging
enough that it requires more than a simple pass through the graph, 3) Triangle
counting is simple enough that it can be achieved with knowledge of each node’s
egonet or each edge’s vertices’ adjacency lists, and 4) Triangle counting directly is
intractable in large graphs but can be estimated with success.
In this chapter we use the notation G = (V,E) for a graph and its vertex and edge
set. |E| is the number of edges, square brackets to denote a vector, and hˆat notation
to denote an estimator function.
3.2 Problem Statement
Given edge count vector
Etrain =
[|E0| |E1| . . . |EN |]
and corresponding graph measure vector
Γtrain =
[
γ(G0) γ(G1) . . . γ(GN)
]
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where all Gi are generated by graph model M and |Vi| = |Vj|, learn a model ζ to
estimate graph measure γ(GN+1) from edge count |EN+1|, or equivalently, to estimate
graph measure vector
Γpredict =
[
γ(GN+1) γ(GN+2) . . . γ(GN+K)
]
Small graphs are faster to construct and calculate measures on, so in practice and
w.l.o.g. |E0| < . . . < |EN | < |EN+1| < . . . < |EN+K |. Put simply, we would like to
estimate the value of graph measure γ on larger graphs by observing it on a series of
smaller graphs, where all graphs were generated by the same graph generation model
M and have the same number of vertices.
3.3 Sampling Methods
We used three sampling methods with which to sample p points from among
the N in the original dataset: Simple random sampling, concentrated sampling, and
stratified sampling.
Random sampling: p points are chosen from the dataset uniformly at random,
without replacement.
Concentrated sampling: A single point is chosen from the dataset at random, and
its p− 1 “nearest neighbors” (most similar points to it) are chosen. Thus the sample
consists of a more concentrated blob compared to other methods. This method is
similar to “snowball sampling” where near points are chosen over far points.
Stratified sampling: The data is divided into 10 clusters using K-means clustering.
Each cluster serves as a strata, and within each cluster, points are chosen uniformly
random in proportion to the cluster’s size. Hence if clusters are equally sized, p/10
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points will be chosen from each clusters, but if clusters are of unequal size, a larger
number of points will be drawn from the larger clusters and vice-versa.
3.4 Prediction Methods
We used two prediction methods: Translation-Scaling, and Regression. For both
methods we consider a two-dimensional coordinate system where a graph density
parameter (larger being more dense) is the X-axis and the γ measure is the Y-axis.
We plot two curves in this space: a synthetic (synth) curve consisting of (density, γ)
points from the p-item sample graph, and a real curve consisting of (density, γ) points
from the N -item real graph. The latter can be either ground truth or estimate. Let
synthx be a density parameter value, synthy be a γ measure value, and the −minx
and −maxx suffixes be minimum and maximum values in the density space, and
correspondingly −miny and −maxy the minimum and maximum values in the γ
(measure) space.
Translation-Scaling: Using a complete graph (that is, a graph with an edge between
each pair of nodes) Gcomplete, we compute γ(GN+K) = γ(Gcomplete). Note that such
computation is a special exception to the usual rule that denser graphs take longer
to compute graph measures on, because the measure can be computed analytically.
For instance for triangle count in a complete graph with N + K nodes, instead of
exhaustive join-based enumeration [86], the simple result
(
N+K
3
)
can be returned.
Next, since the first (γ(G0)) and last (γ(GN+K)) measure values are known, linearly
translate and scale all known points from the endpoints of the sample curve to the
endpoints of the real curve according to:
ˆrealx = realminx+
(synthx− synthminx) ∗ (realmaxx− realminx)
synthmaxx− synthminx
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ˆrealy = realminy +
(synthy − synthminy) ∗ (realmaxy − realminy)
synthmaxy − synthminy
For translation-scaling, model ζ consists of the sample and real graph endpoints.
Regression: Discretizing both curves into q piecewise linear parts, use predictors
synthx, synthy, and realx to predict realy. Since the range of response variable
realy is not restricted, we model it with simple sum of squared deviation linear
regression:
ˆrealy = b0 + b1synthx+ b2synthy + b3realx minimizing
∑
i=1
(realyi − ˆrealyi)2
For regression, model ζ consists of the b0, . . . , b3 coefficients.
Approach to sampling and prediction methods: We aimed to choose simple
and diverse sampling and prediction methods rather than particularly elaborate or
optimized ones. Consequently improving both our sampling and prediction models is
a potentially fruitful area. In particular, a hybrid / ensemble approach may combine
methods to obtain a better result than any single method; we leave this investigation
for future work.
Algorithm 1 Graph Growth Estimation
Parameter: Input graph G
1: From G, take a node-sampled graph S of p nodes
2: Construct series of densifying graphs S1, . . . , SN
3: Compute γ(S1), . . . , γ(Sn/2)
4: Compute γ(G1), . . . , γ(Gn/2)
5: Train model ζ on the above two
6: Compute γ(S(n/2)+1, . . . , γ(Sn) and use with ζ to estimate γ(G(n/2)+1), . . . , γ(Gn)
Pseudocode for the complete estimation method is shown in Algorithm 1.
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Dataset Attributes Points (N)
Abalone 8 4177
Adult 5 8000 of 32561
Image Segmentation 18 2100
Letter Recognition 16 8000 of 20000
Mushroom 21 8000 of 8124
Online News 57 8000 of 39644
Spambase 57 4601
Statlog 36 4435
Waveform v1 21 5000
Wine Quality Red 11 1599
Wine Quality White 11 4898
Yeast 8 1484
Table 3.1: Graph Growth Datasets
3.5 Experiments
Datasets: We experimented with 11 UCI machine learning datasets shown in Ta-
ble 3.1. We used cosine as the similarity function, and only the integral and real
valued attributes were considered; categorical attributes were ignored. Each used
column was z-normed to center and normalize variance. For datasets with number
of points greater than 8000, as the “real” dataset 10 random samples of 8000 points
were used instead of the entire dataset to make computation time for the entire ac-
tual graph tractable, and the values obtained for the triangle counts for these 10 runs
were averaged to obtain the actual value. For all experiments we use p = 1000 sample
points which we found large enough to capture the sample measure across the simi-
larity space, while being small enough that calculating measures took tractable time.
We used q = 100 linear pieces for regression in all experiments, which we found was
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sufficiently large resolution for capturing notable curve changes, while small enough
for training and prediction to be very quick.
As discussed, we would like to estimate the value of γ on larger graphs by training
on smaller graphs, where all graphs are built using graph generation model M and
have the same number of vertices. Estimation model desiderata include:
• Agnostic to work with any γ function, and not requiring knowledge of any
details of γ inner workings.
• Fast in both the learning and estimating operations.
• Accurate in extrapolating estimates from training data.
From each dataset, we sample M graphs G0, G1, . . . , GM according to the sampling
method. The sampled graphs are of increasing size; we choose parameters such that
each has a desired number of edges. A simple way to choose these edge counts would
be linearly, i.e. 1
M
(
N
2
)
, 2
M
(
N
2
)
, . . . ,
(
N
2
)
. But because real-world graphs are sparse, and
because most γ measures are combinatoric, it is more representative of a real world
prediction scenario to start with a smaller number of edges (such as O(N), which
maintains near-connectedness) and to increase the number of edges superlinearly.
Consequently, we chose parameters such that edge counts of the graphs increase
quadratically: 20N, 21N, . . . , 2NN ; that is, |Ei| = 2i ∗N .
Different measure results: Figures 3.1 - 3.6 show different graph measures of the
Image Segmentation dataset. Each subfigure shows a different graph measure, and
within each subfigure graph generation model Erdos Renyi (ER) in shown blue, graph
generation model Random Geometric is shown in green, and ten random samples of
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Figure 3.1: Graph growth image segmentation different measure results 1
42
Figure 3.2: Graph growth image segmentation different measure results 2
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Figure 3.3: Graph growth image segmentation different measure results 3
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Figure 3.4: Graph growth image segmentation different measure results 4
45
Figure 3.5: Graph growth image segmentation different measure results 5
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Figure 3.6: Graph growth image segmentation different measure results 6
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Image Segmentation are shown in gray. Along the X-axis, based on an increasing
similarity threshold parameter, generated graphs go from sparse (left) to dense (right).
The results show that across nearly all measures, real-world datasets like Image
Segmentation differ significantly from generated graphs of the same size. In general
the random geometric graph generation model better captures the shape of a measure,
but the real-world graph is often denser on measures than the generation models. This
is consistent with studies that have found real-world data to have more local structure
(e.g. triangles) than most graph generation models create [98]. To investigate this in
detail, we next study prediction error for the single measure of triangle count.
Prediction error results: Prediction results using translation-scaling are shown in
Figures 3.7 - 3.11, and using regression are shown in Figures 3.12 - 3.17. In each figure
the X-axis represents the z-normed similarity values of all pairs of nodes, where pairs
above the value are retained; essentially it indicates increasing density. The red series
shows the triangle count of the 1000-node sample of the original graph; its value is
always below that of the real graph since the sampled graph has a subset of nodes
and thus fewer triangles. The blue series shows the actual triangle count value for
the full graph. The green series shows the predicted triangle count according to the
prediction method.
For prediction error, we evaluate using the logarithm of the triangle count rather
than the absolute triangle count because: 1) triangle count increases cubicly in den-
sity, and 2) we do not want errors at high densities, where the absolute triangle count
is much larger, to have disproportionate weight over errors at low densities. Essen-
tially the rationale for measuring error in log scale is the same as plotting Figures 3.7,
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Figure 3.7: Graph growth translation-scaling results 1
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Figure 3.8: Graph growth translation-scaling results 2
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Figure 3.9: Graph growth translation-scaling results 3
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Figure 3.10: Graph growth translation-scaling results 4
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Figure 3.11: Graph growth translation-scaling results 5
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Figure 3.12: Graph growth regression results 1
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Figure 3.13: Graph growth regression results 2
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Figure 3.14: Graph growth regression results 3
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Figure 3.15: Graph growth regression results 4
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Figure 3.16: Graph growth regression results 5
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Figure 3.17: Graph growth regression results 6
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Dataset SampleType TS Mean TS StdDev Reg Mean Reg StdDev
Abalone Concentrated 0.1631 0.1112 0.0296 0.0179
Abalone Random 0.0800 0.0429 0.0256 0.0146
Abalone Stratified 0.0813 0.0453 0.0250 0.0143
Adult Concentrated 0.2169 0.1620 0.0075 0.0043
Adult Random 0.2205 0.1284 0.0216 0.0094
Adult Stratified 0.2125 0.1262 0.0217 0.0096
Image Segmentation Concentrated 0.0167 0.0126 0.0059 0.0026
Image Segmentation Random 0.0666 0.0415 0.0030 0.0027
Image Segmentation Stratified 0.0774 0.0494 0.0029 0.0028
Letter Recognition Concentrated 0.0187 0.0146 0.0070 0.0071
Letter Recognition Random 0.0646 0.0396 0.0090 0.0083
Letter Recognition Stratified 0.0584 0.0330 0.0097 0.0081
Online News Concentrated 0.0655 0.0543 0.0129 0.0086
Online News Random 0.1140 0.0985 0.0108 0.0084
Online News Stratified 0.1268 0.0999 0.0105 0.0090
Spambase Concentrated 0.1266 0.1830 0.0293 0.0277
Spambase Random 0.2819 0.1723 0.0322 0.0309
Spambase Stratified 0.2666 0.1702 0.0325 0.0294
Statlog Concentrated 0.0205 0.0169 0.0126 0.0049
Statlog Random 0.0536 0.0279 0.0232 0.0116
Statlog Stratified 0.0438 0.0256 0.0233 0.0116
Waveform v1 Concentrated 0.0667 0.0467 0.0231 0.0157
Waveform v1 Random 0.0633 0.0293 0.0243 0.0120
Waveform v1 Stratified 0.0477 0.0207 0.0241 0.0121
Wine Quality Red Concentrated 0.0306 0.0190 0.0087 0.0049
Wine Quality Red Random 0.0265 0.0301 0.0082 0.0037
Wine Quality Red Stratified 0.0218 0.0252 0.0080 0.0037
Wine Quality White Concentrated 0.0847 0.0644 0.0142 0.0114
Wine Quality White Random 0.0863 0.0853 0.0160 0.0108
Wine Quality White Stratified 0.0822 0.0821 0.0159 0.0108
Yeast Concentrated 0.0034 0.0045 0.0057 0.0046
Yeast Random 0.0159 0.0101 0.0074 0.0043
Yeast Stratified 0.0231 0.0171 0.0066 0.0043
Table 3.2: Error results for predicting log(number of triangles)
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3.8, and 3.9 in log-scale, and we would like to measure error in the same space we
visualize our predictions in.
Table 3.2 shows error results for the Translation-Scaling (TS) and Regression
(Reg) methods, as evaluated by mean relative error of log(triangle count). For each
dataset and sampling method, we bold the minimum error result.
Among prediction methods, regression performs better than Translation-Scaling
for 10 of the 11 datasets. For instance for Online News, Translation-Scaling under-
predicts at low densities, whereas for Regression the prediction matches ground truth
closely at all densities. Similarly, for Spambase (random and stratified), Translation-
Scaling performs poorly since at low densities the curve shown by the sample differs
significantly from ground truth. Regression shows significantly less deviation in the
same situation since it takes into account the entire training spectrum rather than
just curve endpoints.
Among sampling methods there is no clear winner, as concentrated performed
better for 7 datasets, and of the other four, for regression stratified and random
produced very similar results. To investigate the similarity, we produced Figure 3.18
which shows the similarity distributions of the Abalone dataset, and of samples of it
based on our three sampling methods. The results in Table 3.2 and the distributions
in Figures 3.18c and 3.18d suggest that the stratification procedure we employed
produces close results to random sampling. This highlights the challenges of learning
strata in moderate-dimensional data without external knowledge. Domain-specific
knowledge like class label may be a desirable alternative; such knowledge, however,
was not available for all of our datasets. Optimal allocation, which samples strata in
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Figure 3.18: Distribution of pair similarity values by sampling method for Abalone
dataset
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proportion to variance (rather than size), may be another useful alternative when the
clusters are of varying densities.
Our results indicate that we can predict dense graph measures from sparse for
a wide variety of datasets and measures, and that we can fairly accurately predict
the measure of triangle count - important for the reasons enumerated in Section 3.1
- which we chose to focus on. Of our datasets and sampling methods we found
a minimum mean relative error of 2.86% using regression with stratified sampling
for the Image Segmentation dataset, and a maximum mean relative error of around
28.19% using translation and scaling with random sampling for the Spambase dataset
(due to duplicates and near duplicates in the dataset).
Runtime results for sparse graphs:
Here we evaluate the performance of calculating γ on sparse graphs across many
measures. Recall that for the graph of any dataset, we can control its density by
adjusting a similarity threshold, which monotonically affects the graph’s edge count.
Figures 3.19 and 3.20 show runtime results for random sampled graphs with
N = 1000 from the Image Segmentation and Mushroom datasets, respectively. Each
plot shows, for a different measure, runtime in seconds on the Y-axis, and the num-
ber of edges on the X-axis in log scale. A first observation is that measures increase
near-monotonically with increasing edge density. Two notable exceptions are Clique
Number and Number of Cliques for the largest edge density, for which we compute
the largest, complete-graph measures analytically in constant time. This is an opti-
mization that could be implemented for all measures.
The runtime to compute most measures increases significantly with increasing edge
density. Since the trends are the same for full, non-sampled graphs (in our case, with
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Figure 3.19: Runtimes for Image Segmentation graph measures over increasing density
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Figure 3.20: Runtimes for Mushroom graph measures over increasing density
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Figure 3.21: Triangle count runtimes of sampled and original graphs, for four datasets
1000 < N < 8000), it is clear that calculating measures on dense versions of those
graphs is extremely expensive. This reinforces our message that learning on small
and sparse versions of graphs has significant runtime benefits over trying to explicitly
compute measures on large graphs - runtime benefits which are extremely important
for maximizing responsiveness to the user in interactive systems like PLASMA-HD.
Meanwhile the estimation error, as shown for the triangle count measure in “Predic-
tion error results” above, can be almost negligible at as little as a few percentage
points.
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Runtime results for both sparse & dense graphs: Here we evaluate the per-
formance of calculating the triangle count measure on both sparse and dense graphs.
Figure 3.21 shows runtime results for four datasets. Each dataset plot has runtime
as the Y-axis in log scale and edge count as the X-axis in log scale. The two se-
ries show the runtime of a triangle count measure on the sample and on the original
(up to 8000 node) graph, respectively. Both of our prediction methods train on the
value of the measure for the entire series of sampled graph, as well as for the sparser
(lower edge count) half of the series of original graphs. Ignoring the negligible time
(less than one second in all our experiments) of training the model and calculating
estimates, this training time for image segmentation, letter recognition, mushroom,
and yeast datasets is 526.71, 530.80, 546.26, and 515.39 seconds. The corresponding
times to calculate the triangle count measure for the denser (higher edge count) half
of the series of original graphs is 3364.09, 57488.59, 63349.11, and 1377.71 seconds.
By estimating the latter with the former, speedups for the four datasets are 7.4x,
109.3x, 117.0x, and 3.7x. Note that the speedups are much higher - over two orders
of magnitude - for the larger two (8000 node) datasets letter recognition and mush-
room. Many other real-world datasets are far larger than these, which indicates that
greater speedups are achievable for them.
3.6 Conclusion
In this chapter, to represent the behavior of real-world networks over time, we
generated a series of networks of increasing density from real-world data. We showed
that a number of graph measures can be extracted from these “densifying” networks,
and that the values of these measures differ significantly from those of identically-sized
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synthetic generated graphs. To improve our ability to understand graph measures as
real-world graphs get large and dense, we used three sampling methods and two
prediction methods to estimate the values of graph measures on larger, denser graphs
from a learned model on smaller, sparser graphs. Our experiments show that we
can often estimate measures of interest to within a few percent of their true value,
with a computational speedup of up to two orders of magnitude. These methods
help us advance the interactivity and discovery goals of PLASMA-HD by providing
a multi-faceted view of graph data in an efficient manner.
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CHAPTER 4
LOCALIZED APPROXIMATE MINER (LAM):
SCALABLE GRAPH COMPRESSIBILITY ESTIMATION
4.1 Introduction
The emergence of increasingly larger data sets in many real-world applications
has posed new challenges to researchers interested in data mining and information
retrieval. Examples abound, including the Internet, scientific simulations, media
repositories, and retail data. In many cases, the rapid increase in data sizes has been
spurred by continuing improvements in storage technologies (e.g. from fast hybrid
SSD/HDD drives to readily available cloud storage technologies). Companies store
data because there is no need to delete data, and with the hope of levering it for a
business advantage in the future. The challenge of mining large data is only expected
to increase – commodity hard drives have increased in size ten-fold in the past seven
years, and this trend is expected to continue. Given these large scale data stores, even
algorithms that scale quadratically with the size of the data can prove impractical.
Discovering frequent patterns is a common method used by researchers to under-
stand such large data stores. Frequent pattern mining, and in particular frequent
itemset mining, has been studied extensively by the research community [1, 44, 71,
69
115] (see [42] for a comprehensive survey). Researchers have identified numerous av-
enues for algorithmic improvement. Examples of existing techniques include sampling
to reduce data access costs [96], intelligent pruning of the search space [71, 115, 44],
and leveraging streaming techniques to reduce memory consumption [73]. Inspite of
such efforts scaling these algorithms for useful parametric settings (low support) on
web-scale data poses a significant challenge due to the underpinning complexity of
the problem [41, 112, 16].
Pattern mining at scale has significant benefits for PLASMA-HD since as dis-
cussed earlier in Section 1.4, dense patterns can be used to compress. Graph com-
pressibility is an important structural measure of clusterability; dense clusters are
highly compressible, whereas random non-clustered graphs are poorly compressible.
Consequently, a positive (negative) change in graph compressibility across similarity
thresholds can reveal cohesive cluster formation (destruction), while a lack of change
suggests a stable amount of clusteredness (whether low or high) even as graph density
changes. Since as discussed in Section a graph can be represented as a “transactional”
data matrix, and dense areas of a graph correspond to frequent patterns in the ma-
trix, pattern mining can be used to gauge graph compressibility (for examples see
Section 4.6).
The central question we ask in this paper is: Given a transactional database D
where each transaction comprises items drawn from a set of labels L can we find
a useful set of itemset patterns P in linearithmic time (with respect to the size of
the database |D|)? Our notion of usefulness seeks to understand how effective the
pattern set P is in compressing the original dataset D and here we share similar goals
to recent efforts that seek to identify itemsets that compress [99, 50, 100]. Older
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works on the mining of maximal [21] sets, closed [114] sets, non-derivable [22] sets,
top-K sets [104], and profile patterns [110] are also related to our efforts. Our notion
of efficiency (linearithmic complexity) is influenced in large part by the scale of data
we wish to operate on.
In general algorithms that attempt to find itemsets that compress follow a two-
step approach of first computing frequent (FI) or closed frequent itemsets (CI) for a
given frequency threshold and subsequently leveraging these itemsets to find the pat-
tern set P . Krimp [99] and CDB [109] are two contemporary algorithms that follow
this strategy. Given that the first step is known to be hard from a complexity stand-
point [41, 112, 16] a related question one might have is can this step be approximated
efficiently in polynomial time? Building on previous research [41, 52, 36, 91, 56, 35],
we offer a theoretical rationale as to why an effective and efficient approximation al-
gorithm is hard to compute from a complexity standpoint in Section 4.3. The second
step is also hard from a complexity standpoint, if the optimality of P is desired, i.e.,
finding the set P that compresses D optimally. Extant algorithms [99, 109] leverage
various greedy heuristics to generate P that may not be identical to what alternative
approaches compute. Of course one may compare the effectiveness of each approach
based on how well P compresses D which is the current practice in the literature.
Building on the above observations and theoretical arguments, in this work we
relax the frequency requirement, moving toward a notion of parameter-free itemset
mining. We do not require a minimum support or minimum confidence. We develop a
two phase iterative algorithm, called Localized Approximate Miner (LAM) to generate
the pattern set P from dataset D. In the first phase, database transactions are
localized into highly similar subgroups in parallel via a probabilistic shuﬄe based on
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the Jaccard similarity of their k-way min hash signature [17]. Then, in the second
phase, patterns are generated and consumed on the fly, starting from the longest
patterns and the process can iterate. Central to the pattern generation step is the
notion of utility – a measure we use to decide which patterns to consume and which
to filter. Finally, we present a multi-level parallelization of the localized approximate
mining approach denoted PLAM. Our contributions include:
• A novel Localized Approximate Miner (LAM) algorithm, that can flexibly sup-
port multiple utility functions and has bounded computational and space com-
plexity of O(|D| log |D|)2;
• The algorithm has excellent scalability – mining a 3 billion transaction data set
with 3 billion labels in 67 minutes on a single machine and down to well under
a minute on a cluster;
• The parallel variant of our algorithm (PLAM) has near linear scalability on an
eight core CMP node (up to 7.8-fold) and exhibits scalable performance across
a cluster of such nodes;
• We demonstrate that the algorithm finds interesting patterns that include both
some patterns found by traditional mining; as well as several low-support longer
patterns (that cannot be identified using traditional state-of-the-art approaches);
• The algorithm is shown to be useful in the processing, compression and analysis
of several large and complex real-life datasets and downstream analytics on the
compressed representation.
2D is defined in Section 4.2
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4.2 Background
We now define frequent itemset mining. A database, D, on the labels L =
{0, 1, · · · , ` − 1} consisting of rows R = {0, 1, · · · , n − 1} is a map D : R → 2L.
It is common to use the term transaction to refer to R(i) for any i, 0 ≤ i < n. An
itemset is any subset of L. The size of a database is the sum of the sizes of the rows
R(i) in D and we denote this quantity by |D|. The frequency of an itemset I, denoted
ν(I), is the cardinality of the set {i ∈ R : I ⊆ R(i)}. An itemset I is said to be
σ-frequent if ν(I) ≥ σ. Typically σ is called the support threshold, and is provided
by the user. A σ-frequent itemset I is said to be maximal if no proper superset J ⊃ I
is σ-frequent.
Given D and a support σ, the goal of itemset mining is then to enumerate all σ-
frequent sets. The problem statement was first formulated by Agrawal et al. [1] for
association rule mining. An association rules is an implication in the form X → Y ,
where X and Y are frequent disjoint sets.
Related Work: The above problem and more generally frequent pattern mining
(including graphs and trees) has been widely studied [1, 44, 71, 115, 42, 47, 57].
Researchers have identified numerous avenues for algorithmic improvement ranging
from the use of sampling [96] to parallelization strategies [39] and from intelligent
pruning of the search space [71, 115, 44] to the extraction of itemsets that compactly
represent the original dataset [114, 99, 109]. The last of these is closely related to our
objectives and we expand on it further here.
Early work in this domain focused on summarizing a set of patterns and asso-
ciated features of interest (e.g. σ) in meaningful ways and include approaches for
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maximal itemset mining [21], closed itemset mining [114], non-derivable itemsets [22]
and Profile Patterns [110]. Among these closed itemsets [114] are quite popular and
often used as a preprocessing step for other approaches. They are defined as frequent
itemsets which have no superset of equal support. The idea is that any subset of
a pattern which does not have greater support can be calculated directly from the
superset ensuring a lossless representation.
More recently there has been an increased attention paid to the discovery of
compressible patterns or tiles that can minimally represent a dataset driven by in-
formation theoretic and statistical principles. Vreeken et al. propose Krimp [99]
and subsequently Smets et al. propose Slim [90], which use the minimum descrip-
tion length principle to find the itemsets that best compress a transactional dataset.
Closely related is the notion of finding a greedy cover of the database via tiles [38].
Also related to tiling are boolean matrix factorization and decomposition approaches
like PROXIMUS [60] and MDL4BMF [75]. Wang et al. [100] have proposed an ap-
proach to summarize itemsets based on probabilistic models. Jin et al. [50] have
proposed a regression framework to efficiently summarize frequent itemset patterns.
Xiang et al. [109] recently extend tiling by starting from the collection of closed
frequent itemsets and then greedily merging tiles based on a heuristic to the set
covering problem using overlapped hyper-rectangles. In spite of many such efforts,
scaling these algorithms for useful parametric settings (low support) on web-scale
data poses a significant challenge due to the underpinning complexity of the prob-
lem [41, 112, 16, 80, 47, 57] which is even hard to approximate as we discuss next.
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4.3 On the hardness of approximating frequent itemsets
We next investigate the complexity of approximating the problem of finding fre-
quent itemsets in a database of transactions. Note that such an approximation if
it exists could be a good starting point for solving the problem we wish to tackle
of identifying useful itemset patterns, efficiently. We first describe two natural opti-
mization problems that arise out of Frequent Itemset Mining. These are: i) given a
σ, find the largest (alternatively, longest) itemset (if they exist) that are σ-frequent;
and ii) given an m, find the itemset (if they exist) that is of length greater than or
equal to m which is most frequent. Note that both problems consider the cardinality
of an itemset (|I|) and its frequency (ν(I)). A related problem here is that of finding,
given D, m and σ an itemset I such that |I| ≥ m and ν(I) ≥ σ. The corresponding
decision problem is known to be NP-hard (see [41], [112] and also [16]). The reduction
is needed for our approximation result so we reproduce it here.
Theorem 1. ([41] Theorem 7) Given D, m, and σ, deciding whether there is an
itemset I such that |I| ≥ m and ν(I) ≥ σ is NP-hard.
Proof : The proof is a reduction from the maximal balanced complete bipartite
subgraph problem (abbreviated BCBS). We describe the BCBS problem next. Let
G(U, V,E) be a balanced (i.e., |U | = |V |) bipartite graph. A subset C of the vertices
of G is called a bi-clique if for all u ∈ C ∩ U, v ∈ C ∩ V , {u, v} ∈ E. A vertex set
C ⊆ G is called a balanced bi-clique if C is a bi-clique and |C∩U | = |C∩V |. The size
of a balanced bi-clique is the cardinality |C ∩ U |. It is known that deciding whether
the maximal balanced bi-clique in a bipartite graph exceeds a certain size is NP-hard
[52]. We give a reduction from this problem to that of frequent itemset mining. Given
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a bipartite graph G(U, V,E), we can construct a database D with rows U and label
set V . We set D(u) to be the set of neighbors of u in the graph G. The size of the
maximal bi-clique in G exceeds size m iff there is an itemset in D of size ≥ m that is
m-frequent. 
Feige and Kogan [36] prove several in-approximability results for BCBS. In light
of the proof of the above theorem, we can derive some immediate consequences for
finding frequent itemsets. We summarize the results of [36] below.
Theorem 2. If 3− SAT /∈ DTIME[2n3/4+ ] for some  > 0 and input n, then BCBS
cannot be approximated to within a factor 2(logn)
σ
for some σ > 0. Furthermore,
BCBS cannot be approximated to within a constant factor if the max-clique problem
is hard to approximate to within a factor n/2c
√
logn for some small enough c > 0.
We note that it is widely believed that 3−SAT (satisfiability of boolean formulas
in 3-CNF) cannot be solved in sub-exponential time. It is conjectured (see [91]) that
the max-clique problem is hard to approximate to within a factor n/2Ω(
√
logn) for an
input of size n. The problem is known to be hard to approximate to within a factor
n/2(logn)
1−γ
for some γ > 0 [56]. Currently, the best approximation algorithm for
clique has a woeful approximation ratio of O(n(log log n)2/(log n)3) [35].
Now going back to our two optimization problems (i and ii above), and given an
algorithm that solves either one of these optimization problems, one can build an
algorithm to find a maximal bi-clique as follows. Let A be an algorithm that given σ
finds the largest itemset that is σ-frequent. Now we can query A with σ = 1, 2, · · · , n.
Among all the itemsets that A returns, we find the most frequent set S such that
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|S| ≥ ν(S). A subset of this set S with exactly ν(S) items is a balanced bi-clique.
We can use an algorithm that solves the other optimization problem to solve BCBS
analogously. In light of theorem 2 and the above argument the following is immediate:
Corollary 1. Suppose that 3−SAT /∈ DTIME[2n3/4+ ] for some  > 0. Then the two
optimization variants of Frequent Itemset Mining:
1. one that takes as input σ and a database D, and produces an approximation to
the largest itemset that is σ-frequent;
2. and the other that takes a m and D as input and produces an approximation to
the most frequent itemset containing at least m items,
do not admit a polynomial time 2(logn)
σ
-approximation algorithm for some σ > 0.
Furthermore, there is no constant factor polynomial time approximation algorithm
for the above problems provided it is hard to approximate the max-clique problem to
within a factor n/2c
√
logn for some small enough c > 0.
As a consequence, we can suggest with confidence that in the worst case any
algorithm which attempts to approximately compute frequent itemsets can at best
only be within a factor of n/2c
√
logn. In light of these arguments, we relinquish the
notion of global frequency or support and discuss our ideas for localized parameter-
free itemset mining next.
4.4 Algorithm
In this section, we detail our algorithm for itemset mining. We call it Localized
Approximate Miner, or LAM.
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Algorithm 2 Localized Approximate Miner (LAM)
Parameter: A transactional data set D
Condition: A Set of interesting itemsets S
1: for i=0 to NumberOfPasses do
2: C = LocalizePhase(D)
3: foreach c ∈ C do
4: Patterns P = MineConsumePhase(c)
5: Add P to S
6: end for
7: end for
The framework is provided as Algorithm 2. We name the grouping (or localized
partitioning) phase the Localization phase, which occurs on Line 2. It can be thought
of as a probabilistic hierarchical clustering of the transactions in a single parallel pass;
we seek to group transactions with similar items and possibly similar overall length
together. Then, each group is mined for patterns, in Line 4 and consumed to update
the dataset (compressing it on the fly) as we shall discuss shortly. Again this step
happens in parallel. Patterns consumed within individual partitions are then merged
and added to the set S in Line 5. We have chosen an iterative framework, so that
results can be obtained quickly on very large data sets, and can then be improved
upon with successive iterations.
4.4.1 Phase 1: Localization
Our goal in Phase 1 is to group similar transactions together efficiently. We lever-
age min-wise hashing for this purpose [18], as described below. Given two transactions
(sets) A and B, and a permutation pi on the space of the universal set of labels L,
randomly chosen from a family of min-wise independent permutations, we have the
smallest element of set A under the permutation pi is equal to the smallest element of
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Algorithm 3 LocalizePhase
Parameter: A Transaction dataset D of transactions D1, . . . , D|D|
Parameter: Number of hashes K
Condition: A set of localized partitions C
1: for i = 1 to |D| do { get k min-hashes of transaction Di}
2: for j = 1 to K do
3: M [i, j] = minhashpij (Di)
4: end for
5: end for
6: Sort M Lexicographically (and reindex D correspondingly)
7: startrow = 1; C = ∅;
8: while startrow < |D| do
9: endrow = |D|; j = 1;
10: while endrow − startrow > threshold and j < K do
11: i = startrow; startcol = j
12: while i+ + < endrow and j < K do { scan col j}
13: if M [i, j] 6= M [startrow, j] then { hash mismatch}
14: endrow = i; i = startrow; j + +; { subset rows}
15: end if
16: end while
17: if j == startcol then j + + end if
18: end while
19: Add local partition [Dstartrow, . . . , Dendrow] to C
20: startrow = i;
21: end while
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set B under pi with probability equal to their (Jaccard) similarity (sim(A,B)) [17, 18]:
Pr(min(pi(A)) = min(pi(B))) =
|A ∩B|
|A ∪B| = sim(A,B) (4.1)
In other words, δ(min(pi(A) = min(pi(B))), is an unbiased estimator for sim(A,B)
where Kronecker’s delta δ(x) is the indicator variable i.e. δ(x) = 1 if x is true and
0 otherwise. The variance of the above estimator can be further reduced by taking
multiple independent min-wise permutations. We use the approach suggested by
Bohman et al. [13] for generating such permutations.
In the context of our Algorithm 3 LocalizePhase, we use K min-wise independent
hash functions [18] to obtain a fixed length sketch from each transaction, obtaining
an N × K matrix (M). We then sort the rows of the matrix M lexicographically.
Next we traverse the matrix column-wise, grouping rows with the same value. When
the total number of rows drops below a user-provided threshold, or we reach the end
of the hash matrix (condition in Line 10 fails), we pass in Line 18 the transaction ids
(and thereby, the original transactions) associated with the rows to the mining process
(Phase 2). An example is depicted in Figure 4.1. Each row represents 10 transactions.
In the first group of transactions, at k = 3 the 10 transactions represent one local
partition, and would be mined together. In the bottom half of the figure, a second
group is highlighted, consisting of 30 transactions whose all 6 hashes matched. This
second local partition represents another independent mining task.
For example, suppose in the first column there is a contiguous block of 200,000
rows with the same hash value. We then compare the second column hashes of these
200,000 rows. For each distinct hash value, we inspect the number of rows with
that value. If cardinality is low, we call MinePhase(); otherwise we inspect the third
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Figure 4.1: Clustering adjacency lists with probabilistic min hashing.
column hash values for the selected rows, and so on. The lexicographic sort biases
the sampling left-wise in the matrix, but multiple iterations afford a probabilistic
shuﬄing. This probabilistic sampling performs quite well in practice, grouping rows
with high Jaccard coefficients.
4.4.2 Pattern Utility
Before describing Phase 2 of our algorithm we need to define a ranking or utility
function to precisely capture the kinds of patterns we wish to retain within set P
within each local partition. As stated in the introduction our goal is to understand
how effective P is in compressing the dataset D. While accounting for the compress-
ibility of a pattern is important we also want a function that is efficient to compute.
The first function we consider is perhaps the most natural one. The compressibility of
an itemset I can be precisely captured as the number of transactions it covers within
the local partition (i.e. its frequency F ) times its cardinality or length L. From a rep-
resentation standpoint every occurrence of the itemset within the partition must be
replaced with a pointer to its concise representation (subtract F occurrences) and the
concise representation must be stored in the code table once (subtract L). Formally
81
6:                   10 11 12
5:                   10 11 12
4:                   10 11 12
3:                   10 11 12
2: 1 2 3 4 5 6 7 8 9 10 11 12
1: 1 2 3 4 5 6 7 8 9 10 11 12
Figure 4.2: Data set for our counter-example.
this leaves us with the utility function:
Area(I) = (L− 1) ∗ (F − 1) (4.2)
We would like to clarify here that unlike traditional itemset mining, we are not using
frequency here as a means to prune or explore the search space but rather as one
component of a formula used in ranking the patterns discovered within a partition.
We should also note that this formulation allows long patterns with low frequency
to have high relevance (which is desirable). Now we describe a greedy procedure
called LocalOptimal (LO), for processing and consuming patterns based on this utility
function. Let the itemset which maximizes utility be g. To discover g, we enumerate
the set of discovered itemsets of local partition Ci, and for each itemset, calculate its
Utility(c). Once g is discovered it is placed in code or pattern table. Now let C ′i be
Ci with each occurrence of g removed and replaced with a codified identifier. Then,
the LO procedure identifies a new itemset g′, again maximizing the metric above, but
with respect to C ′i. We can continue to remove the LO itemset greedily (placing it in
the code table) and replacing occurrences of it, each time producing a smaller data
set, until all itemsets are processed.
It is easy to show that for this problem – picking the LO set to compress is
not globally optimal from a compression standpoint. For example in the dataset in
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Figure 4.2 the LO set is the itemset comprising all 12 items. However this will yield
a suboptimal solution (coupled with the 3-itemset (10-12)) – the optimal solution
involves compressing with the 9-itemset (1-9) and the three itemset (10-12). It can
also be easily be shown that picking the global optimal (not local optimal) from
among a candidate set of patterns is NP-hard - the arguments follow similarly to
previous research [99, 109]. That said, the greedy strategy is efficient and appears to
work well in practice.
An alternative to the above utility function that we explored is one that is inspired
by the notion of closed itemsets but is much easier to compute and moreover again
limited to within a partition. Relative Closedness (RC) measures how much an itemset
(denoted I) is able to compress the set of transactions it appears in (denoted TI)
within the partition Ci. We assume that TI in turn is comprised of a set of individual
transactions (t1 . . . tn). More formally:
RC(I) =
∑
∀ti∈TI
| I |
| ti | (4.3)
Note that RC accounts for the frequency of the itemset implicitly in the summation
operator and it accounts for the length of the itemset I but with respect to how much
of each transaction is covered by the itemset I. This additional source of information
may provide it with a slight advantage. To see why consider that for the above dataset
using the RC measure one would first pick the itemset (10-12), followed by itemset
(1-9) which happens to be optimal in this case.
Note that more complicated procedures for ranking and retention are possible such
as closed itemset mining [114], itemsets that compress (e.g. Krimp)[99] and graphical
models [100]. However, a key desiderata here is efficiency to compute - hence we
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Trans Id Items
23 6,10,5,12,15,1,2,3
102 1,2,3,20
55 2,3,10,12,1,5,6,15
204 1,7,8,9,3
13 1,2,3,8
64 1,2,3,5,6,10,12,15
43 1,2,5,10,22,31,8,23,36,6
431 1,2,5,10,21,31,67,8,23,36,6
Table 4.1: Example localized data set passed to the mining process.
have restricted this to simple (easy-to-compute) functions. We next describe Phase 2
of our algorithm (for expository simplicity we will limit the description to the Area
utility function but one can replace this with the RC function described here).
4.4.3 Phase 2: Approximate Mining
At this point in the computation, the heavy lifting has been accomplished, as
transactions with many similar items are now grouped into small collections. We
now focus on a greedy mining process which is bounded by O(|D| log |D|). The
mechanism is to construct a trie of the transactions, and then to use long paths in
the trie to construct patterns of interest in a manner analogous to FPGrowth [44] but
driven by our utility function.
The algorithm proceeds as follows. An initial scan is performed to retrieve a
histogram of the items in the transactions of the localized partition, and then the
transactions are reordered such that the most frequent items are ordered first within
each transaction3. Then each transaction is added to the trie. Each node in the trie
3It has been shown empirically by several researchers [44, 39], that such a re-ordering is beneficial
before placing transactions within a trie, so that there is a greater chance more prefix strings will
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Figure 4.3: Example trie representation based on the data in Table 4.1.
has a label and a sorted set of transactions which contain the itemset prefix. Only
items which occur at least twice are inserted into the trie. Then it is traversed to
record patterns of interest. For example, consider the data provided in Table 4.1.
A total of eight transactions are provided. After removing singletons, the trie is
constructed, as shown in Figure 4.3.
A walk of the trie is performed, and at each leaf with a transaction list length
greater than one, a potential itemset is processed. The node is then colored as
processed. From this node, a traversal to the root is performed. Whenever a parent
node owns a longer transaction list, and it has not been colored, it is added to the
list of potential itemsets. After the traversal completes, the potential list is sorted
according to its frequency times its length. The list is then processed for itemsets
using the LocalOptimal greedy strategy outlined in the previous section. If a pattern
is consumed it is added to the pattern set (code table) and pointers to its code are
be shared thus facilitating lower trie representation costs. This may not be an optimally minimal
representation but is shown to work well in practice [44, 39].
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Pattern Transaction List Uty.
1,2,3,5,6,10,12,15 23,55,64 14
1,2,5,6,10,8,23,31,36 43,431 8
1,2,3 13,23,55,64,102 8
1,2 12,23,43,55,64,102,431 6
Table 4.2: List of potential itemsets, where utility is defined as (|F | − 1) ∗ (|L| − 1).
placed in the associated transaction Ids in its path up the tree. Once a pattern is
consumed it may be the case that subsequent potential itemsets are reduced in utility
because the original ordering is greedy4. The actual utility is recomputed (in O(1)
time) before mining, and discarded if it is not fruitful. The potential itemset list for
the running example is presented in Table 4.2.
Pseudo code for the mining process is provided as Algorithm 4. First, a histogram
of items across all transactions is computed. Next, each transaction is examined, any
single-count items removed, its items sorted based on the histogram, and added to the
trie. The histogram ordering improves the overlap in the trie [44]. The tree is walked
to generate a list of potential itemsets with a function call to Algorithm 5, Gener-
atePotentialItemsetList. Lastly, itemsets of interest are generated and consumed and
the id lists in the trie are trimmed. To summarize the procedure, each high utility
itemset is removed from the rows in the data set where it is found, and is added to the
data set as a new element in the consumed pattern set (code table). Then a pointer
to this high utility itemset is appended to the rows in which it was removed.
GeneratePotentialItemsetList walks to the leaves of the trie (or to the last node
in the path with a list length greater than one), and then walks back to the root.
4Subsequent sorting can be performed on the list but in practice we found this did not significantly
change end to end compression values or execution time.
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Algorithm 4 MineConsumePhase
Parameter: Transaction Data set D, transaction Ids N
Condition: Modified dataset D, N , and set of consumed patterns P
1: Counts[i] = Frequency of each item i in D
2: Tree T = ∅
3: foreach Id ∈ N do
4: L = DId omitting singleton (Counts[Lj ] = 1) items
5: Sort items of L in descending order of frequency
6: Add L to T
7: end for
8: List PI = GeneratePotentialItemsetList(T )
9: Sort PI using U , e.g. U(p) = [(F − 1)× (L− 1)]
10: P = ∅;
11: foreach Pattern p ∈ PI do
12: pattern added← false
13: foreach Transaction t ∈ p.TransactionList do
14: if p.items ⊂ t then
15: t← t− p.items; pattern added← true;
16: end if
17: end for
18: if pattern added then
19: Append p to P (code table)
20: end if
21: end for
Algorithm 5 GeneratePotentialItemsetList
Parameter: TreeNode Root
Condition: List L of potential Itemsets
1: foreach Child c ∈ Root.children do
2: if c.count > 1 then
3: while c.count > 1 and c.child 6= NULL do
4: c = c.child
5: end while
6: MarkNode(c,L);
7: end if
8: end for
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During the traversal back to the root, potential itemsets are created and added to a
list. The pseudo code is provided as Algorithm 5. Adding the trie node as a potential
itemset is accomplished by Algorithm MarkNode, which is straightforward. This last
algorithm colors the node so that other paths can terminate early in the traversal to
the root.
Algorithm 6 MarkNode
Parameter: TreeNode node
Condition: List L of potential Itemsets
1: count = node.count
2: if !node.colored and node.count > 1 then
3: Create a new potential pattern pnew;
4: while node 6= NULL and node.depth > 0 and node.count == count do
5: node.colored = true
6: Add node to pnew;
7: node = node.parent
8: end while
9: Add pnew to L;
10: end if
11: if node 6= NULL and node.depth > 0 and !node.colored then
12: MarkNode(node, L)
13: end if
4.4.4 Multi-level Parallelization
We have designed a simple multi-level parallelization of LAM for a distributed
cluster of Φ CMP machines, each CMP machine comprising φ cores, named PLAM.
We assume the data initially resides off the cluster. The algorithm proceeds as follows.
Initially it distributes the data across machines of the cluster5 using a parallelized
variant of the LocalizePhase subroutine. Each machine independently performs the
Localization operation as previously described in Section 4.4.1: a matrix M of itemset
5If data already resides on the cluster then this can be omitted.
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min-hash sketches is constructed in parallel and sorted with a parallel merge sort [26].
This phase is embarrassingly parallel and it generates |C| localized partitions. The C
localized partitions are statically distributed across Φ machines. For typical problems
at web scale |C| >> Φ so by using static balancing strategies each machine has
roughly equal number of bytes to process.
Next each machine mines its localized partitions by leveraging a parallel variant of
the MineConsumePhase subroutine. Each of a machine’s φ CPU cores mines a disjoint
range of patterns in the potential itemset list, parallelizing the loop over patterns in
Algorithm 4. Work imbalance is mitigated by work-stealing at two levels: 1) After
processing all patterns in its own range, an idle core steals unprocessed patterns from
other cores on the machine, and 2) When all patterns on a machine are processed,
its cores steal unprocessed patterns from other machines in the cluster. Finally,
the algorithm concludes by aggregating mined patterns from individual machines.
Generally, locking presents little overhead, since a) the number of cycles required to
mine a task is far greater than the number of cycles required to set the lock, and b)
for a large prefix of the computation there is no contention for locks.
4.4.5 Complexity Analysis
The complexity of the proposed approach is of particular interest, due to the
size of the data sets we target. For a data set of size D where each element is a
transaction or row R, the localized partitioning phase is O(k|D| log (k|D|)), where k
is the chosen number of hashes. Each element i ∈ R for each R ∈ D is hashed, then
for each column of data the hashes are sorted. Selecting subsets from the sorted data
is efficient, requiring O(kN) time, since at worst each hash is touched once. Each
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transaction Id is passed to the mining phase at most once per iteration. Therefore,
each element is passed at most once per iteration. We next examine the complexity
of the mining phase. We will consider a single call with a partition of the data d,
knowing that D = {d1 ∪ d2 ∪ d3 · · · dN} and there is no intersection among elements.
The mining phase is also O(k|D| log (k|D|)). Let a single call pass data d (as
described above). The first step builds a histogram in O(d log d) time. The histogram
is then sorted. Each item from each transaction or row is then added to the trie at
most once, requiring at worst O(log d) time per item, since the children of a trie node
are a sorted set. Generating potential itemsets is an O(d) operation, since the trie
can have at most d nodes, each node is visited twice, and the computation at a trie
node is constant. Sorting the potential itemsets does not require more than O(d log
d) time since its size is bounded by O(d). Finally, each potential itemset is processed
once. The processing step marks an item in a transaction, removes a item from the
trie, and adds a new transaction to the data set. Each item is marked only once, each
Id is removed from a list only once per item, and there cannot be more than O(d)
itemsets generated. Therefore, the mining phase is bounded by O(k|D| log k|D|). We
use a small k, typically 8, and so we distill the overall complexity to O(|D| log |D|).
4.4.6 Compressed Analytics: Classification
Inspired by the authors of Krimp [99], a natural question one might have is can one
operate on the compressed representation to perform other analytic tasks efficiently.
Here we detail a strategy for adopting LAM for the task of classification. We begin by
assuming a standard split of the original dataset into training (Tr) and test (Te) data.
For building the LAM inspired classifier we further split the training data (Tr) by
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associated class labels (TrCL). We then apply LAM to each split (excluding the class
label since it will appear in every transaction of the split) to extract a set of patterns
that are specific to a class (PCL) ordered by our utility function as applied to the
entire split. We then perform an extra pruning step to determine the discriminative
value of each pattern – patterns that are universally effective across class splits are
filtered – retaining only the core “discriminating” set of patterns for each class label.
This group of patterns forms the basis of our set of rules for classification ordered by
the utility functions (described in Section 4.4.2).
We then follow a procedure identical to Classification Based on Associations
(CBA) [70] to build and test the final model. Test transaction instances are eval-
uated and classified by determining which class’ pattern set it most closely corre-
sponds with. We investigated several possibilities including variants of the RC utility
function described in Section 4.4.2 and found the ratio or fraction of the compressed
patterns within a class’ pattern set (PCL) that the test instance is a superset of to be
a robust measure for deciding class predictions. Like CBA [70] if no pattern or rule
applies to a test instance the test instance is assigned to the default class (usually the
majority class). We empirically examine our approach in Section 4.5.2.
4.5 Experimental Evaluation
In this section, we evaluate the LAM algorithm empirically and evaluate how well
it meets our stated goal: Given a transactional database D where each transaction
comprises items drawn from a set of labels L can we find a useful set of itemset
patterns P in linearithmic time (with respect to the size of the database |D|)?
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Data Set Vertices Edges
IT2004 41,291,594 1,150,725,436
ARABIC2005 22,744,080 639,999,458
EU2005 862,664 19,235,140
SK2005 50,636,154 1,949,412,601
UK2006 77,741,046 2,965,043,000
Table 4.3: Web graph data sets.
We begin by describing our experimental setup. LAM was implemented in C++.
For evaluations, we used a 32 node cluster, where each machine had two quad core
Intel Xeons and 8GB RAM. In all experiments we use 16 hashes (permutations); more
provided little compression benefit, and incurred a linear cost in execution time. The
transactional data sets presented in Table 4.4 are from public data repositories (FIMI
and UCI KDD) and a Twitter feed comprising tweets during the football world cup
in 2010. The web graph data sets [14], can be modeled as transactional datasets,
where each vertex’s adjacency list can be viewed as a transaction. These datasets are
presented in Table 4.3 and are publicly available6.
We compare the performance of LAM with respect to the following state-of-the-
art algorithms: Closed Itemset Mining7, Krimp [99], Slim [90], and CDB-Hyper [109].
The latter are considered state-of-the-art pattern summarization algorithms.
The comparative metrics we evaluate include the following. First, as described
above, we measure the compression ratios as number of bits used to represent the
original database divided by number of bits to represent the compressed database
6http://law.dsi.unimi.it
7We use Afopt and FPGrowth from the FIMI repository (both return the same result set, we use
the lower of the two execution times).
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Data Set #Trans Size(B) Density[99] σ
Accidents 340183 18658142 sparse 50K
Adult 48842 892431 moderate 1
Anneal 898 15707 moderate 1
Breast 699 6778 dense 1
Mushroom 8124 277822 dense 500
Kosarak 990,002 20898584 sparse 5K
Iris 150 765 dense 1
Page Blocks 5473 109460 moderate 1
Twitter (WCS) 1264 49635 sparse 1
Tic-Tac-Toe 958 11494 moderate 1
Table 4.4: Transactional Dataset Characteristics
(including its code table). Krimp, Slim, and LAM produce a compressed representa-
tion of D along with the associated code table. For closed itemset mining and CDB
we implement a compression scheme that takes as input the patterns generated by
these respective algorithms and apply the same LocalOptimal greedy heuristic ap-
plied within LAM (in Phase 2) to compute the compressed representation. Second,
for Krimp and LAM we also evaluate how well the compressed itemset patterns gen-
erated by these algorithms can be used for compressed analytics in a classification
setting [99]. Third, we compare these algorithms in terms of efficiency and scalabil-
ity using traditional measures (all numbers are averaged over 10 runs) and report
end-to-end wall clock times.
4.5.1 LAM Introspection
Before delving into comparative evaluations here we would first like to answer
two questions internal to the design of the LAM algorithm in a sequential setting: i)
among the two utility functions we describe which is more effective?; and ii) what
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Figure 4.4: LAM5 runtime phase breakdown across utility functions (datasets). Run-
times are normalized against the implementation using Area (which is always faster
than RC).
Figure 4.5: LAM5 Compression ratio across different datasets (utility functions)
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Figure 4.6: Compression Ratio (higher better) of LAM, Krimp and CDB.
is the relative time spent on Phase 1 and Phase 2 of the LAM algorithm? Results
(see Figures 4.4 and 4.5) are reported on three datasets in the interests of space,
but are representative (EU (large and very sparse), Mushroom (dense) and Adult
(moderate)). “LAM5” is LAM with NumberOfPasses set to 5.
Trends: First, using Area as a utility function offers marginal benefits in runtimes for
small datasets (4.3% faster on Adult) while the improvement is roughly 11% faster on
the larger EU dataset (over 15% on some of the other webscale datasets not shown). In
terms of compression ratios achieved RC achieves a slightly more compression on two
of the datasets but the differences are largely negligible. Second, and not surprisingly,
Phase 2 dominates the overall execution time and the gap becomes larger with an
increase in dataset size.
4.5.2 Comparison with Krimp, Slim, and CDB-Hyper
In this section we examine the performance of the sequential implementation of
LAM with respect to Krimp [99], Slim [90], and CDB-Hyper [109], three state-of-
the-art algorithms. Note that for a given dataset D Krimp and CDB-Hyper rely on
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Figure 4.7: Execution time of LAM, Krimp, and CDB Hyper
computing an initial set of frequent itemsets at a given support level (we use σ as
noted in Table 4.4) and then compute a pattern set (respectively Pkrimp and PCDB)
that summarizes (compresses) the dataset. Slim iteratively merges co-occurring code
table patterns into a set of larger patterns (PSlim). And LAM directly computes the
pattern set (PLAM) and compresses the dataset. Given that the patterns generated
by each of these algorithms are distinct (each employs a heuristic of some form)
our qualitative measure of choice is end-to-end compression achieved on the datasets
(reported in Figure 4.6).
Trends: The main observation is that Krimp and Slim are more effective on one
dataset (PageBlocks) and CDB is more effective on three (Tic-Tac-Toe, Iris and An-
neal), while LAM is more effective on the others. We should note that on the two
largest datasets considered here (Kosarak and Accidents), LAM outperforms the other
methods from a compression standpoint. We also note that for both of these datasets
one has to use a reasonably large support value to even get CDB and Krimp to run
(see Table 4.4).
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The execution times for these algorithms on the larger FIMI datasets are described
in Figure 4.7 (the trends are similar for the smaller datasets also (not shown)). Essen-
tially LAM is almost always one to several orders of magnitude faster which is along
expected lines given the complexity analysis presented earlier. A point to note here is
that for Krimp and CDB-Hyper one would typically have to spend a lot of time man-
ually tuning the right support (not reported in the figure). If one were to account for
this manual tuning then the speedup numbers become even more impressive - really
highlighting the benefit of a parameter-free approach like LAM.
We also examined if an approach based on sampling could benefit strategies like
CDB (or Krimp or Slim (not shown but similar)). In other words could the patterns
generated by running itemset mining on a smaller sample be fed to CDB and used
to generate a competitive compressed representation in a fraction of the time? We
report results on the Adult dataset varying the sampling percentage from 70 to 10 for
CDB (these results are representative across all datasets we evaluated on). We find
that while runtime does reduce – fractionally – the compression ratios also drop. The
intuition here is that while running on a sample can reduce the cost of generating
itemsets – this step is a small fraction of the overall cost of finding the high utility
itemsets that compress using CDB or Krimp. A similar point can be made of other
strategies that seek to speed up the itemset generation process such as paralleliza-
tion [39] or approximate mining [60]. Finally, to reiterate, even with the marginally
reduced runtimes LAM is still orders of magnitude faster (as seen from Fig 4.7).
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(a) Sampling
Compression
Ratio (b) Sampling Runtime
Figure 4.8: Compression and Runtime of CDB on sampled Adult. σ100% = 100 and
scaled so σx% = x.
Figure 4.9: Compressed Analytics: Classification
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Compressed Analytics: LAM vs. Krimp. 8 We present an initial foray into the
area of compressed analytics. We examine the use of patterns generated by LAM for
the task of classification as described in Section 4.4.6.
The authors of Krimp present a more nuanced algorithm based on information
theoretic principles for classification for the output of Krimp [99]. We compare our al-
gorithm against this algorithm on the datasets that have a natural class label. These
results are presented in Figure 4.9 for those datasets that have a natural class label
(Accidents and Kosarak do not and are omitted). These results show that our LAM
inspired compressed analysis system is on par with Krimp’s more nuanced classifier
using standard 10-fold cross validation. These results offer further evidence of LAM’s
effectiveness and moreover lend greater credibility to the idea of compressed analytics
in general allowing for fast in-memory/in-cache processing – a benefit of both Krimp
as well as LAM. We note that compression alone is not indicative of classification per-
formance. Patterns that achieve high compression may not be discriminative enough
for the purpose of classification. For instance Krimp was extremely effective in com-
pressing the PageBlocks dataset but in terms of classification performance it is on par
with LAM. Similarly LAM was more effective in compressing the Adult dataset, while
its classification performance on the same dataset was marginally less effective than
Krimp. In the future we would like to investigate a more nuanced implementation of
the Krimp classification strategy, applied to itemsets produced by LAM – we expect
to see further improvement. Other analysis tasks could benefit from such a strategy
as we discuss later.
8CDB-Hyper does not support classification, and Slim classification results were comparable to
Krimp and not shown.
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Figure 4.10: LAM vs. Closed Itemsets: a)EU:execution time; b)EU compression
Figure 4.11: Itemset results for various supports, grouped by set size. LAM 1 indicates
one iteration.
4.5.3 Comparing LAM with Closed Itemsets
We next turn our attention to comparing LAM with Closed Itemsets from an
efficiency standpoint since it often serves as a pre-processing step for other pattern
summarization approaches such as CDB or Krimp. In the interests of space we focus
on the EU dataset (results in Figure 4.10).
Trends: We note that at a support of 50, closed sets require several thousand seconds
to execute, while LAM requires around 15 seconds (an 8 core parallelization requires
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under 2 seconds). A result set comparison for the EU data set is presented in Fig-
ure 4.11 and is quite illuminating. We employ multiple support levels for generating
closed itemsets. It is clear that the parameter-free LAM outputs longer patterns than
closed itemsets (at reasonably computable support levels). Note that at a support
of 50, closed mining uses several thousand seconds but finds no patterns longer than
100, whereas LAM finds hundreds of patterns longer than 1000 (high utility item-
sets). Further, at a support of 45, this number was increased over 10-fold before the
execution abruptly halted (and therefore not shown). We will evaluate the utility of
these longer patterns later in this section; here we note that longer patterns are also
often more interesting – for instance in the web graph, as they often represent link
spam.
It is worth pointing out here that one way to potentially speed up the costs of
closed itemset mining is to resort to parallel implementations [31, 39]. However as
Figure 4.10a series “Closed Sets Gen.” illustrates, in order to be competitive with the
sequential variant of LAM, while being able to operate on the lower support ranges
(σ < 100), one would require a near perfectly efficient parallel implementation on a
large parallel system (100s of nodes) – a nontrivial task. Moreover we note in Figure
4.10a series “Closed Sets Comp”, the additional time required to use the closed sets to
compress the EU2005 graph. One observes that this step is also extremely expensive,
further exacerbating the problem. LAM on the other hand keeps the location of the
discovered itemset in the data set. The times shown include compression time when
performed.
The compression ratios for the codes are provided in Figure 4.10b. The low
hanging fruit is captured by closed itemsets at a manageable support. At σ = 5000,
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Data Set Time(min) Itemsets
IT2004 27 4.5M
ARABIC2005 19 3.7M
EU2005 0.25 260K
SK2005 36 12M
UK2006 67 18M
Table 4.5: Serial execution times (mining + compression) for LAM using five itera-
tions, and the number of useful itemsets produced and consumed.
execution times are low and a 1.15-fold compression is achieved (2.6M items removed
from a data set of 19.2M). This is improved to 1.71-fold compression at a support
of 65 using 245K itemsets. However, at a support of 50, 12.5M global itemsets are
generated, but only afford a 1.72-fold compression. The additional itemsets generated
by closed set mining had little utility. LAM finds more useful patterns in much less
time, with a compression ratio over 2 in a single pass (LAM 1). If 8 cores of a CMP are
used, PLAM requires less than 2 seconds. If allowed multiple passes, inexpensive to
do, the probabilistic nature of LAM affords a 4.03-fold compression ratio (removing
14.5M items).
4.5.4 Properties of LAM
We now examine further properties of the proposed algorithm. In these experi-
ments, we do not compare to closed sets or Krimp as they do not scale to the target
data sets.
Multi-level Scalability: The parallel algorithm was run on the cluster to de-
termine end scalability, using the web graphs from Table 4.3. These data sets are
quite challenging, in part because the number of labels is equal to the number of
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rows, which can be quite high. The one machine execution is a single thread run-
ning on a single machine. All other executions use all eight cores on each machine,
so for example 32 threads (processors/cores) uses four machines in the cluster. As
described earlier, for the parallel implementation we statically balance data onto the
machines such that each machine has roughly the same load (best effort). As we shall
discuss shortly this works reasonably well but their is scope for improvement. Also
as described earlier, when discussing data set compression as a metric for result set
utility, we use the locally generated itemsets to compress the input data.
In mining the data sets from Table 4.5, the average scalability from 1 to 256
cores was 175-fold for the five data sets. This can be seen in Figure 4.12(1). As an
example, the ARABIC2005 data set experiences an 186-fold reduction in runtime
for 256 cores (32 machines). In execution time, this is a reduction from 302 seconds
to under 2 seconds, for a single iteration (excluding the first disk read time). For a
single machine, scaling from one to eight cores (consisting of two distinct processors)
was 7.2-fold, 7.6-fold, 7.2-fold and 7.8-fold for the EU2005, UK2006, IT2004 and
ARABIC2005 data sets, respectively. The relative degradation in performance when
scaling from 8 to 256 compute cores (from 90-95% parallel efficiency to 70-80% parallel
efficiency) is primarily due to the load imbalance among machines (caused by large
near-clique like structures within the data that make it difficult to precisely balance
the load using the simple static scheme described earlier). In the future we hope
to investigate mechanisms to alleviate this problem by employing a more dynamic
load balancing strategy. The compression ratios (shown in Figure 4.12(2)) degrade
slightly as the number of machines is increased. For example, from 1 to 32 machines,
the compression ratio for the EU2005 data set degraded from 4.03 to 3.99 (1.0%).
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Figure 4.12: 1) Scalability of PLAM, and 2) Compression ratios.
This occurs because each machine mines for localized partitions within its local data
only. Table 4.5 lists the number of additional transactions added to the data set
after five iterations, as well as the execution times. On average, each transaction only
had between 1.4 and 1.5 dereferences to new transactions to fully list the original
items. Execution times are low, considering the size of the data sets. For example,
the UK2006 data set is 77.7M transactions, with an average of 38.1 items each. It
requires about 67 minutes to compress and produce relevant itemsets on a single node.
Benefits from Long Patterns: We believe that longer patterns in general
can be of significant interest to users. We illustrate the benefits of longer patterns
found by LAM in this next experiment. We calculate the compression ratio as we
continuously make use of longer patterns. Figure 4.13 displays the effects on the
larger UK-2006 data set. The X-axis is the pattern length and the Y-axis is the
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Figure 4.13: Pattern length vs. cumulative compression.
cumulative compression ratio. It can be seen that patterns of length 20-60 have
the greatest benefit, comprising almost 50% of the compression. As shown, patterns
longer than 500 provide an additional 10% compression. Patterns of lengths greater
than 1000 provide a modest improvement, although final compression values are less
impacted by patterns in this region due to their lower frequency. We note that as is
common in the current literature additional compression of these datasets is possible
via Zeta or Huffman coding (often increasing the compression ratios by up to a factor
of two) [15, 53]. Since this is not the primary objective of the current study we do
not discuss this further although we have observed similar results.
4.6 Using LAM for Scalable PLASMA-HD Compressibility
Estimation
Compressibility is a frequently used method for parameter-free data summariza-
tion. Based on the Minimum Description Length (MDL) principle, the best data
representation is the lossless one which takes up the minimum number of bits 9. In
frequent pattern mining, this concept has driven recent works focusing on succinct
9Since optimal compression is this context, as in many others, can be shown to be NP-
complete [108, 99] by among other ways reducing the set-cover problem [54] to it, in practice
approximations are used.
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summarization of transactional data, where a dataset is a set of transactions where
each transaction is a set of items. A graph can be similarly represented as a set of
nodes where each node’s neighborhood is a set of other nodes, and as a consequence
many algorithms and problems, such as approximate clique finding, cross-cut the
domain between the two.
We are interested in exploiting compressibility for graph summarization in a differ-
ent context than usual. In particular, we would like to understand how compressibility
varies across the similarity threshold space. An intuition for exploring this follows.
Suppose that in a transactional dataset, we have highly clustered data, where there
exist “clusters” of transactions each with identical itemsets, and the itemsets do not
overlap. Such a dataset is highly compressible because of significant repetition: the
set of items in each cluster need be stored only once per cluster, rather than once per
node.
The analogous graph would consist of independent bicliques; as many as clusters
in the previous transactional example. Such a graph would be highly compressible,
as would any highly “clusterable” graph, where there are dense connections within
clusters and sparse connections between clusters. Since we are interested in finding
more clusterable representations of data, we can use compressibility as a measure of
clusterability. A key challenge is that the computational performance, including the
scalability, of general graph compression (and analogously, frequent itemset) algo-
rithms has been limited.
Table 4.6 shows datasets used for our LAM compressibility experiments; all have
been used in previous all-pairs similarity works [84, 10]. TwitterLinks is the directed
follower/followee network of users from [63], filtered to include only users with at
106
Dataset Records Dimensions Avg. Len Nnz
TwitterLinks 146,170 146,170 1,369 200,130,741
WikiWords200 494,244 344,352 398 196,968,755
WikiWords500 100,528 344,352 786 79,019,088
Orkut 3,072,626 3,072,626 76 117,185,083
RCV1 804,414 47,236 76 60,915,113
WikiLinks 1,815,914 1,815,914 24 43,498,512
Table 4.6: Datasets for LAM compression experiments. “Nnz” is number of non-zeros
(edges).
least 1,000 followers, TF/IDF weighted. The Wiki datasets are from the text of
an English Wikipedia archive, where cleaned TF/IDF weighted text terms with a
minimum corpus-wide frequency of 20 are used. WikiWords500 (200) is Wikipedia
articles with at least 500 (200) words. Orkut is the (undirected) friendship network
among a subset of the social network’s users; each vector is a TF/IDF weighted vector
of a user’s friends. RCV1 is a corpus of Reuters news articles commonly used in IR
benchmarks, with TF/IDF term weighting. WikiLinks consists of hyperlinks between
Wikipedia articles, with TF/IDF weighting.
For generating the graph to be compressed we used BayesLSH with LSH candidate
generation. Cosine similarity is used for all datasets except that Jaccard similarity
is used for Orkut, the only unweighted dataset. For LAM we used 5 rounds of
compression and a record chunk size of 1000.
Figure 4.14 shows compression results across similarity thresholds for our six
datasets. Recall that 1) a higher compression ratio indicates more cluster structure,
and 2) a graph generated at threshold t consists of all pairwise edges between input
records whose similarity is ≥ t. We can see from the figures that compression ratios
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Figure 4.14: Compression across similarity thresholds
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are always greater than 1.0, indicating that LAM was always successful in finding
repeated patterns which can compress the size of the generated graph.
Figure 4.14a shows that compressibility of TwitterLinks peaks at around 2.6x at
the lowest evaluated similarity threshold of 0.375, and decreases slightly faster than
linearly to about 1.4x. The visualization suggests that interesting similarity thresh-
olds for further exploration (i.e. with other PLASMA-HD visual cues) may include
the near-peak of 0.425, and the near-nadir of 0.675. Note that both intuitively and
empirically, there may be multiple thresholds of interest. Hence techniques which are
designed to find only a single “best” threshold – for example “knee” or “elbow” find-
ing, or gap-statistic [95] maximization, both commonly used for number-of-clusters
estimation – cannot be directly employed to find numbers like the above analytically.
Figures 4.14b and 4.14c show the opposite trend for the WikiWords datasets.
Their compressibility increases gradually from 0.3 to 0.7, peaks between 0.7 and 0.85,
and decreases sharply above that. This suggests that these “phase shift” endpoints
near 0.7 and 0.85 would be interesting for further exploration. Figure 4.14d shows a
rapid compressibility increase for Orkut from 0.3 peaking at 0.5, then decreasing and
flattening. Figure 4.14e shows a similar gradual increasing trend for RCV1 without
an obvious peak, and Figure 4.14f shows little change across similarity thresholds
with a compression ratio always around 2.2.
These experiments demonstrate the usefulness of employing LAM as a graph com-
pressibility measure for large data, since “phase shifts” or “inflection points” can often
be easily identified, which indicate thresholds at which significant changes occur in
the clusterability of data. LAM is parameter-free, so no user tuning is needed to
generate results. Its scalablity and O(n logn) runtime and memory bound enable
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rapid analysis of large datasets. As shown in this section graph compressibility is
a non-trivial (e.g. non-monotonic) and meaningful measure which can be used to
assess the clusterability of data over a similarity threshold range. As such, fast ap-
proximate pattern mining for visual compressibility assesment significantly ehnances
PLASMA-HD and compliments its other visual cues.
4.7 Conclusions
The central question we ask in this paper is: Given a transactional database D
where each transaction comprises items drawn from a set of labels L can we find
a useful set of itemset patterns P in linearithmic time (with respect to the size of
the database |D|)? Our notion of usefulness seeks to understand how effective the
pattern set P is in compressing the original dataset D and here we share similar goals
to recent efforts that seek to identify patterns that compress.
We have described a parameter-free algorithm (LAM) for discovering interesting
patterns in very large data sets. By relaxing the requirement for exact global counts
and frequencies, we show that we can bound the computational complexity for dis-
covering interesting itemsets to O(|D| log |D|). The solution executes in two stages,
both of which are efficient. It discovers patterns in localized portions of the data
which are not typically found by traditional mining strategies. We also develop a
scalable multi-level parallelization of the algorithm for clusters of CMPs (PLAM).
We have evaluated LAM and PLAM on a range of transactional and graph datasets
drawn from public sources along the axes of efficacy and efficiency. On the smaller
transactional datasets LAM produces high quality patterns at a fraction of the time
compared to extant algorithms such as Closed Itemset Mining, Krimp, Slim, and
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CDB-Hyper. Qualitatively the compression ratios achieved by LAM compare favor-
ably to extant approaches. We have demonstrated that the compressed representation
is also useful for downstream analytics like classification. Finally, we demonstrate the
scalability of LAM and PLAM on very large scale web graphs achieving a speedup of
up to 193 on 256 cores on contemporary workloads.
With respect to future work we are interested in several problems. First, we
seek to enhance the efficiency of the parallel algorithm through the design of suitable
dynamic load balancing strategies and to further study alternative utility functions
and their implications for compressed analytics on transactional and graph data [62,
33, 53]. Second, we want to better understand the implications of our work on row-
store [19] and graph-store technology. Specifically, elements of the algorithm we have
presented in this paper may lend itself to the general-purpose compressed storage and
element-wise retrieval of transactional (row) or graph data. Third, the principles we
have outlined could extend to patterns of a more complex nature such as sequence-
data [2], and tree-data (e.g. XML data) [94, 116] and collections of graph or molecular
structure data [62, 111, 27].
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CHAPTER 5
PARALLEL COORDINATES
For many years parallel coordinates has been employed to visualized moderate-
dimensional data; a toy example is shown in Figure 5.1. We are interested in how to
effectively visualize clusters of multidimensional data to facilitate knowledge discov-
ery. In ths Chapter we develop several optimizations for parallel coordinates visualiza-
tion [107] by reordering dimensions. Specifically, we link the optimal dimensional or-
dering problem which minimizes crossing lines, to the (NP-hard) metric-space Hamil-
tonian path problem, and develop a linear 2-approximation based on the well-known
minimum spamming tree approach for approximating the minimum metric traveling
salesman problem. Additionally, we enhance the appearance of groups of data items
according to energy equations inspired by physics. Specifically, by defining elastic,
attractive, and repulsive energy equations to control line elasticity, intra-cluster at-
traction, and inter-cluster repulsion, we experimentally demonstrate the ability of our
approach to de-clutter parallel coordinates visualizations.
Data mining and visualization are two important areas in analyzing and under-
standing large data. The role of mining is to discover hidden patterns in data. In
particular, many clustering techniques (see [49] for a review) have been proposed
to reveal the structures of these data and support exploratory data analysis. The
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Figure 5.1: Toy parallel coordinates visualization
role of visualization is to present data in a clear and interpretable manner for people.
Many visualization techniques have been developed to facilitate exploratory analy-
sis and analytical reasoning through the use of (interactive) visual interfaces (see
Section 2.4).
Despite these efforts, insufficient research has been done to integrate these two
endeavors in a seamless fashion. In this chapter we ask the following questions: Given
discovered cluster structures from the data, how can we visualize them and provide
users better insight into the data? How can visualization techniques help reveal and
expose underlying structures of the data? These research questions are critical for us
to meet the challenges of Big Data. In this chapter we address these two questions
by developing a novel visualization model for visualizing discovered clusters in large
and multivariate datasets, from the perspective of optimization and graph theory.
Our goal is to depict the general shapes and trends of discovered clusters as well as
preserve the details of individual data items.
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Among many visualization techniques for multidimensional data [106], parallel co-
ordinates is one of the most elegant yet simple. Therefore we use parallel coordinates
as a visualization platform for our proposed algorithms.
5.0.1 Visualization by Parallel Coordinates
Parallel coordinates was invented by d’Ocagne [32] in 1885 and has been widely
and successfully used in many applications [89] since its recent independent re-discovery
by Inselberg [48] in 1985.
A major problem of traditional parallel coordinates is that many important fea-
tures of large datasets cannot always be easily observed with the traditional polyline-
mapping rendering. This is mainly because of visual cluttering, which is defined as “a
disordered collection of graphical entities in information visualization” [81]. Visual
clutter occurs easily and unfavorably for only a few hundreds of items, due to the
space and resolution limit of physical display devices, as well as the perception limit
of the human visual system.
Moreover, the results of data aggregation and abstraction, such as clustering which
is one of the most important characteristics of a dataset, will easily become perplexing
to observers, especially when the size of the dataset is large [5].
Among various previous works on visualizing data in parallel coordinates, only
very few successful endeavors [11, 5, 51], to the best of our knowledge, focus on
visualizing given clusters in parallel coordinates. However, these works concentrate
on visualizing the general shapes of clusters by sacrificing the details of individual
items or polylines (lines or short in the following) in the parallel coordinates. In
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contrast, our methods are unique in the sense that we visualize the shape of clusters
while greatly preserving details of individual data.
5.0.2 Our Contribution
In this chapter, we introduce a novel visualization approach from the angle of
optimization and graph theory, to visualize clusters in parallel coordinates. Our
approach makes cluster observations in the parallel coordinates much easier while
preserving details about individual items/lines. Our three main contributions to
parallel coordinates visualization are:
1. A new energy reduction model for every pair of adjacent coordinates, using an
energy optimization to find an improved distribution of lines between them.
Energies in our model are closely aligned to a real physics model, resulting in
quadratic forms. We develop an efficient algorithm which optimizes the energy
based quadratic forms to a near locally-optimum solution. With our novel
energy reduction visualization scheme it is much easier to identify clusters and
their interactions in parallel coordinates, while detailed information about items
(lines) is still presented (preserving, for instance, outliers).
2. As indicated by Zhou et al. [120], it is desirable to “minimize excessive in-
tersections between lines” to reduce visual clutter. With similar motivation,
Dasgupta and Kosara [29] recently use number of crossings as an indication of
clutter between two adjacent coordinates as a basis for further optimization.
Slightly different from [29], we define a line crossing as an order change. We
show that this slight simplification brings into huge benefits. First, we suc-
cessfully design a O(n log n) algorithm, instead of a O(n2) algorithm in [29], to
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calculate the number of crossings between two adjacent coordinates. Second,
we prove that according to our crossing definition, the pairwise coordinate re-
lationship can be viewed as a complete graph in metric space. Thus different
from [4], we associate our problem not to the general TSP, but to the metric
Hamiltonian path problem. Finally we show that various efficient algorithms
or solutions from metric-TSP can be adapted for our problem, thus a complete
online visualization solution becomes possible.
3. We perform detailed experiments on publicly available datasets and we also
perform a visual analysis case study on a real biomedical dataset. Detailed ex-
perimental results show the effectiveness and efficiency of our new visualization
approach.
5.0.3 Applications to PLASMA-HD
We expect that adaptations of parallel coordinates could serve as useful visual
cues in PLASMA-HD. Challenges include determining how to handle much higher
dimensionality. One approach is to adapt this chapter’s approach of selecting the best
ordering of dimensions, to instead find the best dimensions to order, optimizing some
function of crossings as done in this chapter, or some other measure, as a feature
selection method. Another possible approach to reducing the number of coordinates
is to utilize the dimensionality-reducing characteristics already applied by our use of
LSH.
We may also face challenges in having to handle a very large number of data
items. Recent previous works in the areas of graph clustering and triangle counting
have shown simplification by edge sparsification [85, 97] as well as in spectral problems
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for machine learning [105, 37] to be very effective in reducing “noise” while giving or-
ders of magnitude speedup with little loss (or even gain) in accuracy. The definitions
of “edge” and “node” are quite different in our context, but applying the same sim-
plification concept by removing less meaningful data items (or parts of items) from
our dataset could be key to achieving the performance and interpretability necessary
for using parallel coordinates for PLASMA-HD.
5.1 Problem Formulation
The general problem we want to solve is: Given clusters for a set of multi-
dimensional data, what is the best way to visualize these clusters by parallel co-
ordinates?
Before addressing this general problem we consider the best way to visualize clus-
ters for 2-dimensional data in parallel coordinates (i.e. between adjacent coordinates).
We use the terms “dimension” and “coordinate” interchangeably; each dimension cor-
responds to a distinct coordinate.
5.1.1 The 2-dimensional Energy Reduction Visualization Model
Each item (or record) in the parallel coordinates visualization is displayed as a
line. A major difficulty of visualization is that lines belonging to different clusters
may be well-entangled in the parallel coordinate. A simple but efficient way to vi-
sually disentangle lines is to utilize an “assistant” coordinate in the middle of two
adjacent coordinates. This brings lines belonging to the same cluster closer together
for visualization purposes. Furthermore in order to better distinguish different clus-
ters, it is also helpful to keep some space between points of two adjacent clusters on
the middle assistant coordinate.
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Figure 5.2: (a) Data in parallel coordinates. (b) Data in parallel coordinates with an
assistant coordinate in the middle. Lines belonging to the same cluster merge closer.
(c) The same as (b) except that lines are curved.
Figure 5.2 illustrates the usage of an assistant coordinate. Blue solid lines belong
to one cluster, and red dotted lines belong to another cluster. Figure 5.2(a) is the
data originally displayed in 2-dimensional parallel coordinates. Figure 5.2(b) shows
how we bend the lines so that lines belonging to the same cluster become artificially
closer.
Inserting assistant coordinates and “bending” lines between the axes distorts, for
better or worse, the original relationships within the datasets. To mitigate negative
effects of this problem, we replace bending lines with curves, as shown in 5.2(c).
Specifically, in this work we use the famous Be´zier curve [34] to smoothly bend lines
(i.e., connect left, middle and right points). The smoothing effect, widely used in
computer graphics, is similar to embedding a line into a curved space. Additionally, we
use three user-controlled parameters in our visualization model to let users determine
the balance between the opposing objectives of maximally preserving the original
relationships and maximally manifesting clusters.
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To better describe our goal of visualization, we consider each line as a “rubber
band”, so that there is an elastic force to make the line straight. In addition, we
assume there is an attraction force at the “center” of the lines belonging to the same
cluster, so that these lines are bent towards the center. If lines are subject to these
rubber band and center effects, it is easy to imagine that all lines will bend towards
their corresponding centers to some degree. The effect is shown in Figure 5.2(b). In
order to increase the gaps between points of different clusters, we also force adjacent
centers to repel each other. Figure 5.2(c) shows such an effect.
Each line intersects the assistant coordinate at a point. The positions of these
points will be associated with the potential energies due to three kinds of forces,
i.e. elastic force, attraction force and repelling force. Let zi be the position of the
intersection point between line i and the assistant coordinate. Let us assume line i
belongs to cluster Cp. Let xi, yi be the position of line i at its x coordinate and y
coordinate, respectively. We model these potential energies as follows:
• Elastic Energy of one line i: EE(i) = (zi − xi+yi2 )2
• Attraction Energy between line i and its cluster center cp: EA(i, cp) = (zi −
cp)
2
• Repelling Energy between line i and its two adjacent cluster centers cp−1 and
cp+1: ER(i, cp−1, cp+1) = (zi − cp−1)2 + (zi − cp+1)2
It is easy to see that if a line i is straight, it intersects the middle coordinate at
xi+yi
2
.
Similarly, we define the attraction energy. cp is the center of cluster Cp on the
middle coordinate. Specifically, cp =
1
|Cp|
∑
i∈Cp zi.
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The repelling energy of a line i is introduced by it being repelled from the centers
of two adjacent clusters Cp−1 and Cp+1 on the middle assistant coordinate. For a
unified formulation, we define the repelling energy as an equivalent energy caused by
“attraction” simultaneously from the two adjacent cluster centers. This definition is
desirable for keeping enough space between two clusters because when zi =
cp−1+cp+1
2
(i.e. line i is least close to any clusters in the middle assistant coordinate) the repelling
energy for zi is minimized.
To deal with the possibility of unbalanced clusters, in Section 5.2.1, we will propose
a revised version of repelling energy such that larger-sized clusters (those with more
elements) get more space for visualization.
Our visualization goal can be considered as minimizing potential energies in our
visualization model. Let C be the set of all clusters. Assume there are n lines. The
total energy is:
E =
∑
Cp∈C(α
∑
i∈Cp EE(i) + β
∑
i∈Cp EA(i, cp) + γ
∑
i∈Cp ER(i, cp−1, cp+1))
α, β and γ are adjustable parameters showing how we distribute the importance
among the three different potential energies in our visualization. Typically, we require
α + β + γ = 1 and all of them to be nonnegative.
5.1.2 The Dimension Ordering Visualization Model
In parallel coordinate visualization, an n-dimensional dataset is visualized by n
parallel coordinates, which actually converts n-dimensional data visualization into
n− 1 individual 2-dimensional data visualizations. In applications where coordinate
permutation (or partial permutation) is an option, a natural question arises: how do
we order the n parallel coordinates so as to have the best visualization effects?
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Figure 5.3: (a) Data visualization with parallel coordinates w, x, y, z; (b) Data visu-
alization with parallel coordinates w, z, y, x
Let’s first consider an example of visualization:
Given three clusters each containing two items, Figure 5.3(a) visualizes them
with parallel coordinates ordered as w, x, y, z, and Figure 5.3(b) visualizes them with
parallel coordinates ordered as w, z, y, x. Intuitively, items and their corresponding
clusters are better observed in Figure 5.3(b) due to fewer crossings (i.e. less clutter).
This phenomenon is much more obvious when the number of items is reasonably
large, as shown in section 5.3.
When visualizing multi-dimensional data, another motivation is to find an order
of coordinates such that the total number of crossings is minimized. With this order,
we can later apply our energy reduction visualization algorithms to better visualize
lines between each pair of adjacent coordinates.
A crossing is defined as an order change between two items on two adjacent
coordinates. For example, for two item i and j on two adjacent coordinates x and
y, if xi ≺ xj and yi  yj, then we say a crossing exists between item i and j on xy-
dimension. In Figure 5.3(a), there are a total of 20 crossings, while in Figure 5.3(b),
the number of total crossings is 12.
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As a preprocessing step for our cluster visualization scheme we would like to first
quickly identify an order of coordinates such that the total crossings are minimized.
When there is a prescribed order of some coordinates, we will first identify an order
that the total crossings is minimized while preserving the prescribed order. Then we
extend our energy reduction visualization algorithm to reduce the potential energy
across all pairs of adjacent coordinates. When data visualization (instead of cluster
visualization) in parallel coordinates is the only purpose of an application, reducing
crossings alone may help.
Note that minimizing crossings is not always desired in visualization. In some
applications people are interested in observing negative correlations by crossing lines,
or maximum interactions among clusters. For instance, engineers at Motorola have
used parallel coordinates to visualize product test data [119], and atypical negative
correlations could indicate test device anomalies. In these cases, we may identify an
order maximizing crossings.
5.2 Algorithms
Our general purpose is to design online algorithms that can effectively visualize
clusters in seconds. As mentioned at the end of Section 5.1.2, our overall cluster
visualization algorithm consists of two basic steps:
• Step 1: Identify a dimension (i.e. coordinate) order to minimize (or maximize)
the total number of crossings.
• Step 2: Extend the 2-dimensional energy reduction method to reduce the total
potential energy across all pairs of adjacent coordinates.
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In the following subsections, we detail the key elements of the two steps. Let us
start first focus on visualizing 2-dimensional data.
5.2.1 2-dimensional Subspace Visualization by Energy Re-
duction
In this section we show how to visualize data in 2-dimensional subspace by reduc-
ing the potential energy as we defined previously.
Let cˆi be a pseudo center of ci. Initially we let cˆi = ci. The reason for introducing
pseudo center will be clear later. We revise E to E ′ by replacing center with pseudo
center:
E ′ =
∑
Cp∈C(α
∑
i∈Cp EE(i) + β
∑
i∈Cp EA(i, cˆp) + γ
∑
i∈Cp ER(i, cˆp−1, cˆp+1))
To facilitate the analysis of boundary cases, we assume only elastic and attraction
energies are available for lines in the topmost cluster or lowermost cluster. That is,
E ′ =
∑
Cp∈C(α
∑
i∈Cp EE(i) + β
∑
i∈Cp EA(i, cˆp), if p = 1 or p = n.
Now our goal is to find z1, z2, . . . , zn for line 1, 2, . . . , n to minimize E
′.
Lemma 1. Given ∂E
′
∂zi
= 0, we have zi(i∈Cp) =
α
xi+yi
2
+βcˆp+γcˆp−1+γcˆp+1
α+β+2γ
for 2 ≤ p ≤ n−1;
zi(i∈Cp) =
α
xi+yi
2
+βcˆp
α+β
for p = 1 or n.
We assume cˆ0 is set to the minimum value of the middle assistant coordinate and
cˆn+1 is set to the maximum value of the middle assistant coordinate.
Lemma 2. Given ∂E
′
∂cˆp
= 0, we have cˆp =
β
P
i∈Cp zi+γp
′P
i∈Cp−1 zi+γp
′′P
i∈Cp+1 zi
β|Cp|+γp′|Cp−1|+γp′′|Cp+1| for
1 ≤ p ≤ n, where p′ = p′′ = 1 except that p′ = 0 when p = 1 or 2, and p′′ = 0 when
p = n− 1 or n.
In Algorithm 7, we show how to minimize E ′ so as to visualize 2-dimensional data.
Let us assume the clusters in C = {C1, C2, . . . , Cn} are ranked in the order of their
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Algorithm 7 2DimensionVis EnergyReduction
1: cˆi = ci;
2: E ′old = E
′;
3: E ′new = E
′
old;
4: while TRUE do
5: foreach 1 ≤ i ≤ n do
6: Let ∂E
′
∂zi
= 0 and get a new value zi;
7: end for
8: foreach 1 ≤ p ≤ |C| do
9: Let ∂E
′
∂cˆp
= 0 and get a new value cˆp;
10: end for
11: E ′old = E
′
new;
12: E ′new = E
′;
13: if E ′old − E ′new ≤  ∗ E ′old then
14: Return z1, z2, . . . , zn;
15: end if
16: end while
centers on the middle assistant coordinate. Sometimes when the sizes of two adjacent
clusters Cp and Cp+1 differ a lot, e.g. |Cp|  |Cp+1|, then we would like to reserve
more space on the middle assistant coordinate for cluster Cp, by revising the repelling
energy as follows: E∗R(i, cˆp−1, cˆp+1) =
|Cp+1|
|Cp−1|+|Cp+1|(zi− cˆp−1)2 +
|Cp−1|
|Cp−1|+|Cp+1|(zi− cˆp+1)2
for 2 ≤ p ≤ n.
Similarly, users can also make revisions on energy functions for their particular
visualization purposes.
For this revised repelling energy, we have the following corollaries corresponding
to Lemma 1 and Lemma 2:
Corollary 1. Given ∂E
′
∂zi
= 0, we have
zi(i∈Cp) =
αxi+yi
2
+ βcˆp +
γ|Cp+1|
|Cp−1|+|Cp+1| cˆp−1 +
γ|Cp−1|
|Cp−1+Cp+1| cˆp+1
α + β + γ
for 2 ≤ p ≤ n− 1; zi(i∈Cp) = α
xi+yi
2
+βcˆp
α+β
for p = 1 or n.
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Corollary 2. Given ∂E
′
∂cˆp
= 0, we have
cˆp =
β
∑
i∈Cp zi + γp
′∑
i∈Cp−1 zi + γp
′′∑
i∈Cp+1 zi
β|Cp|+ γp′|Cp−1|+ γp′′|Cp+1|
for 1 ≤ p ≤ n, where p′ = |Cp−2||Cp−2|+|Cp| and p′′ =
|Cp+2|
|Cp|+|Cp+2| , except that p
′ = 0 when
p = 1 or 2, and p′′ = 0 when p = n− 1 or n. |Ci| = 0 if i < 1 or i > n.
Readers may ask why we use pseudo centers in Algorithm 7. To answer this ques-
tion, let us first prove Lemma 3, which gives a theoretical result on the effectiveness
of using pseudo centers.
Lemma 3. Given β
∑
i∈Cp(zi − cˆp)2 ≤ B, we have (cp − cˆp)2 ≤ Bβ|Cp|
Proof. We will use the formula (x1 + x2 + . . . + xn)
2 ≤ n(x21 + x22 + . . . + x2n) in our
proof. It is easy to see the formula is true because 2xixj ≤ x2i + x2j .
Recalling cp =
1
|Cp|
∑
i∈Cp zi, we have (cp−cˆp)2 =
(
P
i∈Cp (zi−cˆp))2
|Cp|2 ≤
|Cp|
P
i∈Cp (zi−cˆp)2
|Cp|2 ≤
B
β|Cp| . Proof completes.
Lemma 3 shows that as long as β is not zero, the difference between a real center
and its corresponding pseudo center is theoretically bounded. This gives an explana-
tion on the legitimate use of pseudo centers in Algorithm 7. As the total energy is
reducing, we can imagine that each real center is “chasing” its corresponding pseudo
center.
Finally, it is reasonable to assume that in our visualization scheme any variable
(including estimator cˆi) which corresponds to a value on a coordinate will be normal-
ized within a range [−max,max]. Then, we have Theorem 1, which shows that our
2-dimensional energy reduction visualization scheme is efficiently implementable:
Theorem 1. Algorithm 7 converges. It runs in O(n|max(E ′) − min(E ′)|) time in
the worst case, where n is the number of items.
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Proof. Since any variable is normalized within a range [−max,max], it is easy to see
E ′ has an upper bound and a lower bound, letting the upper bound be max(E ′) and
the lower bound be min(E ′).
In Algorithm 7, by partial-differentiation we minimize E ′ twice: The first time we
consider each zi as a variable and each cˆp is fixed; the second time is just the reverse.
Hence, E ′ will be reduced after each while loop unless such reduction is insignificant
or none, i.e. less than E ′.
Therefore, we conclude Algorithm 7 converges, and it is easy to see the algorithm
runs in O(n|max(E ′)−min(E ′)|) time.
5.2.2 Dimension Ordering
In this section we show how to find an order of coordinates such that the total
number of crossings in the original parallel coordinates is minimized (or maximized).
We will also consider those cases when users specify a prescribed order of coordinates.
The problem itself is fundamental in the area of parallel coordinates visualization. In
addition, the algorithm for the problem can serve as a preprocessing for our visu-
alization schemes. As we will see later, Observation 1 and Theorem 2 imply that
minimizing (or maximizing) the number of crossings in the original parallel coor-
dinates at least minimizes (or maximizes) the “lower bound” (or “upper bound”) of
crossing in our visualization schemes with middle assistant coordinates. If desired, the
number of “new” crossings introduced by middle assistant coordinate can be reduced
or minimized by letting the elastic energy (i.e., α) be a dominating factor.
To achieve this goal, the first question we need to solve is how to efficiently calcu-
late the number of crossings, given two coordinates. Assume σx and σy are the order
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of data on the x-coordinate and the y-coordinate, respectively. It is easy to have the
following observation:
Observation 1. The number of crossings in the 2-dimensional parallel coordinates
x and y is |A| where A = {(i, j)|σx(i) ≺ σx(j) and σy(j) ≺ σy(i)}. Adding a middle
assistant coordinate will not reduce the number of crossings.
Based on observation 1, it is easy to design a naive algorithm to calculate the num-
ber of crossings between two coordinates. The naive algorithm compares every pair of
items to see if their relative orders on the two coordinates are reverse. Apparently it
takes O(n2) time, which is computationally prohibitive for an online algorithm when
the data is large.
Here we propose a O(n logn) algorithm to calculate the number of crossings
between any two coordinates x and y, as shown in Algorithm 8.
Algorithm 8 Calculate Crossings
1: S = ∅;
2: crossings = 0;
3: Sort data according to σy in ascending order;
4: foreach 1 ≤ i ≤ n do
5: Let R = {j|j ∈ S and σx(i) ≺ σx(j)};
6: crossings = crossings+ |R|;
7: Insert i into S.
8: end for
9: Return crossings;
The correctness of Algorithm 8 can easily be verified by noticing that data insert-
ing into S are in the ascending order of σy. The key issue in Algorithm 8 is how to
efficiently calculate the cardinality of R, as needed by step 6. This can be done by
organizing S as a red-black tree [28], with each tree node maintaining the number of
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descendants in its left subtree (i.e. data with smaller σx) and the number of descen-
dants in its right subtree (i.e. data with larger σx). When inserting a node into S,
by traversing the tree in at most O(logn) time, we can also calculate the size of R.
At the same time, it takes at most O(logn) time to update the size information in
each ancestor along the path from the newly added vertex to the root. Lemma 4 is
our conclusion.
Lemma 4. Algorithm 8 runs in O(nlogn) time.
After we get the number of crossings between every pair of coordinates, we need
to find an order of coordinates such that the number of crossings is minimized (or
maximized). This problem can be converted to the problem of finding a minimum (or
maximum) weighted Hamiltonian path in a complete graph, by turning each coordinate
into a vertex, adding an edge between every two vertices, and setting the edge weight
to be the number of crossings between the two corresponding coordinates.
It is quite obvious that the minimum (or maximum) weighted Hamiltonian path
problem for complete graphs is NP-hard, because it is easy to reduce the Hamiltonian
path problem for any unweighted graph, which is NP-complete, to this problem. (For
minimum weighted Hamiltonian path problem, the reduction is as follows: For an
edge in the unweighted graph, we create a max weight edge in the corresponding
weighted version. For a missing edge between two vertices in the unweighted graph,
we create a min weight edge in the corresponding weighted version.)
Exact Algorithms
An exact solution for the minimum (or maximum) weighted Hamiltonian path
problem exhaustively tries all the permutations of vertices. The complexity is O(n!)
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and the method becomes intractable when n is only nontrivially large. With PLASMA-
HD we may be dealing with a huge number of coordinates; in this case it will be nec-
essary to reduce the number using some ideas previously mentioned in Section 5.0.3.
We assume it is possible to reduce the number of parallel coordinates to a reason-
able such as 10 or less. In this case, the exhaustive search algorithm is still one of the
most simple and effective solutions. Ideas in various branch and bound approaches
for the Traveling Salesman Problem (TSP for short) can be used to speed up the
exhaustive search algorithm for the minimum (or maximum) weighted Hamiltonian
path problem. Interested readers may refer to the TSP survey paper [65] for details.
It is easy to see that exhaustive search algorithms also exist for cases when there is a
prescribed order of some coordinates.
2-approximation Linear Algorithm for Minimum Crossings
Since the exact solutions cannot handle high-dimensional data, we seek approxi-
mate solutions when the number of coordinates is large. As nice approximate algo-
rithms for minimum or maximum metric-TSPs exist (see solutions in [25] for minimum
metric-TSP, [46] for maximum Metric-TSP, [12] for minimum metric-TSP with a
prescribed order of vertices), we are wondering if our problems are metric Hamiltonian
path problems. If they are, can we have similar approximate algorithms?
Fortunately, our Hamiltonian path problems are exactly metric Hamiltonian path
problems, as shown by Theorem 2:
Theorem 2. The graph G, constructed by converting each coordinate to a vertex and
setting the weight of each edge between two vertices to be the number of crossings
between the two corresponding coordinates, forms a metric space.
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Proof. We say a graph is a metric space if its edge weights follow the triangle inequal-
ity. To prove this lemma, we need to show that given three arbitrary coordinates x,
y and z, assuming the number of crossing between x and y is |A|, between y and z is
|B|, between x and z is |C|, then |A| + |B| ≥ |C|. A, B and C are defined similarly
as in Observation 1:
A = {(i, j)|σx(i) ≺ σx(j) and σy(j) ≺ σy(i)}
B = {(i, j)|σy(i) ≺ σy(j) and σz(j) ≺ σz(i)}
C = {(i, j)|σx(i) ≺ σx(j) and σz(j) ≺ σz(i)}
We claim that if (i, j) ∈ C, then (i, j) is either in A or in B, but cannot be in both.
To show this claim is correct, we assume (i, j) is in both A and B. Then because
i and j is “reverted” twice, i and j must have the same order in σx and σz, which
implies that (i, j) is not in C, a contradiction.
Therefore we conclude that |A|+ |B| ≥ |C|.
Given Theorem 2, it is easy to see a slight modification of the well-known linear
2-approximation algorithm for the minimum metric-TSP [28], can produce an order
of coordinates with at most twice the minimum number of crossings in our problem.
The two basic two steps of the 2-approximation algorithm for minimum number of
crossings are:
• Build a minimum spanning tree MST for the graph G, which is constructed by
converting each coordinate to a vertex and setting the weight of each edge be-
tween two vertices to be the number of crossings between the two corresponding
coordinates.
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• Starting from an arbitrary vertex, traverse MST by depth-first search (DFS),
and output a standard preordering of vertices (coordinates) as the final result.
The DFS visits each vertex (thus each edge) at most twice (The start and end vertices
are visited only once). Thus the cost of the DFS walk is no more than 2 times the cost
of MST . Since the graph G forms a metric space, by triangle inequality, it is easy to
see the cost of the result Hamiltonian path (preordering of vertices) is no more than
the cost of the DFS walk. Hence, the cost of the result Hamiltonian path is no more
than 2 times the cost of MST , which is the lower bound of the cost of the minimum
weighted Hamiltonian path.
5.3 Experimental Results
In this section, we report our experimental evaluation on 7 publicly available
datasets, and we perform a visual-analysis case study on a real biomedical dataset.
The 7 datasets are publicly available from the UC Irvine Machine Learning Repos-
itory 10. For each dataset, we select a subset of its columns for our visualization
evaluation. The basic characteristics of the datasets, including the number of records,
the number of columns selected, and the number of clusters specified, are listed in
Table 5.1. To test the scalability of our algorithm, we include “eighthr”, a large
dataset from the repository. The PC platform we selected for our experiments is, a
64-bit Intel Core i5 CPU, 750@2.67GHz, with 8 GB of memory and 64-bit OS. Our
algorithms were implemented in javascript and run in Firefox 3.6.12. A web-accessible
implementation is available at 11.
10http://archive.ics.uci.edu/ml/
11http://www.cs.kent.edu/~dfuhry/parcoords/
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(a) original (b) reordered
(c) α = 1/3, β = 1/3, γ = 1/3
(d) α = 1/2, β = 1/4, γ = 1/4 (e) α = 1/4, β = 1/2, γ = 1/4
(f) α = 1/4, β = 1/4, γ = 1/2
Figure 5.4: forestfires (6 clusters)
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In our experiments, we use E∗R(i, cˆp−1, cˆp+1) as our repelling energy, as discussed in
section 5.2.1, so that larger size clusters tend to secure more space for visualization.
To reduce visual clutter, we fix the pseudo centers cˆ1 and cˆn by slightly adjust the
calculation of cˆp. We focus on minimizing crossings in our experiments, with both
exact and approximation algorithms. For the exact algorithm, we apply exhaustive
search strategy (with simple branch and bound). For the approximation algorithm, we
choose the simple 2-approximation algorithm as discussed in Section 5.2.2. In order
to get a better ordering through the 2-approximation algorithm, we try DFS search
from each vertex and find a lowest-cost result among all the 2-approximation results.
As listed in Table 5.2, the ordering time with multi-DFS search is still lightning
fast. For each dataset, except for dataset “eighthr” and “water-treatment” (which we
prefer to order them by the approximation algorithm because exact algorithm does
not produce a result in a very short time), we use the order from exact algorithm
for further energy reduction experiments. As a simple extension of Algorithm 7 for a
dataset with more than 2 dimensions, we reduce the energy for each pair of adjacent
coordinates until the energy reduction is less than  = 10−6. The methods in our
paper can be used to visualize any given clusters. As for our experiments, we choose
the well-known partitioning cluster algorithm K-means [43] to classify the data items
into exclusive clusters.
In our experimental evaluation, we are interested in observing the following:
(1) How effective are our energy reduction visualization scheme and dimension order-
ing visualization scheme on different datasets? (2) How do the parameters α, β, and
γ affect the visualization? (3) How fast do our algorithms run, and how good is the
scalability? (4) How can we apply our methods for a real application?
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Dataset Records Columns Clusters
eighthr 2533 12 2
forestfires 517 6 6
parkinsons 194 7 4
pima-indians 767 7 10
water-treatment 526 11 3
wdbc 568 5 4
wine 177 7 4
Table 5.1: dataset characteristics
To answer these questions, we performed a list of experiments as follows.
Expr 1: We show and compare the visualization effects by our methods on 7 datasets
listed in Table 5.1, with four sets of parameters α, β and γ:
P1: α = 1/3, β = 1/3, and γ = 1/3.
P2: α = 1/2, β = 1/4, and γ = 1/4.
P3: α = 1/4, β = 1/2, and γ = 1/4.
P4: α = 1/4, β = 1/4, and γ = 1/2.
It should be noted that users can choose any combinations of α, β and γ for various
purposes, as long as all values are non-negative and α+ β + γ = 1. Due to the space
limit, in this experiment we only display visualization effects under several typical
combinations of these parameters.
Expr 2: We report the number of iterations and the total running time of our
algorithms on different size datasets. Expr 3: We perform a detailed case study on
a real biomedical dataset.
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5.3.1 Visualization Effects
We try four combinations of α, β, γ, and compare the visualization effects on the
7 datasets, which are displayed in Figures 5.5, 5.6, 5.4, 5.7, 5.8, 5.9, and 5.10 (figures
best viewed in color). Figure 5.4 shows an example of visualization effects under
different settings. Figure 5.4(a) shows the dataset’s appearance with the dimensions in
their original order. Figure 5.4(b) shows the dataset’s appearance with its dimensions
reordered. Figure 5.4 (c),(d),(e) and (f) show the complete picture of the data after
applying our visualization methods with four sets of parameters P1, P2, P3, P4,
respectively.
Generally speaking, after our dimension ordering, lines appear more in parallel
than their original display. It is easier to observe clusters and their interactions after
applying our 2-dimensional energy reduction visualization to all pairs of adjacent
dimensions. Different combination of parameters create different emphasizes on visual
effects as expected.
5.3.2 Running Time
The energy reduction visualization converges very fast with no more than 210ms
convergence time for all tested datasets. The approximation algorithm takes few
milliseconds to order any tested datasets. The exact ordering algorithm is also fast on
datasets with small dimensions, and thus would be a best choice for these datasets.
However, for datasets with slightly large dimensions (larger than 10 in our tests),
the exact ordering algorithm takes much longer time. That justify the necessary of
approximation algorithms.
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5.3.3 Additional Visualization Effects
For each dataset, we display three figures. (a) shows the dataset’s appearance
with the dimensions in their original order. (b) shows the dataset’s appearance with
its dimensions reordered. Except for “eightr” and “water-treatment” which are re-
ordered by the approximation algorithm, all other datasets are reordered by the exact
algorithm for best effects. (c),(d),(e) and (f) show the complete picture of the data
after applying our visualization methods with four sets of parameters P1, P2, P3, P4,
respectively. Please refer to Figure 5.5, 5.6, 5.7, 5.8, 5.9, 5.10, for visualization results
of additional datasets.
It’s easy to observe after our dimension ordering, that lines in all seven datasets
appear more in parallel, as shown in (b), than their original display, as shown in
(a). On average the number of crossings after reduction by the exact algorithm is
only about 69% of its original. This number is slightly high, around 72%, when the
approximation algorithm is applied. The small difference between the two percentiles
demonstrates the effectiveness of the approximation algorithm. In most datasets,
clusters are generally more visible after our dimension ordering. As an example, In
Figure 5.6(b), the green cluster is clearer than in Figure 5.6(a).
In contrast with (b), it is easier to observe clusters in (c),(d),(e) or (f) after
applying our 2-dimensional energy reduction visualization to all pairs of adjacent
dimensions. For example, in Figure 5.5(b), some clusters are completely invisible in
some dimensions, but in Figure 5.5(c) they appears in corresponding dimensions. In
addition, it is easier in (c) than in (b) to observe the interactions (i.e. relative sizes
and positions) among clusters.
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Finally, although clusters are highlighted, all the details of the data are preserved.
Outliers, if any, are well separated from the main part of a cluster in each pair of
adjacent dimensions. Readers can use our visualization tool and zoom in to see all
the details by simply visiting our website.
To see how parameters affect visualization, let us focus on figure (d), (e) and (f)
of every dataset. In figure (d) of most datasets, lines only bend a little because elastic
energy is dominant. Clusters in (e) and (f) are much clearer due to the dominance of
attraction energy and repelling energy, respectively. The differences between (e) and
(f) are subtle but not difficult to tell in most cases. In (f) clusters are more likely to
be equally spaced on each coordinate due to repelling energy. In particular, large-size
clusters (for example, black and green clusters in Figure 5.6) tend to “repel” each
other more.
Parameter adjustment is an available function in our implementation for the users.
5.3.4 Running Time Report
The visualization running time consists of two parts: one is the time of finding
a good order for the dataset’s dimensions, as discussed in section 5.2.2, the other is
the time to reducing potential energies across all pairs of adjacent coordinates, as
discussed in section 5.2.1. For our experiments, we try both the exact algorithm and
the approximation algorithm for ordering as we have discussed at the beginning of
this Section. Correspondingly, we report the running time in Table 5.2 in three parts:
One is the dimension ordering time by the approximation algorithm (“Order-ap” for
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(a) original (b) reordered (approximation)
(c) α = 1/3, β = 1/3, γ = 1/3
(d) α = 1/2, β = 1/4, γ = 1/4 (e) α = 1/4, β = 1/2, γ = 1/4
(f) α = 1/4, β = 1/4, γ = 1/2
Figure 5.5: water-treatment (3 clusters)
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(a) original (b) reordered
(c) α = 1/3, β = 1/3, γ = 1/3
(d) α = 1/2, β = 1/4, γ = 1/4 (e) α = 1/4, β = 1/2, γ = 1/4
(f) α = 1/4, β = 1/4, γ = 1/2
Figure 5.6: wdbc (4 clusters)
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(a) original (b) reordered
(c) α = 1/3, β = 1/3, γ = 1/3
(d) α = 1/2, β = 1/4, γ = 1/4 (e) α = 1/4, β = 1/2, γ = 1/4
(f) α = 1/4, β = 1/4, γ = 1/2
Figure 5.7: parkinsons (4 clusters)
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(a) original (b) reordered
(c) α = 1/3, β = 1/3, γ = 1/3
(d) α = 1/2, β = 1/4, γ = 1/4 (e) α = 1/4, β = 1/2, γ = 1/4
(f) α = 1/4, β = 1/4, γ = 1/2
Figure 5.8: pima-indians-diabetes (10 clusters)
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(a) original (b) reordered
(c) α = 1/3, β = 1/3, γ = 1/3
(d) α = 1/2, β = 1/4, γ = 1/4 (e) α = 1/4, β = 1/2, γ = 1/4
(f) α = 1/4, β = 1/4, γ = 1/2
Figure 5.9: wine (4 clusters)
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(a) original (b) reordered (approximation)
(c) α = 1/3, β = 1/3, γ = 1/3
(d) α = 1/2, β = 1/4, γ = 1/4 (e) α = 1/4, β = 1/2, γ = 1/4
(f) α = 1/4, β = 1/4, γ = 1/2
Figure 5.10: eighthr (2 clusters)
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Dataset Order-ap Order-ex Converge Iter
eighthr 1 118573 202 2
forestfires 1 6 80 10
parkinsons 1 9 68 9
pima-indians 1 19 183 12
water-treatment 1 15009 112 7
wdbc 1 1 68 7
wine 1 5 64 10
Table 5.2: “Order-ap” is the order time by the approximation algorithm. “Order-
ex” is the order time by the exact algorithm. “Converge” and “Iter” stand for the
convergence time and iterations, under α = 1/3, β = 1/3, and γ = 1/3. ‘Iter” is the
maximum iteration of energy reduction among all adjacent pairs of coordinates of a
dataset. Time rounds to integer ms.
short), and another is the dimension ordering time by the exact algorithm (“Order-
ex” for short), and the last one is the energy reduction visualization time (“Converge”
for short).
We also report the average number of iterations of the energy reduction visualiza-
tion for different data. From Table 5.2, we can see that our algorithm converges in
only a few interactions.
The exact algorithm takes only few milliseconds to finish ordering the five datasets
in Table 5.1 which have 7 or less dimensions. But it is significantly worse when
the number of dimensions is slightly high. However, one can always shift to the
approximation algorithm when the number of dimensions is high. As we reported in
the previous subsection, the actual effects (i.e., number of crossings being reduced)
is very small between the two algorithms. For all the seven datasets, the whole
visualization process can finish in milliseconds. Therefore, our visualization scheme
can serve as a web-based approach for visualizing small to medium sized datasets.
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Our methods scale well with increasing dataset size. According to Theorem 1, the
2-dimensional energy reduction visualization algorithm runs linearly to the number
of items. When reducing energies for all dimensions is target, our energy reduction
visualization scheme runs approximately linearly to the number of items times the
number of dimensions. Table 5.2 shows the “Converge” time, the dominant part of
the running time, is approximately linear to the size of the datasets (i.e. number of
items times number of dimensions), consistent with our analysis.
5.4 Conclusion and Future Work
In this chapter, we show how to visualize given clusters in parallel coordinates in
two steps. First, we find a good order of coordinates such that the cost, i.e. the total
number of crossings, is close to minimum. Second, we adjust the lines between every
pair of adjacent coordinates with a middle assistant coordinate, such that lines of the
same cluster tend to get closer and lines of different clusters tend to separate. Our
empirical study of visualizing real datasets confirms that our methods are effective
and efficient.
Our work can be considered an important attempt in offering better visualization
for data mining results. Our visualization techniques can be combined with other
methods for better or specific visualization purposes. More immediately the neces-
sary data reduction and performance changes can be implemented to make parallel
coordinates a viable visual cue for the interactive and large-scale PLASMA-HD. De-
veloping a inter-dimensional scaling to enhance our visualization effects is another
open problem for the future.
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CHAPTER 6
CONCLUSION
In this chapter we conclude by summarizing our contributions to interactive visual
analytics for high-dimensional data using graph transformation. We also discuss lim-
itations and review promising areas for future work. In the previous chapters we have
discussed the trend of increasing collection and storage of datasets, and the impor-
tance of efficiently exploring and subsequently analyzing collected data, despite that
the end-user often has little idea of where to begin. Interactive visual analytics tools
are some of the most promising towards meeting this burgeoning need, since they
leverage the recognition and intuition of a (possibly domain expert) human-in-the-
loop. There are nonetheless significant challenges in the design and implementation of
such tools, such as data heterogeneity, data scale, and constraints on computational
resources, user interface responsiveness, and approximation error. PLASMA-HD ad-
dresses some of these; others are left to future work.
6.1 Summary of Key Contributions
6.1.1 PLASMA-HD
In Chapter 2 we described PLASMA-HD, our interactive visual system for rapidly
probing, visually exploring, and iteratively re-probing high-dimensional data towards
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better expert understanding and sensemaking of the structure, data connectivity, and
clusterability of the data.
The contributions of PLASMA-HD are twofold. First, it enables connectivity
analysis over a range of similarity thresholds in a single all-pairs “probe” operation.
This is due to using LSH estimates of lower-similarity pairs - information which is
typically discarded - to approximate (denser) graphs with lower similarity thresholds.
Second, it comprises an interactive system (see Figure 2.1) which provides multiple
visual cues corresponding to different relational (network) measures. Each of the
visual cues span the range of similarity thresholds from the previous step.
PLASMA-HD is flexible in input, as it requires only a similarity function, and
in output, where its multiple-perspective visual cues aid in revealing the thresholds
which represent “phase shifts”, “inflection points”, plateaus, peaks, valleys, and other
areas which bring clarity to the structure of the data and which merit further explo-
ration.
6.1.2 Graph Growth
In Chapter 3, to represent the behavior of real-world networks over time, we pro-
posed generating a series of networks of increasing density from real-world data. We
showed that a number of graph measures can be calculated from these “densifying”
networks, and that the calculated values of these measures differ significantly from
those of identically-sized synthetic generated graphs. To improve our ability to un-
derstand graph measures as real-world graphs get large and dense, we proposed three
sampling methods and two prediction methods to estimate the values of graph mea-
sures on larger, denser graphs from a learned model on smaller, sparser graphs. Our
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experiments show that we can often estimate measures of interest to within a few
percent of their true value, with a computational speedup of up to two orders of
magnitude. These methods help us advance the interactivity and discovery goals of
PLASMA-HD by providing a multi-faceted view of graph data in an efficient manner.
6.1.3 LAM
In Chapter 4 we introduced the problem of scalable pattern mining of large trans-
actional data, which is equivalent to the problem of finding dense, “cluster”-like
regions of large graphs. Finding dense regions in large graphs is closely related to
compressibility, which is of core importance in PLASMA-HD. Existing pattern min-
ing algorithms, however, do not scale to large data because their runtime increases
quadratically (or worse) in data size, and/or they rely on greedy serial algorithms
which limit concurrency.
We contribute a solution to this problem by introducing the first sub-exponential
pattern-mining algorithm, Localized Approximate Miner (LAM). LAM is parameter-
free which saves the user from a tedious tuning process. In two efficient stages, LAM
discovers patterns in localized portions of the data which are not typically found by
traditional mining strategies. We also develop a scalable multi-level parallelization of
the algorithm for clusters of CMPs (PLAM).
We evaluated LAM and PLAM on a range of transactional and graph datasets.
LAM produces high quality patterns compared to competing algorithms, and qual-
itatively the compression ratios achieved by LAM compare favorably to extant ap-
proaches. We showed that for graphs generated by PLASMA-HD, LAM can find
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interesting areas of change in compressibility - which correspond to clusterability -
across the similarity threshold space.
6.1.4 Parallel Coordinates
Our contribution to parallel coordinates visualization has been finding a good
order of dimensions to minimize clutter. In Chapter 5, we show how to visualize given
clusters in parallel coordinates in two steps. First, we find a good order of coordinates
such that the cost, i.e. the total number of crossings, is close to minimum. Second,
we adjust the lines between every pair of adjacent coordinates with a middle assistant
coordinate, such that lines of the same cluster tend to get closer and lines of different
clusters tend to separate. Our empirical study of visualizing real datasets confirms
that our methods are effective and efficient.
Our work can be considered an important attempt in offering better visualization
for data mining results. Our visualization techniques can be combined with other
methods for better or specific visualization purposes. More immediately the neces-
sary data reduction and performance changes can be implemented to make parallel
coordinates a viable visual cue for the interactive and large-scale PLASMA-HD.
6.2 Limitations
6.2.1 Data Visualization
Although many extensions of parallel coordinates (including our dimension re-
ordering) have been proposed, a fundamental limitation is that it does not scale to a
large number of dimensions. Additionally in the interactive system we developed for
it, not all parameters are derived automatically; hence, some user experimentation
can be required.
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In our PLASMA-HD framework the proposed visual cues have a number of limi-
tations. For one thing, a nearly limitless number of graph measures exist, and given
the diversity of constructable graph data, any one measure could reveal important
structural information which others do not show. Hence, our focus on edges, tri-
angles, density, and compressibility may not reveal the best structural information
for all kinds of graphs. In addition, while simple, they do not take advantage of all
conceivable visualization capabilites such as color, texture, animation, and 3d visual-
ization.
For LAM, we have discovered scaling inefficiencies with load balancing, whereupon
dense clique-like structures are processed more slowly than other blocks, and thus
bottleneck computation as “straggler” processes. LAM also runs only on transactional
or simple (e.g. unweighted) graph data, though we would like it to be able to handle
richer, more complex data types.
6.2.2 Graph Analytics
In PLASMA-HD, the knowledge caching in Section 2.3.3 is restricted (in our im-
plementation) to a single interactive session, rather than being available to speed up
other sessions. The knowledge cache is also somewhat crude; it cannot handle changes
to the original data which may occur, for instance, in a streaming data scenario. In
addition, it is not at any point decoupled from the original data, so even if the cache
is small, it is still necessary to keep the (potentially large) original dataset around in
case a subsequently issued analysis requires it. This also can prove problematic in
a streaming scenario where data grows without bound, and an approximate “from-
cache” answer may be acceptable. In Graph Growth, we investigated only the triangle
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count measure in detail; carefully investigating other measures would aid our under-
standing of how well the mostly positive results we achieved, can be expected to hold
for other measures. Also in our experiments, we noticed that the Spambase dataset
was poorly predicted for all of our sampling and prediction methods, which upon in-
vestigation occurred because of duplicate (and thus, unusually similar) records which,
while not unexpected for a spam classification dataset, are nonetheless not handled
in a way that avoids poor predictive performance by our methods.
6.3 Future Work
Below we review promising areas for future work organized into two parts: data
visualization, and graph analytics.
6.3.1 Data Visualization
As mentioned in Section 6.2.1, Parallel Coordinates does not scale to a large
number of dimensions. Hence, it would be very useful to be able to represent high-
dimensional data in parallel coordinates with a reduced number of dimensions. For
instance, we could then use parallel coordinates as a visual cue in PLASMA-HD,
to help the user better understand data structure. Most straightforward approaches
for reducing the number of dimensions, however, have nontrivial drawbacks. Feature
selection techniques may remove features of interest. Dimensionality reduction tech-
niques (e.g. SVD / PCA) give in their output uninterpretable dimensions, which may
also vary greatly in their weight or importance.
To mitigate some of the drawbacks of different approaches, one idea may be a
hybrid approach: to retain a number of interpretable dimensions which are signifi-
cant, and use dimensionality reduction to reduce the less important dimensions. For
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example if the domain is “car”, then in the output “horsepower” and “year” may
be retained as individual (interpretable) dimensions, while less important dimensions
“battery type” and “spare tire size” may get collapsed into a single (uninterpretable)
dimension using, say, PCA. Challenges that would have to be addressed include sta-
tistical significance testing for feature importance and perhaps diversity and possibly
choosing a good number of output dimensions.
Additional visual cues could aid the user in the goal of understanding the struc-
ture of high-dimensional data. Practically any graph measure could be conceivably
plotted as a visual cue, but the best measures: 1) provide good insight into the
data structure, 2) adapt well to multiple similarity thresholds, 3) are fast to compute
(either exactly or approximately), and 4) provide diverse (non-redundant) insight
compared to other visual cues. In this dissertation we have focused on a small set of
visual cues which meet these criteria: local measures like edge and triangle counts,
global path-based measures of diameter and betweenness, and clusterability measures
like density and compressibility. However, many possible measures and visualizations
remain unexplored which could better guide the user for certain types of input data.
Some examples are eigenvalue plots (e.g. a scatterplot of each node’s ith against
jth eigenvalues in the Laplacian matrix) which could indicate, for instance if extant,
groups of nodes with strong edge connectivity (high value for i = 2) and weak triangle
connectivity (low value for j = 3).
3d visualizations can scale well to large data and have been shown for den-
sity [118, 45] to reveal data correspondences not clear from 2d visualizations. Besides
density, other graph node or edge measures may benefit from 3d visualization. To
overcome occlusion and provide better insight, 3d visualizations can be interactively
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panned, rotated, and zoomed. Grand Tour [6] is another animated, potentially in-
teractive [93] visualization technique which can show different perspectives of sparse,
high-dimensional data by iterating through a series of projections. A limitation of
Grand Tour is that it does not scale well to large data since it renders every record as
a point in each animation frame. A clustering (or other summarization) preprocess-
ing step may be a way to make Grand Tour viable for larger datasets. The challenge
is similar to the previously mentioned challenge of parallel coordinates on high di-
mensional space, except there summarization was needed in the dimension (in matrix
notation, column) space, and here summarization is needed in the record (row) space.
6.3.2 Graph Analytics
As we showed in Section 2.3.3, knowledge caching can improve computational per-
formance in an interactive scenario when calculated information (in our case, locality
sensitive hash sketches) from previous actions would be reused in subsequent ones.
As mentioned in Section 6.2.2, PLASMA-HD does not go beyond this notion of reuse
within a single interactive session. However, reusing computed summary information
can have benefits across interactive sessions, and even in the absence of the data
itself. In fact, if knowledge caching state can be iteratively updated with new in-
dividual data instances, then it becomes possible to handle streaming data which is
observed only once, and to iteratively run analytics against only the knowledge cache.
We are pursuing this streaming knowledge cache in preliminary work [8] which
has yielded promising initial results. By storing only a locality senstive hash sketch
of fixed size for each node, a graph summary knowledge cache can be maintained.
The knowledge cache can be incrementally maintained with an update function which
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takes a graph edge and alters its two nodes’ sketches; thus, an edge-streaming model
is followed. Letting N be the number of nodes and E the number of edges, this
representation has a memory requirement of only O(N) instead of O(E), particularly
useful for streaming graphs commonly with E  N . Graph analytic algorithms,
of which we have implemented three so far, run directly on the knowledge cache
without need of the original streamed graph data. Preliminary results show that the
approach can process > 200K edges / sec in adverse conditions, and that we can often
as much as double computational performance of graph analytic algorithms with little
degradation in result quality.
Despite these promising preliminary results, our initial work has several limita-
tions. Most importantly it is single-threaded and does not take advantage of the
concurrency available in novel architectures, despite significant data independence in
both write (update) and read (analysis) operations. Significant data parallelism is
available through modern GPU [113] and, more recently, many-core architectures. In
addition, in our preliminary work we investigated graphs of tens of millions of edges,
but it would be useful to study its performance on billion edge graphs. Lastly, for
large billion-edge graphs and assuming some meaningful edge ordering (e.g. tempo-
ral), we would like to study incremental analytics over the beginning, middle, and
end of its loading.
In our Graph Growth experiments, we plan to address duplicate (and near-duplicate)
records, which caused poor prediction performance for the Spambase dataset we eval-
uated, using density-aware (possibly stratified) sampling which properly weights or
samples duplicates and near-duplicates proportional to their density, such that predic-
tive performance is not compromised. We also plan to investigate measures other than
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triangle count in detail to better understand how well the method can be expected
to predict other local measures, as well as global measures. In general our measures
can use a better classification system with respect to performance and monotonicity;
for example, triangle counting is a roughly cubic measure in the size of the graph,
while counting connected components is linear, and edge count is monotone whereas
compressibility is not. A graph measure taxonomy would help us assess measure
performance expectations, as well as to help us classify new (including novel) graph
measures.
For LAM we are interested in three areas of future work. First, we seek to en-
hance the efficiency of the parallel algorithm through the design of suitable dynamic
load balancing strategies and to further study alternative utility functions and their
implications for compressed analytics on transactional and graph data [62, 33, 53].
Second, we want to better understand the implications of our work on row-store [19]
and graph-store technology. Specifically, elements of the algorithm we have presented
in this dissertation may lend themselves to the general-purpose compressed storage
and element-wise retrieval of transactional (row) or graph data. Third, the princi-
ples we have outlined could extend to patterns of a more complex nature such as
sequence-data [2], and tree-data (e.g. XML data) [94, 116] and collections of graph
or molecular structure data [62, 111, 27].
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