A multiresolution (multiscale) analysis based on wavelet transform is applied to the problem of optical phase retrieval from the intensity measured in the in-line geometry (lens-free). The transport-of-intensity equation and the Fresnel diffraction integral are approximated in terms of a wavelet basis. A solution to the phase retrieval problem can be efficiently found in both cases using the multiresolution concept. Due to the hierarchical nature of wavelet spaces, wavelets are well suited to multiresolution methods that contain multigrid algorithms. Appropriate wavelet bases for the best solution approximation are discussed. The proposed approach reduces the computational complexity and accelerates the convergence of the solution. It is robust and reliable, and successful on both simulated and experimental images obtained with hard x rays.
INTRODUCTION
A phase retrieval problem is encountered in many scientific areas, particularly those involving optical imaging (see e.g., Ref. 1). This problem is conventionally formulated as the recovery of lost phase information of an optical wave field from the recorded intensity. This paper restricts the analysis to the case when the intensity is recorded in the so-called in-line or lens-free geometry. This geometry implies that the wave traverses a noncrystallographic object and then propagates freely afterwards. Its intensity is recorded at single or multiple distances from the object. This geometry is closely related to Gabor's in-line holography, 2, 3 and is extensively exploited in hard-x-ray, phase-contrast imaging. The process of image formation depends on the smallest object feature size d, distance r to the object, and incident radiation wavelength , which are all united in the Fresnel number N F = d 2 / r (see e.g. Ref.
3). The areas downstream from the object are conventionally called "near-field," "Fresnel," and "far-field" regions when N F ӷ 1, N F ϳ 1, and N F Ӷ 1, respectively. The amplitude of a monochromatic wave field scattered by the object in the Fresnel area is described by the Fresnel diffraction integral, which is a paraxial approximation of the Kirchhoff/RayleighSommerfeld diffraction integrals. 3, 4 The intensity of the image is defined as the square modulus of the wave field amplitude. From a mathematical point of view, the inverse (generic) problem of wave-field phase retrieval from the image intensity is a nonlinear and, usually, ill-posed problem.
Nonlinear phase retrieval methods are usually based on various modifications of Gerchberg-Saxton-Fienup type algorithms. 5, 6 However, these methods sometimes suffer from slow convergence and stagnation problems. 7 The most well-known linear approaches to the solution of the phase retrieval problem are the transport-ofintensity equation (TIE) [8] [9] [10] [11] [12] and the first Born approximation. 3, 13 Linearization of the generic nonlinear problem makes for a computationally simpler and more efficient solution. However, the solution obtained only approximates the true phase in the near-field area where the intensity perturbation is sufficiently small. An advantage of acquiring images in the Fresnel area is that the intensity contrast generally increases with the distance from the object and is higher than in the nearfield region.
14 With a higher intensity contrast, phase retrieval methods are more stable and suffer less from noise that is inevitably incorporated into the experimental image. This is especially important in hard-x-ray, phasecontrast imaging techniques since the absorption contrast is often negligible. Composite techniques for phase retrieval were recently proposed to improve the accuracy of the solution for linear methods in the Fresnel area. 15, 16 TIE is used as an initial approximation, and then combined with various algorithms applied to the generic nonlinear problem, e.g., error reduction (ER), 6 hybrid input-output, 6 and Born-type 16 algorithms along with full multigrid (FMG) [17] [18] [19] and full approximation storage (FAS) techniques. [17] [18] [19] FAS is a technique used to solve nonlinear problems with the FMG method. Generally speaking, a nonlinear problem is solved on a coarse grid and then the solution correction is interpolated and applied to a fine-grid ap-proximation. The key is how the problem is approximated on a coarse grid and how the solution is subsequently interpolated on a fine grid, i.e., to define the restriction and prolongation operators, respectively. Wavelet multiresolution analysis is well suited for this purpose.
Wavelets are very popular as a mathematical tool in many science areas. They are very useful for image analysis, solving differential and integral equations, etc. [20] [21] [22] A special class of wavelets, Fresnelets, was designed to solve the phase retrieval problem in holographic setups. 23 The main advantage of employing wavelets in signal processing is that they naturally provide multiresolution analysis. In addition, there are fast algorithms that efficiently calculate the wavelet coefficients. 21 This paper considers applications of the FMG/FAS technique based on multiresolution wavelet analysis for two problems: TIE and the generic nonlinear problem. First, the TIE is approximated in terms of the wavelet basis and then a multiresolution approach to its solution is discussed. Next the Fresnel diffraction integral is wavelet transformed and suitable wavelet approximations are considered. We define an iterative composite procedure based on the FAS technique with the wavelet transform to solve the phase problem in the Fresnel area. The numerical implementation of the proposed procedure is described. Finally, simulated and experimental examples are provided.
MULTIRESOLUTION ANALYSIS A. Multiresolution Wavelet Transform
Since the multiresolution wavelet transform is a relatively new technique for signal analysis, it requires some explanation. As an example, let us consider an orthonormal wavelet system W = ͕ jk , jk ͖ of rank 2 and genus g. It consists of a scaling function
and a wavelet function
where the integer indexes j and n define the scaling and translation, respectively (see e.g. Ref. 20) . Both the scaling and wavelet functions are subject to the scaling equation
where the vector ͓g k ͔ is the low-pass filter or the scaling filter.
Let f͑x͒ be a function from a commonly encountered class of square integrable functions. Its projection (approximation) on a vector space V J spanned by the scaling functions Jn is given by
Then, the wavelet expansion of f J ͑x͒ over a finite number of scales has the form
The coefficients of the expansions of Eqs. (4) and (5) If the function be defined by a finite set of discrete points, f n ͑x n ͒, 0ഛ n ഛ N − 1, then a periodic Mallat algorithm is applicable. In practice, the coefficients f Jn ͑a͒ are directly substituted by the given data set 2 −J/2 f n , N =2 J , which are appropriately normalized. A multiresolution (multiscale) representation Eq. (5) of the sampled function on a finite number of scales from the finest J to the coarsest G scale can be obtained by applying the Mallat transformation on the data. As the scale j becomes coarser, the sampling step of the function transform becomes larger, i.e. h j ϳ 1/N j , N j =2 j . Hence, the resolution decreases.
One can define a decomposition operator H qp that corresponds to the periodic Mallat transform and maps the data from a fine scale p to a coarse scale q, i.e., V p → V q . 20, 21 Then the approximation coefficients of the function f J at the coarsest scale G in Eq. (5) can be rewritten in a compact matrix form as
The wavelet expansion of two-dimensional functions can be represented in terms of a separable wavelet basis, i.e., jn jk , jn jk , jn jk , and jn jk , where the principal part corresponds to the transform, and the residual part to the , , and transform. However, the following analysis is primarily concerned with the principal part of the wavelet transform.
B. Multiresolution Approximation of the Transport-of-Intensity Equation
The TIE provides a solution to the phase problem under certain (linear) approximations. Several papers have thoroughly discussed a solution to the TIE for pure phase objects, i.e., without absorption, and homogeneous ob-jects, i.e., where cumulative absorption depends linearly on the object thickness (see, e.g., Refs. 15 and 16 and references therein). These cases can be efficiently solved using conventional Fourier analysis. The following analysis is primarily aimed at the general case of inhomogeneous objects. We will consider a standard in-line imaging setup ( Fig. 1 ) with a plane, monochromatic incident wave propagating along the z direction. Thus, the TIE is given by
where
is the wavelength and r is the distance between two images, I 0 ͑x , y͒ and I͑x , y͒ that are taken in the object plane z = 0 and image plane z = r, respectively. Function S͑x , y͒ is an unknown phase distribution in the object plane. To find S͑x , y͒, we assume that Eq. (9) is valid within a square area ⍀ of side length D, and that S͑x , y͒ is periodic on the area boundary ‫ץ‬⍀. Thus, the formulated periodic boundary value problem provides a unique solution up to an arbitrary additive constant. 11 The square area was chosen solely for the sake of simplicity. The following considerations are applicable to any arbitrary rectangular area. Using the canonical Galerkin weak approximation, Eq. (9) is transformed into
where ⌬I͑x , y͒ = I r ͑x , y͒ − I 0 ͑x , y͒, x and y are dimensionless coordinates, and domain ⍀Ј is a unit square. Suppose that two N ϫ N digital images with discrete intensity data sets are given. We approximate the functions ⌬I and I 0 with the given sets, and function S with unknown coefficients that are defined on the N ϫ N mesh. Then these functions can be represented in terms of a compactly supported, separable, orthogonal wavelet basis, ͑x , y͒ = Jn ͑x͒ Jm ͑y͒, on the finest scale, J, N =2 J , as
where the coefficients are periodic in each index. Substituting Eqs. (11)- (13) into Eq. (10) gives the following linear system of equations for unknowns S nm
͑14͒
are the connection coefficients, 20, 24 and h = D /2 J is a sampling step. Equation (14) is simplified by approximating the connection coefficients of Eq. (15) as ⌳ n,m 0,0,0 Х ␦ n ␦ m where ␦ k is the Kronecker delta. Thus, it can be rewritten as a compact matrix
͑20͒
Equation (17) with the right-hand side of Eq. (19) is a convolution equation and can be solved by use of a Fourier transform. This particular case is analogous to the Fourier-based solution of the TIE.
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The wavelet coefficients in Eqs. (11)- (13) are approximated with the sampled function data. The precision of this approximation depends on the type of wavelet basis or, to be more precise, on the number of vanishing moments in the scaling function. The moments of the wavelet scaling function and its filter are measures of their localization and symmetry characteristics. The larger the number of moments, the better the initial approximation is. Coifman wavelet systems are well suited for this purpose. 20, 21 Not only do they have a maximal number of vanishing moments, but the vanishing moments are equally distributed between the scaling function and the wavelet function. Coifman wavelet systems have excellent approximation properties, symmetry, and smoothness. 20, 21 In the paper, the degree of the Coifman wavelet basis corresponds to the number of vanishing moments. If the number of data N are large, then it is difficult to solve directly the linear system of Eq. (17) that becomes ill-conditioned. However, it can be efficiently solved using the multiresolution approach, which is a sort of linear multigrid algorithm. Multigrid algorithms provide the framework for fast iterative solvers. For wavelets, the operators of decomposition and synthesis, e.g., the periodic Mallat transformation, become the canonical prolongation and restriction operators, respectively. 20 Thus, approximation coefficients at any scale j Ͻ J satisfy the same type of equation as Eq. (17)
With the lower dimensions in Eq. (21) at a scale j Ͻ J, it can be easily solved. Thus, the solution obtained on a coarse scale j is used as an initial approximation to find a solution on the finer scale j + 1. The procedure is repeated up to the finest scale J.
The above method for solving the linear system of Eq. (17) is a common multiresolution approach. However, for large data sets ͑J Ͼ 9,N Ͼ 512͒, although A J is a sparse matrix, it can be a computationally hard task to build the matrix of Eq. (18) and to perform its wavelet transform. Therefore, to solve Eq. (17), we propose a different approach that better meets our needs. In the Fresnel region the phase retrieved as a solution of the TIE looks like a smeared, smooth version of the true phase, which reflects the fact that most of the TIE solution energy is concentrated in the low-frequency domain. Consequently, the solution can be efficiently approximated using a lowerdimensional basis. We exploit this fact to facilitate the retrieval of an approximate solution for Eq. (17) . Instead of building up the matrix of Eq. (18) with its subsequent wavelet transform, the functions in Eq. (10) can be transformed, and then built up to a matrix A j that approximates Eq. (18) on scale j. The TIE solution can be retrieved faster using this method without losing precision. The approximate solution can be refined later at higher scales using different techniques.
C. Multiresolution Approximation of the Fresnel Diffraction Integral
The amplitude of the monochromatic wave propagating in the free half-space z Ͼ 0 in the Fresnel (paraxial) approximation is described by the Fresnel diffraction integral, 3, 4 which can be compactly written using a convolution notation as
where U͑ , ͒ = I 0 1/2 ͑ , ͒exp͓iS͑ , ͔͒ is the complex scalar amplitude, I 0 ͑ , ͒ is the intensity of the wave in the ob- where the asterisk denotes a complex conjugation. Thus, the conventional phase retrieval problem is to find the phase S given the intensities I 0 and I. The problem calls for the solution of nonlinear integral Eqs. (22) and (23).
We assume functions U and Q are periodic and defined in the domain ⍀. An important property of the propagator P is that it is separable. Hence, it is possible to perform partial analysis in one dimension, and then extend the results to two dimensions. Let us consider wavelet expansion of the onedimensional version of Eq. (22) Q͑x͒ = ͑U ‫ء‬ p͒͑x͒. ͑24͒
As before, its discretization on the scaling function subspace V J is initially performed with
Substituting functions in Eq. (24) with their multiscale expansions in the form of Eq. (5), and discretization at a coarse scale G Ͻ J give
Thus, Eq. (27) consists of two terms due to the approximation of the diffracted wave amplitude on the coarse scale. The first term on the right-hand side of Eq. (27) is the principal part of diffraction integral (24) and has a form similar to Eq. (25) . The second term on the righthand side of Eq. (27) is a residual term. The absolute value of the residual term is smaller, the larger the number of vanishing moments in the wavelet functions. 20, 21 A canonical wavelet basis with an infinite number of vanishing moments is the sinc wavelet or Shannon wavelet. 22 Its scaling function in the time domain (real space) is ͑x͒ = sinc͑x͒ = sin͑x͒ / x. In the frequency domain (Fourier space) it is given by
Its scaling filter is g k = sinc͑k /2͒. The sinc wavelet function is orthogonal, symmetric, and has infinite support in real space. It can be shown that the residual function of Eq. (28) in the sinc wavelet basis vanishes. Thus, the right-hand side of Eq. (27) contains only an approximation term.
The result obtained can be easily extended to the twodimensional case. Since the sinc basis allows us to consider only the approximation terms in the wavelet expansion Eq. (27), we omit the common superscript ͑a͒ herein. The approximation of the complex scalar amplitude at any scale G is then given by
Let us denote the intensity of the approximated wave amplitude as
͑31͒
Then the finite scale expansion of all the functions on both sides of Eq. (23) gives
where I Gnm ͑res͒ is a residual term that vanishes if G = J.
Equation (32) simply states the fact that the approximation of the intensity on a coarse scale does not equal the intensity of the approximated amplitude. We assume that the scattering by an object is weak in the sense that the residual term in Eq. (32) is much smaller than the principal term. Thus, Eqs. (30) and (31) provide a simple way of projecting the generic problem of Eqs. (22) and (23) on various resolution subspaces that can be used with the FAS technique.
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IMPLEMENTATION
First, the FAS technique is briefly outlined. Based on Eqs.
(30) and (31), a nonlinear operator can be defined as
where at the finest scale Ĩ J ϵ I, and I = ͓I nm ͔ is the discrete image intensity. Denote V J as an initial approximation to the solution of Eq. (33). Then in the two-scale, j − J, FAS is described as follows 19 :
1. Decompose the initial approximation V j = H jJ V J , and its residual ⌬I j = H jJ ⌬I J on a coarse scale, where ⌬I J = I − A J ͑V J ͒, and H jJ is the wavelet decomposition operator.
2. Find a solution U j to the problem
The right hand side of Eq. (34) reflects the fact stated in Eq. (32). 3. Extract the correction ⌬V j = U j − V j and synthesize it on a fine scale, ⌬V J = H jJ T ⌬V j , where H jJ T is the wavelet synthesis operator.
Correct the initial approximation
A basic iteration procedure (BIP) of the algorithm consists of three steps: (1) presmoothing on the fine scale J, (2) retrieving the correction to the approximate solution, and (3) postsmoothing on the fine scale J. The BIP is then applied to multiple coarse scales j. The number of scales and the direction of propagation may vary. Generally, the scales are organized into the V cycle, W cycle, etc. 18 To implement the FAS technique, one needs a suitable nonlinear relaxation method to smooth the errors on the finest scale, and an approximate solver on the coarser scales. The ER algorithm 6 was used as the errorsmoothing procedure in our calculations. To solve Eq. (34), the left-hand side was linearized with respect to ⌬V j using the Born-type approximation. 16 Then the solution was iteratively retrieved. The conventional Tikhonov's regularization 25 was used to solve the ill-conditioned equations. The regularization parameter ␣ was optimized at every BIP over four values ␣ =10 n−5 , n =1¯4, to minimize the cost function e͑␣͒ = ʈI − I B ʈ on the finest scale where I and I B are the recorded and simulated intensities, respectively. The norm is ʈfʈ = ͚͑ nm ͉f nm ͉ 2 ͒ 1/2 . The sinc wavelets are well localized in the frequency domain but have infinite support in the time domain. Thus, it is convenient to consider the discrete wavelet transform in the frequency domain using a discrete Fourier transform. The sinc scaling filter corresponds to the ideal low-pass filter. Its abrupt edges in the frequency domain produce high-frequency oscillations in the time domain. In addition, the discrete version of the sinc filter in the frequency domain is asymmetric. To soften the edge effect and to make the digital filter more symmetric, we used a discrete sinclike low pass filter
Computationally, the nonredundant wavelet decomposition is performed as a convolution of the wavelet filter with the sampled function and subsequent downsampling. The operation of synthesis is performed in the reverse order, i.e., upsampling with subsequent convolution. The FAS algorithm, as described above, involves only the scaling function decomposition and synthesis. Thus, if we denote the discrete Fourier transform of a twodimensional function f ab = F͑f nm ͒͑a , b͒, the scaling function decomposition can be written as
where W n = ͟ i=1 J−j H n ͑q n /2 i−1 ͒, and F −1 denotes inverse Fourier transform downsampled by 2 J−j . The scaling function synthesis is performed analogously
where f ab Ј = F͑f j,2 J−1 k,2 J−j l ͒͑a , b͒ is the Fourier transform of the upsampled coefficients of Eq. (36). The prime in Eq.
(37) signifies that the coefficients f nm f nm Ј since we did not consider the wavelet function decomposition coefficients. Figuratively speaking, the decomposition procedure cuts the low-frequency window (primary part) in the Fourier image of the function and the synthesis procedure pastes it back to a blank area. To synthesize the original function, the peripheral blank area (residual part) must be filled with the remaining Fourier coefficients (details).
SIMULATIONS AND EXPERIMENT
A. Simulated Data Example
In this section we demonstrate numerical examples of the phase retrieval procedures based on previous derivations. The well-known Lena image was chosen as the object phase-amplitude profile (Fig. 2) . The image had dimensions of 256ϫ 256 pixels with an assigned 0.5 m pixel size. The incident x-ray wavelength was = 0.1 nm ͑E = 12.4 keV͒, and the distance from the object plane to the image plane was r = 1 m. It should be noted that in the hard-x-ray region ͑E Ͼ 10 keV͒ the phase decrement behind the object is strictly negative. This fact (nonpositivity of the phase) was used as a constraint along with the support constraint in the ER algorithm. According to the gray scale of the image, the phase function was bound within the interval ͓−1,0͔ radian. To simulate an "inhomogeneous" object, the cumulative absorption was 0.1 of the phase value raised to the third power, i.e., I 0 ͑x , y͒ = exp͓S͑x , y͒ 3 /5͔. In the simulations, the object and image areas were twice as large as the object size, i.e., 512 ϫ 512 pixels with the Lena image placed in the center (Fig. 2) . Thus, the finest scale corresponds to J = log 2 N =9, N = 512. Evaluating the typical feature size in the image at d =5 m, the corresponding Fresnel number was equal to N F = 0.25. The accuracy of the phase retrieval procedure was quantitatively estimated as
where S and S 0 are the retrieved and true phase distributions, respectively. Figure 3 demonstrates the simulated image. The image visibility
was C = 0.83, where I max,min are the maximum and the minimum intensities in the image. Its propagation contrast
was K = 0.14. TIE-based phase retrieval was initially performed, i.e., Eq. (17) was solved using a multiresolution approach. As previously mentioned, we searched for a solution to Eq. (17) at several scales using the approximated matrix of Eq. (18) . The Coifman orthogonal wavelet system of the third degree was used in the procedure. Figure 4 shows the retrieval error of the solutions that were obtained on various scales. It can be seen that the retrieval accuracy reaches its lower limit at scale G =6 ͑N =64͒ where the matrix of Eq. (18) has significantly lower dimensions than at the finest scale J =9 ͑N = 512͒. Figure 5 shows the image of the retrieved phase profile.
Next, the obtained solution was refined using the wavelet-based FAS technique (W-FAS) described in Section 3. The basic iteration procedure was applied one by one to the seven scales organized in the V cycle, i.e., from scale J = 9 down to scale G = 3 and back to J = 9. In all there were l = 13 BIPs. Curve 3 in Fig. 6 demonstrates the convergence rate of the algorithm. The first point in the curve corresponds to the error of the initial guess E = 37%, i.e., the TIE approximation. The ultimate retrieval error achieved with W-FAS was E = 3.5%. In the next procedure the same BIP was applied l times at the finest scale. The procedure had a convergence rate shown as Curve 2 in Fig. 6 . It is similar to a normal application of the iterative Born-type algorithm. 16 Curve 1 demonstrates the convergence rate of presmoothing plus postsmoothing procedures, i.e., two ER-based algorithms applied l times on the finest scale. Within the BIP, the number of iterations in the presmoothing and postsmoothing procedures was two and the number of iterations in the Born-type procedure was four. Figure 7 shows the images of the retrieved phase profiles that correspond to the curves shown in Fig. 6 . It can be seen that the images eventually become visually indistinguishable. This indicates that the high-frequency components (details) of the images are similar. The difference in the retrieval errors is due to the low-frequency components and the convergence of the low-frequency components is better handled by the multiresolution technique.
For hard-x-ray imaging ͑Ͻ0.1 nm͒, the absorption contrast is often negligible. For the next numerical example, the image in Fig. 2 was used as the object phase profile without amplitude modulation. The initial guess in the W-FAS procedure was zero, i.e., S ϵ 0. The BIPs were arranged into a W cycle with total l = 25 iteration. Figure  8 demonstrates the convergence rate of the procedure. The first point in the curve corresponds to the error of the initial guess E = 100%. The ultimate retrieval error was E = 1.9%.
B. Experimental Data Example
The proposed W-FAS technique was applied to the experimental data obtained at the 1 km beamline 29XU of the SPring-8 facility, Japan. The beamline was designed to facilitate applications of various imaging and diffraction techniques that exploit the coherent properties of the x rays. The long distance from the x-ray source to the sample and a small angular size of the source provided an excellent plane-wave approximation and high spatial resolution of the experimental setup. The layout of the experimental setup was similar to that in Fig. 1 . The wavelength of the incident x rays was = 0.1 nm. The object was the phrase "X-RAY phase" fabricated onto a thin silicon membrane. The fabrication technology consisted of electron-beam lithography and ion-beam etching. Figure 9 demonstrates a picture of the object obtained from a scanning electron microscope (SEM). The letter line width was w Ϸ 3 m, letter height was t Ϸ 3 m, and membrane thickness was Ϸ4 m. At a given wavelength, the absorption in the silicon letters was negligible, Ϸ1%. The phase shift in the silicon slab with thickness t was estimated at S min theor = −0.6 rad. An x-ray image of the object was taken at a distance r = 0.325 m and the Fresnel number that corresponds to the letter width w was N F Х 0.28. The image was recorded with an x-ray zooming tube C5333, Hamamatsu Co. The zooming tube was a twodimensional x-ray detector with a high spatial resolution. The magnification factor was tunable and easily changed from 10 to 200. The pixel size of the recorded image was 0.2 m. The corresponding spatial resolution was evaluated at d Х 0.5 m. The spatial resolution of the experimental setup was limited only by the detector resolution. Fig. 8 . Convergence rate of the W-FAS algorithm for the object with the phase-only profile (Fig. 2) , i.e., no amplitude modulation and zero initial guess. Fig. 9 . SEM picture of the sample used in the experiment. Fig. 10 . Images of the sample used in the experiment: (a) x-ray diffraction image, (b) phase profile retrieved using TIE procedure, (c) refined phase profile obtained using W-FAS procedure.
In Fig. 10 a comparative set of images is presented. Panel (a) shows the experimentally recorded image of the object, (b) demonstrates the TIE-retrieved phase image, and (c) demonstrates the refined phase image obtained with the W-FAS technique. The average minimum of the phase refined with the W-FAS was ͗S min exper ͘ = −0.6 rad. Figure 11 shows the phase line profile in the middle of the letters "ph." The FWHM of the letters was w exper = 3.5 m. The spatial resolution of the retrieved phase can be evaluated from the blurring of the letters' side edges, and was e Х 0.5 m. Therefore the spatial resolution of the retrieval procedure was in accordance with the spatial resolution of the detector.
SUMMARY
We have demonstrated how a wavelet-based multiresolution technique can be applied to the problem of phase retrieval in two particular cases: the TIE and Fresnel diffraction integral. For the TIE, Coifman wavelet bases were appropriate because of their approximation properties. For the Fresnel diffraction integral, the sinc wavelet basis was appropriate. It was also shown that the technique is stable and effectively accelerates the convergence of the solution for the phase retrieval problem. However, additional investigation might be required. The validity range for the W-FAS technique is the same as the Borntype approximation. 16 That is, the propagation contrast by Eq. (40) must be sufficiently small, K Ӷ 1. The experimental results demonstrate that the technique is also reasonable with noisy data. In addition, various waveletbased denoising methods are developed and used in image processing (see e.g., Ref. 21). Combining wavelet denoising methods with the W-FAS phase retrieval technique may provide additional advantages in practical applications.
