We present a first study to investigate the feasibility of a probabilistic 3-D full waveform inversion based on spectral-element simulations of seismic wave propagation and Monte Carlo exploration of the model space. Through a tectonic regionalization we reduce the dimension of the model space to 12, and we incorporate complete seismograms in order to exploit all available information in the period range from 60 to 200 s.
Advances in computational seismology allow us to model the propagation of seismic waves through heterogeneous earth models with high accuracy, and to exploit information from complete seismograms for the benefit of improved tomographic images (e.g. Chen et al. 2007; Tape et al. 2009; Fichtner et al. 2010a; Lekic & Romanowicz 2011) . The size of such modern full waveform inversions typically requires their formulation in terms of a deterministic misfit minimization problem that is solved iteratively with gradient-type methods. While being efficient from the pure minimization perspective, these deterministic inversions suffer from several drawbacks: Gradient methods may converge to potentially meaningless local minima, unless the initial model is sufficiently close to the global minimum. This deficiency results from the inherently non-linear relation between seismic data and 3-D Earth structure, and has been well documented since the early days of full waveform inversion (e.g. Gauthier et al. 1986 ). Furthermore, deterministic solutions to non-linear inverse problems do not provide information on model uncertainties. Tools from linear resolution analysis, including for instance the null-space shuttle (Deal & Nolet 1996; de Wit et al. 2012) or matrix probing (An 2012; Trampert et al. 2012) , do not reflect the full range of models compatible with the data when the likelihood is related non-linearly to the model parameters. Therefore, synthetic inversions of chequer board patterns are mostly used as rough estimators of resolution, despite their wellknown potential to be insignificant and misleading (Lévêque et al. 1993) . Resolution analyses based on approximations of the Hessian provide more complete information on uncertainties and trade-offs, but still refer to a specific minimum of the misfit function (Fichtner & Trampert 2011a,b) .
Probabilistic inversions on the basis of Bayes' theorem and model space sampling, give access to the full posterior probability distribution that captures all available information on model parameters, including uncertainties (e.g. Resovsky & Trampert 2003; Trampert et al. 2004; Meier et al. 2007a ). Furthermore, model space sampling is able to explore the possibly non-linear function relating the model space to the data space, without locking into local minima.
While often being considered the most elegant and general formulation of an inverse problem (Tarantola 2005) , the probabilistic approach suffers from the diverse facets of the curse of dimensionality, that is, the difficulty to sample a high-dimensional model space efficiently and to infer useful information from the resulting ensemble of test models (e.g. Backus 1988; Curtis & Lomax 2001; Jackson & Sambridge 2005) . Therefore, strong restrictions apply to the size of the model space.
An efficient approach to model space reduction is based on tectonic regionalizations. Instead of using quasi-exhaustive parametrizations in terms of blocks, spherical harmonics or wavelets, a small number of basis functions is defined from prior knowledge of large-scale tectonic features with nearly homogeneous distributions of seismic properties. While popular since the early days of seismic tomography (e.g. Kanamori 1970; Dziewonski & Steim 1982) tectonic regionalizations have so far not been discovered as a vehicle towards probabilistic full waveform inversion, despite their potential to reveal model uncertainties and to test tangible geologic hypotheses.
Objectives of this work
The present study constitutes a first experiment on our way towards 3-D probabilistic full waveform inversion. Our objectives are therefore comparatively modest, and of both technical and geologic nature.
From a purely technical point of view, we explore the feasibility of a full waveform inversion based on spectral-element simulations of seismic wave propagation, tectonic regionalization and model space sampling via the Neighbourhood Algorithm (Sambridge 1999a,b) . Specific questions that we address concern the tractable number of model space dimensions, the convergence of the sampling algorithm and the interpretation of the multidimensional posterior probability density.
The target region of our experiment is the Australian continent. The analysis of the posterior probability density therefore provides insight into various aspects of Australian Earth structure. These include (1) the robustness of unusually high velocities within the Archean Pilbara and Yilgarn cratons (see figures 1 and 2), and (2) the likelihood of anomalously low velocities beneath the central Australian Proterozoic provinces found in recent tomographic studies (Fishwick & Reading 2008; Fichtner et al. 2010a ) and attributed to perturbations of the thermal regime or an increased Cr concentration.
Model space sampling provides a natural solution to multiparameter inverse problems that are difficult to handle in deterministic inversions due to potentially complex trade-offs between model parameters. More specifically, probabilistic inversion allows us to address the possibility of resolving 3-D density variations that are typically ignored or scaled to velocity variations in traditional traveltime and surface wave tomography. Evidence that full waveform inversion provides purely elastic, that is, non-gravitational, constraints on density heterogeneities is accumulating (Y. Capdeville, personal communication, 2008; Köhn et al. 2010; Jeong et al. 2012) , but the full potential remains to be explored.
Outline
This article is organized as follows. In Section 2, we briefly review the large-scale geologic setting of Australia in the context of recent tomographic studies, and we describe the tectonic regionalization that enables the construction of random test models. Following a summary of the seismic data set in Section 3, Section 4 provides details concerning the probabilistic inversion, including the choice of prior information and the solution of the forward problem using spectral-element simulations. Results of the inversion procedure in the form of the maximum-likelihood model, 1-D and 2-D marginals are presented in Section 5. Finally, we discuss problems that need to be resolved before making the transition to larger-scale full waveform inversions (Section 6).
M O D E L C O N S T RU C T I O N A N D PA R A M E T R I Z AT I O N

Geologic setting and tectonic regionalization
The tectonic regionalization is based on the clear identification of two large-scale ( 1500 km) structural elements in continental Australia: the Archean cratons in the west and the predominantly Proterozoic units in the centre (Fig. 1) . Both Archean and Proterozoic lithospheres have been imaged consistently in several recent surface wave tomographic studies (Debayle & Kennett 2000; Yoshizawa & Kennett 2004; Fishwick et al. 2005; Fishwick & Reading 2008; Fichtner et al. 2010a,b) and are key components of the Australian Seismological Reference Model (AuSREM, Kennett et al. 2013 ). Significant differences between the tomographic images are limited to length scales below about 1500 km .
Archean Australia is composed of the Pilbara and Yilgarn cratons that joined during the Early-Proterozoic Capricorn orogeny (Myers et al. 1996) . In tomographic images, the Archean lithosphere is marked by anomalously high S velocities, reaching +8 per cent with respect to the radial average on a 1500 km length scale (Fig. 2) . On length scales around 500 km, S velocity variations of up to +12 per cent can be observed (e.g. Fichtner et al. 2010a) , therefore questioning a purely thermal interpretation (see also Section 6.5).
The central part of the Australian continent is predominantly Proterozoic, the only exception being the Archean Gawler craton in South Australia. The Tasman Line is the boundary between Proterozoic units and the Phanerozoic Delamerian, Lachlan and New England fold belts in eastern and southeastern Australia. Its nearsurface location inferred from outcrops and gravity and magnetic measurements (Wellman 1998 ) is further west than its location at greater depth as seen in tomographic images (e.g. Zielhuis & van der Hilst 1996) and isotopic studies (Handler et al. 1997) . Proterozoic Australia has remained tectonically stable since the Mid-Palaeozoic Alice Springs orogeny (400-300 Ma). The elastic properties of the Proterozoic lithosphere are strongly depth-dependent with a structural boundary located around 150 km depth. In the uppermost 150 km, seismic velocities are only slightly higher than the radial average and the pattern of azimuthal anisotropy is complex. Between 150 km depth and the base of the lithosphere, velocities are as high as in the Archean and the azimuthal anisotropy is coherently (Fichtner et al. 2010a) . To allow a comparison with the results of this study (Fig. 9 ) the original tomographic images were filtered to suppress wavelengths shorter than ∼1800 km. Details of the filtering process and filter characteristics are given in Appendix A. Precambrian Australia is clearly distinguished by higher than average velocities. Above 150 km depth, the S velocity in the Archean Pilbara and Yilgarn cratons is ∼4 per cent higher than in the Proterozoic regions of central Australia.
related to the direction of absolute plate motion (Debayle & Kennett 2000; Simons et al. 2002; Fishwick & Reading 2008) . The depths of the Archean and Proterozoic lithospheres estimated from surface wave tomography are 230 ± 30 km, depending on the method and data used.
The clear division of Precambrian Australia both laterally and in depth suggests the definition of two principal tectonic regions: the Archean and the Proterozoic lithospheres, each with depthdependent properties.
The construction of test models
Based on the previous considerations we construct earth models m(x) as filtered superpositions of weighted basis functions b i (x) defined by the tectonic regions, that is,
where δm(x) is a perturbation of either the S velocity, δv s , the P velocity, δv p , or density, δρ with respect to a 1-D background model m bg (z). Motivated by the large-scale tectonic setup of the Australian continent, described in Section 2.1, we define the following four basis functions, visualized in Fig. 3 : b 1 and b 2 comprise the Archean lithosphere from 0 to 150 km depth and from 150 to 230 km depth, respectively; b 3 and b 4 represent the Proterozoic lithosphere in the same depth intervals. The small number of basis functions results from the absence of more than two coherent large-scale (>1500 km) tectonic provinces, and from the requirement of a small model space dimension in probabilistic inversions. Structure outside the basis functions is accounted for by the contribution δm 0 (x) in eq. (1a). In our models, δm 0 (x) comprises the Phanerozoic continental lithosphere in eastern Australia and the oceanic lithosphere and upper mantle surrounding the continent. Following the superposition of the basis functions with variable scaling factors δm i , we apply a spatial filter F, symbolized by eq. (1b). The filter acts as a lowpass, and it serves two purposes: (1) It prevents the occurrence of unrealistically strong guided waves along the sharp boundaries of the basis functions and (2) it reduces the influence of errors in the locations of the object boundaries. Details of the spatial filtering are given in Appendix A and in Fichtner (2012) . The lowpass filtering entails a ∼20 per cent reduction of the peak heterogeneities that must be taken into account in the interpretation stage. Fig. 4 shows the S velocity distributions of two test models at 100 and 200 km depth, respectively. The parametrization introduced above defines a 3-D model in terms of 12 scalar parameters (see Table 1 
DATA
We selected seismic waveform data that are primarily sensitive to the regions covered by the four basis functions defined in the previous section. Furthermore, we applied the following data selection criteria: (1) The signal-to-noise ratio in the period range from 50 to 200 s must exceed 20. (2) The surface wave magnitude of the events must not exceed 6.9 to avoid the need to model finite source effects. Our final data set comprises 338 seismograms, originating from 10 shallow events that occurred along the plate boundaries north of Australia. The data were recorded at 30 stations operated by The Australian National University, Geoscience Australia, GEOSCOPE, IRIS/IDA and IRIS/USGS. The ray coverage is shown in Fig. 6 .
In the interest of simplicity, we only analysed vertical-component seismograms that do not require polarization anisotropy. From the raw data we produced two data subsets by bandpass filtering between 60 and 200 s, as well as between 130 and 200 s. The filtered seismograms used in the inversion mostly contain fundamentaland higher-mode surface waves but also long-period body waves and unidentified waveforms. Simultaneously inverting data in two different period ranges is intended to enhance depth resolution. Rayleigh wave sensitivity shows a peak at around 50 km depth for a period of 60 s and at around 150 km depth for a period of 130 s (Takeuchi & Saito 1972) . Based on the shape of surface wave sensitivity kernels, we therefore expect the data to resolve upper-mantle structure to a depth of ∼250 km. However, the ray coverage shown in Fig. 6 indicates that the central Australian Proterozoic is likely to be better constrained than the Archean in Western Australia. The choice to work with comparatively long-period waveforms is motivated by the need to keep the computational costs of 3-D numerical wave propagation at an acceptable level.
P RO B A B I L I S T I C I N V E R S I O N U S I N G T H E N E I G H B O U R H O O D A L G O R I T H M
In the following paragraphs we describe the technical details of the inverse problem, including its Bayesian formulation, the choice of prior information, the construction of a suitable misfit measure and the solution of the forward problem. We assume that the uncertainties in the forward simulations are negligible compared to the errors in the observed data. Invoking Bayes' theorem, the posterior probability density can then be written as (e.g. Tarantola 2005 )
where m ∈ M denotes an element of the 12-D model space, ρ M (m) is the prior probability density in the model space, and
The Bayesian approach requires us to choose the form of the likelihood function as well as the prior distribution in advance.
Prior information
The choice of the prior distribution ρ M is to some degree subjective, and therefore often considered to be a weak point of Bayesian inference. This subjectivity, however, is well acceptable when we admit that any inference is relative to the prior-meaning that the interpretation of our inferences must account for the choice of subjective prior information (Jaynes 2003) .
Since there are no generally accepted rules for the construction of prior distributions, we adopt a pragmatic approach, the consequences of which are discussed in detail in Section 6. First, we note that most tomographic studies of the Australian continent revealed higher than average velocities within both the Archean and Proterozoic, at least over length scales larger than ∼1500 km. We therefore choose the prior distributions of the P and S velocity perturbations to be constant within and zero outside the following intervals:
The upper limits of these intervals are chosen to be well above previously reported values. Rough bounds on plausible density variations can in principle be deduced from gravity and mineral physics data. However, we deliberately ignore these sources of information in order to isolate the constraints on density from seismic data alone. Therefore, we also choose a constant prior for ρ within the interval
We expect this interval to be sufficiently broad, because density variations beyond ±0.4 g cm −3 would be highly unlikely given the long-term gravitational stability of the Australian continent and gravity observations (e.g. Reigber et al. 2007) .
While the prior distributions are formally constant and independent, the spatial filtering in the construction of test models (Section 2.2) effectively leads to position-dependent Gaussian-like priors with mutual correlations. These are shown in Fig. 10 for the central point of each basis function. The modification of the originally constant and independent priors reflects our decision to enforce continuity and similar correlation lengths throughout the test models. The filtering process introduces the strongest correlations for basis functions with a smaller volume, thereby naturally equilibrating the effective number of free parameters in relation to the volume of a basis function. These effects will be accounted for in the interpretation stage (Section 5.2).
Misfit functional design
The design of suitable misfit functionals for full waveform inversion is the subject of ongoing research (e.g. Crase et al. 1990; Gee & Jordan 1992; Fichtner et al. 2008; Brossier et al. 2010; Bozdag et al. 2011; Rickers et al. 2012) ; and the optimal choice is likely to be strongly problem-dependent. Our misfit functional is intended to extract as much information as possible while being robust and largely insensitive to absolute amplitudes that often cannot be measured reliably.
We denote by u 0 (x s , x r , t) and u(x s , x r , t) the filtered versions of the observed and synthetic vertical-component seismograms, with source position x s and receiver position x r . As a measure for the discrepancy between observed and synthetic seismograms we choose the L 1 -normalized difference
The cumulative misfit χ is then defined as the weighted sum of the L 1 distances between the individual L 1 -normalized waveforms
where T denotes the period range from 60 to 200 s and 130 to 200 s, respectively. The weights w r are chosen to compensate for the heterogeneous station distribution, shown in Fig. 6 . This misfit definition has several advantages in the context of a probabilistic waveform inversion. Most importantly, the normalization of u 0 and u avoids the dominance of large-amplitude seismograms, recorded, for instance, at short epicentral distances. The misfit is, furthermore, robust, resistant against imprecise magnitude estimates, and unaffected by potentially erroneous instrument calibrations. A natural choice for the likelihood function in the case of an L 1 norm is the exponential distribution
where c is a normalization constant, and σ 60 and σ 130 are frequencydependent noise levels (see Section 6.2 for details).
Forward problem solution
To accurately account for the presence of strong 3-D heterogeneity, we simulate seismic wave propagation in a spherical section of the Earth using a spectral element method (Fichtner et al. 2010a) . The computational domain ranges from 7.5
• N to 50
• S latitude, from 105
• E to 160
• E longitude and from the surface of the Earth to 1461 km depth. The domain is discretized using a total number of 36 × 35 × 20 = 25200 hexahedral elements, within which the dynamic fields are approximated by 4th-order Lagrange polynomials collocated at the Gauss-Lobatto-Legendre points. With the rule of thumb that two elements per minimum wavelength are required to achieve acceptable accuracy, we are able to propagate waves with a minimum period of ∼60 s. The time-integration is based on a finite-difference approximation, and 4500 time steps of 0.3 s are calculated per event. The simulations were carried out in parallel on 120 processors using the TETHYS Linux cluster (Oeser et al. 2006 ) and the German national supercomputer HLRB2 at the Leibniz-Rechenzentrum München. The total computation time amounts to approximately 200 000 CPU hours on 1.6 GHz Intel Itanium2 processors with up to 6.4 GFlop/s per core.
Model space sampling
Random models are created as follows: We draw a random set of 12 parameter perturbations δm i from the prior distribution, described in Section 4.1. From this set of perturbations we construct a 3-D earth model m(x) using equations 1a to 1c.
To sample the model space efficiently, we employed the Neighbourhood Algorithm, introduced by Sambridge (1999a,b) . The algorithm is based on a piecewise constant approximation of the posterior probability density (eq. 2) given by the Voronoi diagram of the set of models P i = {m 1 , . . . , m n } at the ith iteration of the algorithm. We started with an initial ensemble of 400 models drawn from the prior. After each iteration, n s new models were added to this set, and the approximation was updated. The n s new models were generated via a uniform random walk from each of the n r lowestmisfit models, where the walks were restricted to the Voronoi cells surrounding the models. Thus, in each of the n r selected cells n s /n r new models were generated. Effectively, the two parameters n s and n r control the exploratory behaviour of the algorithm.
In the inversion we adjusted the control parameters manually, based on the inspection of the proposed sampling density for different choices of n s and n r . For the first five iterations, we set n s = 400 and n r = 20 which resulted in a rather exploratory behaviour. Starting with the sixth iteration, however, we set n s = 200 and n r = 10 in order to increase the convergence speed. This change was motivated by the fact, that the sampler started to produce values for a subset of the parameters in a very small region of the model space already, whereas for other parameters new values were still distributed over the whole model space.
R E S U LT S
Data fit and the maximum likelihood model
We stopped the Neighbourhood Algorithm after 18 iterations, because the ensemble misfit did not continue to decrease significantly, as illustrated in Fig. 7 . Furthermore, the posterior 1-D and 2-D marginals shown in Figs 12 and 13 did not change noticeably during the last couple of iterations, suggesting that the Neighbourhood Algorithm had indeed converged. The final ensemble consists of 5000 models. Fig. 8 shows four examples of waveforms generated from highand low-likelihood models in the ensemble. For most stations, the high-likelihood model is able to reproduce the observed waveforms in detail. The few outliers (see right-hand column of Fig. 8 ) have a small effect on the misfit functional thanks to its robustness.
Horizontal slices through the maximum likelihood model, that is, the model with the best data fit, are shown in Fig. 9 for 100 and 200 km depth. The S velocity part agrees remarkably well with the long-wavelength variant of the model by Fichtner et al. (2010a) , shown in Fig. 2 . The only notable difference is the slightly reduced strength of the heterogeneities in our regionalized model, which most likely results from the averaging over the large volumes defined by the basis functions.
The P velocity part of the maximum likelihood model, shown in the central column of Fig. 9 , reveals elevated P velocities of ∼3 per cent throughout the central and western Australian lithospheres. This result is in accord with regional body wave studies that found large-scale positive P velocity anomalies of 2-3 per cent in the northern part of Precambrian Australia (Kaiho & Kennett 2000) . The reliability of this result will be discussed in Section 5.2.
The third column of Fig. 9 displays the density part of the maximum likelihood model. The density perturbations preferred by the seismic data are generally positive, reaching values of 5-6 per cent. However, the absence of large-scale positive geoid anomalies (e.g. Reigber et al. 2007 ) and the long-term gravitational stability of the central and western Australian lithospheres suggests neutral or slightly negative density variations (Jordan 1975) . Xenolith data typically imply negative density variations of around −2 per cent in the 100-200 km depth range beneath cratons (e.g. James et al. 2004) . This discrepancy will be the subject of further discussions in the following paragraphs.
The primary motivation for a probabilitic inversion is the quantification of uncertainties and possible trade-offs between model parameters. We therefore analyse the posterior probability density . Horizontal slices through the maximum likelihood model at 100 and 200 km depth, respectively. While the S and P velocity variations agree well with deterministic surface wave tomographies and body wave studies (e.g. Kaiho & Kennett 2000; Fichtner et al. 2010a) , the density variations are significantly larger than those inferred from independent geodynamic and mineral-physics observations. in the following section. This will also provide more insight into the nature of the high densities of the maximum likelihood model.
Analysis of the posterior distribution
The final ensemble of 5000 test models provides an approximation of the joint posterior probability density (see Section 4). We create samples of the posterior by resampling the ensemble using the Neighbourhood Algorithm (Sambridge 1999b ). We subsequently obtain marginal distributions from the resampled ensemble by Monte Carlo integration as described in Sambridge (1999b) . We show results for two different choices for the noise level σ of eq. (8), a less conservative estimate, with σ 60 = 0.4 × 10 −3 , σ 130 = 1.7 × 10 −3 , and a more conservative estimate with σ 60 = 1.6 × 10 −3 , σ 130 = 7.3 × 10 −3 . To account for the influence of the spatial filter used in the construction of test models, we convolve models drawn from the prior and the posterior with the spatial filter given in equation (1). This provides position-dependent priors and posteriors, which we evaluate at the central point of each basis function, defined as
where v i is the volume of the ith basis function. Note that the central points approximately coincide with the points indicated by arrows in Fig. 9 . Results are given in Fig. 10 for the less conservative and in Fig. 11 for the more conservative noise estimate. We observe different classes of posterior marginals: Most distributions are unimodal. They show either a pronounced peak well within the sampling interval, or they resemble the prior distribution. In some cases, however, a pronounced peak aligns with the edge of the prior range (e.g. Proterozoic top S wave speed and Proterozoic bottom density in Fig. 10) .
The S velocity is generally well constrained. This is expected because our comparatively long-period waveforms (dominantly Rayleigh waves) are mostly sensitive to S velocity perturbations. The second row of Fig. 10 suggests, that there is also limited information on the P velocities. However, a comparison with Fig. 11 reveals, that the information is comparatively weak, and in fact vanishes upon increasing of the noise level towards the more conservative estimate. This result is expected because of the almost negligible sensitivity of long-period waveforms to P velocity perturbations. It follows that the maximum likelihood P velocity model-while plausible and consistent with body wave studies-is not necessarily significant. P velocity variations cannot be constrained well with our data.
Two of the density marginals (Archean bottom, Proterozoic top) rather closely resemble the prior, suggesting only limited information on these parameters is present. In the Archean top and Proterozoic bottom layers, however, they show very pronounced peaks. These marginals appear suspicious, because a significant part of the probability mass lies in regions where the prior nearly vanishes. To further investigate this issue, we consider the unfiltered posterior distributions in Fig. 12 . They serve as an additional diagnostic tool that does not suffer from the subjectivity in choosing a specific location within the basis functions. Also in the unfiltered posteriors for density a strong peak lies at the edge of the model space. One might argue that this is also the case for the bottom layer S velocity distributions. However, the actual marginals for S velocity show a pronounced peak lying within the range of a priori plausible models. The density marginals, in contrast, suggest that prior assumptions were wrong and strongly positive density variations may in fact be well constrained by the seismic data.
There are two possibilities to reconcile this result with geodynamic and mineral-physics constraints: First, there may be trade-offs in the form of simultaneous variations of two or more parameters that compensate each other such that the misfit remains largely unchanged. In this case, the high-density models may be insignificant. Second, the Neighbourhood Algorithm may have missed models with lower density and low misfit, possibly because they occupy a relatively small volume in model space.
To assess the existence of trade-offs, we analyse 2-D posterior marginal distributions that describe the effect of simultaneous variations of two model parameters. A collection of density-density as well as several velocity-density marginals is shown in Fig. 13 . These 2-D marginals do not suggest the existence of any significant tradeoffs between density parameters themselves or between densities and velocities. However, 2-D marginals are, in general, only an integral summary of a higher-dimensional probability distributionmeaning that their diagnostic capabilities are limited. Pronounced trade-offs may be hidden in small volumes of the model space, therefore getting lost during the integration process. The severity of this effect increases very rapidly with increasing model space dimension (Curtis & Lomax 2001) ; and 12 dimensions may already be critical given the data in our study. Furthermore, significant trade-offs may exist in model subspaces with more than two dimensions. This would make their detection almost impossible because the human visual analysis tools are essentially limited to 2-D. In summary, we cannot exclude the existence of trade-offs that may render excessively high densities insignificant. Fig. 10 , but for a more conservative noise level σ . Note that all distributions are less pronounced and that the posterior P-wave velocity distributions now closely resemble the according priors, indicating that the information on these parameters is comparatively weak.
The option that the sampler missed lower-density models with low misfit also cannot be excluded, despite the apparent convergence of the Neighbourhood Algorithm that manifests itself, for instance, in the convergence of the posterior marginals (Fig. 7) . When the models with the lowest misfits are confined to a small volume in model space, they become almost impossible to detect with a finite number of samples. This problem is a particular facet of the curse of dimensionality that strongly limits the information contained in posterior distributions that are approximated by sampling: Good models can certainly be found in regions of high probability, but there may be better models hidden in small subvolumes within broad regions of low probability.
D I S C U S S I O N
Choice of the prior
The choice of prior information is inherently subjective, and it strongly affects the posterior, especially when constraints from data are weak. Suggestions for the construction of prior distributions, including for instance Jeffrey's and maximum-entropy priors, are not based on universal principles and merely transfer subjectivity to a higher level.
Our decision to use constant priors over broad intervals was intended to make the constraints from the seismic data as explicit as possible in the posterior distribution. From a technical perspective, however, this may not have been the best choice. Narrower Gaussian priors or similar bell-shaped distributions may have accelerated the convergence of the Neighbourhood Algorithm. While the choice of a bell-shaped prior for the purpose of improved convergence would have been computationally beneficial, it would also have violated the fundamentals of Bayesian philosophy that do not allow to make choices on the basis of technical or convenience arguments (Scales & Snieder 1997) .
To some extent, the spatial filtering of the test models reduces the originally constant priors to more Gaussian-type distributions. The strength of this modification is inversely proportional to the volume of a specific basis function, and it acts to equilibrate in a natural way the effective number of degrees of freedom in relation to the volume of a basis function. It follows that the effective dimension of the parameter space is less than 12 because of the correlations introduced by the spatial filtering.
Noise model
Noise occurs in seismological waveform data due to several distinct effects, including ambient seismic noise, unexplained signal due to unmodelled 3-D structure, a simplified model parametrization and neglected or inaccurate physics (e.g. Gouveia & Scales 1998 ). In our particular application, we assume that data noise-in the sense of a quasi-randomly propagating wave field-does not play a significant role since we only selected seismograms where noise is essentially absent. Furthermore seismic noise power spectra typically show a pronounced minimum between 50 and 200 s periods (Peterson 1993) . As a consequence, our noise is by far dominated by unmodeled 3-D heterogeneity, neglected anisotropy, 3-D variations of Q, and incorrect source characteristics.
Since these effects are extremely difficult to assess quantitatively, we prefer a simplified noise model over a description in terms of full noise covariance matrices that account for spatio-temporal correlations. While it is hard, but possible to estimate spatio-temporal correlations of ambient noise in low-frequency bands, the covariance structure of the other sources of noise is plainly unknown and would require an unrealistic effort.
We thus conclude that while technically we are dealing with correlated ambient noise, the part of the misfit that is due to ambient noise is small compared to other effects mentioned above. We have to note, however, that as with any other kind of prior information, the results have to be seen in relation to the chosen noise model and are expected to be affected by the particular choice. We stress that the choice of an appropriate noise model is a very important one in every Bayesian analysis. A promising and more general approach might be a transdimensional inversion (e.g. Bodin et al. 2012a,b) , which treats data-and parametrization-error in a unified framework.
Tractable number of model parameters
Our approach to probabilistic tomography is based on a severe model space reduction that we achieved with the help of tectonic regionalization. In retrospect, however, 12 dimensions may already be too much when the topology of the misfit surface is complicated and significantly non-Gaussian. This statement seems to be fundamental and not specific to our application. Sampling algorithms in general have difficulties to detect comparatively small subvolumes with low-misfit models. This problem becomes increasingly severe with increasing dimension because the probability of drawing samples from the less plausible boundary regions of the model rapidly approaches 1. It therefore becomes nearly impossible to sample the interior regions of the model space where highly plausible models are often located (e.g. Backus 1988; Curtis & Lomax 2001; Jackson & Sambridge 2005) . Alternatives to the Neighbourhood Algorithm such as Hybrid Monte Carlo techniques (e.g. Duane et al. 1987) or Neural Networks (e.g. Devilee et al. 1999; Meier et al. 2007b,a) may help to attenuate this problem, but their potential in the context of seismic tomography still remains to be fully explored.
Regardless of sampling issues, the interpretation of a highdimensional posterior is a major-and also very generalchallenge. Most of our analysis is based on one-or two-dimensional condensations of the posterior that are unable to detect potentially important subtleties that involve more than two parameters. The transition to higher-dimensional probabilistic full waveform inversion therefore not only relies on an increase of computational power but also on the resolution of much more fundamental issues related to the sampling of complicated posteriors and their analysis.
Nongravitational constraints on density
One of the primary goals of this study was the analysis of constraints on density that do not arise from the very long-period gravitational restoring force (e.g. Ishii & Tromp 2001; Resovsky & Trampert 2003; Trampert et al. 2004) but from elastic effects. From a purely seismological perspective, our data seem to prefer highdensity models of the central and western Australian lithosphere (up to +6 per cent). However, the inconsistence of this result with independent constraints from geodynamics and mineral physics (e.g. Jordan 1975; James et al. 2004; Reigber et al. 2007 ) calls for caution. It is most likely due to a combination of two closely related effects: First, there may exist trade-offs between density and other parameters that cause the high-density models to be insignificant. These trade-offs are unlikely to take the form of broad and simplistic two-parameter compensations, for example, between density and S velocity, as they would be visible in the 2-D marginals of Fig. 13 . Second, the shape of the misfit surface in density subspace is too complicated to be fully captured by sampling with a comparatively small number of samples. One explanation for the nearly exponential 1-D marginals in Fig. 12 is that the most plausible density models are located in a small subvolume that can hardly be discovered by one of the samples. The Neighbourhood Algorithm may therefore converge to a much broader subvolume of high-density models that are less plausible while still explaining the data better than the vast majority of intermediate-or low-density models. Concerning density, an important finding at this point is that 3-D density variations do have a significant effect on seismic waveforms at intermediate periods between 60 and 200 s. This effect, however, can be misleading because the basin of attraction of the global optimum does not seem to be particularly broad-despite complete 3-D modelling and full waveform misfits. It follows immediately that a deterministic full waveform inversion for density heterogeneities requires a very good initial model, which was also indirectly suggested by Jeong et al. (2012) . This statement must, of course, be seen in the context of the comparatively long periods used in our study. At shorter periods where seismograms are more strongly affected by the scattering properties of the Earth, backward-scattered waves from density heterogeneities (e.g. Wu & Aki 1985; Tarantola 1986 ) may yield additional constraints, at least when full waveform misfits are used.
Geological implications
The posterior marginals in the first row of Figs 10-12 reveal that strongly elevated S velocities down to 230 km depth in the Archean lithosphere of western Australia are well constrained, and most likely to range between +3 per cent and +5 per cent on ∼1000 km length scales. These values are significantly lower than the localized +12 per cent S velocity variations in the model of Fichtner et al. (2010a) that would translate to temperatures around 0
• C in the case of a purely thermal effect (e.g. Cammarano et al. 2003; Priestley & McKenzie 2006, S. Goes, personal communication) . This suggests that a compositional contribution to S velocity heterogeneities is strictly required only locally, that is, on length scales below ∼500 km.
In the shallower part of the model, to depths of ∼150 km, Proterozoic central Australia is characterized by elevated S velocities that are well constrained to +2 ± 1 per cent. It follows that lower than average S velocities (e.g. Fishwick & Reading 2008) are also likely to be a localized feature that has little effect on the large-scale characteristics of the central Australian lithosphere.
C O N C L U S I O N S
We presented a study to investigate the feasibility of 3-D probabilistic full waveform inversion. Our approach is based on spectralelement simulations of seismic wave propagation combined with a quasi-random exploration of the model space using the Neighbourhood Algorithm. As data we used seismograms in the period range from 60 to 200 s, recorded at mostly permanent stations in Australia. To reduce the size of the model space, we parametrized the Australian continent in terms of large-scale basis functions that result from a tectonic regionalization.
Our results indicate that S velocities in the upper 150 km are particularly well constrained and positive, in accord with previous deterministic tomographies. Peak S velocity heterogeneities in the Archean lithosphere range around 4 per cent over ∼1000 km length scales, suggesting that extreme values of +12 per cent (Fichtner et al. 2010a) are indeed localized features. The maximum likelihood model reveals consistently elevated P velocities. While consistent with body wave studies, they are less well constrained by our data, because the corresponding posterior marginals are less pronounced and become effectively flat, when the noise level is increased. This provides a remarkable example of a maximum likelihood model that appears plausible but may be practically irrelevant, and underlines the need of a proper uncertainty analysis.
Our data are notably affected by 3-D density variations. The effect, however, appears to be misleading. Both the maximumlikelihood model and the posterior probability densities strongly prefer unrealistically large positive density variations that are inconsistent with the absence of large-scale geoid anomalies, the long-term gravitational stability of central and western Australia, and densities of plausible lithospheric compositions. This suggests that highly probable and less extreme density models may be hidden in small and hardly detectable subvolumes of the 12-D model space. The basin of attraction of the global optimum for density appears to be comparatively narrow, and the failure to detect this basin cannot be reflected in any convergence measure of the Monte Carlo exploration. As in deterministic inversions, a broad basin of attraction seems to be a pre-requisite for a successful inversion. It follows that deterministic full waveform inversions for density may require particularly accurate initial models.
From a methodological perspective a transition to significantly higher dimensions seems difficult at present. Available computing power clearly imposes very concrete restrictions. However, even with increasing computational resources and the use of adaptive sampling techniques, the largest obstacle remains to be our inability to efficiently map small high-dimensional subvolumes with high probability.
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A1 Radial filtering
The symbols e r and R denote the unit vector in radial direction and the radius of the Earth. We require that the width σ (r) of the Gaussian be monotonically increasing with increasing depth and equal to zero at the surface r = R. This ensures that more details are preserved at shallow depth and that filtering artefacts near the 
with σ 0 = 40 km yields acceptable results.
A2 Horizontal direction
The filtering operation in horizontal direction is a spherical convolution of the model parameter m(x) with a scaling function
The integral is over the part ∂G of the unit sphere where our model is located. For φ j we choose the Abel-Poisson scaling function
The spherical convolution acts as a lowpass filter, meaning that shorter wavelengths are suppressed more than longer wavelengths. Fig. A1 illustrates the filter characteristics as a function of the scale j. For a more detailed account of spatial filtering on the sphere, the reader is referred to Freeden et al. (1998) and Horbach (2008) . The complete spatial filter F is then defined through the application of both 
