Abstract This paper proposes a three-parameter statistical model of income distribution by exploiting recent developments on the use of deformed exponential and logarithm functions as suggested by Kaniadakis (2001 Kaniadakis ( , 2002 Kaniadakis ( , 2005 . Formulas for the shape, moments and standard tools for inequality measurement are given. The model is shown to fit remarkably well the personal income data for Great Britain, Germany and the United States in different years, and its empirical performance appears to be competitive with that of other existing distributions.
irrespective of the initial distribution. Variations on this theme are able to generate Pareto distributions instead (e.g. Champernowne 1953) . However, these simple models are evidently limited in the variety of shapes of income distribution that they can be expected to describe. The problem is that neither the lognormal nor the Pareto density provides an adequate fit to actual data. The former does not adequately fit the tails of the distribution, while the latter only fits the very top of the distribution. Moreover, both densities are outperformed in terms of goodness-of-fit by parsimonious alternatives (e.g. the gamma distribution proposed by Salem and Mount 1974) . Subsequent work indicated that still further improvements could be made by considering families of densities flexible enough to be able to capture the prominent features of the observed income distributions. For instance, McDonald and Xu (1995) proposed the generalized beta, a quite general family of probability density functions that nests most of the income distributions introduced in the econometrics literature as special or limiting cases. Of these, the Singh-Maddala (1976) and Dagum (1977) distributions have shown them to be a good compromise between parsimony and goodness-of-fit in many instances.
In this paper we introduce a new three-parameter distribution based on the generalization of the exponential and logarithm functions proposed by Kaniadakis (2001 Kaniadakis ( , 2002 Kaniadakis ( , 2005 and defined as exp κ (x) = 1 + κ 2 x 2 + κx
which lead to the standard exponential and logarithm when κ → 0 and exhibit a power-law behavior at the boundaries of their support, i.e.
Formally, the distribution can be obtained by maximizing according to Jaynes (1957a,b) maximum entropy principle the Shannon (1948) information measure
under the natural constraint that normalizes the density,
and the three characterizing moments
The solution to the variational problem (3)-(5), obtainable using the method of Lagrange multipliers, 1 is given by what we call the κ-generalized distribution f (x; α, β , κ) = α β
where α > 0 is a shape parameter, β > 0 is a scale and κ ∈ [0, 1) measures the heaviness of the right tail. 2 In a previous work of us (Clementi et al. 2010 ) the above functional form was adopted successfully in modelling the personal income distribution in Italy. However, one may imagine that income in other countries is distributed differently.
By using sets of data for three developed economies (Great Britain, Germany and the United States) across several years, in this paper we draw conclusions about the quality of the proposed model in describing the distribution of income more generally than just the Italian characteristics. The basic proposition is that the density (6) provides a very good description of the observed income distributions, ranging from the low region to the middle region, and up to the right tail.
The plan of the paper is as follows: Section 2 proposes the new distribution and examines its theoretical properties.
Section 3 studies its empirical performance and makes comparisons with other existing distributions. Section 4 summarizes the paper.
The distribution and its properties

Definitions and interrelations
A random variable X is said to have a κ-generalized distribution if it has the probability density function (6). The corresponding cumulative distribution function reads
and the quantile function equals
As κ → 0, the distribution tends to the Weibull distribution; it can be easily verified that 
1 See Appendix A of Clementi et al. (2010) . 2 Notice that the use of the entropy formalism in the analysis of income distribution is not new. For example, Ord et al. (1981) , Kapur (1989) and Leipnik (1990) pointed out that several income distributions might be selected if one uses a criterion of maximum entropy. On the inequality side, the entropy-based measure of inequality proposed by Theil (1967) naturally contributed to the development of a general information-theoretic approach to the measurement of inequality (Cowell 1980a,b; and Cowell and Kuga 1981a,b) For x → 0 + the distribution behaves similarly to the Weibull model (9) and (10), whereas for large x it approaches a Pareto distribution with scale β (2κ)
and
thus satisfying the weak Pareto law (Kakwani 1980) 
From (8) the median is
The distribution is unimodal, the mode being at
if α > 1; otherwise, the distribution is zero-modal with a pole at the origin.
Moments and other properties
The r th -order moment about the origin of the κ-generalized distribution equals
where Γ (·) denotes the gamma function, and exists for α < r < α κ . Specifically, µ ′ 1 = m is the mean of the distribution and
is the variance. Hence, the coefficient of variation equals
It is also possible to define the standardized measures of skewness and kurtosis, respectively given by
where µ r = ∑ r j=0
is the moment about the mean.
Lorenz curve and inequality measures
The Lorenz (1905) curve of the κ-generalized distribution is available in terms of the first-moment distribution L (F (x)) =
where B X (·, ·) is the incomplete beta function with X = (1 − u) 2κ . Clearly, the curve exists if and only if α κ > 1. The use of (21) can be done analytically.
As regards scalar measures of inequality, the well-known Gini (1914) coefficient can be derived using the representation in terms of order statistics due to Arnold and Laguna (1977) , i.e.
Furthermore, the generalized entropy (GE) class of inequality measures (Cowell 1980a,b; and Cowell and Kuga 1981a,b) is defined as
The mean logarithmic deviation index is
where γ = −ψ (1) is the Euler-Mascheroni constant and ψ (z) = Γ ′ (z) /Γ (z) is the digamma function. The Theil (1967) index is
Expressions for each GE index other than for the cases θ = 0, 1 can be derived by straightforward substitution. In particular, the bottom-sensitive index is given by
3 Using Stirling approximation for the gamma function, Γ (z) ≈ √ 2πz z− 1 2 exp (−z), and taking the limit as κ → 0 in Equation (22), one arrives after some simplification at G 0 = 1 − 2 − 1 α , which is the explicit form of the Gini coefficient for the Weibull distribution (e.g. Kleiber and Kotz 2003, p. 177) . Since the exponential distribution is a special case of the Weibull with shape parameter equal to 1, one directly determines that for κ → 0 and α = 1 the exponential law is also a special limiting case of the κ-generalized distribution, with a "true" value of the Gini coefficient equal to one half (e.g. Drȃgulescu and Yakovenko 2001). whereas the expression for the top-sensitive index is
Finally, the Atkinson (1970) class of inequality indices for inequality aversion parameter ε = 1 − θ , ε > 0 and ε = 1, can be easily computed from GE κ (θ ) by exploiting the relationship Cowell 1995) ; this yields
The limiting form as ε → 1 of the equation above is A κ (1) = 1 − exp (−MLD κ ). 4
Estimation and comparison of alternative distributions
To test the performance of the proposed new statistical distribution we use data from the 2008 release of the Cross-National Equivalent File (CNEF), a commercially available database compiled by researchers at Cornell University (Burkhauser et al. 2001 ). The CNEF includes data for Great Britain, Germany and the United States, and provides cross-nationally comparable information about income, employment and a number of demographic characteristics. Furthermore, incomes have been adjusted for differences in household size using the "modified OECD" equivalence scale (Hagenaars et al. 1994) 7 and weighted by the provided sampling weights.
Estimates by maximum likelihood of the parameters for each country and year are shown in Notice that all the measures considered here are functions of the distribution moments, whose existence depends on some conditions guaranteeing the convergence of relevant integrals. As a matter of example, the Gini coefficient (22) exists provided the mean of the distribution m = ∞ 0 x f (x; α, β , κ) d x converges, which is true when α κ > 1. As shown by Kleiber (1997) , the problem of existence of popular inequality measures is common to various parametric models of income distribution. 5 The CNEF also includes some data for Australia, Canada and Switzerland. They are not used in this paper. 6 Before the reunification of Germany, the GSOEP samples only include households living in the western states of the Federal Republic of Germany. The first wave of the East German sample was collected in June 1990, before the currency, economic and social union came into force on July 1. 7 The "modified OECD" equivalence scale allocates points to each person in a household by taking the first adult as having a weight of 1 point, whereas each additional person who is 14 years or older is allocated 0.5 points, and each child under the age of 14 is allocated 0.3 points. Equivalized household income is derived by dividing total household income by a factor equal to the sum of the equivalence points allocated to the household members. Unlike the old OECD scale, the modified one gives less weight to any additional household member, allowing for higher economies of scale. 8 The model parameters have been estimated by minimizing the negative of the log-likelihood function via a PORT routine as supplied by the R function nlminb (R Development Core Team 2011). Convergence was achieved easily within several iterations. shown in Figure 1 for the most recent data available (for brevity, we do not report plots for each year and country but they are available from the authors on request). These are plots of the cumulative probabilities of income expected given the estimated κ-generalized parameters against the cumulative probabilities of income observed in the data. Excellent goodness-of-fit is demonstrated by the fact that every plot lies extremely close to the 45 • -ray from the origin, and much closer than is typically observed in plots of this type.
For comparison, the results of fitting other existing three-parameter distributions able to accommodate sufficient flexibility to model heterogeneous income data are given in Tables 3 and 4 . Namely, these models are the Singh-Maddala (1976) distribution
and the Dagum (1977) type I distribution
which are closely related (Kleiber 1996) . The corresponding densities are
In order to decide which distribution better models the data, we adopt the Vuong (1989) testing approach to model selection for non-nested hypothesis. This approach sets the model selection criterion in a hypothesis testing framework. More specifically, it tests whether the models under consideration are equally close to the "true" model. The null hypothesis states that both models are equivalent against the alternative that H f is better than H g or H g is better than H f . The proposed statistic is asymptotically normal under the null hypothesis and is quite straightforward to compute. Tables 5 and 6 report the results of the comparison for the three candidate models. As can be seen, if one takes the 5% as the relevant significance level only in two cases (i.e. when comparing to the Dagum type I distribution for Great Britain and Germany) the present distribution is selected by the Vuong test as the worse model a high percentage of times. However, if one lowers the significance level at 1% the test concludes that the competing models are always at least observationally equivalent.
To further explore the performance of the above theoretical densities, we carry out a detailed goodness-of-fit analysis by using six waves of GSOEP-CNEF data for the years 2002 through 2007. Due to the inclusion of a special sample for high-income households ("Sample G"), these waves are likely to offer a more reliable picture of the distribution of income, especially for the top percentiles that are usually under-represented in sample surveys. 9 More specifically, we run a battery of widely-used goodness-of-fit tests based on empirical distribution function (EDF) statistics: Kolmogorv-Smirnov (KS), 9 Sample G surveyed since 2002 is the so-called "high-income sample", selected independently from all other subsamples from the population of private households (see Haisken-DeNew and Frick 2005 for a more detailed description of the various subsamples in the GSOEP). The original selection scheme required that the responding household had a monthly income of at least DM 7,500 (EUR 3,835) in 2001. Starting in 2003, the selection scheme was changed in such a way that only households with a net monthly income of at least EUR 4,500 were followed. Sample G represents about 7.3% individuals in private households with the highest income, with a small number of them belonging to the top 1% of the income distribution. Nevertheless, none of these individuals would belong to the "economic elite" as defined in Bach et al. (2009) , where the GSOEP data have been integrated by official income tax statistics to shed more light on very high German incomes. . 10 We also compute the so-called "upper tail" Anderson-Darling statistic, both in its supremum (ADup) and quadratic (AD2up) version, which is convenient to use when it is necessary to test the goodness-of-fit of a distribution in the right tail of the data, while the fit in the left tail or around the median is of less importance (see Chernobai et al. 2005) . All p-values are derived by making use of a nonparametric bootstrap method (Efron and Tibshirani 1993) . 11 That is, given our n-vector of incomes, we generate 1,000 synthetic datasets by drawing new sequences of n observations uniformly at random from the original data. We then fit each synthetic dataset individually to the three distributions and calculate the test statistics for each one relative to its own models. Then we simply count what fraction of the time each resulting statistic is larger than the value for the empirical data. This fraction is the p-value for each fit, and can be interpreted in the standard way: if it is larger than the chosen significance level, then the difference between the empirical data and the model can be attributed to statistical fluctuations alone; if it is smaller, the model is not a plausible fit to the data. 12 Table 7 reports the goodness-of-fit results for the six sets of data. P-values are always larger than 0.05, meaning that (if one takes 5% as the relevant significance level) in all cases the data can be statistically described by the three densities.
10 For more formal definitions see Stephens (1986) . Notice, however, that within the class of supremum-type statistics for goodness-of-fit the KS distance tends to be more sensitive near the center of the distribution with respect to the tails, whereas the KUI and AD tests provide equal sensitivity at the tails as at the median. Similarly for the quadratic-type goodness-of-fit statistics, the AD2 distance places more weight on observations in the tails of the distribution than the CVM criterion. Again, the KS test is known to be less powerful than all the other tests in all practical situations (e.g. Thode 2002) .
11 One of the features of the EDF statistics is that their distributions are known for datasets truly drawn from any given distribution. This allows one to write down an explicit expression in the limit of large n for the p-value. Unfortunately, this expression is only correct so long as the underlying distribution is fixed (see e.g. Stephens 1986 ). If, as in our case, the underlying distribution is itself determined by fitting to the data and hence varies from one dataset to the next, we can not use this approach, which is why the procedure described here is instead recommended.
12 Note crucially that for each synthetic dataset we compute the test statistics relative to the best-fit models for that dataset, not relative to the distributions fitted to the original data. In this way we ensure that we are performing for each synthetic dataset the same calculations that we performed for the real data, a crucial requirement if we wish to get unbiased estimates of the p-values. The above evidence holds vis-à-vis a further check involving a class of fit criteria having a distributional interpretation that is close to the GE inequality indices (Bandyopadhyay et al. 2009 ). Members of this class are given by
where x is the sample vector of incomes, y the vector of the corresponding quantiles for the theoretical distribution, µ 1 and µ 2 the means of the marginal distributions of x and y, and α ∈ R a sensitivity parameter that can be calibrated according to which part of the distribution one wants the goodness-of-fit criterion (33) to be particularly sensitive: choosing a large positive value for α would put a lot of weight on discrepancies between the proposed model of income distribution and the data in the upper tail, whereas choosing a substantial negative value would put more weight on lower-tail discrepancies. 13 Formally, we test the hypothesis H 0 : J α (x, y) = 0 against the alternative H 1 : J α (x, y) = 0, where y is the vector of quantiles
. . , n, derived from the three models under scrutiny. 14 Table 8 reports the estimated values of J α for α = −1, 0, 1, 2 along with the associated p-values computed by performing 1,000 bootstrap samplings (see the discussion above). Observe that all the three distributions provide a satisfactory fit to the data (high p-values), but the discrepancy with them is always larger in the case of the Singh-Maddala and Dagum type I models independently of the part of the distribution one is interested in testing for goodness-of-fit. In particular, the κ-generalized density still results in a superior fit at the upper end of the distribution according to the "top-sensitive" goodness-of-fit criterion J 2 .
Our statistical findings are also detectable through graphical analysis. Figure 2 presents for all GSOEP-CNEF waves under study the relationship between the income log-rank and log-size. This double-logarithmic framework, known as the Zipf plot, has been used rarely in economics, but is more common in physics (see e.g. Takayasu 1990) . 15 In particular, it is 13 Like the GE class of inequality measures, expression (33) is not defined for α = 0 and α = 1, as the denominator n α 2 − α = 0 in both cases. Expressions for these values of α (the "middle-sensitive" goodness-of-fit criteria) are therefore calculated by using L'Hôpital rule, by which the limit of an undefined ratio between two functions of the same variable is equal to the limit of the ratio of their first derivatives. Expressions for each J α index other than for the cases α = 0, 1 can be, instead, derived by substitution.
14 Note that we use i n+1 rather than i n . Had we used i n then it would automatically be set to 1 when i = n and the inversion of F * would return an infinite value-see e.g. expression (8).
15 Let x = (x 1 , . . . , x n ) be a set of n incomes for which the cumulative distribution function isF (x i ) = i n , i = 1, . . . , n, and suppose that the observations are ordered from largest to smallest so that the index i is the rank of x i . The Zipf plot of the sample is the graph of log i against log x i . Because of the ranking, i n = 1 −F (x i ), so log i = log 1 −F (x i ) + log n. Thus, the log of the rank is simply a transformation of the cumulative distribution function. To assess more robustly whether the κ-generalized distribution provides a statistically better fit in the high-income range of German data from 2002 to 2007 as compared to the Singh-Maddala and Dagum type I, we repeat our hypothesis-testing exercises by fitting each model to observations in the richest 50% of the income distribution only (to ensure that model fit is maximized at the top of it) 16 and then running goodness-of-fit tests with appropriate corrections for left-truncation. 17 Specifically, we determine the ultimate best fit on the basis of the ADup, AD2up and J 2 statistics, which assign a higher weight to observations in the upper tail of the distribution. As can be seen from Table 9 , these measures still suggest a superior fit of the κ-generalized density in the upper tail of the left-truncated samples for all cases, thus confirming that our model does a better job than the Singh-Maddala and Dagum type I in the top part of the income distribution. This is of particular relevance in the current context, since the upper tail of the three densitites is heavy in that it decays like a power function as income increases. 18 16 We chose the 50 th percentile as the left-truncation point after experiments balancing goodness-of-fit with ease of estimation, since the numerical optimization routine implemented in R's nlminb command did not converge with higher truncation levels. The sample log-likelihood for each year's data was specified as log L = ∑ n i=1 {log f * (x i ) − log [1 − F * (z)]}, where i = 1, . . . , n indexes each individual sample observation and z is the level of income corresponding to the left-truncation point. We do not report estimates for each year but they are available upon request.
17 See Chernobai et al. (2005) . Corrections concerned the cumulative distribution and quantile functions of the three models considered. Nadarajah and Kotz (2006) provide formulas and R programs for computing several quantities of interest for the truncated versions of any given distribution.
18 See Clementi et al. (2010) on the upper tail behaviour of the κ-generalized. For the other distributions, see Kleiber (1996 Kleiber ( , 2008 and Kleiber and Kotz (2003) . 
Summary
We have derived a function to describe the size distribution of incomes starting from a generalization of the maximum entropy method that follows from Kaniadakis (2001 Kaniadakis ( , 2002 Kaniadakis ( , 2005 . Expressions for the shape, moments and various tools for inequality measurement that are functions of the parameters in the model have been given. The performance of the distribution has been checked against real data on personal income for Great Britain, Germany and the United States in different years and has been found to fit remarkably well. Furthermore, we have found that in a satisfactory number of cases the model is not to be considered statistically inferior when compared to other existing functional forms that have been considered successful in describing the income size distribution. In particular, the new proposed model suggests a statistically superior fit in the right tail of data with respect to the others in many instances. 
