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Abstract
Transition probabilities are proposed as the stochastic counterparts to set-based relations. We pro-
pose the construction of the converse of a stochastic relation. It is shown that two of the most useful
properties carry over: the converse is idempotent as well as anticommutative. The nondeterminism
inherent in a stochastic relation is defined and briefly investigated. We define a bisimulation relation,
and indicate conditions under which this relation is transitive; moreover it is shown that bisimulation
and converse are compatible.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The use of relations is ubiquitous in Mathematics, Logic and Computer Science, their
systematic study goes back as far as Schröder’s seminal work [21]. Ongoing research with
a focus on program specification may be witnessed from the wealth of material collected in
[3,23]. The map calculus [4] shows that these methods determine an active line of research
in Logic.
This paper deals with stochastic rather than set-valued relations, it studies the converse
of such a relation. It investigates furthermore some similarities between forming the con-
verse for set-theoretic relations and for their stochastic cousins.
For introducing into the problem, let R be a relation, i.e., a set of pairs of, say, states.
If 〈x, y〉 ∈ R, then this is written as x →R y and interpreted as a state transition from x to
y. The converse R shifts attention to the goal of the transition: y →R x is interpreted
as y being the goal of a transition from x. Now let p(x, y) be the probability that there
is a transition from x to y, and the question arises with which probability state y is the
goal of a transition from x. This question cannot be answered unless we know the initial
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probabilities for the states. Then we can calculate pµ (y, x) as the probability to make a
transition from x to y weighted by the probability to start from x conditional to the event
to reach y at all, i.e.
pµ (y, x) :=
µ(x) · p(x, y)∑
t µ(t) · p(t, y)
.
Consider as an example the simple transition system p on three states given in the left
hand side of Fig. 1. The converse pµ for the initial probability µ := [1/2 1/4 1/4] is
given on the right hand side.
The transition probabilities p are given through
1/4 1/2 1/41/5 1/2 3/10
1/3 1/3 1/3


with initial probabilities according to the stochastic vector µ := [1/2 1/4 1/4]. The con-
verse pµ is then computed as


15
31
6
31
10
31
6
11
3
11
2
11
15
34
9
34
5
17

 .
The situation is more complicated in the nonfinite case, which is considered here; since
some measure theoretic constructions do not work in the general case, we assume that the
measurable structure comes from Polish, i.e., second countable and completely metrizable
topological spaces (like the real line R). A definition of the converse Kµ of a stochas-
tic relation K given an initial distribution µ is proposed in terms of disintegration. An
interpretation of the converse in terms of random variables is given, and it is shown that
the converse behaves with respect to composition like its set-theoretic counterpart, viz.,
(K;L)µ = LK•(µ);Kµ , where K•(µ) denotes the image distribution of µ under K , and
the composition is the Kleisli composition for the corresponding monad (Section 4). This
is of course the probabilistic counterpart to the corresponding law for relations R and S,
which reads (R; S) = S;R.
Figure 1. A stochastic relation and its converse.
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The set {Kµ (y) | y ∈ Y } of all sub-probability measures constituting the converse turns
out to have an interesting property: it is topologically rather small, i.e., its closure is com-
pact in the weak topology of sub-probability measures on Y (Corollary 2). This indicates
that the converse Kµ does not carry as much information as K or µ do.
A stochastic relation K between X and Y induces a set-theoretic relation RK (called the
fringe relation) in the following way: put
RK :=
{〈x, y〉 | x ∈ X, y ∈ supp(K(x))},
where supp(K(x)) is the support of the probability measure K(x), hence the set of all y
such that K(x)(U) > 0 holds for each open neighborhood of y. supp(K(x)) being closed,
RK is the graph of a measurable relation between X and Y . Relation RK is considered
as the K’s nondeterminism, since it indicates the set of all pairs that are possible for the
stochastic relation K . The relationship between these relations is briefly investigated in
Section 3.
A stochastic relation models the dynamics of a system, which is partly captured through
the notion of bisimilarity. Thus the question of stability under bisimilarity arises when
constructing the converse. We define in Section 5 a suitable notion of bisimilarity and show
that this is a transitive relation. It is shown that the converses Kµ and Lν are bisimilar,
provided K and L as well as the initial distributions µ and ν are bisimilar.
2. Stochastic relations
Before stochastic relations are introduced, some basic facts from measure theory are
recalled. We also introduce some basic operations on these relations.
A Polish space (X,T) is a topological space which has a countable dense subset, and
which is metrizable through a complete metric. The Borel sets B (X,T) for the topology
T is the smallest σ -algebra on X which containsT. A Standard Borel space (X,A) is a
measurable space such that the σ -algebraA equalsB (X,T) for some Polish topologyT
on X. Although the Borel sets are determined uniquely through the topology, the converse
does not hold, as we will see in a short while. Given two measurable spaces (X,A) and
(Y,B), a map f : X → Y isA−B-measurable whenever f−1[B] ⊆A holds, where
f−1[B] := {f−1[B] | B ∈ B}
is the set of inverse images
f−1[B] := {x ∈ X | f (x) ∈ B}
of elements of B. If the σ -algebras are the Borel sets of some topologies on X and Y ,
resp., then a measurable map is called Borel measurable or simply a Borel map. The real
numbers R carry always the Borel structure induced by the usual topology which will not
be mentioned explicitly when talking about Borel maps.
The categorySBhas as objects Standard Borel (SB) spaces, a morphismf ∈ SB (X, Y )
between two SB spaces X and Y is a Borel map f : X → Y .
Recall that a map f : X → Y between the topological spaces (X,T) and (Y,S) is
continuous iff the inverse image of an open set from S is an open set in T. Thus a con-
tinuous map is also measurable with respect to the Borel sets generated by the respective
topologies.
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When the context is clear, we will write down Polish spaces without their topologies,
and the Borel sets are always understood with respect to the topology.M (X) denotes the
vector space of all bounded real-valued Borel maps on the SB-space X.
The set S (X) denotes the set of all sub-probability measures on the SB space X. The
former set carries the weak topology, i.e., the smallest topology which makes the map
µ →
∫
X
f dµ
for all continuous functions f : X → R continuous as soon as X carries a Polish topology.
It is well known that the weak topology on S (X) is a Polish space [19, Theorem II.6.5], and
that its Borel sets are the smallest σ -algebra on S (X) for which for any Borel set B ⊆ Y the
map µ → µ(B) is measurable [14, Theorem 17.24]. This σ -algebra is sometimes called
the weak-*-σ -algebra in stochastic dynamic optimization. Note that the weak-*-σ -algebra
depends only on the σ -algebra of the underlying SB-space, hence is independent of any
specific Polish topology. An argument due to Giry [13] shows that S is the functor in a
monad over SB, and that the Kleisli morphisms coming with this monad are just the
stochastic relations.
Definition 1. Given two SB spaces X and Y , a stochastic relation K : X  Y is a Borel
map from X to the set S (Y ).
Consequently, K : X  Y is a stochastic relation iff
1. K(x) is a sub-probability measure on (the Borel sets of) Y for all x ∈ X,
2. x → K(x)(B) is a measurable map for each Borel set B ⊆ Y .
Composition of stochastic relations is the Kleisli composition: let K : X  Y and L : Y 
Z, then define for x ∈ X,C ∈ BZ:
(K;L)(x)(C) :=
∫
Y
L(y)(C)K(x)(dy).
Standard arguments show that K;L : X  Z.
In terms of input/output systems, K(x)(dy) may be interpreted that dy is the output of
the system modelled by K after input x; the system does not need to be strictly probabilistic
in the sense that each input produces an output with probability 1, i.e., K(x)(Y ) = 1 does
not hold necessarily. K(x)(Y ) < 1 may occur when K models a nonterminating compu-
tation, so that 1 − K(x)(Y ) is the probability for the event no output at all. Note that the
Markov processes investigated in [5,12] are special cases.
Example 1. In the discrete case a stochastic relation between {1, . . . , n} and {1, . . . , m}
is represented through a nonnegative substochastic matrix (p(i, j))1in,1jm. The com-
position of two stochastic relations p and q is expressed through matrix multiplication,
which is the discrete analogue to the Kleisli product above.
We collect some constructions and indicate some well-known properties which will be
helpful in the sequel. It shows how a measurable map and a measure induce a measure on
the range of that map, and how a measure and a stochastic relation define a measure on the
relation’s target space, and on the product space, resp.
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Definition 2. Let X and Y be SB-spaces.
1. f  (µ) (B) := µ(f−1[B]) defines a map SB (X, Y ) × S (X) → S (Y ) such that∫
Y
g df  (µ) =
∫
X
g ◦ f dµ
holds for each g ∈M (Y ).
2. K•(µ)(B) := ∫
X
K(x)(B)µ(dx) defines a map SB (X, S (Y )) × S (X) → S (Y ) such
that ∫
Y
g dK•(µ) =
∫
X
∫
Y
g(y)K(x)(dy)µ(dx)
holds for each g ∈M (Y ).
3. (µ ⊗ K) (D) := ∫X K(x)(Dx)µ(dx) defines a map S (X) × SB (X, S (Y )) →
S (X × Y ) such that∫
X×Y
g d (µ ⊗ K) =
∫
Y
∫
X
g(x, y)K(x)(dy)µ(dx)
is true whenever g ∈M (X × Y ).
Since the integral in property 2 changes variables, it is sometimes referred to as the
Change of Variables formula. Property 2 uses Dx := {y ∈ Y | 〈x, y〉 ∈ D} for the measur-
able set D ⊆ X × Y ; it gives the integral over a product as repeated integrals and contains
the Fubini Theorem as special case.
Note that f  (µ) is S (f ) (µ), the former notation being somewhat more light handed;
K• is just the forgetful functor from the Kleisli category of the Giry monad, and the tensor
construction in the third part arises from the tensorial strength of the monad.
Example 2. Illustrating these constructions through the discrete case, assume that p :
{1, . . . , n} {1, . . . , m} is a stochastic relation, and let µ ∈ S ({1, . . . , n}) be an initial
distribution. Then
1. f  (µ) (j) = ∑f (i)=j µ(i) is the probability that f : {1, . . . , n} → {1, . . . , m} hits
the value j .
2. p•(µ)(j) = ∑ni=1 µ(i) · p(i, j) is the probability that response j is produced, given
the initial probability µ.
3. (µ ⊗ p) (〈i, j〉) = µ(i) · p(i, j) gives the probability for the input/output pair 〈i, j〉 to
occur, given the initial probability µ (which is responsible for input i), and the proba-
bility p(i, j) for output j after input i.
These properties are easily established using elementary computations.
Some properties of the general constructions are collected for the reader’s convenience.
Lemma 1. Let K : X  Y, L : Y  Z and M : Z  A be stochastic relations. Then the
following equalities hold:
1. (K;L);M = K; (L;M),
2. (K;L)• = K• ◦ L• (where ◦ denotes the usual composition of maps),
3. whenever f ∈M (Z) and for x ∈ X,∫
Z
f d(K;L)(x) =
∫
Y
∫
Z
f (z) L(y)(dz)K(x)(dy),
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4. K; IY = K and IX;K = K, where IX : X  X is the unit kernel on X which is defined
by
IX(x)(A) := δx(A) := if x ∈ A then 1 else 0 fi.
It is remarkable that the construction in Definition 2(2) can be reversed, and this is in
fact the cornerstone for constructing the converse of a stochastic relation, as will be seen
in Section 4. Reversing the construction means that each measure on the product of two
SB-spaces can be represented as a product from the measure of a measure and a stochastic
relation (or, putting it in terms of Definition 2: the map 〈µ,K〉 → µ ⊗ K defined in part
2 between S (X) × SB (X, S (Y )) and S (X × Y ) is onto).
Proposition 1. Let X and Y be SB-spaces, and ζ ∈ S (X × Y ). Then there exists a sto-
chastic relation K : X  Y such that
ζ = πX×Y,X (ζ ) ⊗ K,
where πX×Y,X denotes the projection from X × Y to X.
Proof. [19, Theorem V.8.1]. 
The stochastic relation K is uniquely determined up to sets of µ-measure zero; it is
known as the regular conditional distribution of πY given πX (cf. [19, Chapter V.8]). We
will call K a version of the disintegration of ζ w.r.t. πX×Y,X (ζ ).
Example 3. Let ζ ∈ S ({1, . . . , n} × {1, . . . , m}), then the probability p(i, j) for input i
generating output j is the probability ζ(〈i, j〉) for the pair 〈i, j〉 to occur conditioned on
the probability
∑m
t=1 ζ(〈i, t〉) that input i is produced at all. Thus relation p satisfies the
equation
ζ(〈i, j〉) =
(
m∑
t=1
ζ(〈i, t〉)
)
· p(i, j).
This is the discrete version of Proposition 1. In contrast to the discrete case, however, in
the general case the version of the disintegration of ζ with respect to its projection usually
cannot be computed explicitly.
There is a rather helpful interplay between the projection of µ ⊗ K to the second com-
ponent and K•(µ) which will be exploited later on:
Lemma 2. If µ ∈ S (X) is a sub-probability measure, and K : X  Y is a stochastic
relation, the equality πX×Y,Y (µ ⊗ K) = K•(µ) holds.
Proof. Let B ⊆ Y be a Borel set, then
π

X×Y,X (µ ⊗ K) (B) = (µ ⊗ K) (X × B)
=
∫
X
K(x) ((X × B)x) µ(dx)
=
∫
X
K(x)(B)µ(dx)
= K•(µ)(B). 
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3. Nondeterminism: the fringe relation
Probabilistic modelling is a special case of nondeterministic modelling: we do not only
indicate possible outcomes but also assign a weight to them. Thus it comes as a natural
construction that each stochastic relation defines a set-valued relation, at least on Polish
spaces. This relation is defined now.
The discussion in this section is rather indirectly related to the converse of a stochastic
relation. It is intended to shed some light on the relationship between nondeterminism
and randomness by associating with each stochastic relation a nondeterministic one. This
seems a natural enough thing to do (in fact, there is a natural transformation in the back-
ground, see [8]). But this association is fragile: forming the converse may destroy it, as we
will see in Example 5. This, however, is interesting from the point of view of relations:
although there are many similarities, as also this paper indicates, analogies should be taken
with more than a grain of salt.
We will assume in this section that the SB-spaces are endowed with a fixed Polish
topology, and start with a definition that characterizes the set on which a sub-probability
lives:
Definition 3. The support supp(µ) of a probability measure 0 /= µ ∈ S (X) is the set of
all points x ∈ X such that each open neighborhood U of x has positive measure. For the
zero measure 0 ∈ S (X) we define supp (0) := ∅.
It can be shown [19, Theorem II.2.1] that the support supp(µ) is the smallest closed set
F with µ(F) = µ(X).
We investigate the set valued map x → supp(K(x)), when K is a transition probability
from the Polish space X to the Polish space Y . This map is the relational counterpart to
a stochastic relation, as we will see. It is clear that the map takes values in the set of all
closed nonempty subsets of a Polish space, and that for any open subset U of Y the set
supp(K(·))−1[U ] = {x ∈ X | K(x)(U) > 0}
is a measurable subset of X.
The fringe relation is defined in terms of the support:
Definition 4. Let K : X  Y be a stochastic relation between the Polish spaces X and Y .
The fringe relation RK associated with K is defined as
RK := {〈x, y〉 ∈ X × Y | y ∈ supp (K(x))}.
Conversely, let R ⊆ X × Y be a set-theoretic relation, then a stochastic relation K : X 
Y is said to satisfy R (abbreviated by R |= K) iff RK = R holds, hence iff R is just the
fringe of K .
Example 4. Let f : X → Y be a measurable map between the Polish spaces X and Y ,
and put K(x) := δf (x), δy denoting as usual the Dirac measure on y. Then K : X  Y is
a stochastic relation for which RK = Graph(f ) holds.
Investigating the relationship between the stochastic relation K and its fringe RK , we
find that composition carries over as follows:
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Proposition 2. Let K : X  Y and L : Y  Z be stochastic relations, then
1. RL ◦ RK ⊆ RK;L,
2. suppose that for each x ∈ X the probability K(x)(G) is positive for each open set G ⊆
X, then also RK;L ⊆ RL ◦ RK .
Proof. (0) In view of [22, Corollary 3.2.6], L may be assumed to be continuous, since
S (Z) is a Polish space in the weak topology. The proof of [7, Proposition 3] shows that
this assumption does not change the supporting set of a measure.
(1) Since L is continuous, the set UL := {y ∈ Y | L(y)(U) > 0} is open in Y , whenever
U ⊆ Z is open. Now let 〈x, z〉 ∈ RK ◦ RL such that for some y both 〈x, y〉 ∈ RK and
〈y, z〉 ∈ RL hold. If U is an open neighborhood of z, UL is an open neighborhood of y,
thus
(K;L)(x)(U) 
∫
UL
L(y)(U)K(x)(dy) > 0.
This proves the first assertion.
(2) If (K;L)(x)(U) > 0 for some open set U containing z, and if K(x)(UL) > 0, then
〈x, z〉 ∈ RK;L implies 〈x, z〉 ∈ RK ◦ RL. This establishes the second part. 
The condition in the second part of Proposition 2 is e.g. satisfied for Y = R and the case
that
K(x)([a, b]) =
∫ b
a
f (x, y) dy,
with a strictly increasing and differentiable density f (x, ·) for each x.
Recall that for a relation R ⊆ X × Y and a set P ⊆ X the (left) Peirce product P 
 R
[3, Chapter 1] is defined as
P 
 R := {〈x, y〉 ∈ R | x ∈ P }.
Proposition 3. If K : X  Y is a stochastic relation, and µ is a probability on X, then
supp(µ ⊗ K) = (supp(µ) 
 RK)cl
holds.
Proof. (1) Because supp(µ) 
 RK = (supp(µ) × Y ) ∩ RK , and because RK is measur-
able, supp(µ) 
 RK is a measurable set. From
(µ ⊗ K)(supp(µ) 
 RK) =
∫
supp(µ)
K(x)(supp(K(x)) µ(dx) = 1,
we may infer supp(µ ⊗ K) ⊆ (supp(µ) 
 RK)cl.
(2) As in the proof of Proposition 2, K may be assumed to be continuous. But then
continuity of K implies that (µ ⊗ K)(U × V ) > 0 for each open neighborhood U × V of
〈x, y〉 ∈ supp(µ) 
 RK . 
R |= K indicates that, if R is the nondeterministic specification of a system, stochastic
relation K is its probabilistic refinement. Define for K,K ′ : X  Y , and for 0  p  1
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the stochastic relation K ⊕p K ′ upon defining
(K ⊕p K ′)(x)(B) := p · K(x)(B) + (1 − p) · K ′(x)(B),
(thus (K ⊕p K ′)(x) is just the convex combination of the measures K(x) and K ′(x)). The
operator ⊕p is interpreted as a weighted choice operator. It is easy to see that the following
holds:
R |= KR |= K ′0  p  1
R |= (K ⊕p K ′) .
Consequently, the set of all stochastic relations satisfying a given nondeterministic speci-
fication is convex, hence closed under weighted choice. Convexity models the observation
that nondeterministic systems are under specified, as compared to stochastic ones (cf. the
discussion in [18]).
Each stochastic relation has a fringe, and the inverse correspondence can be established
under suitable topological assumptions: given a set-valued relation R, a stochastic relation
K that satisfies R can be found. For this, R has to take closed values, and a measurability
condition is imposed:
Proposition 4. Let R ⊆ X × Y a relation (X, Y Polish) such that
1. R(x) := {y ∈ Y | 〈x, y〉 ∈ R} is a closed subset of Y for all x ∈ X,
2. whenever U ⊆ Y is open, {x ∈ X | R(x) ∩ U /= ∅} is a measurable subset of X.
Then there exists a stochastic relation K : X  Y with R |= K .
Proof. This follows from [22, Proposition 5.2.7]. 
Thus each set-valued relation can be represented by a stochastic one under the condi-
tions stated above, so that each nondeterministic specification can be satisfied by a sto-
chastic relation. Proposition 4 is used in [10] to investigate under which conditions an
interpretation of modal logic through a Kripke model has a probabilistic refinement.
4. Converse relations
Given a sub-stochastic matrix (p(i, j))1in,1jm representing a stochastic relation
{1, . . . , n} {1, . . . , m} and an initial distribution, Section 1 shows that the probability
pµ (j)(i) of responding with j ∈ {1, . . . , m} on a stimulus i ∈ {1, . . . , n} is calculated as
pµ (j)(i) =
µ(i) · p(i, j)∑
t µ(t) · p(t, j)
.
The probability pµ under consideration reverses p given an initial distribution, so is re-
garded as the converse of p (inverse might at first sight be considered a better name, but
this seems to suggest invertibility of the matrix associated with p).
In view of Examples 2 and 3, this amounts to the disintegration of µ ⊗ p with respect
to the distribution p•(µ) = πX×Y,Y (µ ⊗ p).
This observation guides the way for the definition of the converse for a general sto-
chastic relation. Fix a stochastic relation K : X  Y , and a sub-probability measure µ ∈
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S (X). Then µ ⊗ K ∈ S (X × Y ) has a kind of natural converse: define τ := r (µ ⊗ K),
where r : X × Y → Y × X switches components. Thus r[R] = R := {〈y, x〉 | 〈x, y〉 ∈
R}, whenever R ⊆ X × Y is a relation, so r produces the converse.
Because τ ∈ S (Y × X), this measure is––according to Proposition 1––representable
through a stochastic relation Kµ : Y  X by writing τ = πY (τ ) ⊗ Kµ .
Since πY×X,Y (τ ) = K•(µ) by Lemma 2, the definition of the converse of a stochastic
relation now reads as follows.
Definition 5. The µ-converse Kµ of the stochastic relation K with respect to the input
probability µ is defined by the equation r (µ ⊗ K) = K•(µ) ⊗ Kµ .
It is remarked that the converse Kµ always exists, and that it is unique µ-almost every-
where. Since
µ(A) = (µ ⊗ K)(A × Y ) = (K•(µ) ⊗ Kµ )((Y × A))
is true for the Borel set A ⊆ X,
µ(A) =
∫
X
∫
Y
Kµ (A)K(x)(dy)µ(dx) =
∫
Y
Kµ (A)K
•(µ)(dy),
we infer that
µ = (Kµ )•(K•(µ)) = (K;Kµ )•(µ)
holds. Hence the converse Kµ solves the equation
µ = (K; T )•(µ)
for T . This equation does, however, not determine the converse uniquely. This is so because
it is an equation in terms of the Borel sets of X, hence may only be carried over to the
“strip” {A × Y | A ⊆ X Borel} on the product X × Y . This is not enough to determine a
measure on the entire product.
A probabilistic interpretation using regular conditional distributions may be given as
follows: Let (,A,P) be a probability space, ζi :  → Xi random variables with values
in the Polish spaces Xi (i = 1, 2). Let µ be the joint distribution of 〈ζ1, ζ2〉, and let µi
be the marginal distribution of ζi . If πi : X1 × X2 → Xi are the projections, then clearly
µi = πi (µ). K denotes the regular conditional distribution of ζ2 given ζ1, thus we have
for the Borel sets Ai ⊆ Xi
P
({ω ∈  | ζ1(ω) ∈ A1, ζ2(ω) ∈ A2})= µ(A1 × A2)
=
∫
A1
K(x1)(A2) µ1(dx1).
We will show now that Kµ1 is the regular conditional distribution of ζ1 given ζ2. In fact,
let L be the latter distribution, then the definitions of K and L, resp., imply
K•(µ1) = µ2 and L•(µ2) = µ1.
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Let Ai ⊆ Xi be Borel sets, then
(
K•(µ1) ⊗ L
)
(A2 × A1) =
∫
A2
L(x2)(A1)K
•(µ1)(dx2)
=
∫
A2
L(x2)(A1) µ2(dx2)
=
∫
A1
K(x1)(A2) µ!(dx2)
= (µ1 ⊗ K)(A1 × A2).
Interpreting a stochastic relation as a regular conditional distribution of a random var-
iable ζ1 given ζ2, its converse may be interpreted as the conditional distribution of ζ2
given ζ1. The start probability µ in the definition of Kµ is then interpreted as a marginal
distribution. This is essentially the probabilistic setting for the definition of the converse in
[1].
Returning to the general case, the defining equation for the converse is spelled out in
terms of an integral (where
Dx := {y ∈ Y | 〈y, x〉 ∈ D}
for D ⊆ Y × X, the cut Dy is defined above):∫
X
K(x)(Dx)µ(dx) =
∫
Y
Kµ (y)(Dy)K
•(µ)(dy).
This will be generalized and made use of later:
Lemma 3. Let f ∈M (X × Y ) , then this identity holds:∫
X
∫
Y
f (x, y)K(x)(dy)µ(dx) =
∫
Y
∫
X
f (x, y)Kµ (y)(dx)K•(µ)(dy).
Thus the order of integration of f may be interchanged, as in Fubini’s Theorem, but,
unlike that theorem, we have to adjust the measures used for integration.
Some properties of forming the converse will be investigated now. We begin with an
analogue of the property R = R which holds for the set theoretic converse. Taking the
initial distribution into account, this property is very similar for the probabilistic case.
Proposition 5. If K : X  Y, and if µ ∈ S (X) , then (Kµ )K•(µ) = K . holds everywhere
except possibly on a set of µ-measure zero.
Proof. The stochastic relation (Kµ )K•(µ) is determined by the equation
(K•(µ) ⊗ Kµ ) = η ⊗ (Kµ )K•(µ)
with η := Kµ (K•(µ)). The defining equation implies η = µ, consequently
µ ⊗ K = µ ⊗ (Kµ )K•(µ),
as expected. 
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The question under what condition a stochastic relation may be represented as the con-
verse of another relation is a little more difficult to answer than for the set-valued case.
In view of the probabilistic interpretation using conditional distributions, however, the fol-
lowing solution arises naturally.
Corollary 1. Let L : Y  X be a stochastic relation, and µ ∈ S (X). Then these condi-
tions are equivalent:
1. µ = L•(ν) for some ν ∈ S (Y ) ,
2. L = Kµ for some K : X  Y .
Thus L : Y  X may be written in a variety of ways as the converse of a stochastic rela-
tions, viz., L = (Kν)L•(ν) for an arbitrary ν ∈ S (Y ) (where the relation X  Y depends on
ν). This is in marked contrast to the set-theoretic case, where the converse of the converse
of a relation is the relation itself, hence unique.
Compatibility of composition and forming the converse is an important property in the
world of set-theoretic relations. In that case it is well known that
(R; S) = S;R
always holds. The corresponding property for stochastic relations reads:
Proposition 6. Let K : X  Y,L : Y  T be stochastic relations, and let µ ∈ S (X) be
an initial distribution. Then (K;L)µ = LK•(µ);Kµ holds.
Proof. We will make use of observation 3 by showing that both relations have the same
properties on measurable and bounded functions.
Let f ∈M (X × Z), then∫
X×Z
f d(µ ⊗ (K;L))
=
∫
X
∫
Z
f (x, z) (K;L)(x)(dz) µ(dx) (1)
=
∫
X
∫
Y
∫
Z
f (x, z) L(y)(dz)K(x)(dy)µ(dx) (2)
=
∫
Y
∫
X
∫
Z
f (x, z) L(y)(dz)Kµ (y)(dx)K•(µ)(dy)
=
∫
Y
∫
Z
∫
X
f (x, z)Kµ (y)(dx)L(y)(dz)K•(µ)(dy) (3)
=
∫
Z
∫
Y
∫
X
f (x, z)Kµ (y)(dx)LK•µ(z)(dy)L
•(K•(µ))(dz) (4)
=
∫
Z
∫
X
∫
Y
f (x, z)Kµ (y)(dx)LK•µ(z)(dy)L
•(K•(µ))(dz) (5)
=
∫
Z
∫
X
f (x, z)
(
LK•(µ);Kµ
)
(z)(dx)L•(K•(µ))(dz). (6)
Eq. (1) applies the definition of µ ⊗ (K;L) to the first integral. In Eq. (2) the definition
of K;L is expanded, and in Eq. (3) Lemma 3 is applied to the two outermost integrals,
similarly for Eq. (4). Fubini’s Theorem is used for the interchanges of integrals in Eqs. (3)
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and (5). Finally, Eq. (6) applies the definition of the composition of kernels to LK•(µ) and
Kµ .
On the other hand,∫
X×Z
f d(µ ⊗ (K;L)) =
∫
X
∫
Z
f (x, z) (K;L)(x)(dz) µ(dx)
=
∫
Z
∫
X
f (x, z) (K;L)µ (z)(dx)L•(K•(µ))(dz)
is inferred from Lemma 3 together with Lemma 1(1). Comparing the results established
the claim. 
We see that there are some algebraic similarities between set-theoretic and stochastic
relations. There are exceptions, though. Take e.g. Schröder’s Cycle Rule
Q ◦ R ⊆ S ⇐⇒ Q ◦ S ⊆ R ⇐⇒ S ◦ R ⊆ Q,
the bar denoting complementation ([23, 3.2 (xii)] or [3, Definition 3.1.1]). This rule is very
helpful in practical applications (e.g. [11]), but it does not enjoy a direct counterpart for
stochastic relations, since the respective notions of negation, and of containment do not
carry over.
If µ(A) = 0 for some Borel set A ⊆ X, then Kµ (y)(A) = 0 holds K•(µ)-almost every-
where on Y (i.e., for all y ∈ Y outside a set of K•(µ)-measure zero). In fact, we can
say more by scrutinizing the relationship between Kµ ,K and µ. This leads to a rather
surprising compactness result of the set of measures comprising the converse.
Recall that for µ, ν ∈ S (X) the measure ν is called absolutely continuous w.r.t. µ iff
for every measurable set A ⊆ X the implication µ(A) = 0 ⇒ ν(A) = 0 holds; this is indi-
cated by ν  µ. It is well known [19] that ν  µ is equivalent to
∀ε > 0 ∃δ > 0 : [µ(A) < δ ⇒ ν(A) < ε].
Absolute continuity is used for defining morphisms between probability spaces based on
Polish spaces in [1, Definition 7.8] which in turn serves for defining the converse of a
stochastic relation; we use it here for characterizing the measures comprising the converse.
A subset M ⊆ S (X) is accordingly called uniformly absolutely continuous w.r.t. µ (indi-
cated by M  µ) iff given ε > 0 there exists δ > 0 such that supν∈M ν(A) < ε whenever
µ(A) < δ holds. It will be shown now that the set of measures constituting the converse is
uniformly absolutely continuous except on a very small set:
Proposition 7. Let K : X  Y be a stochastic relation, and µ ∈ S (X). Then for each
version Kµ of the converse of K with respect to µ there exists a Borel set A ⊆ Y for
which K(x)(A) = 0 is true for µ-almost all x ∈ X so that {Kµ (y) | y /∈ A}  µ holds.
Proof. (1) Let A ⊆ X be a Borel set with µ(A) < ε, then
µ(A) (µ ⊗ K)(A × Y )
= (K•(µ) ⊗ Kµ )(Y × A)
=
∫
Y
Kµ (y)(A)K
•(µ)(dy),
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thus there exists a measurable set NA ⊆ Y such that K•(µ)(NA) = 0 and Kµ (y)(A) < ε
for all y /∈ NA.
(2) Since X is a SB-space, there exists a Polish topology T generating the σ -algebra;
sinceT is in particular second countable, there exists a countable base G for it. Put
N :=
⋃
{NG | G ∈ G},
then K•(µ)(N) = 0.
(3) Let A be a Borel set with µ(A) < ε, then there exists an open set G ∈T with A ⊆
G and µ(G) < ε; this is so since finite measures on Polish spaces are regular [19, Theorem
II.1.2]. Since G is a countable base for T we can cover A by an increasing sequence
(Gn)n∈N ⊆ G such that µ(
⋃
n∈N Gn) < ε. Consequently, Kµ (y)(A) < ε for y /∈ N . Thus
A := N is the desired set. 
This implies that the set {Kµ (y) | y /∈ A} is topologically not too large. Since we deal
with a specific topology on the set of all sub-probability measures, we fix a Polish topology
on the input space which in turn induces the topology of weak convergence on S (X).
Corollary 2. Let X be a Polish space, endow S (X) with the topology of weak conver-
gence, and let Y be an SB-space. Given K : X  Y and µ ∈ S (X) , there exists a Borel
set A ⊆ Y with K(x)(A) = 0 for µ-almost all x ∈ X so that the set {Kµ (y) | y /∈ A} is a
relatively compact subset of S (X).
Proof. Since finite measures on a Polish space are tight, we can find for a given ε > 0 a
compact set K ⊆ X such that µ(X \ K) < ε. The argumentation in the proof of Proposi-
tion 7 shows that
sup
y /∈A
Kµ (X \ K) < ε,
so that the set under consideration is uniformly tight. This implies the assertion by Proho-
rov’s Theorem [19, Theorem II.6.7]. 
Finally, let us have a look at the fringe relation: it turns out that (RK) does not neces-
sarily coincide with RKµ .
Example 5. Define K as in Example 4, then µ ⊗ K = idX × f  (µ) holds for µ ∈ P (X),
so that πY (µ ⊗ K) = f  (µ) is inferred. For the Borel sets A ⊆ X,B ⊆ Y the equalities
(µ ⊗ K)(A × B) = µ(A ∩ f−1[B]) = (f  (µ) ⊗ Kµ ) (B × A)
hold. Now put µ = δx′ for some x′ ∈ X, then the constant relation Kµ (y) = δx′ is a ver-
sion of the converse, hence
RKµ = {〈y, x′〉 | y ∈ Y } /= Graph(f ) = (RK).
Thus building the fringe relation and forming the converse does not commute.
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5. Bisimulations
Call the relations R1 ⊆ X1 × Y1 and R2 ⊆ X2 × Y2 bisimilar iff there exists U ⊆ X1 ×
X2 and V ⊆ Y1 × Y2 and a relation R0 ⊆ U × V (U , V and R0 are called mediating) such
that this diagram is commutative:
X1 ﬀ
πU,X1
U
πU,X2  X2
P (Y1)
R1

ﬀ
P
(
πV,Y1
) P (V )
R0

P
(
πV,Y2
) P (Y2)
R2

HereP is the powerset functor, and relations are interpreted as set valued maps. This is the
definition of bisimilarity for coalgebras [2,20] adapted to the situation at hand.
Defining for a relation R the yield relation
x R y ⇐⇒ 〈x, y〉 ∈ R
in analogy to the transition relation →aR investigated for coalgebras, it is easy to see that
R1 and R2 are bisimilar iff
1. for all 〈x1, x2〉 ∈ U , if x1 R1 y1, then there exists y2 ∈ Y2 such that 〈y1, y2〉 ∈ V and
x2 R2 y2,
2. for all 〈x1, x2〉 ∈ U , if x2 R2 y2, then there exists y1 ∈ Y2 such that 〈y1, y2〉 ∈ V and
x1 R1 y1.
In fact, Rutten’s proof [20, Example 2.1] carries over. Bisimulations will be studied now
for stochastic relations, and the goal is to show that bisimilar relations give rise to bisimilar
converses. We first define bisimilarity for stochastic relations and show that under a mild
condition bisimilarity is transitive. Then we establish that the operations we are working
with, i.e., forming products of measures and relations, and transporting measures through
relations, maintain bisimilarity. This holds also for disintegration, and having established
this, a small step will be necessary to show that converses will respect bisimilarity.
Bisimulations are usually defined through spans of morphisms in a suitable category.
In fact, a stochastic relation K : X  Y can be considered as an object 〈X, Y,K〉 in the
comma category 1lSB ↓ S, where 〈α, β〉 : 〈X, Y,K〉 → 〈X′, Y ′,K ′〉 is a morphism iff α :
X → X′ and β : Y → Y ′ are measurable such that K ◦ α = β ◦ K ′ holds. A 1-bisimula-
tion 〈O,1,2〉 for objects O1 and O2 is then an object O together with two morphisms
1 : O → O1 and 2 : O → O2.
This notion of bisimilarity was discussed and investigated in [7] and specialized there to
the present notion of bisimulation (called 2-bisimulation in [7]), which is similar in spirit
to the one given above for set valued relations:
Definition 6. Let K1 : X1  Y1 and K2 : X2  Y2 be stochastic relations, where all par-
ticipating spaces are SB-spaces. Then N : U  V is called a bisimulation for K1 and K2
iff these conditions are satisfied:
1. U ⊆ X1 × X2 and V ⊆ Y1 × Y2 are SB-spaces,
2. K1 ◦ πA,X1 = πB,Y1 ◦ N and K2 ◦ πA,X2 = π

B,Y2
◦ N hold.
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Standard arguments show that N is a bisimulation for K1 and K2 iff (in the notation
from Definition 6)∫
Y1
f1 dK1(x1) =
∫
V
f1 ◦ πV,Y1 dN(x1, x2)
and ∫
Y2
f2 dK2(x2) =
∫
V
f2 ◦ πV,Y2 dN(x1, x2)
hold for each pair 〈x1, x2〉 ∈ U , and for each fi ∈M (Yi) (i = 1, 2). This condition is
sometimes easier to handle.
Bisimulation turns out to be transitive under a rather mild condition of surjectivity. This
property can be established using the existence of semi-pullbacks for stochastic relations
(recall that a semi-pullback for a pair of morphisms f1 : a1 → c, f2 : a2 → c in a cate-
gory is a pair of morphisms g1 : b → a1, g2 : b → a2 with f1 ◦ g1 = f2 ◦ g2). The plan of
attack is as follows: 1-bisimilarity is a transitive relation under the assumption of surjec-
tivity [9, Theorem 2], and the comparison between 1-bisimilarity and bisimilarity from [7,
Proposition 5] shows that both notions are equivalent under a condition of measurability.
This technical condition which will be established here.
Proposition 8. Let Ki : Xi  Yi (i = 1, 2, 3) be stochastic relations, and assume that
N1 : U1  V1 and N2 : U2  V2 are bisimulations for K1,K2 and K2,K3, resp. Assume
that all projections are onto. Then there exists a bisimulation N3 : U3  V3 for K1,K3.
Proof. (1) By [9] the semi-pullback
〈α1, β1〉 : 〈U,V,L〉 → 〈U1, V1, L1〉,
〈α2, β2〉 : 〈U,V,L〉 → 〈U2, V2, L2〉
for the pair
〈πU1,X2 , πU1,Y2〉 : 〈U1, V1, L1〉 → 〈X2, Y2,K2〉,
〈πU2,X2 , πU2,Y2〉 : 〈U2, V2, L2〉 → 〈X2, Y2,K2〉
exists in the following subcategory of 1lSB ↓ S: for an object 〈A,B,C〉, the spaces are
Polish, morphisms 〈φ,ψ〉 are surjective, and ψ is continuous. All this implies that
K1 ◦
(
πU1,X1 ◦ α1
) = (πU1,Y1 ◦ β1) ◦ L,
K2 ◦
(
πU2,X3 ◦ α2
) = (πU2,Y3 ◦ β2) ◦ L.
holds.
(2) The construction in [9] shows that
U = {〈x1, x2, x2, x3〉 | 〈x1, x2〉 ∈ U1, 〈x2, x3〉 ∈ U2}
with α1(x1, x2, x2, x3) = 〈x1, x2〉 and α2(x1, x2, x2, x3) = 〈x2, x3〉. The set U is measur-
able, hence the assertion follows from [7, Proposition 5]. 
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In order to show that bisimilar relations give rise to bisimilar converses, it is practical
to introduce the notion of bisimilarity for sub-probability measures, too; it is easy to see
that the same notion of bisimilarity arises when one restricts oneself to constant stochastic
relations.
Definition 7. Let X1, X2 be SB-spaces with µi ∈ S (Xi) (i = 1, 2). Then 〈X1, µ1〉 is said
to be bisimilar to 〈X2, µ2〉 iff there exists a subset Z ⊆ X1 × X2 and ζ ∈ S (Z) such that
1. Z is a SB-space,
2. µ1 = πZ,X1 (ζ ) and µ2 = π

Z,X2
(ζ ).
〈Z, ζ 〉 is said to mediate between 〈X1, µ1〉 and 〈X2, µ2〉.
Example 6. In the discrete setting, the mediating sup-probability measure may be rep-
resented as a matrix. In fact, let 〈{1, . . . , n}, µ1〉 and 〈{1, . . . , m}, µ2〉 be bisimilar with
mediating 〈Z, ζ 〉. Then ζ is represented as an n × m matrix (ai,j )1in,1jm such that
1. 0  ai,j  1,
2. for each i, the sum
∑m
j=1 ai,j equals µ1(i),
3. for each j , the sum
∑n
i=1 ai,j equals µ2(j).
The set Z is determined as the set of indices 〈i, j〉 for which ai,j /= 0.
Let X1 = {1, 2, 3}, µ1 = [1/2, 1/4, 1/4] and X2 = {1, 2}, µ2 = [3/8, 5/8]. Then 〈Z, ζ 〉
mediates between 〈X1, µ1〉 and 〈X2, µ2〉, where
Z := {〈1, 2〉, 〈2, 1〉, 〈2, 2〉, 〈3, 1〉}
and ζ is given through the matrix

 0 1/21/8 1/4
1/8 0

 .
Bisimulatiointained by forming products, and by transporting a measure
through a stochastic relation, as we will see now:
Proposition 9. Let Ki : Xi  Yi be bisimilar stochastic relations over the SB-spaces
Xi, Yi for i = 1, 2 such that N : U  V mediates between them, and assume that µi ∈
S (Xi) such that 〈X1, µ1〉 and 〈X2, µ2〉 are bisimilar with mediating 〈Z, ζ 〉. Assume that
Z ⊆ U holds. Then
1. 〈Y1,K1•(µ1)〉 is bisimilar to 〈Y2,K2•(µ2)〉 with mediating 〈V,N•(ζ )〉,
2. 〈X1 × Y1, µ1 ⊗ K1〉 is bisimilar to 〈X2 × Y2, µ2 ⊗ K2〉 with mediating 〈t[E],
t (ζ ⊗ N)〉, where E := Z × V and t (x1, x2, y1, y2) := 〈x1, y1, x2, y2〉.
Proof. (0) Because Z ⊆ U , we know that for z ∈ Z the equality πZ,X1(z) = πU,X1(z)
holds, so that
K1(πZ,X1(z)) = K1(πU,X1(z))
= πV,Y1 (N(z))
is true; similarly for K2.
150 E.-E. Doberkat / Journal of Logic and Algebraic Programming 62 (2005) 133–154
(1) For establishing 1, let f1 ∈M (Y1), then∫
Y1
f1 dK1•(µ1) =
∫
X1
∫
Y1
f1(y1) K1(x1)(dy1) µ1(dx1)
=
∫
Z
∫
Y1
f1 dK1(πZ,X1(z)) ζ(dz)
=
∫
Z
∫
B
(f1 ◦ πV,Y1) dN(z) ζ(dz)
=
∫
B
f1 ◦ πV,Y1 dN•(ζ ).
This implies K1•(µ1) = πV,Y1 (N•(ζ )). In the same way, K2•(µ2) = π

V,Y2
(N•(ζ )). is
established. This proves the first part of the assertion.
(2) An argument very similar to the preceding one shows that for f1 ∈M (X1 × Y1)
these equalities hold:∫
X1×Y1
f1 d(µ1 ⊗ K1) =
∫
X1
∫
Y1
f1(x1, y1)K1(x1)(dy1) µ1(dx1)
=
∫
E
f1 d
(
π

E,X1×Y1(ζ ⊗ N)
)
.
A similar calculation shows for f2 ∈M (X2 × Y2) that∫
X2×Y2
f2 d(µ2 ⊗ K2) =
∫
E
f2 d
(
π

E,X2×Y2(ζ ⊗ N)
)
.
This implies the assertion, since the isomorphisms t only serves to reorder variables, so
that the SB-space underlying the mediator is a subspace of the domain of the measure. 
The argumentation above shows that bisimilar relations and bisimilar initial distribu-
tions lead to bisimilar measures on the product. The process can be reversed: the idea is
that disintegrating bisimilar measures on a product leads to bisimilar stochastic relations.
Proposition 10. Let Xi, Yi be SB-spaces, µi ∈ S (Xi × Yi) for i = 1, 2. Assume that
〈X1 × Y1, µ1〉 is bisimilar to 〈X2 × Y2, µ2〉. Define for i = 1, 2 the stochastic relations
Ki : Xi  Yi as the disintegrations of µi w.r.t πXi×Yi ,Xi (µi). Then K1 is bisimilar to K2.
Proof. (1) Endow Xi and Yi with Polish topologies the Borel sets of which are the given
σ -algebras, assume that 〈E, ζ 〉 is mediating, and put
E0 := t[E], ζ0 := t  (ζ ) ,
where t rearranges components, as in Proposition 9. Let
γ := πE0,X1×X2 (ζ0) ∈ S (X1 × X2) ,
and let M ′ be the disintegration of ζ0 with respect to γ . Put
U := supp (γ ) , V := supp
(
π

E0,Y1×Y2 (ζ0)
)
.
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(2) Let Gi be a countable generator for the σ -algebra on Xi × Yi , so that Gi is closed
under finite intersections (i = 1, 2). Let G ∈ G1, then
µ1(G) = ζ0(G × X2 × Y2)
=
∫
U
π

Y1×Y2,Y1
(
M ′(x1, x2)
)
(Gx1) γ (d〈x1, x2〉),
and
µ1(G) =
∫
X1
K1(x1)(Gx1) π

X1×Y1,X1 (µ1)
by the definition of K1. Since
π

X1×Y1,X1 (µ1) = π

X1×Y1,X1
(
π

E0,X1×Y1 (ζ0)
)
= πE0,X1 (ζ0)
= πX1×X2,X1 (γ ) ,
the latter integral may be expressed as
µ1(G) =
∫
U
K1(x1)(Gx1) γ (d〈x1, x2〉).
Thus
AG :=
{〈x1, x2〉 ∈ U | K1(x1)(Gx1) /= πY1×Y2,Y1 (M ′(x1, x2))}
is a measurable subset of U which has γ -measure 0. Put
A1 :=
⋃
{AG | G ∈ G1},
then clearly γ (A1) = 0, and for all 〈x1, x2〉 /∈ A1
K1(x1)(Gx1) = πY1×Y2,Y1
(
M ′(x1, x2)
)
(Gx1)
holds for all measurable subsets G ⊆ X1 × Y1. This is so since a ∩-stable generator uniquely
determines a finite measure, and since the equation above is true for all G ∈ G1. In a similar
way a measurable subset A2 of U can be found with γ (A2) = 0, so that for 〈x1, x2〉 /∈ A2
and for all measurable subsets G ⊆ X1 × Y2 the equality
K2(x2)(Gx2) = πY1×Y2,Y2
(
M ′(x1, x2)
)
(Gx2)
holds.
(3) Define M as M ′ outside A1 ∪ A2, and set for 〈x1, x2〉 ∈ A1 ∪ A2
M(x1, x2) := K1(x1) ⊗ K2(x2),
then M : U  V has the desired properties. 
152 E.-E. Doberkat / Journal of Logic and Algebraic Programming 62 (2005) 133–154
Showing that bisimilarity is maintained when forming the converse is now an easy con-
sequence:
Corollary 3. Under the assumptions of Proposition 9, K1,µ1 is bisimilar to K2,µ2 .
Proof. We know from Proposition 9 that 〈X1 × Y1, µ1 ⊗ K1〉 and 〈X2 × Y2, µ2 ⊗ K2〉
are bisimilar. Bisimilarity is plainly not destroyed by interchanging coordinates, thus the
assertion follows from Proposition 10. 
6. Related work
The generalization of set-based relations to probabilistic ones appears straightforward: re-
place the nondeterminism inherent in these relations by randomness. Panangaden [17] carries
out a very elegant construction, arguing as follows: the powerset functor is a monad which
has relations as morphisms in its Kleisli category [16], the functor that assigns each measur-
able space the set of all (sub-) probability measures is also a monad having transition proba-
bilities as morphisms in its Kleisli category [13]. This parallel justifies their characterization
as probabilistic relations. The category SRel of measurable spaces with transition sub-prob-
abilities is scrutinized closer in [17], and an application to Kozen’s semantics of probabilis-
tic programs [15] is given. Stochastic relations are underlying stochastic automata; they were
introduced and investigated in [6] as a generalization of finite stochastic machines. Abramsky
et al. [1] investigate the category PRel of probability spaces, hereby introducing the converse
of a probabilistic relation as we do through the product measure (Corollary. 7.7). The process
by which they arrive at this construction (Theorem 7.6) is quite similar to disintegration, as
proposed here but makes heavier use of absolute continuity (in fact, morphisms in PRel use
absolute continuity in a crucial way). The argumentation in the present paper seems to be
closer to the set-theoretic case by looking at what happens when we compute the probability
for a converse relation. Further investigations of the converse do not include the anti-
commutative law. This is probably due to the fact that integration technique are directly used
in the present paper (while [1] prefers arguing with absolute continuity, and consequently,
with the Radon–Nikodym Theorem).
The notion of bisimilarity is––as in [7]––adapted from [5,20] to the situation at hand.
Transitivity of bisimulation is demonstrated in [12] for universally measurable stochastic
relations case, but left open for the general case of Borel measurable transition probabili-
ties; [9] gives a full solution to this problem.
The observation that each transition probability on a Polish space spawns a measurable
set-valued function through the support function, hence a relation, was used in [6] for
investigating the relationship between nondeterministic and stochastic automata. It could
be shown that each nondeterministic automaton can be represented through a stochastic
one, and that this representation is preserved through the sequential work of the automata.
Measurable selections play a major role, but the results are not formulated in terms of
monads or categories.
7. Conclusion
Stochastic relations are generalizations of Markov processes. The converse of a stochas-
tic relation is investigated, in particular it is shown that it satisfies some of the algebraic
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laws which rule their set-theoretic counterparts. Those relations that arise as converses are
characterized, and it is shown that the set of all sub-probabilities comprising the converse is
topologically quite small, i.e., is relatively compact in the weak topology. It is demonstrated
that forming the converse does respect bisimulations––if the models one starts with are
bisimilar, the converses will be, too. For a special case which includes the reals it is shown
that bisimilarity of stochastic relations is a transitive relation; the proof makes use of the
fact that semi-pullbacks exist in the corresponding category.
The nondeterminism inherent in a stochastic relation is identified, and it could be shown
that nondeterministic and stochastic relations are related via a natural transformation that is
induced by the support of finite measures. It is shown that the stochastic relations satisfying
a nondeterministic one is convex, so that a nondeterministic specification provides a large
degree of freedom for probabilistic satisfaction.
Further work will address the characterization of bisimilarity more closely in order
to find necessary and sufficient conditions indicating under which two probabilistically
related components are bisimilar.
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