Given a graph, a maximal independent set (MIS) is a maximal subset of pairwise non-adjacent vertices. Finding an MIS is a fundamental problem in distributed computing. Although the problem is extensively studied and well understood in simple graphs, our knowledge is still quite limited when solving it in hypergraphs, especially in the distributed CONGEST model. In this paper, we focus on linear hypergraphs-a class of hypergraphs in which any two hyperedges overlap on at most one node.
Introduction
A hypergraph H = (V, E) is defined by a set of nodes V and a set of hyperedges E. Unlike simple graphs, a hyperedge in a hypergraph can contain two or more nodes. (In this paper, we ignore hyperedges of size one, as for the problems we consider, these hyperedges can be trivially preprocessed.) The maximum hyperedge size of a hypergraph H is usually called the dimension (or rank) of H. As Linial [14] and Kutten et al. [12] have pointed out, while simple graphs capture pairwise interactions well, hypergraphs are ideal for modeling multiparty interactions. For example, social networks can contain multiple overlapping groups, each of which has multiple individuals; economic transactions often involve several parties, and each party can participate in several transactions at the same time.
Despite their importance, solving graph-theoretic problems in hypergraphs in a distributed fashion is often highly non-trivial, and usually much less understood than the corresponding problems in simple graphs. Computing a maximal independent set (MIS) is a prominent example. For a hypergraph H = (V, E), an independent set I of H is a subset of V such that for each hyperedge in E, at least one node is not in I. An independent set I is called maximal if adding any new node to I would violate independence. Efficient computation of an MIS is an important problem in distributed computing theory: it is a fundamental symmetry breaking problem; it could also be a key building block for solving many other problems (such as matching and vertex coloring).
Efficient algorithms for computing an MIS in simple graphs have long been known, and improvements are still being made (see, e.g., [1, 15, 2, 7, 5] ). In contrast, for nearly three decades, researchers have been seeking a parallel algorithm for computing hypergraph MIS within poly-logarithmic time, yet the answer is still unclear (see, e.g., [10, 3, 11, 16, 4, 9] ). For distributed message-passing systems, the hypergraph MIS problem has received much less attention. The two classic computational models to study distributed graph problems in message-passing systems are the LOCAL model and the CONGEST model. In both cases, the network is modeled as an n-vertex graph and communication happens in synchronous rounds. In the LOCAL model, the messages exchanged in every round can be of arbitrary size, while in the CONGEST model only messages of size O(log n) are allowed. Currently, to the best of our knowledge, poly-logarithmic time algorithms for the hypergraph MIS problem only exist in the LOCAL model, or in the CONGEST model if the input hypergraph has constant dimension [12] .
It is no coincidence that the hypergraph MIS problem has a poly-logarithmic time (randomized) LOCAL solution. As has been made explicit by Ghaffari et al. [8] , so long as a graph problem has a "sufficiently local" sequential greedy algorithm, there exists a systematical way to build a randomized LOCAL algorithm that solves the problem in poly-logarithmic time. However, this strategy has two drawbacks: (a) large message sizes; and (b) the considered problem is actually solved in a somewhat centralized fashion (though at smaller scale) which might involve non-trivial local computation. On the contrary, to compute an MIS in simple graphs, both the classical algorithm by Luby and Alon et al. [1, 15] and (the first part of) the latest solution proposed by Ghaffari [7] work well in the CONGEST model, and incur little local computation. Therefore, an interesting open question is: do poly-logarithmic time CONGEST algorithms exist that can solve the hypergraph MIS problem?
In this paper, we make some progress towards answering this open question. Particularly, we focus on linear hypergraphs-a class of hypergraphs in which any two hyperedges intersect in at most one node-and devise efficient algorithms to compute MIS and another closely related structure in such hypergraphs, in the distributed CONGEST model. We note that although linear hypergraphs are a specific subclass of hypergraphs, unique challenges that do not arose in simple graphs persist. In general, our hope is that understanding the MIS problem for linear hypergraphs will be an important intermediate step along the path for solving MIS in general hypergraphs, in the distributed CONGEST model.
MIS in Linear Hypergraphs.
Our first result is a randomized algorithm that computes an MIS for a linear hypergraph in poly-logarithmic time in the distributed CONGEST model. Conceptually, the algorithm contains two parts. In the first part, we utilize network decomposition [6] to decompose the input hypergraph into multiple smaller ones, each with bounded diameter. (The motivation for doing so will be discussed shortly.) The second GMIS in Linear Hypergraphs. Allowing arbitrary thresholds on hyperedges makes the already hard hypergraph MIS problem even more challenging. For example, many hypergraph MIS algorithms critically rely on the property that an independent set in a subhypergraph is also an independent set in the original hypergraph. However, as we shall see, a generalized independent set in a subhypergraph is not necessarily a generalized independent set in the original hypergraph. As a result, we might have to adjust the definition of subhypergraph accordingly, which in turn could significantly affect the performance and/or correctness of the original algorithm.
In this paper, we show that GMIS can be solved in O(log 2 n) time in the LOCAL model. Moreover, by generalizing our previous hypergraph MIS algorithm, we are able to devise a CONGEST algorithm that can solve GMIS in poly-logarithmic time, subject to the constraint that the input hypergraph is linear and has constant dimension. It is also worth noting, although we use the same high-level strategy, important adjustments to both the algorithm and the analysis are made during the generalization process.
At first glimpse, it may seem easy to obtain a poly-logarithmic time GMIS algorithm for constant dimension hypergraphs, even in the CONGEST model. However, it turns out that the most intuitive strategies do not lead to the desired outcome. For instance, the approach of reducing the maximum hyperedge threshold one by one can be slow. This is because, in the simple graph setting, Luby's algorithm and its variants achieve high efficiency by considering both the nodes that decide to join and not to join the MIS. Yet, for hypergraph GMIS (as well as MIS), it is hard to analyze how many nodes will decide to not join, thus raising difficulties to arguing how fast nodes are removed, or how fast the maximum hyperedge threshold is reduced.
Related Work
Efficient computation of MIS in simple graphs has always attracted numerous attention. In two seminal papers, Alon, Babai, and Itai, as well as Luby [1, 15] provided a randomized algorithm which solves the problem in O(log n) time. Since then, many other solutions were proposed (see, e.g., Section 1.1 of [2] for a brief survey), and the current best known (randomized LOCAL) algorithm is proposed by Ghaffari [7] . Perhaps surprisingly, however, how to efficiently compute MIS in hypergraphs is much less well understood. As we have mentioned earlier, researchers have been seeking a parallel algorithm that can compute a hypergraph MIS within poly-logarithmic time under the PRAM model for decades, yet the answer is still unclear. More specifically, in 1990, Beame and Luby [3] introduced a randomized algorithm with poly-logarithmic runtime for computing an MIS in hypergraphs of dimension three. Kelsen [11] improved the analysis of [3] so that the algorithm can work for all constant dimension hypergraphs. Later, Łuczak and Szymańska [16] showed that for all linear hypergraphs, the problem can also be solved within poly-logarithmic time. The second part of our hypergraph MIS algorithm is a refined distributed variant of Łuczak and Szymańska's algorithm. On the other hand, for general hypergraphs, early result by Karp et al. [10] proved an MIS can be obtained in
O(
√ n·(log n+log m)) time where m is the number of hyperedges. Later, by repeatedly using the algorithm of [3] , Bercea et al. [4] gave an algorithm that works in n o (1) time, subject to the constraint that there are not too many hyperedges. More recently, Harris [9] improved the result of Kelsen [11] and devised an algorithm with runtime O(log 2 r n) for hypergraphs with dimension r. Lastly, we note that in the original paper by Beame and Luby [3] , the authors also proposed another simple parallel algorithm and conjectured it can solve MIS within poly-logarithmic time, for any hypergraph. However, to the best of our knowledge, the correctness of this conjecture is still unknown.
For message-passing distributed systems, even fewer attention were paid to the hypergraph MIS problem, and the most recent result comes from Kutten et al. [12] . In their paper, by employing network decomposition [13] and exploiting the local nature of the MIS problem, the authors provided a O(log 2 n) time LOCAL algorithm. In contrast, under the CONGEST model in which each message is of bounded size, the authors presented two other results: (a) for hypergraphs with constant dimension d, a O(log (d+4)!+4 n) time algorithm; and (b) for general hypergraphs, a O(min{∆ ǫ log
time algorithm where ∆ is the maximum degree and 1 ≥ ǫ ≥ 1/( log log n c log log log n − 1) for some constant c. In our linear hypergraph MIS algorithm, the dimension can be arbitrary, and the degree of the poly-logarithmic term (in the running time) does not depend on the dimension.
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Model and Problem
A hypergraph H = (V, E) is defined by a set of nodes V, and a set of hyperedges E. We usually assume |V| = n, and each node has a unique identity. For each hyperedge e ∈ E, it contains two or more nodes in V. The maximum size of all hyperedges is called the dimension (or rank) of a hypergraph. A hypergraph is a linear hypergraph if for each pair of hyperedges, they overlap on at most one node. For a set of nodes
For each hyperedge e ∈ E, we associate an integer threshold t e where 1 ≤ t e ≤ |e| − 1. For a subset I of V, we call it a generalized independent set if for each e ∈ E, |e ∩ I| ≤ t e . We say a generalized independent set I is a generalized maximal independent set (GMIS) if adding any extra node to I would violate some hyperedge's threshold constraint. Notice, if for each hyperedge e ∈ E we define t e = |e| − 1, then a generalized independent set becomes a classical hypergraph independent set, and a generalized maximal independent set becomes a classical hypergraph maximal independent set (MIS).
To model a hypergraph H = (V, E), we consider a synchronous message-passing network in which time is divided into discrete slots. We adopt the server-client model used in [12] . In this model, H is realized as a simple bipartite graph G H = (V H , E H ). The nodes in G H are partitioned into two sets: S H and C H . Each node in S H represents a particular node in V, and each node in C H represents a particular hyperedge in E. We call the nodes in S H as servers, and the nodes in C H as clients. For a node u ∈ C H and a node v ∈ S H , there is an edge (i.e., a bidirectional communication link) connecting them if and only if the node represented by v is contained within the hyperedge represented by u.
Another model to represent a hypergraph H = (V, E) is called the vertex-centric model. In this model, H is again realized as a simple graph G H = (V H , E H ). However, here V H simply denotes the set of nodes in V, and there is an edge between two nodes u and v iff there is a hyperedge in E containing both u and v. We call G H as the server graph of H.
Throughout this paper, at the network layer, we use the server-client model to represent hypergraphs. However, for the ease of presentation, we will sometimes discuss the server graph of the specified hypergraph.
Regarding the capacity of the communication links, we will mostly consider the CON-GEST model. More specifically, in each time slot, for each direction of each link, only a O(log n)-sized message can be sent. Sometimes, we will also discuss the implications of our results under the LOCAL model. In that case, in each time slot, for each direction of each link, an arbitrarily large message can be sent.
In this paper, we are interested in finding efficient distributed algorithms that can solve MIS and GMIS in linear hypergraphs in the CONGEST model. Particularly, we will develop (Monte Carlo) randomized algorithms that can solve the considered problems with high probability (w.h.p.), i.e., a probability that is at least 1 − 1/n c for some constant c ≥ 1.
Decomposing Hypergraphs
Network decomposition (see, e.g., [13, 6] ) is a widely used technique in distributed computing for solving graph theoretic problems. For a simple graph
decomposition is a partition of V so that: (a) for each slice of the partition (i.e., a subset of V ), the induced subgraph has diameter at most d; and (b) we can assign each slice of the partition a color within a set of c colors, and ensure any two adjacent nodes in G of the same color must be in the same slice of the partition. Moreover, d is called the weak diameter if, when computing the diameters of the induced subgraphs, edges not in the subgraph (but in E) can be used; otherwise, d is called the strong diameter. For many network algorithms, network decomposition can be used to boost efficiency as it allows for parallelism: subgraphs with the same color can usually be processed at the same time without interfering each other. Network decomposition is also helpful in that it bounds the diameter of the graph instances the algorithm will process.
Our hypergraph MIS/GMIS algorithm also relies on network decomposition to achieve high efficiency: first, decompose the input hypergraph into multiple subhypergraphs of bounded diameter; then, iterate through all colors and run the core MIS/GMIS algorithm in parallel within subhypergraphs of the same color; finally, combine all partial solutions to obtain a complete MIS/GMIS of the original hypergraph.
In this part of the paper, we will present the guarantees provided by the decomposition procedure; we will also show that combining the MIS/GMIS found in each decomposed subhypergraph correctly gives a complete MIS/GMIS of the original input hypergraph.
We begin with the decomposition procedure. The idea of decomposing input hypergraph into multiple smaller ones and then compute MIS for these subhypergraphs in parallel has been used by Kutten et al. [12] . In that paper, the authors utilized the classical (O(log n), O(log n))-network-decomposition algorithm developed by Linial and Saks [13] . However, Linial and Saks's algorithm only produces a decomposition with weak diameter O(log n), thus might result in congestions when communication occurs in multiple subhypergraphs simultaneously. To resolve this issue, Kutten et al. slightly modified Linial and Saks's algorithm so as to upper bound the potential congestion.
Recently, Elkin and Neiman developed a new (O(log n), O(log n))-network-decomposition algorithm with strong diameter O(log n) [6] . This is a strict improvement when compared with Linial and Saks's algorithm. Therefore, we implement Elkin and Neiman's algorithm in our model in this paper. More specifically, the decomposition procedure-which is described in detail in the proof of the following lemma-guarantees the following properties.
◮ Lemma 1. Let G H be the server graph of an n-node hypergraph H. With high probability, in O(log 2 n) time slots, for some positive integer k, we can partition nodes of H into k sets 
As have been shown in [6] , by choosing proper c and m, w.h.p. the above algorithm finishes within O(log n) phases, and r v will always be bounded by O(log n). Moreover, any connected component in any W t has strong diameter O(log n). I.e., the algorithm can create a decomposition with strong diameter O(log n) in O(log 2 n) time, using O(log n) colors.
We now describe one simple way to simulate Elkin and Neiman's algorithm in our CON-GEST server-client model. To implement the t th phase, we use 2j = Θ(log n) time slots.
More specifically, in the first slot within the phase, each server node v sends r v to its neighboring client nodes. Then, we repeat the following for 2j − 1 time slots: in each even (resp., odd) slot, each client (resp., server) node sends the two maximum g i it has seen since the beginning of this phase to its neighbors. To see the correctness of the above simulation, consider a server node y. Assume in the original algorithm, in the phase in which y gets a color, the two maximum values it obtained are g 1 = r u1 − dist(y, u 1 ) and g 2 = r u2 − dist(y, u 2 ). Further assume in our simulation, the two maximum values y obtained are g
Moreover, in that phase, a value equal to g 1 will reach y. Otherwise, there must exist value g
that on the path from u 1 to y, some node z receives both g ′′ 1 and g 1 , and decides stop forwarding g 1 . In such case, in the original execution, g ′′ 1 will reach y as well because
⌋ decides the number of remaining hops the message will propagate (from node z), contradicting the assumption that the maximum value received by y is g 1 . Hence, we know g
Therefore, we know our simulation is correct. Since simulating one phase costs Θ(log n) time slots (as r v ∈ O(log n)), and there are O(log n) phases, the decomposition procedure terminates in O(log 2 n) time in our network model. The properties in the lemma follow by the definition of network decomposition. ◭
With a proper decomposition, the core MIS/GMIS algorithm only needs to deal with bounded diameter hypergraphs. In particular, the following lemma-which is inspired by Lemma 3 in [12] -shows that if we can compute MIS/GMIS in low diameter hypergraphs fast, then we can also compute it in general hypergraphs fast. Notice, when compared with the original version, the proof is generalized so that the claim holds for GMIS as well.
◮ Lemma 2 (Decomposition lemma, generalized version of Lemma 3 in [12]). Assume we are given a hypergraph H containing n nodes. If there exists an algorithm A that computes an MIS (resp., GMIS) for hypergraph H
′ -which contains n ′ ≤ n nodes and has O(log n) diameter-in T (n ′ ) time, then there exists an algorithm that computes an MIS (resp., GMIS) for H within O(T (n) · log n + log 2 n) time.
Proof. Let G H be the server graph of H. First, run the network decomposition algorithm on G H as discussed in the proof of Lemma 1. This step takes O(log 2 n) time slots.
The next step contains O(log n) iterations, and in the i th iteration we consider node sets with color i. Assume node set S t has color i, and the corresponding subgraph is G t . In the i th iteration, we need to decide for each node in S t whether it is in the final solution of MIS (resp., GMIS) or not. In the following analysis, we assume we have already done so for the node sets with color 1 to i − 1.
Define H t to be the following subhypergraph. H t contains all nodes in S t . (Recall that a node in S t represents a node in H.) For each hyperedge e that contains some node in S t , count the number of nodes that satisfy either of the following two conditions: (a) a node in a set of color j > i; or (b) a node in a set of color j < i that has already decided to not be in the MIS (resp., GMIS). If the count is strictly smaller than |e| − t e where t e is the threshold of e in H, then we add a hyperedge e ′ = e ∩ S t to H t . The threshold of e ′ is the remaining threshold that is still available to e. Notice, since we use the server-client model to realize the hypergraph, in a synchronized execution, we can construct H t in a constant number of time slots, even in the CONGEST model. In particular, in the i th iteration, a server (i.e., node in H) u can first tell each adjacent client (i.e., hyperedge) e about its color and whether it has decided to be in the MIS (resp., GMIS) or not. These information can be sent within one message. The client can then locally check and decide, for nodes with color i, whether e ′ = e ∩ S t should be added to H t or not. Next, the client can inform each adjacent server with color i about whether e ′ is constructed or not, and the remaining threshold. (However, this acknowledgment cannot contain the identities of the nodes in e ′ due to message size constraint.)
Once H t is constructed, we compute MIS (resp., GMIS) of H t . In particular, we run algorithm A on H t . Since G t has O(log n) diameter, we know A will finish within O(T (n)) time if we only run it on G t . However, we need to run A on all G ti with color i. Nevertheless, due to property (b) in Lemma 1, we can indeed run A on all G ti in parallel without worrying about congestion. Hence, we can still finish executing A on all such G ti in O(T (n)) time.
After running A for all H t of all colors, the combined solution of all H t will be a valid solution for the MIS (resp., GMIS) problem on hypergraph H. We now prove the correctness of this claim. Let M t be the constructed MIS (resp., GMIS) of H t . Firstly, observe that any node in M t can be added to the MIS (resp., GMIS) solution of H without violating the threshold constraints. This is because, when constructing H t , for each hyperedge e in H that contains some node in S t , if e ′ = e ∩ S t is added to H t , then threshold of e is inherited and updated. Otherwise, if e ′ is not added, then even if all nodes in e with color i decide to join the MIS (resp., GMIS), the threshold of e will not be violated, as there are enough nodes in e that have decided to not join the MIS (resp., GMIS), or have not decided yet. Secondly, we claim if a node u ∈ S t is not in M t , then there exists a hyperedge e ′ in H t such that adding u to M t would violate the threshold constraint of hyperedge e. Here, e is a hyperedge in H and e ′ = e ∩ S t . To see this, assume adding u to M t would violate the threshold constraint of e ′ in H t . (We can make this assumption since A can correctly compute MIS (resp., GMIS) in H t .) Further assume there are y e nodes in e that have already decided to join the MIS (resp., GMIS) when constructing e ′ . This implies the threshold associated with e ′ is t e − y e . Moreover, adding u to M t would make t e − y e + 1 nodes in e ′ decide to join the MIS (resp., GMIS). Therefore, adding u to M t would make t e + 1 nodes in e decide to join the MIS (resp., GMIS), which is a violation.
To complete the proof of the lemma, notice that we need O(T (n)) time for each color, and we have O(log n) colors. Therefore, the total time complexity for computing MIS (resp., GMIS) on H is O(T (n) · log n + log 2 n). ◭ Before proceeding to the next part, we note that Lemma 2 implies we can solve hypergraph GMIS (hence MIS as well) in O(log 2 n) time, in the distributed LOCAL model.
◮ Theorem 3. A GMIS can be computed in O(log
Proof. As stated in Lemma 1, in O(log 2 n) time, we can decompose the input hypergraph.
Then, we proceed as specified in the proof of Lemma 2. Notice, we are now in the LOCAL model, which means each message can be of arbitrary size. For each subgraph, since the diameter is O(log n), by flooding information for O(log n) time slots, all nodes in the subgraph will know everything about the constructed hypergraph, and can thus compute (identical) GMIS for the constructed hypergraph locally. This implies T (n) = O(log n). As a result, computing GMIS for all colors takes O(log 2 n) time. ◭
Computing an MIS in Linear Hypergraphs
The Algorithm
In this section, we introduce a randomized distributed algorithm that solves classical MIS in linear hypergraphs, within poly-logarithmic time. As previously mentioned, it is based on a parallel algorithm originally developed by Łuczak and Szymańska [16] . Nonetheless, we have adjusted the algorithm and refined the detailed analysis accordingly, so as to greatly reduce the number of input parameters the algorithm depends upon, thus ensuring the high efficiency of this distributed variant, even in the CONGEST model. Throughout this section, we restrict our attention to hypergraphs with diameter O(log n), as MIS for hypergraphs with larger diameter can be computed with a poly-logarithmic time complexity overhead, due to Lemma 2.
Before presenting the algorithm, we introduce some relevant notations. For an n-node hypergraph H = (V, E), define U i = U i (H) = {e | e ∈ E, |e| = i}, and u i = u i (H) = |U i |. That is, U i is the set of dimension i hyperedges, and u i is the cardinality of set
We say hypergraph H is equitable if either n ≤ c eq for some sufficiently large constant c eq , or for every i ≤ log n we have
(That is, for a sufficiently large hypergraph, it is "equitable" iff for every i ≤ log n, each node's "dimension i degree" is not much larger than the "average dimension i degree".)
The high level idea of the algorithm is not complicated: we initialize the independent set I as an empty set, and then gradually add nodes to I; meanwhile, we also remove nodes that would violate the independence requirement if appended to I. More specifically, the algorithm contains multiple iterations, each of which contains three parts. In the first part, we find a large equitable subhypergraph H ′ by continuously removing nodes that deviate a lot from the current average d i (v) for some i ≤ log n ′ , along with all the hyperedges containing any of the removed nodes. (Here, n ′ is the number of nodes in H ′ .) In the second part, we add some nodes in H ′ into a candidate set W. The detailed rule depends on a parameterâ: in caseâ is small, we only add one special node into W; otherwise, we add each node into W independently with probability min{â, e −6 }. (More details regardingâ will be given shortly.) Then, we remove from W all nodes that produce some hyperedge in H ′ . The resulting set I ′ is an independent set of H ′ . In the last part, we add nodes in I ′ to I, and remove them from H. We also remove from H all nodes v / ∈ W for which there exists a hyperedge e ∈ E such that e ⊆ {v} ∪ I ′ , as these nodes surely cannot be added to I.
When implementing the above algorithm, there are some details worth clarifying. In Łuczak and Szymańska's original algorithm, in each iteration, in the equitable subhypergraph H ′ , the aforementioned parameterâ is a real value satisfying n
According to this definition, to obtainâ, we might have to collect Θ(n ′ ) different u i (H ′ ) values, resulting unacceptable time consumption. Instead, in our variant,â is defined to be a real value satisfying n On the other hand, within each iteration, to calculate the value ofâ, we need to know n ′ , as well as
To obtain these values, our strategy is to first elect a leader in the server-client representation of H (the leader can be either a server or a client), and then build a BFS tree with the root being the leader. Once the tree is built, we use aggregation to allow the root to obtain the needed values. Finally, the root broadcasts these values to all other nodes. Our procedures for accomplishing the above tasks are mostly based on the standard algorithms described in Chapter 3 and 5 of Peleg's book [18] for (l2 ← 1 to Θ(log 2n )) do 7: Computeâ such that
p0 ← min{â, e −6 } 18:
:
state ← elected with respect to H ′ . The detailed algorithm is provided in Figure 1 . For simplicity, we only show the pseudocode for server nodes, and omit the pseudocode for client nodes.
The Analysis
From the pseudocode it is easy to see the runtime of the algorithm is poly-logarithmic. Therefore, in this part, we focus on proving the correctness of the algorithm.
To begin with, we state two important observations. The following first key technical lemma shows that within each iteration of the main algorithm, after part one, we have generated a large equitable subhypergraph containing at least half of the undecided nodes.
◮ Lemma 6 (Adopted from Claim 1 in [16] 
exists, then v will set itself as idle, and inform adjacent client nodes (so that these hyperedges will not be in the equitable subhypergraph).
We now argue, if at the beginning of an inner iteration, then ′ active nodes do not form an equitable hypergraph, and by the end of this inner iteration, the updated hypergraph is still not equitable, then by the end of this inner iteration, for some i where i ≤ logn ′ , the number of active dimension i hyperedges decrease by at least a factor of logn ′ . To see this, notice that for such an event to happen, there must exist some node v and some i ≤ logn
prior to this inner iteration, and d
after this inner iteration. Notice, according to the definition, we know d
. If u i decrease by a factor less than logn ′ , then we know d
We then argue Θ(log 2n ) inner iterations are enough to generate an equitable subhypergraph. Assume prior to the first inner iteration, we have x i dimension i hyperedges, where 1 ≤ i ≤ logn. Due to Fact 5, we know
After each inner iteration, either we have an equitable subhypergraph, or number of active dimension i hyperedges is decreased by at least a factor of logn ′ for some i, wheren ′ is the number of active nodes prior to this inner iteration. Notice, once the number of active dimension i hyperedges drops below one for all i ≤ logn, the resulting subhypergraph must be equitable. On the other hand, for x i to drop below one, it is easy to see we need at most O(logn) inner iterations. Hence, the total number of inner iterations we need is at most O(log 2n ).
Finally, we argue that the equitable subhypergraph generated by part one contains at leastn/2 nodes. To see this, notice that for arbitrary i, prior to an inner iteration, if there aren ′ active nodes in total, then there are at mostn
Hence, during this iteration, we set at mostn
active nodes to idle. Since there are only O(log 2n ) inner iterations, we know after part one, the generated equitable subhypergraph contains at leastn/2 nodes. ◭
In the following discussion, we focus on part two and three of each iteration. In particular, we show that if the generated equitable subhypergraph contains c 1 ≤ n ′ ≤ n nodes, then after part two and three, with at least some constant probability, at least n ′ / log 17 n previously undecided nodes will make up their minds. Here, c 1 is a sufficiently large positive constant.
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To prove the above claim, we consider three cases, depending on the value ofâ. The first case focuses on the scenario whereâ ≤ log 8 n ′ /n ′ . In such situation, there must exist a node u that is contained within a lot of size two hyperedges. Thus, by letting u join the MIS, the other nodes in these size two hyperedges will decide to not join the MIS. ◮ Lemma 7 (Adopted from Case 1 of Lemma 1 in [16] 
We then argue, the value of i≥3 iu i is at most 3 ·
To see this, we interpret i≥3 iu i as the sum of G3-degrees of all the n ′ nodes in the equitable hypergraph. Here, for a node, the G3-degree is defined as the degree of it when counting hyperedges with dimension at least three. Now, to count the sum of G3-degrees, consider the following procedure. Take an arbitrary hyperedge e in the hypergraph with dimension at least three, we split e into two hyperedges e 1 and e 2 such that |e 1 | = 2. If |e 2 | is one, then we remove e 2 . Notice, if we apply this procedure on all hyperedges with dimension at least three recursively, we will eventually have a simple graph containing n ′ nodes. Moreover, during the above procedure, the sum of degrees of all nodes always upper bounds the sum of G3-degrees of the original hypergraph. The only exception is that when we have a hyperedge of size one, it is removed, and this decreases the sum by one. Since such bad event can happen at most once for each of the at most n ′ 2 hyperedges in the original hypergraph, and since for a simple graph with n ′ nodes, the sum of all nodes' degree is at most n ′ (n ′ − 1), we know
With the above fact, we can now conclude:
Hence, we know:
Notice, the last inequality holds when n ′ is sufficiently large.
′ . Now, notice during part three, for each of the d 2 (v) dimension two hyperedges that contain node v, the other node in the hyperedge will decide to not be in the MIS (since v is already in the MIS). As a result, we remove at least d 2 (v) nodes. ◭
The second case focuses on the scenario where log 8 n ′ /n ′ ≤â ≤ e −6 . This is the most involved situation. Since we have adjusted the definition ofâ, when compared with the original proof provided in [16] , a refined and more careful analysis is needed to show the correctness of the following lemma. At a high-level, the proof is organized in the following way. Let W be the set of elected nodes. We first show that with at least constant probability, there are lots of hyperedges e in the equitable subhypergraph satisfying |e ∩ W| = |e| − 1. Then, we prove that most of these hyperedges are vertex-disjoint and do not intersect with the hyperedges that are entirely contained in W. Therefore, for most of the hyperedges e satisfying |e ∩ W| = |e| − 1, at least one node in e will decide to not join the MIS.
◮ Lemma 8. Assume after part one of an iteration there are n
′ nodes in the generated equitable subhypergraph. Further assume log 8 n ′ /n ′ ≤â ≤ e −6 . Then, after part three of this iteration, with at least constant probability, at least Θ(n ′ / log 8 n ′ ) previously undecided nodes will decide whether to join the MIS or not.
Proof. Before proving the lemma, we briefly recap what part two and three do. During part two, when log 8 n ′ /n ′ ≤â ≤ e −6 , we sample a set of nodes W by choosing each node independently with probabilityâ. We then construct an independent set I ⊆ W by removing from W the set of nodes that constitute some hyperedge e ⊆ E(H ′ ). Lastly, in part three, we let a node v decide to not join the MIS if it is in some hyperedge e such that every node except v in e has already decided to join the MIS.
To prove the lemma, we rely on two key claims. The first claim shows that with at least some constant probability there are lots of hyperedges e in the equitable subhypergraph satisfying |e ∩ W| = |e| − 1. The second claim shows that most of these hyperedges are vertex-disjoint and do not intersect the hyperedges that are entirely contained in W.
Let X be a random variable denoting the number of hyperedges in the equitable subhypergraph such that for each such hyperedge all but one of its nodes are in W. The first claim, as mentioned previously, estimates the value of X.
◮ Claim 8.1. With at least constant probability, X
Proof. For a hyperedge e in the generated equitable subhypergraph H ′ = (V ′ , E ′ ), define X e to be an indicator random variable taking value one iff |e ∩ W| = |e| − 1.
It is easy to see:
As a result, we know E(X) = Θ(n ′ / log 8 n ′ ).
To show X is not likely to deviate much from its expectation, we will use the Chebyshev's inequality [17] , which in turn requires us to calculate the variance of X.
By the definition of variance, we know: (1 −â) ·â
Notice, in the above, the first equality holds since X e X e ′ = 1 iff X e = X e ′ = 1, which can only happen in one of the two following cases: (a) e ∩ e ′ = {u}, all nodes in (e ∪ e ′ ) − {u} is marked and u is not marked; or (b) e ∩ e ′ = {u}, one node in e − {u} is not marked, one node in e ′ − {u} is not marked, and all other nodes in e ∪ e ′ are marked. Our next step is to obtain an upper bound for e,e ′ ∈E ′ ;e∩e ′ =∅ Cov(X e , X e ′ ), by bounding
The analysis in Figure 2 shows 
That is, for each node v ∈ e, for arbitrary i, node v is contained within at most ∆ i dimension i hyperedges; or, put another way, there are at most ∆ i − 1 dimension i hyperedges in E ′ that intersect with e on node v. Since |e| ≤ log n ′ , we know e ′ ∈E ′ ;e∩e ′ =∅ (|e ′ | ·â
Similarly, when |e| ≥ log n ′ , we know e ′ ∈E ′ ;e∩e ′ =∅ (|e ′ | ·â
, as the maximum size for any hyperedge is bounded by n ′ .
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To see inequality (2) ,
In the meantime,
As a result, we know
To see inequality (4) , notice that |e|≤log n ′ (|e|
At this point, we can conclude Proof. Let Y denote the number of such pairs of hyperedges, since H ′ is a linear hypergraph, by the analysis shown in Figure 3 , we know E(Y ) is at most O(n ′ /(log 10 n ′ )). As a result, the claim follows by Markov's inequality. ◭
We now prove the lemma. The above two claims show that in each iteration, with at least constant probability, in H ′ there exists a setẼ ′ of hyperedges of cardinality Θ(n ′ / log 8 n ′ ) such that: (a) for e ∈Ẽ ′ we have e\W = {v e }; (b) no e fromẼ ′ share a node with a hyperedge of H ′ entirely contained in W; and (c) for e, e ′ ∈Ẽ ′ , v e = v e ′ whenever e = e ′ . Now, notice that (a) and (b) imply that after part three of the iteration, for each hyperedge inẼ ′ , at least one node has decided to not be in the MIS. Moreover, condition (c) guarantees that these nodes are different. Therefore, we have proved the lemma. ◭
The last case focuses on the scenario whereâ ≥ e −6 . In such situation, Θ(n ′ ) undecided nodes will be marked (i.e., elected), yet entirely marked hyperedges will contain at most O(n ′ / log 8 n ′ ) nodes. As a result, we know Θ(n ′ ) nodes will decide to join the MIS.
◮ Lemma 9 (Adopted from Case 3 of Lemma 1 in [16] ). Assume after part one of an iteration there are n ′ nodes in the generated equitable subhypergraph. Further assumeâ ≥ e −6 . Then, after part three of this iteration, with at least constant probability, at least Θ(n ′ ) previously undecided nodes will decide whether to join the MIS or not.
Proof.
Sinceâ ≥ e −6 , we know each node in the generated equitable hypergraph H ′ will be selected with probability e −6 . By a Chernoff bound [17] , we know w.h.p. w.r.t. n ′ , Θ(n ′ ) nodes will be selected into W. I.e., |W| = Θ(n ′ ) with at least constant probability. On the other hand, in expectation, the number of nodes that belong to some hyperedges that are entirely contained in W is upper bounded
. Therefore, by a Markov's inequality, we know with at least some constant probability, after part two of the iteration, we can find an independent set of size Θ(n ′ ). Moreover, these nodes will decide to join the MIS by the end of this iteration.
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Combine the above four lemmas, we can conclude if prior to an iteration there are n ′ undecided nodes, then after this iteration, with at least constant probability, at least Ω(n ′ / log 17 n ′ ) nodes will decide, provided n ′ is sufficiently large. Since n ′ ≤ n, this means after O(log 18 n) iterations, the number of undecided nodes will be reduced to some sufficiently large constant c 1 , w.h.p. Once the number of undecided nodes is reduced to c 1 , during part two of an iteration, one of the two following situations will happen: (a) p 0 ≤ log 8 n ′ /n ′ , in which case only one node is selected into W; or (b) e −6 ≥ p 0 > log 8 n ′ /n ′ , in which case each of the n ′ nodes is selected with probability p 0 . In the first case, the single selected node will decide to join the MIS after this iteration. In the second case, since n ′ ≤ c 1 is a constant, we know with at least some constant probability only one of the n ′ nodes will be selected into W, and will decide to join the MIS after this iteration. Either way, we know after each iteration, with at least some constant probability, one node will decide to join the MIS.
At this point, we can conclude that after at most some poly-logarithmic (w.r.t. n) iterations, all nodes in H will decide, w.h.p. Moreover, it is easy to see that the result is indeed an MIS of H. Combine these with Lemma 2, we immediately have the following theorem. 
6
Computing a GMIS in Constant Dimension Linear Hypergraphs
The Algorithm
To compute a generalized maximal independent set (GMIS) for a linear hypergraph, we take a similar approach as in the MIS case: first decompose the input hypergraph; then run the core GMIS algorithm within the generated subhypergraphs in parallel; finally, combine these partial solutions to obtain a complete GMIS for the original input hypergraph. We once again restrict our attention to hypergraphs with O(log n) diameter (see Lemma 2) . We also restrict the dimension of the input hypergraph to be some constant d. Towards the end of the paper, we will discuss why this limitation is posed.
The core algorithm for computing GMIS in low-diameter hypergraphs is a non-trivial generalization of our previous hypergraph MIS algorithm. Before presenting more details, we introduce some updated notations.
The first one is strict subhypergraph. Consider a hypergraph H = (V, E), for a subset W of V, the induced strict subhypergraph H W = (W, E W ) is defined as: for each v ∈ V\W, delete v from each hyperedge e ∈ E, the threshold attached with e remains unchanged; then, for each remaining hyperedge e ′ = e ∩ W, delete e ′ if |e ′ | ≤ t e ′ . (Notice t e ′ = t e .) The reason for defining strict subhypergraph is to maintain a property that is critical to the correctness of our algorithm. More specifically, consider a hypergraph H and one of its subhypergraph H ′ . When dealing with the MIS problem, an independent set of H ′ is also independent in H. (See Fact 4.) However, for generalized independent sets, this is no longer the case. By contrast, if H ′′ is a strict subhypergraph of H, then a generalized independent set of H ′′ is also a generalized independent set of H. That is, we have:
If H W is a strict subhypergraph of H, then a generalized independent set of H W is also a generalized independent set of H.
Proof. We prove the claim by contradiction. Assume I W is a generalized independent set of H W = (W, E W ), but not a generalized independent set of H = (V, E). Then there must exist a hyperedge e ∈ E such that |e ∩ I W | > t e . Notice, all the nodes in I W are also in W. Therefore, t e < |e ∩ I W | ≤ |e ∩ W|. As a result, during the construction of H W , a hyperedge e ′ = e ∩ W is added to H W , with threshold t e ′ = t e . However, recall that |e ′ ∩ I W | = |e ∩ W ∩ I W | = |e ∩ I W | > t e = t e ′ , which contradicts the assumption that I W is a generalized independent set of H W . Thus our claim is proved. ◭
On the other hand, we have also significantly adjusted the definition of equitable hypergraph. In this section, for a hypergraph H = (V, E), define U t (H) = U t to be the set of hyperedges with threshold t, and u t (H) = u t to be the cardinality of U t . Define
to be the number of hyperedges that contain v and have threshold t. Now, for a hypergraph H, we say it is equitable if it contains less than c eq nodes (where c eq is a sufficiently large constant), or for each node v and each i where 1
We now describe the algorithm for computing GMIS in a low-diameter constant dimension linear hypergraph H. The algorithm contains multiple iterations, each of which has three parts. In the first part, we try to find a large equitable strict subhypergraph H ′ . In the second part, we add some nodes in H ′ into a candidate set W. The detailed rule depends on a parameterâ satisfying n ′ / log 8 n
(Notice, this definition ofâ is quite different from the one we used in our previous linear hypergraph MIS algorithm.) In caseâ is small, we add one node v which maximizes d 1 (v) 
if (CheckEq() = true) then ⊲ Checks if hypergraph is equitable in O(log n) time Computeâ such that
: independently add each node into W with probability min{â, e −6 }. Then, we remove from W all nodes that would violate some hyperedge's threshold constraint in H ′ . The resulting set I ′ is a generalized independent set of H ′ . In the last part, we add nodes from I ′ to I, and remove them from H. We also remove from H all nodes v / ∈ W for which there exists a hyperedge e ∈ E such that |({v} ∪ I ′ ) ∩ e| > t e , as these nodes cannot be added into I.
The detailed algorithm is shown in Figure 4 . For simplicity, we again only include the pseudocode for server nodes. Moreover, to obtain the values of n ′ and u i (and some other parameters), we reuse the aggregation procedures described in earlier sections.
The Analysis
The pseudocode clearly indicates the runtime of the algorithm is poly-logarithmic. In this part, we focus on showing the correctness of the algorithm.
To begin with, we show that after part one of each main iteration, an equitable strict subhypergraph containing at least half of the undecided nodes is generated. 
exists, then v will set itself as idle, and inform adjacent client nodes about this. We now argue, if at the beginning of an inner iteration, then ′ active nodes do not form an equitable hypergraph, and by the end of this inner iteration, the updated hypergraph is still not equitable, then by the end of this inner iteration, for some i where 1 ≤ i ≤ d − 1, the number of active threshold i hyperedges decrease by at least a factor of logn ′ . To see this, notice that for such an event to happen, there must exist some node v and some
, and after
Notice, according to the definition, we know
With the above claim, we argue Θ(d · logn) inner iterations are enough to generate an equitable strict subhypergraph. Assume prior to the first inner iteration, we have x i hyperedges with threshold i, where 1 ≤ i ≤ d − 1. Due to Fact 5, we know
2 , which implies x i <n 2 . After each inner iteration, either we have an equitable strict subhypergraph, or the number of active threshold i hyperedges is decreased by at least a factor of logn ′ for some i, wheren ′ is the number of active nodes prior to this inner iteration. Notice, once the number of active threshold i hyperedges drops below one for all i ≤ d − 1, the resulting strict subhypergraph must be equitable. On the other hand, for x i to drop below one, we need at most O(logn) inner iterations. Hence, the total number of inner iterations we need is at most O(d · logn).
Lastly, we argue that the equitable strict subhypergraph generated by part one contains at leastn/2 nodes. To see this, notice that for arbitrary i, prior to an inner iteration, if there aren ′ active nodes in total, then there are at most (d/i) ·n ′ / log 4n′ nodes satisfying
Hence, during this inner iteration, we set at most d 2 ·n ′ / log 4n′ active nodes to idle. Since there are only O(d · logn) iterations, we know after part one, the generated equitable strict subhypergraph contains at leastn/2 nodes. ◭
In the following discussion, we consider part two and three of the main iteration. Particularly, we show that if the generated equitable strict subhypergraph contains sufficiently many nodes, then after part two and three, with at least constant probability, lots of previously undecided nodes (in the equitable strict subhypergraph) will make up their minds.
We focus on the most involved case in which log
◮ Lemma 13. Assume after part one of an iteration there are n ′ nodes in the generated equitable strict subhypergraph. Further assume during part two log 8 n ′ /n ′ ≤â ≤ e −6 . Then, after part three of this iteration, with at least some constant probability, at least Θ(n ′ / log 8 n ′ ) previously undecided nodes will decide whether to join the GMIS or not.
be the generated equitable hypergraph. Let W be the set of marked (i.e., elected) nodes during part two. Let X be a random variable denoting the number of hyperedges e in H ′ satisfying |e ∩ W| = t e . The proof relies on two key claims.
◮ Claim 13.1. With at least some constant probability, X = Θ(n ′ / log 8 n ′ ).
Proof. For a hyperedge e in the generated equitable hypergraph H ′ , define X e to be an indicator random variable taking value one iff |e ∩ W| = t e .
We now calculate E(X). By linearity of expectation, we know E(X) = e∈E ′ E(X e ) = e∈E ′ ( |e| te ·â te · (1 −â) |e|−te ). Since |e| ≤ d = Θ(1) and log 8 n ′ /n ′ ≤â ≤ e −6 , we know |e| te = Θ(1) and (1 −â) |e|−te = Θ(1). Therefore, we know E(X) = Θ(1)
We will show the concentration of X via Chebyshev's inequality, and hence calculate the variance of X: Var(X) = Var( e∈E ′ X e ) = e∈E ′ Var(X e ) + e,e ′ ∈E ′ ;e∩e ′ =∅ Cov(X e , X e ′ ).
Since Var(X e ) = E(X 2 e )−(E(X e ))
2 ≤ E(X 2 e ) = E(X e ), we know e∈E ′ Var(X e ) ≤ E(X). On the other hand, notice:
Fix two hyperedges e and e ′ such that e ∩ e ′ = ∅. Since X e and X e ′ are indicator random variables, we know E(X e X e ′ ) = P(X e = 1 ∧ X e ′ = 1). Since H ′ is a linear hypergraph, assume e ∩ e ′ = {v}. (I.e., e and e ′ overlaps on node v.) By the definition of X e and X e ′ , event "X e = 1 ∧ X e ′ = 1" happens iff one of the two following (disjoint) events happens: (a) v is marked, t e − 1 of the |e| − 1 nodes in e\{v} are marked, and t e ′ − 1 of the |e ′ | − 1 nodes in e ′ \{v} are marked; or (b) v is not marked, t e of the |e| − 1 nodes in e\{v} are marked, and t e ′ of the |e ′ | − 1 nodes in e ′ \{v} are marked.
Therefore, we can further bound e∩e ′ =∅ E(X e X e ′ ): 
(u i ·â i ) = Θ n ′ log 11 n ′ By Markov's inequality, the claim follows. ◭
The above two claims show that in each iteration, with at least some constant probability, in H ′ there exists a setẼ ′ of hyperedges of cardinality Θ(n ′ / log 8 n ′ ) such that: (a) for each e ∈Ẽ ′ , exactly t e nodes are in W; (b) for e ∈Ẽ ′ and e ′ ∈ E ′ , if e∩e ′ = ∅ then |(e ′ \e)∩W| < t e ′ ; and (c) for e ∈Ẽ ′ and e ′ ∈Ẽ ′ , there exist v ∈ e and v ′ ∈ e ′ such that v = v ′ and both v, v ′ are not in W. Now, notice that (a) and (b) imply that after part three of the iteration, for each hyperedge inẼ ′ , at least one node has decided to not be in the GMIS. Moreover, condition (c) guarantees that these nodes are different. Therefore, we have proved the lemma. ◭
The remaining two cases (namely,â ≤ log 8 n ′ /n ′ andâ ≥ e −6 ) are simpler, interested readers can refer to Lemma 15 and Lemma 16 in Appendix B for more details.
Finally, we conclude that these lemmas prove the correctness of our algorithm. 
2 / log 17 n ′ . As a result, for the node v which maximizes d 1 (v), we have d 1 (v) ≥ u 1 /n ′ ≥ n ′ / log 17 n ′ . Now, notice that during part three, for the d 1 (v) threshold one hyperedges that contain v, the other nodes in each of these hyperedges will decide to not be in the GMIS (since v is already in the GMIS, and each such hyperedge must have size at least two). Hence, at least d 1 (v) nodes will make up their minds. ◭ ◮ Lemma 16. Assume after part one of an iteration there are n ′ nodes in the generated equitable strict subhypergraph. Further assume during part twoâ ≥ e −6 . Then, after part three of this iteration, with at least some constant probability, at least Θ(n ′ ) previously undecided nodes will decide whether to join the GMIS or not.
Proof.
Sinceâ ≥ e −6 , we know each node in the generated equitable hypergraph H ′ will be selected with probability e −6 . Hence, we know w.h.p. w.r.t. n ′ , Θ(n ′ ) nodes will be selected into W. That is, with at least some constant probability, |W| = Θ(n ′ ). On the other hand, in expectation, the number of nodes in W that belong to some hyperedge that exceeds the threshold is upper bounded by
Here, p 0 = e −6 , and u i,j is the number of size j hyperedges with threshold i. Hence, by a Markov's inequality, we know with at least some constant probability, after part two of the iteration, we can find a generalized independent set of size Θ(n ′ ). Moreover, the nodes in this set will decide to join the GMIS by the end of this iteration. ◭
