We present a quantum algorithm for efficiently calculating the molecular vibronic spectrum of a molecule, using the quantum circuit model. Both zero-and finite-temperature algorithms are described. The algorithm outputs the Franck-Condon profile with the inclusion of Duschinsky effects, a common chemical problem that scales combinatorially on a classical computer. Previous quantum computation proposals for simulating the same problem have focused on the use of a boson sampling device, while ours instead is based partly on the quantum phase estimation (QPE) algorithm. Our approach provides several potential advantages over previous quantum-based proposals for this problem: after measuring the transition energy, the quantum state is preserved for further analysis; vibrational anharmonicity (which is classically very difficult to simulate) is naturally taken into account with polynomial overhead; we potentially circumvent the difficulty of accurately detecting large photon numbers in boson sampling devices; and known error correction methods are applicable. Future quantum computers running this algorithm will be able to accelerate the characterization and design of molecules and materials with specific light-absorption and energy transfer properties, and our algorithmic strategy for calculating full spectra will be applicable to other problems of interest in chemistry and condensed matter physics.
Introduction
Calculating the absorption spectrum of molecules is a common and important problem in theoretical chemistry, as it aids both the interpretation of experimental spectra and the a priori design of molecules with particular optical properties prior to performing a costly laboratory synthesis. Theoretical studies on vibronic structures are equally important for fundamental scientific studies on interactions between electronic and vibrational degrees of freedom [1] . An accurate absorption spectrum calculation in the visible/ultraviolet region involves the calculation of Franck-Condon factors between a molecule's ground and excited electronic potential energy surfaces (PESs), while also modeling the change of coordinates between the two PESs. The widespread use of mature software that estimates vibronic spectra is one indication of this problem's importance in chemistry [2, 3, 4, 5] .
In this work, we propose an efficient quantum algorithm for calculating molecular vibronic spectra, within the standard quantum circuit model. A quantum algorithm to solve this problem, for implementation on a boson sampling machine [6, 7] , was previously proposed and demonstrated experimentally [8, 9] , but to our knowledge no one has previously developed a distinct algorithm for the universal circuit model of quantum computation, nor one that can efficiently include vibrational anharmonic effects. We are also aware of unpublished work that studies the connection between quantum phase estimation and sampling problems [10] . We note that, because it is used to efficiently converge a spectral function and not to draw samples from an exponentially large space, we do not classify the algorithm of this work as a sampling algorithm. Below, we discuss the several possible advantages of our approach over the bosonic approach.
Other related previous work includes quantum algorithms for calculating single Franck-Condon factors [11, 12] or low-lying vibrational states [13] , algorithms for simulating vibrational dynamics [12, 14] , and a experimental photonics implementation [14] that simulated several processes related to molecular vibrations in molecules. Though these four works simulate vibrational effects, they do not address the problem of efficiently solving the full vibronic spectrum despite the presence of an exponential number of relevant vibrational states, which is the focus of this work.
Many quantum algorithms have been proposed for practical problems in chemistry, chiefly for solving the fermionic problem of determining the lowest-energy configuration of N e electrons, given the presence of a set of clamped atomic nuclei [15, 16, 17, 18, 19, 20, 21, 22, 23] . However, for many chemical problems of practical interest, solving the ground-state electronic structure problem is insufficient. To calculate exact vibronic spectra, for instance, an often combinatorially scaling classical algorithm must be implemented after the electronic structure problem has been solved for many nuclear positions [24, 25, 26, 27, 28, 6] .
We note that calculating the vibronic spectrum is also distinct from solving for the low-level excited-state electronic spectrum of a molecule, which is sometimes referred to as calculating a molecule's spectrum, and for which several quantum algorithmic approaches have been proposed [29, 30, 31, 32] . This electronic-only spectrum involves calculating excited states for clamped nuclei. On the other hand, a vibronic spectrum resolves the structure arising from the vibrational quanta, leading to the correct light absorption spectrum of a molecule. A sufficinetly accurate photon absorption spectrum can rarely be calculated without including vibrational effects. As noted, another conceptual difference is that, while just a few (expensive to calculate) low-lying excited states are relevant in electronic spectra, calculations of vibronic spectra can involve appreciable contributions from a exponentially large number of eigenstates.
Theory

Problem description
In this work we consider high accuracy calculations of the vibronic spectrum between two molecular electronic states, each represented by a PES that is a function of the nuclear coordinates. One needs to account for the fact that the shapes of the two hyper-surfaces may be stretched, rotated, and shifted arbitrarily. For many molecules, the hypersurfaces may be anharmonic. In this approach, for now assuming that the two PESs are harmonic (i.e. parabolic along all normal coordinates), the relationship between the two PES is determined by the Duschinsky transformation [33] ,
where q and q are the vibrational normal coordinates for the ground and excited states, respectively, the Duschinsky matrix S is unitary, and d is a displacement vector. The number of vibrational modes M is equal to 3N atoms − 6(5) in nonlinear (linear) molecules, where N atoms is the number of atoms in the molecule. A vibronic spectrum calculation consists of determining the Franck-Condon profile, defined as
where ω is the transition energy, |0 is the vibrational vacuum state of the initial PES (i.e. of the initial electronic state), and |f i is the ith eigenstate of the final PES with energy ω i . In practice, the function is desired to some precision ∆ω, such that the δ function can be replaced with a finite-width "energy bin." For a given transition, the quantity | 0|f i | 2 is referred to as that transition's Franck-Condon factor (FCF). In the finite-temperature case, instead of just 0|, we would consider thermally weighted contributions from all appreciably populated initial vibrational states. Fig. 1a gives a one-dimensional schematic of the vibronic problem, where the two parabolas denote PESs of different electronic states. The vertical arrows denote the transitions, and the FCFs are determined by the overlaps of the vibrational wavefunctions shown. For the general Figure 1 : A schematic of the vibronic problem. (a) The one-dimensional case, corresponding to a diatomic molecule, for which the only vibrational degree of freedom is the distance between the two atoms. The lower and upper parabolas represent the potential energy surfaces (PESs) of the ground and first excited electronic states, respectively. The vibronic spectrum problem consists of calculating overlaps, called Franck-Condon factors (FCFs), between vibrational wavefunctions, producing a plot of intensity versus energy. In the zero-temperature case shown here, the initial state is |0 , the ground vibrational state of the ground electronic PES. The thickness of the transition arrows vary because the FCF factors for those transitions differ. d is the displacement vector. (b) The multidimensional analogue, where the normal mode coordinates of each PES are used. In the harmonic case, the relationship between the two hypersurfaces can be described by a transformation that includes displacement, squeezing, and rotation operations. For many molecules, the vibronic problem is computationally hard on a classical computer, partly because spectral contributions from exponentially many vibrational Fock states can be present. multidimensional case ( Fig. 1b ), one instead considers two hypersurfaces, each with a large set of orthogonal vibrational wavefunctions.
In principle there can be spectral contributions from exponentially many overlaps A 0000... |n 1 n 2 n 3 n 4 ... B , where |n 1 n 2 n 3 n 4 ... B can take on any combination of values (A and B denote the two PESs). And though in real molecules a subset of the transitions will have negligible intensity, it is not possible to know a priori which these are. In practice there is an upper limit to the value of each integer particle number eigenvalue n i [26] , as the intensity of each mode's sequence of intensities follows the rapidly decaying Poisson distribution as n i increases [34] .
Vibrational Hamiltonians
In the photonics-based vibronic boson sampling (VBS) algorithm [6] , a change of basis is used to transform between the two PESs. This is done with the help of the Doktorov transformation [35] , which splits the procedure performed on the initial state into a four-Gaussian-operation process of displacement, squeezing, rotation, and a second squeezing.
Instead of this direct basis change approach, our work is based on constructing a Hamiltonian that encodes the relationship between the two PESs. This provides multiple advantages, outlined in Section 3.
We denote dimensionless position and momentum operators asq sk andp sk respectively, where s labels the potential energy surface (s ∈ {A, B} in this work) and k labels the vibrational mode. These follow standard definitionsq sk = (â sk +â † sk )/
where a † sk and a sk are vibrational creation and annihilations operators. We use the notation · to denote standard vectors as well as vectors of operators, such that e.g. q A = [q A0 , ...,q AM ] T .
The purpose of our classical pre-processing procedure is to express the vibrational Hamiltonian for PES B in terms of {q Ak , p Ak }, by making the following transformations:
where Q s and P s are respectively the mass-weighted position and momentum operators of PES s [28] . The full transformations are
where
and {ω sk } are the scalar harmonic oscillator frequencies of PES s. A more pedagogical explanation as well as an alternate formulation are given in Appendix A. In some works [36, 28, 6] a displacement parameter vector denoted δ is given instead of d, with the relationship δ sk = d sk ω sk / .
Finally, the vibrational Hamiltonian of PES B is expressed in a standard form as
As it is important for the finite temperature procedure, we also write down the vibrational Hamiltonians for PES A and B respectively in standard form as:
and
where {â † i } and {b † i } are respectively creation operators for QHO states of PES A and B. Hence the high-level building block of our algorithm is a truncated creation operator,
where l denotes a vibrational energy level and the imposed cutoff L max denotes the maximum level. Mappings to qubits (including integer-to-bit encodings) are discussed in Appendix B and errors are analyzed in Section 4. Though this work primarily considers the harmonic case in order to introduce the methodology, it the largest quantum advantage will arise from modeling anharmonic effects. Such effects are especially relevant in molecules of insufficient rigidity or for electronic transitions that cause substantial structural rearrangement. FCF profiles from anharmonicity are vastly more costly to approximate than the harmonic case using classical algorithms [37, 26, 38, 28] ; we are not aware of molecules larger than ∼10 atoms that have been simulated. We emphasize that arbitrary anharmonicity can be straightforwardly included in the quantum algorithm by adding higher-order potential energy terms to the unperturbed (e.g. Eq. 6) vibrational Hamiltonian H 0 :
The ease with which one includes anharmonic effects is an advantage over the VBS algorithm [6, 7] .
3 Algorithm description
Zero temperature
Now that we have outlined the required classical steps, we describe our quantum algorithm for determining the Franck-Condon profile. Unlike most quantum computational approaches to Hamiltonian simulation [39, 40, 41, 21] , which aim to find the energy of a particular quantum state, the purpose of our algorithm is to construct a histogram from many measurements.
As the procedure makes use of the quantum phase estimation (QPE) algorithm [42, 43, 44] , we use two quantum registers. The first register S stores a representation of the vibrational state, and the second register E is used to read out the energy (strictly speaking, it outputs the phase, from which the energy is trivially obtained). First, all qubits in register S are initialized to |0 ⊗Nq ≡ |0 , where N q is the number of qubits in the register. |0 denotes the ground state of H A . A simple but key observation is that |0 can be written in the eigenbasis of H B , such that
where {|ψ i } are eigenstates of H B and coefficients c i are not a priori known. One then runs QPE using the Hamiltonian H B (i.e. implementing U = e −iτ H B for arbitrary τ ), with register E storing the eigenvalues. Many quantum algorithms have been developed for Hamiltonian simulation [39, 45, 46, 47, 48, 49, 50, 51, 52] , any of which can be used in conjunction with the algorithm's QPE step. Convincing numerical evidence suggests that Trotterization [39, 45] is likely to be the most viable option for early quantum devices [51] . Computational scaling is discussed in Appendix D.
We define ε i as the eigenenergy of |ψ i , andε i as its approximation, where an arbitrarily high precision can be achieved by increasing the number of qubits in register E. Degeneracies iñ ε will be ubiquitous, and we define the subspace of states with approximate energyε j as D j = {|ψ j1 , ..., |ψ jKj }, where K j is the degeneracy inε j . Measuring register E yieldsε j with probability k∈Dj |c k | 2 . Hence-and this is the key insight-valuesε j are outputted with a probability exactly in proportion to the Franck-Condon factors of Eq. 2. The measurements then produce a histogram that yields the vibronic spectrum. The procedure is depicted in Fig. 2 , where for the zerotemperature case one may disregard register I and gateV (β). See Appendix C for a step-by-step outline of the algorithm.
We note four potential benefits of this algorithm over the VBS algorithm [6, 7] . First, the quantum state in register S is preserved for further analysis, while in VBS the final state is destroyed. After measurement, the state stored in S is a superposition of many states with approximate energyε j . One possibility is to use a SWAP test [53] between register S's state and a state stored in an ancilla register, which determines the overlap between the two states. One could also use the state in register S to estimate the expectation value with respect to an arbitrary operator of interest, or estimate the transition intensity from that particular state to yet another electronic state's PES (e.g. to study excited-state absorption).
The second potential benefit is that, as stated above, anharmonic effects are easily included in our framework. Third, accurate photon number detection for higher photon counts is a major difficulty in experimental quantum optics [8, 9] ; it may be that a scaled-up universal quantum computer is built before quantum optical detectors improve satisfactorally, though this is difficult to predict and the opposite may end up happening. Fourth, while there are error correction methods for universal quantum computers, we do not know of such methods for boson sampling devices.
Finite temperature
Even at room temperature, the spectrum of a molecule is substantially different from its zero temperature spectrum [54] , necessitating methods for including finite temperature effects. These effects can be included by appending additional steps before and after the zero temperature algorithm, following the work of Huh and Yung [7] . The idea is to begin with a purification of the mixed state of the Bolzmann distribution, by having each independent mode be represented by two subspaces in a purified Fock state. It is necessary to introduce the scalar function E A (n), defined as the energy of a Fock state in PES A:
where n i is the occupation number of the ith mode. First we add an additional register, I (for 'initial state'), of ancilla qubits. Registers I and S must have the same size, and we prepare a pure state |Ψ IS = |φ I |ψ S such that ρ th = T r I (|Ψ IS Ψ IS |) is the desired Gibbs thermal state in the initial PES. Before running the QPE Figure 2 : A quantum circuit schematic of the quantum algorithm for calculating vibronic spectra. In the zero-temperature case, only registers S and E are used, with gateV (β) ignored. Register S, which encodes the vibrational state, is initialized to |0 ≡ |0 ⊗Nq , the vibrational ground state of the ground electronic PES. Running the quantum phase estimation (QPE) algorithm with registers S and E yields quantum state i c i |ψ i S |ε i E , where a key insight is that |c i | 2 are proportional to the Franck-Condon Factors (FCFs) for each eigenstate i of vibrational Hamiltonian H B . QFT −1 denotes the inverse quantum Fourier transform, U is a unitary exponential of H B , and H is the Hadamard gate. A measurement on register E then yields some valueε j , proportional to the measured phase.ε j is the energy of the transition to an arbitrary precision. One then produces a histogram from many runs of the quantum circuit. Note that the quantum state A j k∈Dj c k |ψ k is preserved in register S for further analysis. In the finite temperature case, a register I (encoding the initial state) is added, and the constant-depth operationV (β) is implemented. After QPE, one then measures both registers E and I, with the contribution to the histogram beingε j minus the energy of the initial Fock state |n I . routine, we need the pure state |Ψ IS = n κ n |n I ⊗ |n S = n n|ρ th |n |n I ⊗ |n S
where |n = |n 0 , ..., n M . To prepare |Ψ IS =V (β)|0 I |0 S , one implements the unitary operatorV
where α † i and α i are ladder operators for the ith vibrational mode of register I. The inverse temperature is β = 1/k B T , where k B is the Boltzman constant and T is temperature. Angle θ i is defined by tanh(θ i /2) = exp(−β i ω i /2) = n i /(n i + 1) and n i is the mean quantum number for mode i [55, 7] .
After this initial state preparation step, the remainder of the algorithm proceeds as before, but with the following additional elements. After the QPE circuit is applied using registers S and E as before, registers I and E are both measured. The measured state |n I in register I effectively acts as a label, indicating the vibrational eigenstate (Fock state) in the initial PES from which the measured transition occurred. Finally, the contribution to the vibronic spectrum isε i − E A (n I ), instead of justε i , because the measured transition "began" in vibrational state |n I in the A basis. An outline of the procedure is given in Appendix C and a quantum circuit diagram is shown in Fig. 2 .
Truncation errors
The least-studied source of error in our algorithm is due to an insufficiently large QHO cutoff L max , i.e. the highest allowed vibrational level in the encoding. It is especially important to study this source of error, both qualitatively and quantitatively, because the standard classical algorithms for calculating FCFs [24, 26, 3, 28] do not directly simulate the vibrational Hamiltonian in the basis of PES A, and hence do not suffer from this type of truncation error. As stated previously, one of several possible advantages of our algorithm over VBS may be that an error-corrected quantum computer could be developed before hardware issues associated with multi-photon detection in quantum optical devices can be perfected; this is another justification for focusing on the effects cutoff errors. We note that an analysis of Suzuki-Trotter errors will be dependent on the QHO mapping chosen and is left to future work.
We chose four three-atom molecules-sulfur dioxide (SO 2 ), water (H 2 O), deuterated water (D 2 O; D ≡ 2 H), and nitrogen dioxide (NO 2 )-and simulated their vibronic spectra using one electronic transition from each. For the former three molecules, we are effectively calculating the photoelectron spectrum, as we are considering an ionization process. The latter three were chosen explicitly because they have unusally high phonon occupation numbers for a vibronic transition, making them good candidates for a study on L max requirements. Additionally, because of the experimental difficulty in photon counting for higher occupation numbers, in the future it is possible that these molecules might be more easily simulated on a universal quantum computer than a photonic device [8, 9] . The electronic transitions are SO −
, and NO 2 's ground to excited state transition 2 B 2 → 2 A 1 [58] . Fig. 3 shows both the theoretically exact vibronic spectra (solid line) and an approximate spectrum (dotted line) for each molecule. Simulation details are given in Appendix F. These plots show the qualitative behavior of truncation errors. The approximate spectra were arbitrarily chosen such that the L 1 error ( L1 ) lies between 0.2 and 0.25.
Qualitatively, the effect of a too-low cutoff number is to preferentially blue shift the higher energy peaks. This numerical artifact results from the fact that the L max cutoff effectively introduces anharmonicity to the problem; operators constructed from exact (infinite) ladder operators will not have the same spectrum as those constructed from truncated operators. As L max is increased, the low energy peaks are converged much sooner than the high energy peaks are. For instance, in the approximate H 2 O spectrum shown, there is an effectively perfect match below ∼15,000 cm −1 , but the blue-shift errors become even larger than ∼100 cm −1 for eigenvalues above ∼23,000 cm −1 . Being aware of this consistent qualitative error behavior can provide guidance when interpreting results from an implementation of our quantum algorithm. Additional results on convergence with increasing L max are shown in Appendix F.
This truncation error does not appear in the standard classical methods for calculating FCFs [24, 26, 3, 28] , since for those methods a ladder operator hamiltonian is not directly simulated. When using a future large-scale quantum computer, one would need to run the algorithm with increasing L max until the spectrum is converged.
Conclusions
We introduced a quantum algorithm for calculating the vibronic spectrum of a molecule to arbitrary precision. We highlight four potential advantages over the previously proposed vibronic boson sampling (VBS) algorithm. First, measuring the eigenenergy in our algorithm leaves the quantum state preserved, allowing for further analysis that would not be possible in VBS. Second, anharmonic effects (whose inclusion is very costly classically but often chemically relevant) can be easily included in our approach. Third, our use of a universal quantum computer might circumvent the challenge of detecting large photon numbers in quantum optics. Fourth, while error correction algorithms are well-developed in universal quantum computers, error correction methods are not known for boson sampling devices. We expect the most significant quantum advantage over classical algorithms to be seen when including anharmonic effects, which are notoriously difficult to calculate in classical vibronic algorithms. The algorithm can be extended in the future to include non-Condon effects, vibronic simulations in molecular aggregates and clusters, and simulations of crystalline vibrational processes in frequency space. Further, complex dynamical phenomena could be studied, including resonance Raman scattering, internal conversion, and intersystem crossing. This work's general strategy, of calculating the energy distribution outputted from quantum phase estimation to arbitrary precision, may be applied to other spectral problems in chemistry and condensed matter physics.
A Hamiltonian construction
Here we give a more pedagogical summary of the Hamiltonian construction summarized in Section 2.2. The procedure involves these three transformations:
Mass-weighted position and moment operators, Q s and P s respectively, are [28] 
with the M × M matrix
where {ω sk } are the scalar harmonic oscillator frequencies of normal mode k on PES s. Because the Duschinsky transformation is not dimensionless, its direct application is appropriate only to the vector of mass-weighted position and momentum operators:
Then the following are used to obtain the final dimensionless operators:
Combining these steps leads to equations 3 and 4. An alternative route for expressing H B in terms of the operators of PES A (the one taken in references [36, 6] ) first transforms the ladder operators directly using the transformation
where {â † i } and {b † i } are respectively creation operators for states of PES A and B, and J = Ω B SΩ −1 A . Eq. 22 is then used to construct Eq. 8. It is important to note that there are oftentimes only one or a few electronic transitions that are relevant for a chemist, often the transition between the ground and first excited state. The potential energy surface (PES) of two electronic states must be calculated beforehand, with one of several electronic structure algorithms. For most organic molecules, density functional theory calculations (which roughly speaking often have cubic scaling in the number of electrons) typically provide electronic PESs that are accurate enough to produce vibronic spectra that match experiment. For other classes of molecules, substantially more expensive methods may be required for obtaining the PES [59] .
B QHO to qubit mappings
To implement the algorithm within the standard quantum circuit model, one requires a mapping of quantum harmonic oscillators to a set of qubits. Several mappings from bosonic DOFs to qubits have been proposed in the past [60, 61, 62, 12] . Here, we outline what are perhaps the two most straightforward mappings for the QHO, which in this work we will call the standard binary and the unary mappings. It is worth mentioning that we would not expect an approach based on the Holstein-Primakoff transformation [63] to be particularly promising, since it would require first mapping a bosonic system to a spin-s system, after which one would need the additional step of mapping to spin-half qubits using Clebsch-Gordon coefficients.
Here we summarize how one would convert the operators of H B into quantum gates of the standard circuit model. The mappings are used to represents operatorsã † i andã i in qubits. The standard binary mapping represents each level as a binary number such that any integer is represented as pmax−1 p=0
x p 2 p , where p is the qubit id. The state [|0 , |1 , |2 , |3 , |4 , ...] T is isomorphic to [|000 , |001 , |010 , |011 , |100 , ...] T , where a mapping to 3 qubits was used in this example. Hence each QHO eigenlevel l is a string of 0s and 1s. Any single-mode operator used in constructing Hamiltonian H B can be expressed in terms of elements |l l |, where l and l denote two vibrational levels. In qubit space this leads to operators of the form |x 0 ...x pmax x 0 ...x pmax | where each x p is a binary value and p max is the number of qubits used in the mapping for a particular mode. As |x 0 ...x pmax x 0 ...x pmax | is equivalent to |x 0 x 0 | ⊗ . . . ⊗ |x pmax x pmax |, in the latter expression one of four operators is substituted for each single-qubit operator:
where {X, Y, Z} are the Pauli operators, and 1 is the identity operator. In the standard binary mapping, every term |l l| leads to a qubit-space operator that operates on all p max qubits.
The less compact unary encoding (for which the earliest reference we are aware of is [60] ) maps [|0 , |1 , |2 , |3 , |4 , ...] T to [|00001 , |00010 , |00100 , |01000 , ...], requiring more qubits but fewer gates to implement an operator. There are L max + 1 qubits in this mapping, as one qubit is reserved for the vacuum state. Though the standard binary mapping utilizes the full Hilbert space, the unary code uses only a small subspace of it. As a result, individual terms of the number operator, i.e. l|l l|, are represented by a single qubit operator using Eq. 26; nearest-level terms like |l + 1 l| can be represented by two-qubit operators σ − l σ + l+1 . In real-world implementations, the choice of mapping is likely to depend on a given hardware's qubit count and connectivity. In near-term devices without error correction, the coherence time will have to be considered as well, as different mappings produce circuits of differing depths. Detailed analysis of the cost of each mapping, for a given L max , is deferred to future work, as this requires detailed consideration of circuit optimization, gate cancellations, and qubit connectivity constraints.
The quantum circuit model requires us to set a finite cutoff for the maximum occupation number of each QHO. For vibronic transitions in real molecules, the number l j of vibrational quanta in the jth mode does not exceed some maximum value L max,j (assuming some finite precision) [26] . In practice, on a future real-world quantum computer, the simplest solution is to increase L max,j values for all modes until convergence is reached.
C Outline of Algorithms
What follows is an outline of the zero-and finite-temperature algorithms for calculating molecular vibronic spectra.
Zero-temperature algorithm: When anharmonic effects are included, the complexity of implementing a Trotter step will be O(M k ), where k is the highest-order term in the Taylor expansion of Eq. 10. It is possible that there will be methods for reducing this complexity in the anharmonic case, for example by using other other classes of functions in the expansion, e.g. the Morse potential.
E Molecular data
The four simulated molecules, all of the C 2 point group, have three vibrational modes: a bending mode, a symmetric stretch, and an anti-symmetric stretch. Due to symmetry, the first two modes are decopuled from the anti-symmetric mode. We consider only the two coupled modes in these analyses.
The following parameters were used, taken from the literature. S and δ are dimensionless; energies of ω are in wavenumbers, cm −1 . 
F Error Analysis
We studied truncation errors, i.e. those due to insufficiently large L max , primarily because this type of error is not present in standard classical vibronic simulations, which are not based on To make our error analysis method possible, the spectra in this work were broadened with a Gaussian of width 100 cm −1 , a width that represents 1% of the spectral range for these four molecules. The broadening is a distinct separate step, and is performed after formation of the histogram. Errors were calculated using the L 1 norm between the exact and approximate spectra (both broadened), L1 = |F CP exact (ω) − F CP approx (ω)|dω.
Because FCF profiles have unit norm, the worst case of two spectra with zero overlap yields L1 = 2.
The exact and approximate Hamiltonians were constructed using equations 22 and 8, varying ladder operator size to reflect L max . The numerically exact results were considered converged when the L 1 norm between two subsequent L max values was below 10 −4 . We validated our method's numerically exact results by demonstrating that our results for SO 2 were identical to those produced by the software program hotFCHT [2] , which uses an entirely different algorithmic approach based on recurrence formulas.
For all simulations, the mode that required a smaller cutoff was set to a high converged value, so that we isolated the effect of L max for the mode requiring a larger cutoff. This is the mode that is more shifted, i.e. the one with larger |δ|. Hence for SO 2 we varied the cutoff for the first mode, while for the other three molecules we varied the cutoff for the second mode. We plotted the approximate spectra (dotted lines, Fig. 3 ) in order to demonstrate the qualitative effect of an insufficient cutoff. The approximate spectra in Fig. 3 were arbitrarily chosen such that L1 lies between 0.2 and 0.25. For these illustrative approximate spectra, L1 and L max are {0.208, 0.231, 0.228, 0.241} and {10, 45, 57, 61} for SO 2 , H 2 O, D 2 O, and NO 2 , respectively. Fig. 4 shows L1 as a function of L max , again for the mode with larger δ. The approximate L max cutoffs at which the error can be considered converged are [12, 51, 64 , 69] respectively for SO 2 , H 2 O, D 2 O, and NO 2 . For this small set, the L max order matches the order of increasing δ, which is the expected approximate trend. Using the standard binary mapping for QHO levels (which requires log 2 L max for a given mode) would mean that the number of qubits required for the larger-δ mode are 4, 6, 6, and 7 qubits, respectively.
Counter-intuitively, L max must be substantially larger than the highest QHO level at which appreciable intensity exists. For example, one may naively expect that L max =8 would be sufficient for SO 2 , since the FC factor n 1 | 0|n 0 = 8 | 2 is a near-negligible value of ∼ 1.6 × 10 −3 (just 0.6% of the largest FCF). But L max =13 is required for eigenvalue positions and the L 1 -norm error to converge. This is despite the fact that transitions to levels 12 and 13 are very small, with n 1 | 0|n 0 = 12 | 2 ≈ 5.2 × 10 −5 and n 1 | 0|n 0 = 13 | 2 ≈ 1.5 × 10 −5 . The truncation values are not expected to depend explicitly on M because the intensities of a given mode's vibronic progression is known to approximately follow the rapidly-decaying Poisson distribution [34] .
