Abstract. We present a method that allows to guarantee liveness by construction of a class of timed systems. The method is based on the use of a set of structural properties which can bechecked locally at low cost. We provide su cient conditions for liveness preservation by parallel composition and priority choice operators. The latter allow to restrict a system's be h a vior according to a given priority order on its actions. We present several examples illustrating the use of the results, in particular for the construction of live controllers.
Introduction
Building systems which satisfy given speci cations is a central problem in systems engineering. Standard engineering practice consists in decomposing the system to b edesigned into a set of cooperating components or processes. A key problem is the coordination of the components so that the global b e h a vior satis es given speci cations. Usually, ad hoc design methodologies are used leading to solutions that must b evalidated by veri cation and testing. In some cases, it is p o s s ible to solve the coordination problem by synthesizing a controller or supervisor that restricts the b e h a vior of the components 5,1]. Both validation and synthesis techniques have well-known limitations due to their inherent complexity or undecidability, and cannot b eapplied to complex systems. As an alternative to cope with complexity, compositional description techniques have b e e nstudied. However, the results obtained so far for reactive systems are in general di cult to exploit. They b o i ldown either to heuristics of limited application or to general methods formulated as systems of rules with undecidable premises.
Timed systems are models of real-time systems consisting of a discrete control structure (automaton) extended with clocks, variables measuring the time elapsed since their initialization. At semantic level, they can b econsidered as transition systems that can p e r f o r meither discrete timeless actions or time steps of some real-valued duration. For a timed system to model a real-time system, it is necessary that it is timelock-free that is, in any maximal run time diverges. Another essential property for timed systems modeling real-time applications such as controllers, schedulers, etc. is that any maximal run contains in nitely many actions. We call this property livelock-freedom as it implies deadlock-freedom and excludes inde nite waiting.
We call live a timed system which is b o t htimelock-free and livelock-free. We propose a method for building live systems as the composition of live components by using parallel composition and priorities.
The method is based on a key idea that motivated several papers on the compositional description of timed systems 8{10]. It consists in enforcing the satisfaction of properties by appropriate structural restrictions preserved by composition operations. This leads to consider structural properties, intrinsic properties of the system which can b echecked locally at low cost. We de ne a structural property called structural liveness which implies liveness and can b eeasily checked on components as the conjunction of three more elementary structural properties. We combine two kinds of constructs to build structurally live systems from structurally live components.
{ Parallel composition operators de ned in 8{10]. We provide su cient structural liveness preservation conditions for and-synchronization.
{ Priorities allowing to restrict the b e h a vior of a timed system according to a given order relation on its actions. We consider timed systems with priority orders de ned in 8{10] and show that priority orders preserve structural liveness. This is a basic result used to build live timed systems, as priority orders play a central role in our approach. They are used to achieve coordination in a system by appropriately restricting the b e h a vior of its components. As an illustration of this idea, we show how priority orders can b eused to specify mutual exclusion constraints by preserving structural liveness.
The use of the results for the design of live real-time controllers is illustrated by several examples.
The paper is organized as follows. Section 2 presents the properties of liveness and structural liveness, as well as su cient conditions for guaranteeing this property. Section 3 presents priority orders, their properties and results about structural liveness preservation when priorities are applied. Section 4 presents compositionality results for systems of communicating processes. Section 5 presents a method for the compositional description of mutual exclusion properties by using priorities. It has been shown in 9] that any timed system can b edescribed by a bisimilar system with only eager and lazy timed actions. In practice, we use the notation g , g and g to denote a guard g of an action that is respectively eager (d = g), delayable (d = g#) and lazy (d = f a l s e ).
The containment of deadlines in guards (d ) g) is necessary for avoiding timelocks as it will b eexplained later. the actions (denoted by 1 , 2 , and 3 in the gure), the waiting times at control states may change. For instance, if all guards are lazy then it is possible for the system to remain stuck forever at one of the states s, w, or e. When all guards are eager, discrete transitions are taken as soon as they are enabled, which means in particular that the action g ois always executed when t = 0 (no waiting allowed at w). On the contrary, when g ois delayable, this action is possible at any time t, 0 t T ; E. Notice that due to time additivity of the transition system, any execution sequence of the model can b erepresented as a run (where some time steps may b eof duration zero).
Structurally Live Timed Systems
In this section, we study three basic structural properties of timed systems. De nition 10 (Livelock-freedom). A timed system is livelock-free if in any run some action occurs in nitely often.
De nition 11 (Liveness). A timed system is called live if it is b o t htimelock-
free and livelock-free.
De nition 12 (Structural non-Zenoness). A timed system is structurally non-Zeno if in any circuit of the discrete transition graph at least one clock is reset, and it is tested against some positive lower bound.
Structural non-Zenoness implies that there is a positive lower bound to the execution time of any circuit, and is the same as strong non-Zenoness in 16]. The periodic process of g. 2 is structurally non-Zeno since T > 0. De nition 18 (Structural liveness). A timed system is structurally live if it is locally timelock-free, locally livelock-free, and structurally non-Zeno.
Clearly, structural liveness is a particular case of liveness that can b echaracterized by means of three properties easy to check.
Example 19. The process of g. 2 is not locally livelock-free if one of the actions is lazy. Furthermore, even when the actions are delayable or eager, the requirement for local livelock-freedom fails for state s, since in s = (x = E), which does not imply 3(t = T) = (t T). However, if the guard of r lis strengthened to (x = E^t T), the b e h a vior is not modi ed, and the system is locally livelock-free. So, the system is structurally live for i 2 f g i = 1 2 3.
3 Timed Systems with Priorities
Motivation
In system speci cation, it is often convenient to consider that some priority is applied when from a state several actions are enabled. This amounts to restricting the guards of the action of lower priority to leave precedence to actions of higher priority.
Consider remains unchanged. Commonly, g 0 1 is taken equal to g 1^: g 2 which means that when a 1 and a 2 are simultaneously enabled in the system without priorities only a 2 is enabled in the prioritized system. However, for timed systems it is possible to de ne priority relations leaving precedence to an action if it is known that it will b eenabled within some nite time.
Coming back to the previous example, we can take g 0 1 = g 1: 3 k g 2 for some nite k, or even g 0 1 = g 1^2 :g 2 . In the former case a 1 gives priority up to a 2 if a 2 is eventually enabled within k time units. In the latter case, a 1 is enabled if a 2 is disabled forever.
This motivates a notion of priority within a given delay. As an example, consider that g 1 = 0 x 3 _ 5 x 8 and g 2 = 2 x 7 for some clock x.
We get the following decreasing values for g 0 1 as the priority delay increases. De nition 20 (Priority order). Consider the relation A (R + f 1 g ) A. We write a 1 k a 2 for (a 1 k a 2 ) 2 and suppose that 8k 2 R + f1g: { k is a partial order { a 1 k a 2 implies 8k 0 < k :a 1 k 0 a 2 { a 1 k a 2^a2 l a 3 implies a 1 k+l a 3 for all l 2 R + f1g Property: The relation a 1 a 2 = 9k a 1 k a 2 is a partial order relation. De nition 21 (Timed system with priorities). A timed system with priorities is a timed system T S = (S ! A X h ) having all its guards and deadlines left-and right-closed, equipped with a priority function pr. The priority function pr associates with each state s 2 S a priority order pr(s) such that if f(a i g i d i f i )g i2I is the set of the timed actions labeling transitions issued from s, then 3g i ) 3d i for any a i which is not a minimal element of pr(s). This de nition simply says that the guard g 0 i of a prioritized action a i is not enabled if there is some action a j such that a i k a j that will become enabled within k time units.
The requirement 3g = 3d for non-minimal actions means that they cannot b edisabled forever without becoming urgent. It is necessary to avoid overriding of deadlines to preserve local livelock-freedom. In fact, the restriction of guards (and deadlines) of low priority would violate local livelock-freedom if actions of higher priority were lazy. Notice that for typed timed actions, it is su cient to consider priority orders where non-minimal elements are either eager or delayable actions. We call T S 0 the prioritized timed system corresponding to (T S p r ). We denote by guard 0 s and deadline 0 s the restrictions of guard s and deadline s in T S 0 . { Strong non-Zenoness: priority orders do not change the discrete transition structure of timed systems, and do not a ect jumps. So any circuit in the prioritized system is a circuit in the initial one, and the clock resets are the same. Moreover, guards are restricted by priority orders, so a lower b o u n d in a guard may only increase. Consequently, if the non prioritized system is structurally non-Zeno, then the prioritized one is structurally non-Zeno, too.
Preservation of the Structural Properties
It is often desirable to restrict a timed system T S with respect to several priority functions pr i . At this end, we de ne a partial operation on priority orders. In the rest of the paper, we show how to build live systems from live components.
Systems of Communicating Processes
We use the following general framework for the composition of timed systems studied in 8, 9] and based on the use of an associative and commutative parallel composition operator k.
Consider timed systems of the form T S i = (S i A i ! i X i h i ). Notice that k is an associative and commutative partial operation on timed systems with priorities. We trivially consider a timed system T S as a timed system with priorities (T S p r ), where pr is the priority function associating the empty priority order with any state. : The product system is structurally live.
An important property in the previous example is individual livelock-freedom of the components in the product system. Liveness of the product does not imply that in any run, an action of some component occurs in nitely often. This remark motivates the following de nition and theorem.
De nition 26 (Individual livelock-freedom). A component (T S i p r i ) is livelock-free in a timed system (T S p r ) = (T S 1 p r 1 )k(T S 2 p r 2 ) if in each run of (T S p r ), some action of (T S i p r i ) occurs in nitely often.
Theorem 27. If both (T S 1 p r 1 ) and (T S 2 p r 2 ) are structurally live and each synchronizing guard g is bounded (that is, 32:g), then both T S 1 and T S 2 are livelock-free in (T S 1 p r 1 )k(T S 2 p r 2 ). (Proof omitted.)
Example 28. Both processes of Example 25 are livelock-free in the product system.
Mutual Exclusion
Consider a timed system initially composed of a set of interacting components. The goal is to restrict the b e h a vior of the components by using priorities so that the global b e h a vior satis es a given mutual exclusion constraint. We study a method to obtain a structurally live system satisfying mutual exclusion from structurally live components.
The following notion of persistence will b ecentral in this section.
De nition 29 (Persistence). A control state s is called persistent if in s )
32guard s . This property means that at state s, maybe after some waiting, it is always possible to execute an action. It is instrumental for avoiding deadlocks when guards are restricted by using priorities.
Consider a timed system (T S p r ) = T S 1 k : : : kT S n , where T S i = (S i A i ! i X i h i ), and T S = (S A ! X h ), as in section 4. We suppose that a mutual exclusion constraint is speci ed as a set M S i S i containing pairwise mutually exclusive states. We de ne two predicates on the product space S: otherwise (1) is structurally live, and satis es the mutual exclusion constraint. free in the interleaving product of the two processes, which is structurally live.
We apply the mutual exclusion constraint M = fe 1 e 2 g on the interleaving product and obtain M 1 M , i.e., fg o 1 g o 2 g 1 frl 1 r l 2 g for the critical states (w 1 e 2 ), (e 1 w 2 ). This practically means that release-actions r lhave higher priority than begin-actions g o . According to Theorem 30, the product system with priorities is structurally live, and b o t hprocesses are deadlock-free in it, due to the persistent waiting states w 1 and w 2 .
Notice that in order to compute (T S 1 k : : : kT S n p r ), it is not necessary to compute explicitly the product T 1 k : : : kT n . Priority choice can b eapplied \on the y" to states of the product.
The construction of Theorem 30 can b egeneralized for mutual exclusion constraints of the type m-out-of-n for m < n, where critical M (s) (bad M (s)) denotes the set of control states where exactly m (more than m) components are in M.
Example 37 (Resource allocation). Consider the well-known example of g. 7, where two interleaving processes P 1 and P 2 use two shared resources R 1 and R 2 . P 1 allocates resource R 1 , then R 2 , while it still holds R 1 , before releasing b o t h resources. P 2 tries to allocate the resources in the inverse order. An action p ij means that process P i allocates resource R j , and a v i -action means that process P i frees both resources. Mutual exclusion over R 1 is modeled by the set M 1 = fs 2 s 3 s 7 g, and mutual exclusion over R 2 by M 2 = fs 3 is de ned. However, in state (s 2 s 6 ) | P 1 has allocated R 1 and waits for R 2 , whereas P 2 has allocated R 2 and waits for R 1 |, one can see that priorities form a circuit with vertices p 12 and p 21 . This aw in the speci cation (which means that the speci cation is intrinsically not deadlock-free) can b ecorrected by declaring states fs 2 s 6 g in mutual exclusion. The resulting mutual exclusion constraint is M = fs 2 s 3 s 6 s 7 g, which means that the product state (s 2 s 6 ) is made unreachable. In practice, this means that the sequence consisting of the two resource allocations is atomic, and the obtained system is live.
Notice that each process eventually frees all resources, and the waiting states s 1 and s 5 are persistent, so that both processes remain individually deadlock-free after composition in this improved speci cation.
Discussion
We have presented a method for the construction of live timed systems based on the preservation of a set of structural properties by appropriately chosen composition operators. Structural properties veri cation can b edone locally and does not require exploration of the global system's dynamic b e h a vior. The set of initial states is also structurally determined.
An important question to b efurther investigated is applicability of the method. It concerns the expressivity of the class of structurally live systems as well as the possibility to apply in practice the liveness preservation theorems.
We b e l i e v e that the two properties implying timelock-freedom correspond to completely natural common sense requirements of sanity. Structural nonZenoness is a kind of \well-guardedness" property that is satis ed in practice. Local livelock-freedom is also a basic property to avoid problems in the interaction b e t ween time progress and discrete state changes. The main di culty in the application of our method, is the satisfaction of the local livelock-freedom property. It may happen that the initial clock valuation at some state is too weak. In that case, the guards of the transitions entering this state must b estrengthened in an appropriate manner (as in Example 19) and this is left to the user's ingenuity.
The presented method uses a framework for the compositional description of timed systems 8{10]. This framework adopts a \ exible" composition principle di erent from the most commonly used, based on strong synchronization for time progress. The latter preserves urgency at the risk of introducing timelocks or livelocks. Preserving liveness of independently speci ed components in a system, requires sometimes relaxing urgency constraints. We believe that exible composition is essential in a \correct by construction" approach.
The construction approach consists in restricting the b e h a vior of components so as to achieve a desired b e h a vior. Priority orders play an instrumental role. They allow to achieve synchronization in some optimal manner as they preserve both maximal progress and liveness. Furthermore, they are a p o werful tool for the description of safety constraints as shown in section 5.
To our knowledge, the \correct by construction" approach for timed systems has not b e e nstudied very much so far. 16] de nes su cient static conditions for deadlock-and timelock-freedom for the synchronized product of timed automata. There exists some work about reactive systems such as 3, 4, 11, 14] .
