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INTRODUCCIÓN
Uno de los sentidos más importantes en el ser humano es la vista, ya que brinda una re-
presentación amplia del entorno que lo rodea y por tanto de cómo puede desenvolverse en él.
La ciencia, en su afán de imitar al ser humano, ha intentado crear sistemas en base a
sensores que permitan percibir el entorno como lo hacen los sentidos. Además teniendo en
cuenta que el funcionamiento de las máquinas depende en gran medida del conocimiento
de dicho ambiente y de la posición respecto a su entorno, es útil adaptar sistemas de visión
artiﬁcial a éstos dispositivos para que puedan desempeñar una actividad eﬁcientemente.
En el presente documento, se describe un sistema de visión estereoscópica artiﬁcial, el
cual ha sido integrado a un robot móvil con el ﬁn de auto-guiarlo por el centro de un
camino. Dicho sistema se encarga de la adquisición, procesamiento y caracterización de
imágenes. Esta información es utilizada para hallar la profundidad y evadir así obstácu-
los y para enrutar el movil según la posición actual del mismo respecto al centro del camino.
Este trabajo de grado está organizado de la siguiente forma: En el primer capítulo se
describe el problema, los objetivos tanto generales como especíﬁcos, la metodología seguida
y por último el alcance del proyecto. En el segundo capítulo se desarrolla el marco teórico,
se exponen los antecedentes tanto a nivel local, regional e internacional, así mismo el estado
del arte, posteriormente se describen las teorías y modelos aplicados en el proyecto y se
deﬁne el área y campo de trabajo. En el tercer capítulo se describe el análisis del sistema y
el diseño propuesto. En el cuarto capítulo se explica el desarrollo del proyecto, detallando
la parte mecánica, electrónica y de software. Por último en el quinto capítulo se muestran
los resultados y pruebas realizadas durante todas las etapas de ejecución del proyecto.
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RESUMEN
En este proyecto se realizó la integración de un sistema de visión estereoscópica a un
robot móvil para la navegación autónoma, el procedimiento anterior se llevo a cabo me-
diante diferentes fases, como primer ítem se escogen las cámaras teniendo en cuenta las
características de cada una de las opciones contempladas, posteriormente se hace el diseño
mecánico, electrónico y de software, examinando restricciones y requerimientos.
Luego se hace una descripción del procedimiento realizado en la construcción del robot
e implementación del software, el último utilizando el lenguaje de programación C++ y la
libreria OpenCV.
Para la programación del software se tienen en cuenta dos ﬁnes especíﬁcos: el hallazgo
de profundidades mediante el mapa de disparidad y la delimitación del camino y guiado
del robot mediante diversos algoritmos y la utilización de Xbee. Estas actividades tienen
como requisito previo la calibración de las cámaras.
Finalmente, se realizó la validación de resultados en diversos escenarios que tienen como
característica común una delimitación clara del camino, es decir nos permiten una identi-
ﬁcación de los bordes que presentan. En este punto se narran los inconvenientes y aciertos
obtenidos tras la ejecución del proyecto.
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1 PLANTEAMIENTO DEL
PROBLEMA
Actualmente los sistemas de visión artiﬁcial son implementados en su gran mayoría en
aplicaciones no móviles, para el reconocimiento de formas, colores y control de calidad. La
integración a robots móviles para su autoguiado ha sido poco abarcado por las grandes
complicaciones que conlleva, debido a los cambios repentinos del entorno (luminosidad y
obstáculos) y las diversas condiciones ambientales y de trabajo.
Por todo lo anterior se ve la necesidad de ahondar en el tema desarrollando un sistema de
visión estereoscópica artiﬁcial que permita ser integrado a un robot móvil, para generar así
dispositivos menos dependientes del operario, que reduzcan el costo de manejo y aumenten
la adaptabilidad de los sistemas en diferentes ambientes y aplicaciones.
1.1. OBJETIVO GENERAL
Desarrollar e integrar un sistema de visión estereoscópica artiﬁcial a un robot móvil
utilizando el procesamiento de imágenes para el direccionamiento del móvil.
1.1.1. Objetivos especíﬁcos
F Recopilar información de los sistemas actuales de visión y navegación autónoma.
F Mecanizar y acoplar el soporte para el sistema de visión estereoscópica. 1
F Realizar la adquisición y el procesamiento de imágenes correspondiente.
F Implementar los algoritmos necesarios para la identiﬁcación de bordes y estereoco-
rrespondencia.
F Guiar al robot en el centro de un camino con condiciones controladas.
F Validar el sistema y realizar las correcciones necesarias.
1Se hizo necesario diseñar y construir un robot móvil con base a los requerimientos del sistema, debido
a que el driver de la plataforma asignada se encontraba dañado y su arreglo implicaba importación, lo
cual aumentaba costos y tiempo.
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1 PLANTEAMIENTO DEL PROBLEMA
1.2. METODOLOGÍA
A continuación se nombran las actividades realizadas para el cumplimiento de los obje-
tivos mencionados:
1. Recolección de la información, en esta etapa se lleva a cabo la investigación acerca
de los proyectos similares, además del estado del arte y conceptos a tener en cuenta
para la realización del proyecto.
2. Deﬁnición de requerimientos y restricciones del sistema para la construcción del robot
móvil.
3. Diseño CAD y construcción del robot móvil (mecánica y electrónica).
4. Desarrollo del algoritmo de procesamiento de imágenes, tal que permita la identiﬁ-
cación de los bordes del entorno donde se desplace.
5. Algoritmo de correspondencia de imágenes y mapa de disparidad.
6. Programación del algoritmo en el sistema embarcado, que genere las señales para
realizar el movimiento que debe seguir la plataforma.
7. Implementación en la plataforma móvil y análisis de resultados.
1.3. ALCANCE
Tras la conclusión del proyecto se pretende obtener un robot que se mueva autónoma-
mente con base al procesamiento de las imagenes adquiridas y extraccion de bordes, para
garantizar que el robot se localice siempre en el centro del camino.
Además se hará entrega de los documentos pertinentes y se realizará la ponencia corres-
pondiente al desarrollo del trabajo.
2
2 MARCO TEÓRICO
Este capítulo engloba los conceptos principales que fueron utilizados para la elaboración
del trabajo de grado, además de revisar tecnologías empleadas anteriormente y el estado
actual de la visión estereoscópica artiﬁcial.
2.1. ANTECEDENTES
En los últimos años se han desarrollado varios proyectos e investigaciones orientadas a
la visión artiﬁcial junto con la robótica, no solo a nivel internacional sino también a nivel
regional y local, a continuación se señalan brevemente las investigaciones y proyectos más
relevantes.
2.1.1. Local
En la Universidad Militar Nueva Granada, se han desarrollado proyectos que aplican la
robótica móvil y la visión artiﬁcial, en el documento Diseño y Construcción de un robot
Scara con un sistema de visión de máquina, que pueda ser utilizado como herramienta
didáctica en asignaturas de robótica y control [16] se implementa un sistema de visión
de máquina que consta de una cámara web (CREATIVE WEBCAM INSTANT) acoplada
a una base especialmente diseñada, con la cual se consigue una vista del área completa.
Además utiliza un marcador de posición para identiﬁcar la posición cero del espacio de
trabajo. En Diseño y Construcción de plataforma móvil teleoperada y con realimentación
visual para incursión en ambientes poco estructurados [13] se presenta el diseño y cons-
trucción de un prototipo de plataforma móvil tipo oruga teledirigida para terrenos poco
estructurados, la cual ya tiene implementado todo el sistema de control.
2.1.2. Regional
A nivel regional se tienen diferentes trabajos de grado realizados en distintas universi-
dades, en Planiﬁcador de trayectorias para un robot móvil orientado a la reconstrucción
en 3D de entornos desconocidos [14] se presenta un proyecto realizado en la Universidad
Nacional sede Manizales en donde se muestra el desarrollo de un planiﬁcador de trayec-
torias orientado a la reconstrucción en 3D de entornos desconocidos utilizando el método
de voxelizacion. En Interceptor de trayectorias basado en visión artiﬁcial [12] se presenta
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un interceptor de trayectorias basado en visión artiﬁcial realizado en la Pontiﬁcia Uni-
versidad Javeriana utilizando la librería OpenCV, en el cual se modiﬁca la trayectoria de
una pequeña bola, la información es tomada por una cámara y enviada para su posterior
procesamiento a una tasa de 30 cuadros por segundo.
2.1.3. Internacional
Los desarrollos internacionales se han dado principalmente en Europa tras realizar tesis
doctorales, un ejemplo de esto lo vemos en Navigation visuelle d'un robot mobile dans
un environnement d'extérieur semi-structuré [2], en donde se hace un desarrollo de la ad-
quisición y el procesamiento de imágenes desde el primer nivel que incluye la selección de
cámaras, pasando por la corrección de las imágenes, segmentación por textura, por color,
hasta llegar a los algoritmos que permiten la generación de trayectorias y movilización de
un robot agrícola, este trabajo se realizó en l'Institut National Polytechnique de Toulou-
se. En Lane Extraction and Tracking for Robot Navigation in Agricultural Applications
[10], se enfatiza el procesamiento de imágenes a la segmentación de colores, este procedi-
miento, en muchas ocasiones es suﬁciente para hacer la correcta separación del terreno por
donde vamos a navegar y de los objetos del entorno que pueden tornarse como obstáculos,
además se realiza la extracción de los caminos mediante señales de video y posicionamiento
del robot móvil.
También se han realizado proyectos en sur américa, uno de ellos se describe en Apli-
cación de Técnicas de Robótica e Inteligencia Artiﬁcial sobre un robot móvil utilizando el
entorno de programaciónVisual Studio.Net [1], en donde se utilizan las librerías OpenCV
de Intel y el lenguaje de programación C bajo la plataforma .Net, para el desarrollo de un
algoritmo que permita la detección de líneas y su posterior seguimiento. Se utiliza el ﬁltro
Canny para resaltar los bordes y se detecta dos pares de puntos que enmarcan la línea lo
cual permite el seguimiento de la misma.
En Planiﬁcación de trayectorias para un robot móvil [15] se explica el desarrollo de
un sistema que controla los desplazamientos de un robot móvil SVR-1 que dispone de un
módulo de visión estereoscópica, en este proyecto es desarrollado un simulador y el diseño
de las trayectorias del robot.
2.2. MARCO REFERENCIAL
La visión artiﬁcial es un tópico de creciente interés, debido a que es posible aplicarla
en diferentes áreas de la ciencia y la tecnología. El tema tratado es demasiado amplio por
lo cual se ha incluido los conceptos y trabajos que a juicio de las autoras son de mayor
relevancia.
4
2 MARCO TEÓRICO
El procesamiento de imágenes se lleva a cabo en diferentes etapas, para una aplicación
en especíﬁco puede que una o varias de estas no sean utilizadas porque cada una de ellas
se ha desarrollado de forma individual.
Una parte fundamental en el proceso de extraer información de las imágenes es la segmen-
tación. En este campo se han desarrollado diferentes algoritmos en el documento Contor-
nos activos [11] se describen técnicas mucho más robustas denominadas contornos activos;
estos contornos modelan las fronteras entre un objeto, el fondo y el resto de objetos de la
imágen, permitiendo extraer los contornos de los objetos de interés basado en modelos que
utilizan información a priori de la forma de los objetos.
En el paper Digital stereo image matching techniques [6] se presentan las técnicas de
correspondencia de imágenes digitales estereoscópicas, en él se explican varias clases de
algoritmos basados principalmente en medidas de área y métodos basados en la extracción
de bordes, además se exponen técnicas de optimización que corresponden simultáneamente
todos los puntos en las dos imágenes.
Una de las técnicas más recientes es mostrada en Extensión de la morfología matemáti-
ca a imágenes en color [17] en donde se describe una técnica no lineal llamada morfología
matemática basada en operaciones de conjuntos, esta técnica es especialmente útil para
eliminar sombras ya que tiene en cuenta el color.
En Un nuevo algoritmo de detección de bordes en imágenes con ruido gaussiano[18]
se describe un algoritmo de detección de bordes robusto, que permite obtener mejores re-
sultados en la detección de bordes a comparación de ﬁltros clásicos como sobel, Roberts o
LoG los cuales son muy sensibles al ruido.
2.3. MARCO CONCEPTUAL
2.3.1. Visión artiﬁcial
La Visión Artiﬁcial o también llamada Visión por Computador, pretende capturar la
información visual del entorno físico para extraer características relevantes visuales, uti-
lizando procedimientos automáticos. Según Marr, Visión es un proceso que produce a
partir de imágenes del mundo exterior una descripción útil para el observador y no tiene
información irrelevante[4].
El hombre ha imitado muchas veces, en la construcción de sus artefactos, a la Naturale-
za. En este caso también se cumple. Las cámaras de vídeo con sus ópticas hacen las veces
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del globo ocular, mientras el computador realizará las tareas de procesamiento, emulando
el comportamiento del cerebro.
Las principales ventajas de la visión ariﬁcial respecto a la humana son:
F Mejor midiendo magnitudes físicas.
F Mejor para la realización de tareas rutinarias.
F Mejor en tareas de bajo nivel de proceso.
2.3.2. Modelo de la cámara
El modelo pinhole asume que la cámara es una caja negra que tiene un pequeño agujero
por donde ingresa una pequeña cantidad de luz, por este agujero se proyectan las imágenes
de la superﬁcie en forma inversa. El tamaño de la imágen está relacionado con la distancia
del objeto la cual se ve reﬂejada por la distancia focal.
La siguiente es una representación del modelo pinhole:
Figura 2.1: Modelo pinhole. Imágen tomada de Jorge Tarlea Jiménez. Sistema de posiciona-
miento de objetos mediante visión estéreo embarcable en vehículos inteligentes.
[7]
Pese a que el modelo en la vida real no puede ser considerado como verdadero es una
aproximación al comportamiento de la cámara si se tienen en cuenta las siguientes condi-
ciones:
F El centro óptico C es el punto de la lente tal que cualquier rayo de luz que pasa por
él no sufre desviación.
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F El eje óptico es la línea imaginaria que parte del centro óptico y corta perpendicu-
larmente al plano imagen.
F La distancia focal f es la distancia existente desde el centro óptico al plano focal.
F El plano imagen o plano focal se sitúa en Z = f . Es el plano virtual donde se forma
la imagen sin inversión alguna
F El punto principal p, es la intersección del eje óptico con el plano imagen.
F Si se observan el modelo desde la dirección x y desde la y, se puede dar una relación
de semejanza de triángulos, representada por: x = f X
Z
2.3.2.1. Parámetros intrínsecos de la cámara
Para poder relacionar los datos que proporcionan las cámaras con el mundo real es nece-
sario hacer una proyección, la cual necesita los parámetros especíﬁcos de la cámara, estas
características están representadas en la matriz M :
M =
 fx 0 cx0 fy cy
0 0 1

F cx y cy representan el desplazamiento del centro de coordenadas del plano de la
imágen, respecto al punto principal.
F fx y fy son dos distancias focales en pixeles proporcionales a la distania focal f .
Cumplen con:
fx = Sx ∗ f fy = Sy ∗ f
Sx y Sy son el número de pixeles por unidad de longitud en x e y respectivamente.
2.3.2.2. Distorsión de los lentes
La distorsión de los lentes se debe a que en los procesos de producción de las cámaras,
con el ﬁn de hacer más fácil y económica la construcción, se elaboran lentes esféricos y no
los ideales, que son parabólicos, además de existir errores en la alineación. [8]
Existen dos tipos de distorsión:
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F Distorsión radial: Esta distorsión se genera porque algunas lentes provocan que los
rayos más alejados del centro óptico, se curven mucho más que aquellos que inciden
diréctamente en las proximidades del centro de la lente. Esto genera efectos de barril
y ojo de pez.
La distorsión radial aumenta a medida que haya cercanía a la periferia.
Para realizar las correcciones de la distorsión mencionada se puede hacer una expan-
sión utilizando las series de Taylor y los parámetros k1, k2 y k3 quedando la imágen
corregida de la siguiente manera:
xc = x(1 + k1r
2 + k2r
4 + k3r
6)
yc = y(1 + k1r
2 + k2r
4 + k3r
6)
F Distorsión tangencial: Es debida a que el lente no es exactamente paralelo al plano
de la imágen, puede ser representada mediante los parámetros p1 y p2, y al igual que
la distorsión radial se generan correcciones mediante las series de Taylor.
xc = x+ (2p1y + p2(r
2 + 2x2))
yc = y + (p1(r
2 + 2y2) + 2p2x)
Donde r es la distancia desde el centro que se expresa como:
r =
√
x2 + y2
2.3.2.3. Parámetros extrínsecos de la cámara
En la mayor parte de las aplicaciones prácticas es necesario que la cámara se mueva o
gire para captar adecuadamente la escena, por ello para poder modelar el sistema con in-
dependencia de que su posición haya sido alterada o de que un objeto se pueda referenciar
respecto al origen de coordenadas de la cámara, se hace necesaria la utilización de la matriz
W compuesta por las matrices de traslación y rotación.[7]
W = [R t]
Donde R es la matriz de rotación que puede ser expresada de las siguientes maneras
dependiendo del eje que tome como referencia para girar:
t es un vector que representa el desplazamiento en x en y y en z.
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2.3.2.4. Las matrices esencial y fundamental
F La matriz esencial E. Contiene información sobre la traslación y rotación que rela-
ciona las dos cámaras físicamente en el espacio. Esta matriz presenta las siguientes
características [7]:
^ Tiene dimensiones de 3x3 y contiene 5 parámetros: tres que indican rotación y
los otros dos traslación.
^ Su determinante es 0 ya que es una matriz de rango 2, por consecuencia el sis-
tema de ecuaciones lineales arroja varias soluciones.
F La matriz fundamental F . Proporciona la misma información que E, con el añadi-
do de que los parámetros intrínsecos de ambas cámaras también forman parte de ella.
2.3.3. Correspondencia
La correspondencia estéreo es el proceso mediante el cual dado un punto cualquiera de
la escena 3D se llega a determinar cuál es su proyección en sendas imágenes del par este-
reoscópico. La correspondencia constituye el principal problema dentro del proceso de la
visión estereoscópica.[5]
F La profundidad como función de la disparidad
El sistema estereoscópico debe poder percibir la distancia que lo separa del objeto en
el espacio observado, la medición se produce por medio de triangulación, midiendo
el paralelismo entre dos imágenes obtenidas tomando la imagen del objeto desde dos
posiciones diferentes, separados una distancia suﬁciente, conocida como línea base.
A partir de la ﬁgura considérese que las cámaras están posicionadas sobre el eje X
en el sistema de referencia, con los planos de imagen sobre el plano XY . Las cámaras
apuntando en dirección del eje Z, de modo tal que sus ejes ópticos sean paralelos y
separados una distancia d. [9]
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Figura 2.2: Geometría de un sistema de visión estereoscópica. Imágen tomada de Conrado
Javier García Montiel; Patricia Hernández Llodra; Daniel Merchán García.
Visión estereoscópica. [5]
Mediante triangulación se puede obtener la posición de un punto sobre un objeto
(punto observado) determinando el triángulo formado entre el punto observado P y
los centros ópticos del sistema de observación Xi y Xd . La información de profun-
didad del punto P está codiﬁcada en la diferencia de posición (disparidad) en los
dos planos de imagen. En las ecuaciones se muestran las expresiones para obtener las
mencionadas posiciones y ﬁnalmente la coordenada Z que se está buscando.
Xi = −(d+x)f
z
Xd = (d−x)f
z
z = 2df
Xd−Xi
2.3.4. Calibración de las cámaras
El proceso de calibración de imágenes trata de determinar los parámetros intrínsecos de
las cámaras, tales como la distancia focal, el centro del plano sensor y la distorsión de la
lente para poder posteriormente determinar la geometría de los objetos observados por la
cámara.[3]
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Figura 2.3: Correspondencia entre los puntos 3D del espacio con los píxeles proyectivos.
Imágen tomada de la Universidad Politécnica de Madrid, "Prácticas de Robó-
tica y Visión Artiﬁcial".[3]
Existen dos tipos de parámetros en las transformaciones proyectivas: a) parámetros in-
trínsecos y b) parámetros extrínsecos. Los primeros son aquellos inherentes a la cámara y
son: la distancia focal, el centro óptico y el modelo de deformación de la lente; mientras
que los parámetros extrínsecos son los que deﬁnen la posición y orientación de la cámara
respecto a un sistema de referencias 3D: vector de traslación y matriz de rotación.
Procedimiento general de calibración
Aunque existen distintos métodos para la calibración de una cámara, el procedimiento
básico es el mismo en todos ellos:
1. Determinar con precisión un conjunto de puntos 3D del mundo exterior.
2. Fijar sus correspondencias con las proyecciones de estos puntos 3D sobre la imagen
proyectada 2D.
3. Obtener mediante técnicas de optimización la mejor solución de la determinación de
los parámetros intrínsecos y extrínsecos.
Para realizar la calibración es necesario utilizar un patrón, generalmente un tablero de
ajedrez y es necesario tomar una cantidad de tableros especíﬁca la cual está dada por la
siguiente ecuación:
2NK ≥ 6K + 4
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donde N es el número de esquinas del arreglo y K el número de tableros.
2.3.5. Operador Canny
Este algoritmo es ampliamente usado en la localización de contornos. Se caracteriza por
evitar la ruptura de los bordes de los objetos. Su fundamento se basa en un proceso de
optimización, teniendo en cuenta los siguientes objetivos a maximizar:
Figura 2.4: Detección de bordes mediante el operador Canny. Imágen tomada del Dpto.
Electrónica, Automática e Informática Industrial de la Universidad Politécnica
de Madrid, "Apuntes Visión Artiﬁcial".[4]
1. Aumentar la relación señal-ruido de la imagen.
2. Disminuir todo lo posible la distancia entre el borde detectado y el borde real.
3. No identiﬁcar un borde por un único píxel, sino por un conjunto de píxeles que tengan
una cierta conectividad.
El desarrollo de estas técnicas se realizará en la información de luminancia de las imá-
genes, esto es, sólo se analizarán sobre imágenes en niveles de grises.
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2.3.6. Transformada de Hough
La transformada de Hough es un método utilizado para hallar líneas, una línea en el
espacio puede ser expresada con dos variables. Por ejemplo en coordenadas cartesianas por
la pendiente y el punto de corte y en coordenadas polares por medio del radio y un ángulo
theta.
Figura 2.5: Representación de una línea. Imágen tomada de documentación online Opencv
Para realizar la transformada de Hough las líneas deben ser expresadas en coordenadas
polares, por lo cual la ecuación de la recta puede ser escrita como r = xcosθ + ysenθ. En
general para cada punto (x0, y0), se puede deﬁnir una familia de líneas que pasan a través
de ese punto rθ = x0 ∗ cosθ + y0 ∗ senθ lo que signiﬁca que cada par (rθ, θ) representa
cada línea que pasa por (x0, y0). Si dado un punto (x0, y0) se graﬁca la familia de líneas
que pasa por el, se obtiene una sinusoide. Por ejemplo para x0 = 8 y y0 = 6 se obtiene la
siguiente graﬁca en el plano θ − r:
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Figura 2.6: Gráﬁca punto en el plano θ − r. Imágen tomada de documentación online
Opencv
Se considera solo los puntos donde r > 0 y 0 < θ < 2p.
Se realiza la misma operación a través de todos los puntos de la imagen. Si la cur-
va de dos diferentes puntos interceptan en el plano θ − r, signiﬁca que ambos puntos
pertenecen a la misma línea, siguiendo el ejemplo anterior se graﬁcan otros dos puntos
x1 = 9, y1 = 4 y x2 = 12, y2 = 3, obteniendo:
Figura 2.7: Gráﬁca de x1, y1;x2, y2. Imágen tomada de documentación online Opencv
Las tres graﬁcas se interceptan en un solo punto (0,925, 9,6), esa coordenadas son los
parámetros (θ− r). Esto signiﬁca que en general, una línea puede ser detectada encontran-
do el número de intercepciones entre curvas. En general, podemos deﬁnir un umbral del
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número mínimo de intersecciones necesarios para detectar una línea.
 Transformada probabilística de Hough:
Es un método más eﬁciente de la implementación de la transformada de Hough, este
nos genera como salida los extremos de las líneas detectadas (x0, y0, x1, y1), en Opencv se
implementa colocando como parámetro de entrada CV_HOUGH_PROBABILISTIC en
la función houghlines2 .
2.3.7. Algoritmo K-means
K-means o k-medias es un algoritmo de agrupamiento (clustering), lo que signiﬁca que
es usado para dividir un conjunto de datos en grupos de tal forma que los datos pertene-
cientes a un grupo tengan propiedades en común.
También se dice que este algoritmo es de aprendizaje no supervisado, pues es capaz de
clasiﬁcar datos sin tener un supervisor que durante la etapa de entrenamiento le indique
la clase a la que pertenece cada dato.
Se puede usar este algoritmo para segmentar una imagen por color, clasiﬁcando los pi-
xeles que tienen colores parecidos en un mismo grupo. k-means funciona de la siguiente
manera:
F Elige aleatoriamente k centros (uno por cada grupo).
F Se etiqueta cada dato como perteneciente al grupo cuyo centro es más cercano.
F Se calcula el centro promedio de cada grupo y se repite el paso anterior.
F El algoritmo se detiene cuando el promedio de cada centro de grupo no cambia o se
alcanza el número máximo de iteraciones.
El centro de cada grupo y las distancias quedan deﬁnidos por el problema. El resulta-
do del algoritmo dependerá de los centros iniciales, si estos son escogidos aleatoriamente
probablemente se obtendrán resultados diferentes en cada ejecución.
2.4. ÁREA O CAMPO DE TRABAJO
Este trabajo se enmarca en el área de Inteligencia artiﬁcial y robótica, ya que se diseña
un robot movil con un sistema de vision estereoscopico artiﬁcial que le brinda autonomia
mediante el procesamiento de imagenes.
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2.5. Conclusiones
Al realizar la revisión bibliográﬁca se vio la necesidad de utilizar diferentes métodos
y algoritmos propios para algunas etapas del proceso, ya que la mayoría de información
disponible esta con base a vías bien demarcadas, en donde los mayores inconvenientes a
superar son los cambios de iluminación, sombras u oclusión de la línea y teniendo en cuenta
que las pruebas son realizadas en diferentes escenarios en los cuales no existen demarca-
ciones laterales sino que los limites están deﬁnidos por andenes o paredes en el mejor de
los casos, se descartaron métodos como separación del background, texturas y colores.
Aun así dicha revisión bibliográﬁca e investigación de diferentes métodos hasta ahora
utilizados en proyectos similares, permitió establecer los principales pasos a seguir para el
logro del objetivo planteado. Así como aclarar conceptos necesarios para la implementación
de los diversos algoritmos.
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En este capítulo se presentan los requerimientos y restricciones del sistema con base a
los cuales se realizó el diseño del robot móvil y el sistema de visión estereoscópica artiﬁcial,
posteriormente se hace una detallada descripción del sistema propuesto que permite dar
solución a la problemática abordada.
3.1. ANÁLISIS DEL SISTEMA
La propuesta inicial estaba basada en el proyecto Diseño y construcción de plataforma
móvil teleoperada y con realimentación visual para incursión en ambientes poco estructu-
rados desarrollado por el Ingeniero Juan Camilo Hernández en el 2009; donde se dejaba
planteada la posibilidad de integrar sistemas para la navegación y planiﬁcación de trayec-
torias.
Por ello se realizó un análisis de dicha plataforma, con el ﬁn de evaluar cómo se debía
hacer la integración del sistema de estéreo visión y que sistemas deberían ser modiﬁcados.
El sistema actual está compuesto por tres partes, el sistema mecánico, electrónico y de
software:
Figura 3.1: Sistema actual
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A continuación se describe más detalladamente los componentes del sistema:
(a) Mecánica actual (b) Software actual
(c) Electrónica actual
Figura 3.2: Componentes sistema actual.
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El diagrama de procesos del sistema actual se muestra a continuación:
Figura 3.3: Diagrama de procesos.
Al realizar el análisis completo de la plataforma móvil se vio la necesidad de hacer
modiﬁcaciones en cuanto a la parte mecánica integrando el soporte del sistema de visión,
a relación de la parte electrónica no se deben hacer cambios, ya que el diseño original
se contempló para ser ampliado, por lo cual es capaz de alimentar las cámaras, a nivel
de software se debe considerar la conﬁguración para que reciba datos a través de Xbee y
realizar el respectivo programa que envié dichos datos, teniendo en cuenta que sean los
mismos comandos utilizados originalmente.
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3.1.1. Requerimientos y restricciones
Con el ﬁn de determinar un buen diseño que diera cumplimiento al objetivo planteado
se establecieron claramente los requerimientos y restricciones del sistema global.
Requerimientos del Sistema:
F El sistema, debe ser capaz de guiar el móvil por el centro del camino, calculando
eﬁcientemente las distancias entre el robot móvil y los bordes de la vía, con base a
los datos suministrados por las imágenes procesadas de forma eﬁciente, con el más
bajo tiempo de respuesta posible.
F El modelo óptico de estéreo-visión debe ser sencillo, eﬁciente y poder ser implemen-
tado en diversas aplicaciones, además de ser claro para la fácil transferencia a otros
lenguajes o plataformas.
F El robot móvil debe tener la capacidad de llevar el peso de un computador portátil
así como de las cámaras y batería.
F El robot móvil debe ser liviano, sin que esto repercuta en la fortaleza para llevar
abordo la electrónica y el sistema de visión artiﬁcial.
Restricciones del sistema:
F El camino no debe superar el campo de visión de las cámaras, ya que no alcanzaría
a determinar los bordes necesarios para su guiado.
F La vía debe ser continua y sus curvas no pueden ser cerradas.
F Debe tener las suﬁcientes características que permitan identiﬁcar el camino y sepa-
rarlo del resto del entorno.
F El terreno no debe ser inclinado y de ser así, su inclinación debe ser constante,
lo anterior no quiere decir que debe estar completamente plano, puede presentarse
desnivelaciones pequeñas.
F No se podrá trabajar en entornos demasiado oscuros o en la noche.
3.1.2. Selección de las cámaras del sistema de estéreo-visión
En principio, se recopiló información de los diferentes productos que se encuentran en el
mercado para adquisición de imágenes, inicialmente se escogió el sistema SVS de Surveyor,
ya que es un dispositivo que posee sus propias librerías, además de ser inalámbrico, por
lo cual no habría necesidad de llevar un computador embarcado, también incluye las dos
cámaras a una distancia predeterminada, al trabajar con ellas se presentó un problema
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de conexión por lo cual se decide trabajar con cámaras web, con la ventaja de que es un
sistema más conﬁable y económico.
Se contemplaron diferentes opciones de cámaras, teniendo en cuenta la calidad de la ima-
gen, velocidad y costo, así como el tipo de comunicación, ﬁnalmente se optó por cámaras
web de alta deﬁnición , ya que su relación costo/beneﬁcio era el mejor.
Cámara Ventajas Desventajas
SVS Comunicación
inalámbrica, librerías
para el sistema
Pérdida de la
comunicacón y
cambio en la tasa de
recepción
Microsoft Life Cam
HD-5000
Bajo costo, corrección
de luz
Comunicación
alámbrica, autofocus
Webcam Logitech HD
PRO C910
Alta calidad en la
imágen, costo
moderado
Diﬁcultad en el
acople de las cámaras
Cuadro 3.1: Cámaras contempladas
La cámara escogida fue LifeCam HD-5000 de Microsoft, que cuenta con las siguientes
características, para mayor referencia consultar anexo 5.4:
Sensor CMOS
Resolución Video: 1280 X 720 pixel.
Tasa de imágenes Hasta 30 frames por segundo.
Campo de visión 66° diagonalmente.
Cuadro 3.2: Características cámara LifeCam HD-5000.
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Figura 3.4: LifeCam HD-5000
Las cámaras están separadas horizontalmente 10.5 cm que es aproximadamente la misma
separación entre lentes del sistema SVS Surveyor, el modelo de estéreo-visión se muestra
a continuación:
Figura 3.5: Modelo estéreo-visión.
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Cada cámara tiene un sistema de referencia local, el cual se relaciona con el sistema de
referencia global. Es importante tener claramente deﬁnidos los sistemas de referencia con
el ﬁn de realizar las transformaciones necesarias posteriormente.
3.2. DISEÑO MECÁNICO
La plataforma móvil fue concebida para ser modular, es por ello que se decidió seguir
este criterio y elaborar una base fácilmente desmontable.
Figura 3.6: Diseño mecánico ﬁnal.
Al realizar pruebas con la plataforma móvil se descubrió que el driver de potencia se
encontraba dañado, se evaluaron las diferentes opciones y se decidió construir un nuevo
móvil que permitiera la integración del sistema de visión, ya que el arreglo de la plataforma
móvil involucraba mayores costos y tiempo.
El sistema de visión seleccionado hace necesario que el computador este embarcado en el
robot móvil, por esta razón el diseño se realizó partiendo de la idea de que el computador
fuera parte integral del diseño. Las dimensiones básicas también fueron escogidas con base
a las medidas del computador que va embarcado en el robot, siendo este un SONY VAIO
VPCS111FM de 13.3'',con las siguientes características:.
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Figura 3.7: SONY VAIO VPCS111FM
Procesador: Intel Core i5 430M 2.26GHz
Adaptador Gráﬁco: Intel Graphics Media Accelerator (GMA) HD Graphics
Pantalla: 13.3 pulgadas, 16:9, 1366x768 pixeles.
Peso: 2kg
Cuadro 3.3: Características SONY VAIO VPCS111FM
El diseño CAD se realizó en Solid Works 2011. Al principio se contempló la idea de hacer
una especie de camión, pero posteriormente se optó por hacer un modelo más pequeño y
compacto. También se deseaba que el modelo fuera agradable a la vista, por esta razón se
le dieron formas redondeadas.
Se elaboró el prototipo del soporte para las cámaras, teniendo en cuenta que la distan-
cia horizontal fuera la deseada (10cm-11cm), y garantizando la altura desde el piso a las
cámaras, esta medida se determinó con base a pruebas donde se tomaron fotos a distintas
longitudes, observando que el rango de altura en el que mejor se comportaba era de 35cm a
45cm , se rediseñó el soporte, ya que se encontraron en el mercado materiales y productos
consecuentes con la idea y de más fácil incorporación.
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Figura 3.8: CAD Soporte cámaras.
El tipo de locomoción es mediante ruedas en una conﬁguración diferencial, donde todas
las llantas son motrices para dar mayor capacidad de carga y superar inconvenientes co-
mo la rugosidad y desniveles del terreno, además de ello, este tipo de locomoción permite
realizar un control más sencillo, menos consumo de potencia y la posibilidad de adaptar
un sistema odométrico, lo cual hace que este sistema sea el mejor para esta aplicación en
particular.
El peso aproximado considerado fue de 10Kg, por lo cual se escogieron servomotores
Tower Pro MG945 con las siguientes características:
Peso 55 g
Dimensiones 40.7*19.7*42.9
Torque Máximo 12 kg/cm
Velocidad 0.25 sec (4.8v) 0.20 sec @ 6v
Voltaje 4.8-7.2V
Rango de temperatura 0°C-55°C
Cuadro 3.4: Características Servomotor
A continuación se muestra el diseño CAD ﬁnal, los planos de encuentran en el ANEXO 2:
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Figura 3.9: Diseño CAD
3.3. DISEÑO ELECTRÓNICO
El sistema mecánico al tener como base cuatro servomotores, obliga a que la electrónica
genere señales PWM para su manejo, además teniendo en cuenta que la comunicación con
el computador se realizará de forma inalámbrica utilizando modulos Xbee, se hace necesa-
rio el enlace serial entre la parte electrónica y el dispositivo RF, este sistema debe tener un
costo reducido, pero debe generar buenos resultados por lo que se seleccionó el PIC18F4550
para su implementación, ya que cumple las características mencionadas y además permite
posteriores ampliaciones para diferentes aplicaciones.
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El programa del microcontrolador recibe los caracteres 'a', 'd', 'i', 'b' y 's' para los mo-
vimientos hacia adelante, a la derecha, a la izquierda, hacia atrás y parar respectivamente,
según estas señales se indica que motor debe moverse en sentido horario o antihorario para
generar el desplazamiento deseado.
A continuación se muestra un esquema de la simulación que se realizó para comprobar
el programa:
Figura 3.10: Simulación del Circuito (Proteus 7.6)
3.4. DISEÑO DE SOFTWARE
Teniendo en cuenta el análisis del sistema, se propone un sistema de visión estereoscópica
que dará solución al problema planteado.
El programa se realizó en Visual Studio 2010 como aplicación de consola win32, en len-
guaje C++ utilizando las librerías de OpenCv en sus versiones 2.1 y 2.3 por las siguientes
razones:
F OpenCv es las más grande librería de alto nivel que implementa técnicas para cali-
bración, detección de características y tracking, análisis de formas, análisis de movi-
miento, reconstrucción 3D, entre otras.
F Las funciones son optimizadas para la arquitectura de procesadores Intel, lo cual es
deseable, ya que el programa será compilado en un procesador Intel Core i5.
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F Facilidad en el manejo de funciones y los buenos resultados arrojados en otros pro-
yectos.
F OpenCv es código abierto, además cuenta con una comunidad en continuo crecimiento
en el área de visión.
F Al estar escrito en lenguaje C, es mas fácil la implementación del código en diferentes
plataformas o sistemas embebidos.
El proyecto fue separado en dos grandes partes como lo muestra la ﬁgura3.11 :
Figura 3.11: Etapas principales.
3.4.1. Detección de obstáculos y estéreo-correspondencia:
Para llevar a cabo este procedimiento se hace necesario realizar la calibración de las
cámaras teniendo en cuenta los siguientes pasos:
F Remover las distorsiones radiales y tangenciales de los lentes, obteniendo imágenes
no distorsionadas.
F Ajustar los ángulos y distancias entre las cámaras realizando la rectiﬁcación, con esto
generamos imágenes alineadas y rectiﬁcadas.
F Encontrar las mismas características en la cámara izquierda y derecha, a este proceso
se le denomina correspondencia. Aquí se genera un mapa de disparidad que se forma
con la diferencia de las x entre las imágenes de las dos cámaras, no se toman
diferencias en y porque con la rectiﬁcación dicha diferencia es 0.
F Si se conocen los parámetros de las cámaras se pueden hallar distancias mediante
triangulación para así generar mapas de profundidad, dicho proceso se denomina re-
proyección.
Los procesos anteriormente mencionados se pueden observar claramente en la siguien-
te ﬁgura:
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Figura 3.12: Rectiﬁcación Estéreo (Tomada deLearning Opencv, Gary Bradsky)
Posterior a este proceso para hallar un valor numérico de la distancia a la que se encuen-
tra un obstáculo, se hace un promedio de los valores que forman el mapa de disparidad,
dicho valor se reemplaza en la ecuación de triangulación, generando la longitud hasta el
objeto determinado. Esta distancia es utilizada para darle instrucciones al robot para que
se detenga o gire.
Para realizar la estéreo correspondencia se encuentran en las imágenes de derecha e
izquierda los puntos de homograﬁa y posterior a ello se sobreponen las imágenes para
generar una visión más amplia que permita al robot moverse adecuadamente.
3.4.2. Detección del camino y guiado.
Después de revisar la bibliografía existente sobre el tema se determinaron los siguientes
pasos a seguir para lograr el objetivo trazado.
F Transformada geométrica de la imagen por medio de la cual se obtiene una imagen
en la cual se ha eliminado el efecto de la perspectiva.
F Extracción de características, en este caso la aplicación del ﬁltro canny con el ﬁn de
obtener los bordes.
F Transformada de Hough que halla las posibles líneas correspondientes al borde del
camino.
F Obtención de líneas que corresponden al lado derecho e izquierdo del camino.
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F Obtención del centro del camino hallando el punto medio entre las líneas halladas en
el paso anterior.
F Guiado del móvil con base al cálculo del cambio del ángulo de la línea central.
F Comunicación serial para envió de parámetros de guiado por medio de modulos Xbee.
En la ﬁgura 4.25 se muestra un diagrama general de los procesos llevados a cabo para el
logro del objetivo planteado.
3.5. Conclusiones
Aunque no fue posible integrar el sistema de estéreo-visión a la plataforma móvil asig-
nada, su análisis permitió un diseño más rápido y conﬁable del nuevo móvil, además de
permitir a futuro la fácil integración del sistema de visión artiﬁcial a dicha plataforma,
ya que se clariﬁcó que partes debían ser modiﬁcadas y que comandos y señales deben ser
enviados para el correcto funcionamiento.
El diseño realizado debe permitir posteriores cambios y mejoras sin que los objetivos
generales del proyecto se vean afectados de manera signiﬁcativa, es por ello que es de
suma importancia clariﬁcar los requerimientos y restricciones del sistema a diseñar. Así
mismo diseñar de forma tal que los sistemas sean ﬂexibles permitiendo correcciones y
modiﬁcaciones futuras.
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Figura 3.13: Diagrama de procesos del sistema propuesto.
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En este capítulo se hace una descripción detallada del procedimiento que se siguió para
lograr la consecución de los objetivos, la narración de este proceso se hace teniendo en
cuenta los pasos que se siguieron en el diseño, incluyendo una parte mecánica, electrónica
y de software.
4.1. DESARROLLO MECÁNICO
Con base al diseño hecho se utilizaron placas de acrílico de 5 y 2 mm y ángulos de 37 cm
de largo en aluminio para unir las piezas y dar mayor soporte a la estructura. El soporte
para las cámaras se realizó en tubos PVC, ya que tenían formas y tamaños similares a los
diseñados haciendo el ensamblaje más fácil y económico.
Figura 4.1: Materiales
Para dar la forma curva al acrílico, se calentó en el horno a una temperatura de 120°C
durante aproximadamente 4 minutos, esto produce que la lámina sea fácilmente moldeable,
se le dio el radio requerido mediante dos envases cilíndricos de hojalata de un galón.
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Figura 4.2: Termoformado acrilico.
Para el acople de las llantas a los servomotores, se mecanizó un cilindro que se ajusta
al interior de la llanta para dar un buen agarre que minimizará vibraciones no deseadas o
que los ejes del motor y la llanta estuvieran descentrados.
Figura 4.3: Acople llantas.
A continuación se muestra el montaje ﬁnal de la base del robot, el acople de los servos al
acrílico, se hizo por medio de escuadras de acero galvanizadas, posteriormente se debieron
alinear las llantas ya que en un principio tras recorrer aproximadamente un metro, el
mecanismo se empezaba a desviar, esto es una de las desventajas del sistema de locomoción
escogido.
Figura 4.4: Base Robot Móvil.
33
4 DESARROLLO
Por último se realizó el ensamblaje ﬁnal de toda la estructura del robot móvil, para fácil
acceso al computador, se dejó la parte trasera móvil por medio de bisagras.
Figura 4.5: Robot Móvil.
4.2. DESARROLLO ELECTRÓNICO
Teniendo como base el diseño propuesto, el tamaño y la cantidad de componentes se
escoge una baquelita universal de 175 x 61 mm, debido a que la alimentación del circuito
es una batería de 12V a 7 Ah se hacen necesarios dos reguladores de 5 y 3.3 V para el PIC
y el Xbee respectivamente, los conectores de los motores y la tarjeta Xbee que hará que
correspondan los pines del Xbee a la baquelita.
Uno de los factores importantes del circuito es la temperatura de los reguladores, pues
cuando esta aumenta signiﬁcativamente se dan errores en el funcionamiento, es por esto
que se implementan disipadores en dichos componentes.
Debido a que los Servomotores sólo generan un movimiento de 180º, fue necesario mo-
diﬁcar la estructura del motor extrayendo el potenciómetro y poniendo resistencias que
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reemplazaran el valor medio del potenciómetro. Teniendo en cuenta que la frecuencia ma-
nejada por los servomotores es de 20ms (50Hz) se utilizaron señales PWM de 0,9 ms y
2,1 ms para realizar un control on-oﬀ y generar los sentidos antihorario y horario respec-
tivamente, con estas señales se obtiene una velocidad de 7,5 cm/s cuando el robot avanza.
Dichas señales se generaron mediante los puertos digitales modiﬁcando los tiempos en los
que estaba en estado alto y bajo.
Para evitar cortos por algún contacto con tornillos, el circuito se ubica sobre 4 postes.
El resultado de la parte electrónica se muestra en la ﬁgura 4.6:
Figura 4.6: Circuito Final
4.3. DESARROLLO DE SOFTWARE
Para generar el programa utilizando OpenCV, se deben incluir ciertos pasos previos a la
programación. Primero se crea un proyecto en lenguaje C++ como aplicación de consola
win32. Posteriormente vamos a propiedades del proyecto en la pestaña vinculador y entra-
da agregamos las librerías OpenCv necesarias para el correcto funcionamiento del proyecto.
Agregamos las cabeceras llamando las bibliotecas, Visual Studio ya trae por defecto pre-
compiladas las librerías básicas del lenguaje C++ como lo es stdio por ello no es necesario
llamarla.
Para llegar al programa ﬁnal, se crearon programas auxiliares para algunas de las etapas
del proceso, estos programas sirvieron de prueba en las fases del proyecto y se utilizaron
para sacar parámetros tales como matrices, ángulos, distancias, etc. que serían utilizados
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posteriormente en la elaboración del programa deﬁnitivo.
La parte de detección de obstáculos y estéreo-correspondencia se ejecutó mediante los
siguientes programas:
F Calibración: En el cual se realiza la calibración de las dos cámaras obteniendo las
diferentes matrices que se utilizan en el proceso, como la matriz fundamental, la
esencial, la de distorsion, traslación, etc. Dichas matrices se guardan como .xml para
ser utilizadas en otros programas debido a que dicho proceso implica un consumo
signiﬁcativo de tiempo y la ubicación de las cámaras no se modiﬁca. La base de este
programa se encuentra en http://www.youtube.com/watch?v=jVdKK_5l9XU
F Warping: En este programa se encuentra la matriz de homografía mediante el hallazgo
de los keypoints, teniendo en cuenta el par de imágenes estéreo y aplicando dicha
matriz se sobreponen las imágenes para formar solo una. Ver ANEXO 3
F Serie: Se encarga de hacer la conﬁguración serial para el envio de los datos, en esta
se le dan los parámetros al puerto que se va a utilizar y el tipo de datos que se van
a enviar. Este programa fue encontrado en internet.Ver ANEXO 4
F Vf: Captura las imágenes de las webcam y grabar el video en formato .avi de ca-
da cámara. Para esto se utilizan las funciones cvCreateVideoWriter() y cvWriteFra-
me().Ver ANEXO 5
F Captura: Recibe los frames de las webcam y a partir de ello las guarda utilizando la
función cvSaveImage() la cual se activa mediante el teclado con la función cvWait-
key(). Ver ANEXO 6
F Profundidad: Tiene como ﬁnalidad la integración de los programas anteriores, en esta
se leen las matrices que se hallan en la calibración y se encuentra el mapa de dis-
paridad constantemente para la ubicación de obstáculos mediante la triangulación y
según estas distancias se envian los comandos del programa serial. Ver ANEXO 7
La parte de detección del camino y guiado se ejecutó mediante los siguientes programas:
F Imaprueba: Encargado de hacer el procesamiento de una imágen tomada al escenario
de prueba que contiene demarcaciones a una medida conocida esto con el ﬁn de
determinar la correspondencia entre distancia y pixeles , además de una imagen de
prueba para garantizar que el algoritmo funcione correctamente. Ver ANEXO 8
F Prubirseye: Encargado de determinar el ángulo a y las distancias y, z y f que permi-
tan la correcta transformación geométrica de la imagen removiendo el efecto de la
perspectiva y produciendo una nueva imagen en la cual el contenido de información
esta homogéneamente distribuido a través de todos los pixeles. Ver ANEXO 9
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4.3.1. Calibración del sistema
Para realizar la calibración del sistema fue necesario un patrón de un tablero de ajedrez,
el tablero tiene unas dimensiones de 9X6 cuadros y 40 esquinas internas (N = 40) por
lo que empleando la ecuación 2NK ≥ 6K + 4, se encontró que el número de tableros
que deben ser detectados para realizar una calibración exitosa es mayor a 9 (K ≥ 9),
debido a que entre más tableros, los resultados mejoran notablemente y aprovechando que
este algoritmo es oine y que por tanto no afecta en el programa principal el tiempo de
ejecución, se tomaron 30 tomas del patrón para hacer la calibración.
Figura 4.7: Matriz de Calibración. Tablero de 9x6 cuadros y 40 esquinas internas.
La primera función a utilizar en este proceso es cvFindChessBoardCorners() la cual tiene
como parámetros la imágen en escala de grises de 8 bits, el tamaño del patron, un puntero
en donde se van a almacenar las coordenadas de localización de las esquinas, y un pará-
metro para banderas que se pueden utilizar como ﬁltros adicionales.
Esta función da una posición aproximada de las esquinas del tablero, es por esto que es
necesario el uso de la funcion cvFindCornerSubpix().
Como parte de la validación del algoritmo surge la necesidad de que el usuario pueda ver
la representación de estas esquinas por lo que se utiliza también la función DrawChess-
boardCorners(), para esta última función es necesario tener una imagen a color para que
puedan representarse los marcadores.
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Figura 4.8: Calibración de las cámaras. Representacion grafíca de las esquinas detectadas.
Al terminar este proceso se obtienen la matriz de los parámetros de la cámara y el vector
de distorsión y al aplicar los comandos cvUndistort2() y cvRemap() se obtiene una imágen
no distorsionada.
4.3.2. Rectiﬁcación del sistema
Luego de la calibración por separado de cada cámara, se ejecuta la función cvStereoCa-
librate() la cual nos entrega además las matrices de traslación, rotación, la matriz esencial
y la matriz fundamental.
Con este proceso se ubican los puntos en las posiciones adecuadas y luego se emplea la
función CvStereoRectify() en donde se encuentran las matrices de proyección y la matriz
de conversión de distorsión y profundidad, esta matriz puede ser utilizada para calcular
pointclouds y hacer una reconstrucción en 3D de lo que se obtiene.
Luego se utiliza la función cvInitUndistortRectifyMap() para obtener dos arreglos que
representan el mapa sin distorsión, estas matrices son las que se almacenan como .xml y
son leidas en el subprograma profundidad para hallar el mapa de disparidad.
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Figura 4.9: Resultado del proceso de rectiﬁcación de las cámaras.
Tras la rectiﬁcación se ve que hay un corte signiﬁcativo, una rotación de las imáge-
nes debido a que los agujeros no quedaron perfectamente alineados lo que generó que una
cámara este un poco más arriba que la otra y que no se encuentren en la misma orientación.
4.3.3. Generación del mapa de disparidad
Para la generación del mapa de disparidad se leen los archivos .xml y se crea una imá-
gen no distorsionada y rectiﬁcada para cada cámara (Figura 4.10) utilizando la función
cvRemap(), con las nuevas imágenes se ejecuta la función cvFindStereoCorrespondence()
que tiene como parámetros las dos imágenes rectiﬁcadas en escala de grises, el tipo de
algoritmo, la máxima disparidad, etc.
Tras ejecutar la función se genera un arreglo con las dimensiones de la imágen y valores
que oscilan entre 0 y 255 que corresponden a la disparidad, este valor es inversamente
proporcional a la profundidad, por lo que haciendo un promedio entre los valores que más
se repiten y que están más cercanos a 255 podemos encontrar la disparidad del objeto
que se encuentre más cercano y por lo tanto a qué distancia se encuentra el robot de un
obstáculo. La representación de la disparidad se realizó mediante la generación de un mapa
de disparidad, como se muestra en la ﬁgura 4.11.
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(a) Imagen izquierda. (b) Imagen derecha
Figura 4.10: Imágenes sin distorsión y rectiﬁcadas.
Figura 4.11: Mapa de disparidad generado.
4.3.4. Cálculo de profundidad
El cálculo de la profundidad se hizo a partir de la ecuación resultante al darse la trian-
gulación: z = f b
d
Donde b es la distancia que hay entre cámaras, en este caso 10.5 cm, f es la distancia
focal hallada mediante la rectiﬁcación, tiene un valor de 338.43 mm y d es la disparidad
que está siendo hallada en el proceso anterior mediante el promedio de los valores del mapa
de disparidad.
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4.3.5. Sobreposición de imágenes
Este procedimiento se basó en dos imágenes tomadas del par de cámaras del sistema
estéreo, a éstas imágenes se les hace una transformación a escala de grises para que pueda
ser tratada por las funciones disponibles en OpenCv, allí se utiliza la función cvFindHo-
mography() la cual recibe como parámetros la localización de los puntos de homografía
obtenidos mediante la elección de los keypoints de la imágen. Estos puntos de pueden
ver en la ﬁgura 4.12:
Figura 4.12: Puntos de homografía
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Luego al haber ejecutado la función se sobreponen dichas imágenes obteniendo la vista
panorámica deseada, como se muestra en la ﬁgura 4.13 :
Figura 4.13: Sobreposición de las imágenes derecha e izquierda generando una sola imagen
completa con base a la matriz de homografía.
La matriz de homografía hallada también es usada en el procesamiento online como base
para la unión de las imágenes que están siendo capturadas por la cámara.
4.3.6. Redimensión
Como se trabajó en paralelo, con base a videos tomados previamente a una resolución
de 1280X720 a 15 y 30 fotogramas/segundo, en esta etapa se hizo necesario redimensionar
la imágen a 426X320 pixeles, ya que con este tamaño se hallaron las matrices necesarias
para el anterior procesamiento (detección de obstáculos y estéreo-correspondencia).
Para hacer el procesamiento más rápido, se retira la parte superior de la imagen ya que
no nos brinda información útil y si puede generar errores en el posterior procesamiento,
para ello extraemos la región de interés de la imagen como se muestra en la ﬁgura 4.14c.
Al momento de integrar los programas, este paso no es necesario, ya que las imágenes ya
estarán del tamaño establecido.
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(a) Imágen original en escala de grises. (b) Imágen redimensionada a 426x320 pixe-
les.
(c) Área de interés, imágen sin la parte su-
perior.
Figura 4.14: Redimensión de imágenes.
La imágen ﬁnal mostrada en la ﬁgura 4.14c, tiene un tamaño de 426x210 pixeles, esta
es guardada para utilizarla en los programas auxiliares que nos permiten establecer los
valores necesarios para la transformación geométrica, así mismo la correspondencia entre
distancia y pixeles.
4.3.7. Transformación geométrica
El ángulo de vista bajo el cual la escena es adquirida y la distancia de los objetos desde
la cámara (nombrado el efecto de perspectiva) contribuyen a asociar contenido diferente
de información a cada pixel de la imagen. La vista en perspectiva de la imagen original
tiene varias desventajas como la variación del ancho de las marcas y sobretodo una escala
de distancia no lineal.
Para solucionar este problema se realizó una transformación geométrica llamada inverse
perspective mapping (IPM) que permite remover el efecto de la perspectiva .
La IPM es una transformación geométrica que permite obtener una imagen como si
hubiera sido adquirida desde otro punto de vista. Por lo cual es eliminado el efecto de
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la perspectiva dándo como resultado una imagen en donde la distancia es lineal, lo que
permite hallar las distancias a las cuales se encuentra el robot.
La aplicación de la IPM requiere un conocimiento de las condiciones especíﬁcas de ad-
quisición (posición de la cámara, orientación, óptica) y algunas suposiciones de la escena,
así que la IPM puede ser usada en ambientes estructurados donde por ejemplo la cámara
está montada en una posición ﬁja o en situaciones donde la calibración del sistema y el
ambiente puede ser sensados.
Existen dos métodos principales para obtener la imagen bird´s eye view, uno es median-
te marcadores ubicados a una distancia conocida generando cuatro puntos que se utilizan
de referencia para generar la matriz de homografía, este método fue descartado, ya que
tendríamos que tener en el área de visión dichos marcadores. El segundo método es generar
la matriz de homografía por medio de multiplicación de las matrices de rotación, traslación
y los parámetros intrínsecos de la cámara . Se implementó este método ya que permite
mayor compresión y control de los valores que afectan la imagen. La transformación ﬁnal
se lleva a cabo por medio de la función cvWarpPerspective que transforma la imagen de
entrada usando la matriz de 3X3 hallada previamente.
En esta etapa se utilizó el programa auxiliar prubirdseye, el angulo a y , la distancia focal
y las distancias en y y z; varían mediante trackbars. Dando como resultado los siguientes
valores: a= -84° f=350 y= -11 z= 157 el valor mas suceptible a cambiar el resultado es el
angulo a es por ello que para cualquier cambio de inclinación este debe ser variado, este
es un gran inconveniente, ya que un terreno irregular lo lleva a cambiar demasiado, por lo
cual este valor tendría que ser calculado dinámicamente o el vehículo llevar un sistema de
suspensión lo suﬁcientemente bueno que evite los sobresaltos.
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Figura 4.15: Programa auxiliar prubirdseye, donde se muestran los parametros variados
por medio de trackbars.
4.3.8. Correspondencia distancia-pixeles
Con el ﬁn de determinar la distancia se realizó una cuadrícula en el piso, con líneas
distanciadas 1 metro horizontalmente, y 50 cm verticalmente, por una distancia de 7 metros,
el área visible empieza a 78 cm desde la parte frontal de las cámaras.
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Figura 4.16: Escenario de prueba.
Luego de realizar la transformación geométrica el área de visión va desde 78 cm hasta
2.50 m. Con base a la cuadrícula se seleccionaron el número de pixeles que corresponden
a las medidas tomadas, dando como resultado que la relación entre pixel y distancia es de
aproximadamente 1.21
Figura 4.17: Escenario de prueba y hallazgo de la escala
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4.3.9. Detección del camino
Luego de haber obtenido los valores para obtener la transformada geométrica y la rela-
ción entre pixeles y distancia, se trabaja con una imagen de prueba a la que se le aplica el
ﬁltro canny (ﬁgura 4.18) .
Por medio de la función void cvCanny(const CvArr* image, CvArr* edges, double th-
reshold1, double threshold2, int aperture_size=3), donde image, es la imágen de entrada,
edges, la imagen de salida ambas de un canal, threshold1 y threshold2 es el primer y segun-
do umbral correspondientemente. Por último apertura_size son los parámetros de apertura
del operador sobel.
El menor valor entre threshold1 y threshold2 se utiliza para la vinculación de los bordes,
el mayor valor se utiliza para encontrar los segmentos iniciales de los bordes.
Para detectar los bordes pertenecientes a lado y lado del camino, se utilizó inicialmente
un algoritmo de agrupamiento llamado K-means el cual permite una segmentación de la
imágen al realizar un agrupamiento de los pixeles por color y permite deﬁnir mejor los
bordes, sin embargo el algoritmo presentaba un tiempo de ejecución alto, lo cual no se
compensaba con la mejoría en los resultados, por lo que se decidió suprimir del programa
principal.
Figura 4.18: Filtro Canny de la imagen despues de realizar la transformación geométrica.
Posteriormente se hace la transformada de Hough por medio de la función en OpenCv
houghlines2, obteniendo los resultados mostrados en la ﬁgura 4.19:
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Figura 4.19: Líneas detectadas por medio de la transformada de Hough.
Esta función devuelve una secuencia de puntos iniciales y ﬁnales correspondiente a cada
una de las líneas detectadas, con el ﬁn de obtener solo aquellas líneas que corresponden al
borde del camino, se debe eliminar las líneas horizontales, además de hallar un promedio
entre las demás líneas para obtener una sola que corresponda al borde. Para ello primero se
eliminan las lineas que se encuentren fuera del trapecio que se dibuja al hacer la vista bird's
eye, luego se halla la pendiente y el punto de corte de cada línea hallada anteriormente,
con base a esta información podemos eliminar las líneas con pendiente cero o cercana a
cero, esto eliminará las líneas horizontales como se muestra en la ﬁgura 4.20.
Figura 4.20: Eliminación de líneas horizontales.
Luego para agrupar las líneas verticales se hace un promedio entre las líneas comunes,
para esto se hace una división en dos grupos: el primero está compuesto por la primera línea
dibujada, las que poseen una pendiente similar a la de la primera línea (con una diferencia
de 0.03) y las que tienen un punto de corte idéntico (con una diferencia no mayor a 15), el
segundo grupo se forma con las segmentos que no cumplen las anteriores características.
Es así como cada grupo genera un límite del camino. El resultado de este paso es mostrado
en la ﬁgura 4.21.
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Figura 4.21: Líneas extraídas correspondientes al borde derecho e izquierdo del camino.
Con base a estas dos líneas previamente halladas, se determina su punto medio que co-
rresponderá con el centro del camino.
Figura 4.22: Línea central del camino, extraída con base al punto medio entre las líneas
correspondientes a los bordes del camino.
4.3.10. Etapa de detección de camino y guiado
Con base a los programas auxiliares y de prueba en donde se procesaba solo una imá-
gen, aplicando las diferentes transformaciones y cálculos, se crea un nuevo programa en
donde se procesa un video, el primer problema presentado en esta etapa fue que al pro-
cesar videos de larga duración la memoria se llena generando un error, por ello se debe
utilizar el método de allocateondemand, el cual crea las imágenes por referencia y permi-
te ir limpiando la memoria al mismo tiempo de ejecución del proyecto. Este método de
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asignación de memoria permite que el tamaño del video no afecte la ejecución del programa.
Para guiar el móvil por el centro del camino previamente detectado se determina el valor
del pixel en x, correspondiente al centro de la imágen y comparando con el valor medio
de las coordenadas en x de la línea central generada en el paso anterior, se va indicando
al robot móvil mediante comandos enviados por Xbee si debe moverse hacia la derecha o
izquierda o continuar avanzando.
En esta etapa no se integró el envío de datos ya que se realiza en modo oine, los datos
del direccionamiento generado son mostrados en pantalla, para la comprobación del buen
funcionamiento del algoritmo. Este proceso es mostrado en la ﬁgura 4.23.
Figura 4.23: Comandos de direccionamiento generados con base en la diferencia entre la
posicion de la línea central del camino y de la imagen.
4.3.11. Integración de los dos programas principales
Al integrar el programa de detección de camino y guiado se redujo la cantidad de es-
tructuras de imágenes creadas ya que no es necesaria ni la conversión a escala de grises
ni el redimensionado, por otro lado se hicieron las modiﬁcaciones respectivas al código del
subprograma para que los nombres y procesos correspondieran y no generan ningún tipo
de error, así mismo se redujeron las imágenes mostradas con el ﬁn de disminuir el tiempo
de ejecución.
OpenCv provee funciones para la adquisición de imágenes desde cámara web, la función
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es CvCapture (cvQueryFrame), las imágenes obtenidas son asignadas a una estructura
Iplimage, siendo fácilmente mostradas en una ventana con las características deseadas.
La parte de detección de obstáculos tienen prioridad sobre la de detección del camino,
si se presenta una oclusión del camino el móvil se detendrá hasta que dicho obstáculo sea
retirado, se realizó así ya que el camino del escenario de prueba es muy delgado como para
evitar el obstáculo y continuar.
La ﬁgura 4.24 muestra un diagrama de ﬂujo del programa ﬁnal, aclarando el proceso
llevado a cabo.
Para aclarar el sistema y los procesos llevados acabo, se realizó el diagrama mostrado
en la ﬁgura 4.25, en donde se muestran los procesos oine y online y la relación entre los
mismos.
4.4. Conclusiones
Aunque el método descrito en el presente trabajo para eliminar el efecto de perspectiva
funciona de manera correcta y es de fácil implementación y manejo, es deseable un método
dinámico para hallar los parámetros; para ello existe la posibilidad de utilizar marcadores
que siempre estén en la línea de visión de las cámaras y cuya posición se conozca con el ﬁn
de utilizarlos como puntos de referencia para hallar la matriz de homografía, así mismo es-
tos marcadores permitirían la medida empírica de correspondencia entre distancia y pixel.
Aun así como se describió en el documento esta forma de hallar la matriz de homografía
es de difícil implementación y presenta fallas, ya que requiere que el robot o mecanismo en
el que vaya embarcado el sistema de visión sea capaz de reconocer siempre los marcadores,
además que involucraría un cambio en la parte mecánica y colocación de las cámaras para
que efectivamente el área de visión alcance a captar los marcadores. A pesar de ello sería
interesante ahondar un poco más en el tema, buscando la forma de dar más adaptabilidad
para diferentes entornos.
Entre más se acerque la imágen por medio de la transformación geométrica, las curvas
se verán mucho más rectas, lo cual beneﬁcia el reconocimiento del centro del camino por
parte del algoritmo, pero también puede provocar que los bordes salgan del área de visión,
lo cual no permitiría detectar el camino. Por consiguiente se deben obtener los valores que
independientemente de la curva o punto de inicio del robot permitan el reconocimiento de
los bordes del camino.
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Figura 4.24: Diagrama de ﬂujo programa principal.
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Figura 4.25: Diagrama de procesos
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5 PRUEBAS Y RESULTADOS
EXPERIMENTALES
En este capítulo se describe la forma como se realizaron las pruebas , así mismo como los
resultados obtenidos para diferentes escenarios y condiciones tanto de iluminación como
ambientales.
Las pruebas se realizaron con base a 13 escenarios en dos locaciones principales ver
ANEXO 10, se grabaron videos correspondientes a la imágen derecha e izquierda a los
cuales se les aplicaron los algoritmos desarrollados con el ﬁn de comprobar el buen funcio-
namiento del programa desarrollado.
Se vio la necesidad de reducir el tamaño de los videos, ya que ocupaban un gran espacio
de almacenamiento (aproximadamente 52 GB) lo cual es demasiado para su procesamiento,
además de estar grabados a una resolución de 640x480 pixeles, siendo la imagen de entra-
da requerida de 426x320 por ello se utilizó el programa Prism, para reducir la imagen, así
mismo el tamaño en disco se vio signiﬁcativamente disminuido quedando cada video con
un tamaño entre 3MB a 14 MB a 30 fotogramas/segundo.
5.1. Resultados calibración y rectiﬁcación
La calibración de las cámaras se realizó con 10, 20 y 30 tableros utilizando un computador
Toshiba con un procesador Intel Core I3 de 2.13GHz, obteniendo los siguientes resultados
y utilizando el siguiente tiempo de ejecución:
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Número de tableros Calibración y rectiﬁcación Tiempo de ejecución (ms)
10 122438
20 133399
30 315349
Cuadro 5.1: Resultados de la calibración y rectiﬁcación de las cámaras, variando el numero
de tableros.
El proceso arrojó mejores resultados con 30 tableros pues tiene más imágenes para cal-
cular la matriz de homografía a partir de las diferentes posiciones capturadas. Aunque el
tiempo de ejecución es elevado este parámetro no es relevante porque es un proceso oine
y no se relaciona con el programa principal.
Al utilizar 10 tableros vemos un gran error en la calibración esto es debido en algunas
ocasiones a la falta de tomas en diferentes posiciones del tablero y también a la activación
del autofocus.
5.2. Resultados detección de obstáculos
Tras realizar el proceso de calibración y rectiﬁcación se halló la profundidad a diferentes
distancias obteniendo los datos mostrados en el cuadro 5.2:
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Disparidad (mm) Distancia Real (cm) Distancia Experimental(cm) Error absoluto
209.03 15 17 2
126.10 28 28.18 0.18
127.77 31 27.98 3.19
86.64 43 41.01 1.99
54.23 65 65.52 0.52
Cuadro 5.2: Resultados de la disparidades y distancias obtenidas.
Al encontrar y promediar el error absoluto, da un resultado de 1.57 equivalente al 5.9%.
Al realizar las gráﬁcas correspondientes a la Distancia vs Disparidad, observamos que
tienen una relación inversamente proporcional (ﬁgura 5.1).
Figura 5.1: Distancia vs Disparidad (Generada en Excel)
El cálculo de la distancia se ve limitado si hay una superﬁcie muy regular pues al estar
viendo entornos similares no se encuentra diferencia alguna por lo que no se genera un
mapa de disparidad adecuado, es por esto que el robot presenta fallas en la evasión de
obstáculos con objetos grandes con textura y color uniforme, tales como paredes.
5.3. Resultados Warping
Realizamos el Warping de las imágenes, como se describió en el capítulo anterior, los
resultados se muestran en las ﬁguras 5.2 y 5.3, estas imágenes son utilizadas como entrada
al programa Birdseye que se encarga de hallar los parámetros adecuados para eliminar el
efecto de la perspectiva.
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(a) Pasillo recto. (b) Pasillo curvo hacia la derecha.
(c) Glorieta (d) Pasillo con puerta y puente
(e) Pasillo recto con escalera al ﬁnal.
Figura 5.2: Warping imágenes. Conjunto Carlos LLeras
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(a) Pasillo sin salida (b) Camino lateral.
(c) Camino lateral 2. (d) Camino.
(e) Camino con cambio de inclinación. (f) Camino inclinado.
(g) Camino ancho.
Figura 5.3: Warping imágenes. Universidad
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5.4. Resultados detección del camino y guiado
Los parámetros varían debido a diferentes factores como son los cambios de inclinación,
las irregularidades y el ancho del camino, además de la posición inicial del robot , en el
cuadro se muestran dichos parámetros para cada situación probada.
Escenario Imágen Ángulo Distancia focal Distancia z Distancia y
Pasillo recto. Conjunto
Carlos Lleras
esc1 6 -84 350 277 522 22
Pasillo curvo hacia la
derecha. Conjunto
Carlos Lleras
esc2 10 -80 327 270 528 28
Glorieta Conjunto
Carlos Lleras
esc3 7 -83 350 358 553 53
Pasillo con puerta y
puente Conjunto Carlos
Lleras
esc4 7 -83 283 233 503 3
Pasillo recto con escalera
al ﬁnal. Conjunto Carlos
Lleras
esc5 8 -82 350 270 528 28
Pasillo sin salida.
Universidad
esc6 6 -84 350 314 535 35
Pasillo lateral
Universidad
esc7 6 -84 350 314 535 35
Pasillo lateral 2
Universidad
esc8 5 -85 421 327 516 16
Camino Universidad esc9 5 -85 350 277 503 3
Camino con cambios de
inclinación. Universidad
esc10 6 -84 350 314 541 41
Camino inclinado.
Universidad
esc11 7 -83 308 289 528 28
Camino ancho.
Universidad
esc12 5 -85 352 239 491 -9
Cuadro 5.3: Parámetros para la transformada geométrica (bird'seye)
El área de visión se dejó a aproximadamente dos metros a partir de los 78 cm desde
donde toma la imagen, esto con el ﬁn de ir guiándolo poco a poco, pero con el suﬁciente
tiempo para reaccionar ante los cambios que se puedan producir como la aparición de obs-
táculos o el ﬁn del camino, también se decide dejar relativamente corta el área de visión,
ya que el algoritmo aproxima las curvas a rectas con diferentes ángulos , por ello entre más
corto sea el área de visión menos errores se presentan en el guiado pero así mismo hay más
59
5 PRUEBAS Y RESULTADOS EXPERIMENTALES
riesgo de que el borde no alcance a ser detectado.
Después de hallar los respectivos parámetros para cada escenario se compila el programa
obteniendo los siguientes resultados para cada uno de los escenarios de prueba.
Figura 5.4: Escenario1. Pasillo recto, Conjunto Carlos Lleras
Figura 5.5: Escenario 2. Pasillo curvo hacia la derecha, Conjunto Carlos Lleras
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Figura 5.6: Escenario 3. Glorieta, Conjunto Carlos Lleras
El escenario 4 (ﬁgura 5.7) se puede considerar un escenario de falla debido a los cambios
de inclinación repentinos, así como el pasar de un campo abierto a un puente lo que hace
que el reconocimiento de bordes no funcione de la manera deseada.
Figura 5.7: Escenario 4. Pasillo con puerta y puente, Conjunto Carlos Lleras
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Figura 5.8: Escenario 5. Pasillo recto con escalera al ﬁnal, Conjunto Carlos Lleras
El escenario 5.9, también presenta fallas ya que no hay una clara diferenciación entre
lo que es borde y lo que no lo es, además al hacer la transformada geométrica la imágen
de la puerta se distorsiona, generando cambios de intensidad que son tomados como líneas
correspondientes al camino.
Figura 5.9: Escenario 6.Pasillo sin salida, Universidad Militar
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Figura 5.10: Escenario 7. Pasillo lateral, Universidad Militar.
El escenario muestra una mala medida ya que se encuentra inclinado y no deﬁne clara-
mente los bordes.
Figura 5.11: Escenario 8. Pasillo lateral que presenta inclinacion, Universidad Militar.
El escenario 9, cuyos resultados se muestran en la ﬁgura 5.12, se puede observar que uno
de sus bordes no es fácilmente identiﬁcable ya que los cambios de la características no son
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de gran magnitud, aun así el algoritmo es capaz de identiﬁcar de forma correcta este borde
en un 85%.
Figura 5.12: Escenario 9. Camino recto, Universidad Militar.
Las paredes laterales de ladrillo del escenario 10, hacen que se generen errores ya que
toma líneas que no pertenecen al borde del camino, debido a que al hacer la transformada
geométrica cambia la inclinación de las paredes dejándolas entre el rango de pendiente
permitido, como se muestra en la ﬁgura 5.13.
64
5 PRUEBAS Y RESULTADOS EXPERIMENTALES
Figura 5.13: Escenario 10. Camino con cambios de inclinación, Universidad Militar.
Los resultados de los escenarios restantes muestran un buen comportamiento, mostrando
que los comandos de direccionamiento son coherentes a las imágenes de entrada y permiten
guiar al robot de manera adecuada.
Figura 5.14: Escenario 11. Camino con inclinación aproximada de 25 , Universidad Militar
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Figura 5.15: Escenario 12. Camino ancho (aprox. 3.5 m), Universidad Militar.
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POSIBLES APLICACIONES Y TRABAJOS FUTUROS
El proyecto desarrollado tiene variadas aplicaciones tanto en la robótica móvil como en
la industria, una posible implementación es en sistemas de vigilancia, también sistemas in-
teligentes de asistencia a conductores, exploración en entornos peligrosos o de difícil acceso
para el ser humano o lugares donde la comunicación sea complicada haciendo necesario
que el robot tenga la capacidad de cumplir diferentes tareas sin necesidad de vigilancia.
Posibles trabajos futuros involucran la implementación de un sistema odométrico que
permita conocer la posición actual del robot, así mismo un control de velocidad, para re-
ducir el error en el guiado del móvil. Al tener el sistema de estéreo-visión incorporado se
puede realizar una reconstrucción 3D del entorno, además de crear una simulación en algún
entorno como Truevision o por medio de OpenGl.
Respecto al algoritmo una posible mejora es hacerlo más robusto, con el ﬁn de permitir
que el robot de curvas cerradas e implementar un algoritmo de identiﬁcación de obstáculos
comunes como vehículos y peatones determinando la distancia de los mismos.
En el futuro, se puede adaptar un sistema embebido que permita la extracción del compu-
tador de la plataforma, reduciendo el peso y consumo de la batería, mejorando la velocidad
y adaptabilidad a nuevos terrenos.
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CONCLUSIONES
Los robots actuales son diseñados y fabricados para cumplir una tarea especíﬁca, traba-
jar en entornos determinados y en ocasiones están condicionados al control total o parcial
de seres humanos, al variar alguna(s) característica(s) de su ambiente de trabajo inicial, se
ve la necesidad de cambios en hardware y/o software, que implican la elevación de costos,
contratación de personal o en algunas ocasiones la imposibilidad de trabajar con ellos. Es
por ello que al integrar un sistema de visión artiﬁcial, se aumenta la versatilidad de los ro-
bots brindando autonomía y la capacidad de reaccionar de forma correcta ante situaciones
y ambientes desconocidos o de alta peligrosidad para los humanos.
El procesamiento de imágenes es uno de los mecanismos de la inteligencia artiﬁcial que
permite otorgar autonomía a los sistemas, mediante la extracción de características y la
implementación de ﬁltros, que permitan tomar decisiones. Es por ello que en los últimos
años se ha visto un aumento en investigaciones acerca del tema, aun así la visión por
computador, en especial la estéreo-visión tiene un largo camino para llegar a ser aplicada
de manera eﬁciente en los diversos sistemas; ya que las condiciones de trabajo varían de
forma aleatoria y los sistemas actuales son muy sensibles a los cambios del entorno, en
especial a los cambios de iluminación y necesitan siempre de marcadores o referencias ﬁ-
jas para llevar a cabo las tareas para las cuales fueron diseñados, lo cual hace que cada
desarrollo sea difícil de adaptar a otra aplicación, por ello el diseño software del presente
trabajo se realizó de forma modular y con algoritmos de fácil entendimiento y migración
que permiten la utilización del código o partes de código en diversas aplicaciones.
Además al estar organizado modularmente permite la observación de cada etapa del
proceso separadamente, haciendo más fácil la detección de fallas y optimizando el código
para que cada etapa se realice a la mayor velocidad posible.
Los algoritmos de detección de camino presentan grandes diﬁcultades a superar como
lo son los cambios de iluminación, terrenos irregulares y ambientes poco estructurados ,
teniendo en cuenta las pruebas realizadas se notó que el cambio entre espacios abiertos e
interiores genera errores debido al cambio de parámetros que no permiten que los algo-
ritmos implementados funcionen correctamente, a pesar de ello estos tienen gran éxito en
diferentes entornos, además de ser fáciles de conﬁgurar permitiendo que funcionen ante
diferentes situaciones.
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5 PRUEBAS Y RESULTADOS EXPERIMENTALES
El cálculo de profundidades presenta inconvenientes bajo ciertas condiciones, por ejem-
plo, si hay un obstáculo grande que sea homogéneo en cuanto a textura y color hace que
las dos cámaras tengan una visión similar del obstáculo y la disparidad al deﬁnirse como
la diferencia entre las x se hace nula, lo que implica un cálculo erróneo de la distancia.
Es decir, el cálculo de profundidad es exitoso en casos en los que se vea claramente la
diferencia entre la imágen obtenida por la cámara izquierda y la cámara derecha, estos
resultados muestran un error de aproximadamente el 6% y veriﬁcan la relación inversa-
mente proporcional existente entre la distancia y la disparidad. El cálculo erróneo se puede
resolver tras la inclusión de un sistema como el Kinect el cual nos devuelve el valor exacto
de la disparidad fácilmente, sin requerir el uso de algoritmos matemáticos para hallar una
aproximación de dicho valor.
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* One megapixel = 1,000,000 pixels. Lower resolution available when sending video via instant messaging. 
** Automatic face tracking, digital pan, digital tilt, and 4x digital zoom are not available when capturing video at 0.3 MP resolution. 
Results stated herein are based on internal Microsoft testing. Individual results and performance may vary. Any device images shown are not actual size. This document is provided for informational purposes only and is subject to change 
without notice. Microsoft makes no warranty, express or implied, with this document or the information contained herein. Review any public use or publications of any data herein with your local legal counsel. 
©2011 Microsoft Corporation. The names of actual companies and products mentioned herein may be trademarks of their respective owners. 
Rev. 1103A Microsoft
®
 LifeCam HD-5000 Page 1 of 1  
Version Information  
Product Name Microsoft
®
 LifeCam HD-5000 
Product Version Microsoft LifeCam HD-5000 
Webcam Version Microsoft LifeCam HD-5000 
Product Dimensions  
Webcam Length 1.49 inches (37.8 millimeters) 
Webcam Width 1.61 inches (40.8 millimeters) 
Webcam Depth/Height 4.29 inches (109 millimeters) 
Webcam Weight 3.40 ounces (96.5 grams) 
Webcam Cable Length 72.0 inches (1829 millimeters) 
Compatibility and Localization 
Interface High-speed USB compatible with the USB 2.0 specification 
Operating Systems Microsoft Windows
® 
7, Windows
 
Vista
®
, and Windows XP with Service Pack 3 (SP3) excluding Windows XP Pro 64-bit 
Top-line System Requirements Requires a PC that meets the requirements for and has installed one of these operating systems: 
• Microsoft Windows 7, Windows Vista, or Windows XP with Service Pack 3 (SP3) excluding Windows XP Pro 64-bit 
• Intel Dual Core 1.6 GHz (Intel Dual Core 3.0 GHz recommended) 
• 1 GB of RAM (2 GB of RAM recommended) 
• Video Card with 1280 X 720 pixels or higher 
• 1.5 GB of hard drive space  
• Windows-compatible speakers or headphones 
• CD-ROM drive 
• USB 2.0  
• Broadband internet access may be required; access fees may apply 
• Microsoft LifeCam software, version 3.2 
 
Internet functions (post to Windows Live™ Spaces, send in e-mail, video calls), also require: Internet Explorer
®
 6/7/8 browser software required for 
installation; 25 MB hard drive space typically required (users can maintain other default Web browsers after installation) 
Compatibility Logos • Compatible with Microsoft Windows 7 
• Certified High-Speed USB logo 
Software Localization Microsoft LifeCam software version 3.2 may be installed in Simplified Chinese, Traditional Chinese, English, French, German, Italian, Japanese, Korean, 
Brazilian Portuguese, Iberian Portuguese, Russian, or Spanish.  If available, standard setup will install the software in the default OS language.  
Otherwise, the English language version will be installed. 
Windows Live™ Integration Features 
Video Conversation Feature Windows Live Call button delivers one touch access to video conversation.  
Call Button Life 10,000 actuations 
Webcam Controls & Effects LifeCam Dashboard provides access to animated video special effect features and webcam controls. Windows Live Photo Gallery allows you to easily 
edit and share photos online. Windows Live Movie Maker allows you to start a video project with the click of a button and easily upload your videos. 
Note: Photo Gallery and Movie Maker integrations are not part of the dashboard itself but part of the actual LifeCam application. 
Imaging Features 
Sensor CMOS sensor technology 
Resolution • Motion Video: 1280 X 720 pixel resolution* 
• Still Image: 1280 X 800 
Imaging Rate Up to 30 frames per second 
Field of View 66° diagonal field of view 
Imaging Features • Digital pan, digital tilt, vertical tilt, and swivel pan, and 4x digital zoom** 
• Auto focus, range from 6” to infinity 
• Automatic image adjustment with manual override 
• 16:9 widescreen 
Product Feature Performance 
Audio Features Integrated microphone and noise cancellation 
Microphone Technology Unidirectional noise cancelling microphone 
Frequency Range Frequency range 200Hz – 7.5kHz 
Mounting Features Flexible universal attachment base 
Storage Temperature & Humidity -40 °F (-40 °C) to 140 °F (60 °C) at <5% to 65% relative humidity (non-condensing) 
Operating Temperature & Humidity 32° F (0° C) to 104 °F (40 °C) at <5% to 80% relative humidity (non-condensing) 
Certification Information  
Country of Manufacture People's Republic of China 
ISO 9001 Qualified Manufacturer Yes 
ISO 14001 Qualified Manufacturer Yes 
Restriction on Hazardous Substances This device complies with all applicable worldwide regulations and restrictions including, but not limited to: EU directive 2002/95/EC on the Restriction of 
the Use of Certain Hazardous Substances in Electrical and Electronic Equipment and EU Registration Evaluation and Authorization of Chemicals 
(REACH) regulation regarding Substances of Very High Concern.  
FCC ID This device complies with Part 15 of the FCC Rules and Industry Canada ICES-003. Operation is subject to the following two conditions: (1) This device 
may not cause harmful interference, and (2) this device must accept any interference received, including interference that may cause undesired 
operation. Tested to comply with FCC standards. For home and office use. Model number: 1415, LifeCam HD-5000. 
Agency and Regulatory Marks • ACMA Declaration of Conformity (Australia and New Zealand) 
• ICES-003 report on file (Canada) 
• EIP Pollution Control Mark, EPUP (China) 
• CE Declaration of Conformity, Safety and EMC (European Union) 
• WEEE (European Union) 
• VCCI Certificate (Japan) 
• CITC Letter (Kingdom of Saudi Arabia) 
• KCC Certificate (Korea) 
• FCC Declaration of Conformity (USA) 
• UL and cUL Listed Accessory (USA and Canada) 
• CB Scheme Certificate (International) 
Windows Hardware Quality Labs (WHQL) ID: 1436293 Microsoft Windows 7 
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SISTEMA DE DIBUJO: MATERIAL:
TÍTULO:
N.º DE DIBUJO
ESCALA:1:1 HOJA 2 DE 8
A4
C
PESO: 7,7 kg
SAM
Plano de conjunto
NOMBRES:
Designación y observaciones
CINDY NATALIA SALAS LÓPEZ                      CÓD:1801115
ADRIANA RIVEROS GUEVARA                      CÓD:1801128
Marca No. Pieza Norma Material y/o Medidas
   1                   1             Placa Base                                                                                                                                                                          Acrílico
   2                   2             Lateral                                                                                                                                                                                 Acrílico
   3                   6             Ángulo crudo                                                                                                                                                                     Aluminio
   4                  50            Tornillo Cabeza Redonda                                                                                                                      DIN912               M5 x 10 mm                                
   5                  50            Tuerca Hexagonal                                                                                                                                  DIN934               M5        
   6                   8             Escuadra de unión                                                                                                                                                            Acero galvanizado
   7                   4             Servomotores                                                                                                                                                                     
   8                   1             Lámina                                                                                                                                                                                Acrílico
   9                   1             Parte delantera                                                                                                                                                                 Acrílico
   10                 1             Buje Soldado                                                                                                                                                                      PVC  3X1.1 in
   11                 1             Tubo                                                                                                                                                                                    PVC 1X1/2 in 
   12                 1             Unión                                                                                                                                                                                   PVC 1x1/2 in
   13                 1             Codo 90º                                                                                                                                                                            PVC 1X1/2 in
   14                 1             Sifón 180º                                                                                                                                                                            PVC 2 in
   15                 2             Tapa                                                                                                                                                                                   Polipropileno
   16                 2             WebCam Microsoft HD 5000                                                                                                             Comercial                                                           
   18                 1             Portatil Toshiba                                                                                                                                    Comercial             13 in
   19                 1             Parte Trasera                                                                                                                                                                      Acrílico
   20                 1             Cinta Madera                                                                                                                                                                    70  cm
   21                 1             Cinta Madera                                                                                                                                                                    40 cm
   22                 4             Llantas carro de juguete                                                                                                                   Comercial                                         
   23                 4             Hélice de unión a servomotor                                                                                                          Comercial
   24                 4             Cilindro de unión                                                                                                                                                                Empaq
   17                 1             Portatil Toshiba                                                                                                                                    Comercial             13 in   
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DETALLE C 
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SISTEMA DE DIBUJO: MATERIAL:
TÍTULO:
N.º DE DIBUJO
ESCALA:1:5 HOJA 3 DE 8
A4
C
Acrílico
PESO: 814 g
SAM
Base
NOMBRES:
ADRIANA RIVEROS GUEVARA                      CÓD:1801128
CINDY NATALIA SALAS LÓPEZ                      CÓD:1801115
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DETALLE A 
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SISTEMA DE DIBUJO: MATERIAL:
TÍTULO:
N.º DE DIBUJO
ESCALA:1:5 HOJA 4 DE 8
A4
C
Acrílico
PESO: 360 g
SAM
Lateral
NOMBRES:
ADRIANA RIVEROS GUEVARA                      CÓD:1801128
CINDY NATALIA SALAS LÓPEZ                      CÓD:1801115
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SISTEMA DE DIBUJO: MATERIAL:
TÍTULO:
N.º DE DIBUJO
ESCALA:1:10 HOJA 5 DE 8
A4
C
Acrílico
PESO: 820 g
SAM
Lámina
NOMBRES:
ADRIANA RIVEROS GUEVARA                      CÓD:1801128
CINDY NATALIA SALAS LÓPEZ                      CÓD:1801115
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SISTEMA DE DIBUJO: MATERIAL:
TÍTULO:
N.º DE DIBUJO
ESCALA1:5 HOJA 6 DE 8
A4
C
Acrílico
PESO: 264 g
SAM
Parte delantera
NOMBRES:
ADRIANA RIVEROS GUEVARA                      CÓD:1801128
CINDY NATALIA SALAS LÓPEZ                      CÓD:1801115
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SISTEMA DE DIBUJO: MATERIAL:
TÍTULO:
N.º DE DIBUJO
ESCALA 1:5 HOJA 7 DE 8
A4
C
Acrílico
PESO: 345 g
SAM
Parte trasera
NOMBRES:
ADRIANA RIVEROS GUEVARA                      CÓD:1801128
CINDY NATALIA SALAS LÓPEZ                      CÓD:1801115
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SISTEMA DE DIBUJO: MATERIAL:
TÍTULO:
N.º DE DIBUJO
ESCALA:1:1 HOJA 8 DE 8
A4
C
Empaq
PESO: 15 g
SAM
Cilindro de unión
NOMBRES:
ADRIANA RIVEROS GUEVARA                      CÓD:1801128
CINDY NATALIA SALAS LÓPEZ                      CÓD:1801115
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 PROGRAMA WARPING  
 
// imawarping.cpp : Defines the entry point for the console application. 
// 
 
#include "stdafx.h" 
 
#include <cv.h> 
#include <stdio.h> 
#include <iostream> 
#include "opencv2/core/core.hpp" 
#include "opencv2/features2d/features2d.hpp" 
#include "opencv2/highgui/highgui.hpp" 
#include "opencv2/calib3d/calib3d.hpp" 
 
using namespace cv; 
 
int main( int argc, char** argv ) 
{ 
   
  Mat img_object = imread( "i4.jpg", CV_LOAD_IMAGE_GRAYSCALE ); 
  Mat img_scene = imread( "d4.jpg", CV_LOAD_IMAGE_GRAYSCALE ); 
   
  if( !img_object.data || !img_scene.data ) 
  { std::cout<< " --(!) Error reading images " << std::endl; return -1; } 
 
  //-- Step 1: Detect the keypoints using SURF Detector 
  int minHessian = 400; 
 
  SurfFeatureDetector detector( minHessian ); 
 
  std::vector<KeyPoint> keypoints_object, keypoints_scene; 
 
  detector.detect( img_object, keypoints_object ); 
  detector.detect( img_scene, keypoints_scene ); 
 
  //-- Step 2: Calculate descriptors (feature vectors) 
  SurfDescriptorExtractor extractor; 
 
  Mat descriptors_object, descriptors_scene; 
 
  extractor.compute( img_object, keypoints_object, descriptors_object ); 
  extractor.compute( img_scene, keypoints_scene, descriptors_scene ); 
 
  Mat img_object1=imread("i4.jpg"); 
  Mat img_scene1=imread("d4.jpg"); 
  //-- Step 3: Matching descriptor vectors using FLANN matcher 
  FlannBasedMatcher matcher; 
  std::vector< DMatch > matches; 
  matcher.match( descriptors_object, descriptors_scene, matches ); 
 
  double max_dist = 0; double min_dist = 100; 
 
 
  //-- Quick calculation of max and min distances between keypoints 
  for( int i = 0; i < descriptors_object.rows; i++ ) 
  { double dist = matches[i].distance; 
    if( dist < min_dist ) min_dist = dist; 
    if( dist > max_dist ) max_dist = dist; 
  } 
 
  printf("-- Max dist : %f \n", max_dist ); 
  printf("-- Min dist : %f \n", min_dist ); 
   
  //-- Draw only "good" matches (i.e. whose distance is less than 3*min_dist ) 
  std::vector< DMatch > good_matches; 
 
  for( int i = 0; i < descriptors_object.rows; i++ ) 
  { if( matches[i].distance < 3*min_dist ) 
    { good_matches.push_back( matches[i]); } 
  }   
 
  Mat img_matches; 
  drawMatches( img_object, keypoints_object, img_scene, keypoints_scene,  
               good_matches, img_matches, Scalar::all(-1), Scalar::all(-1),  
               vector<char>(), DrawMatchesFlags::NOT_DRAW_SINGLE_POINTS );  
 
 
  //-- Localize the object from img_1 in img_2   
  std::vector<Point2f> obj; 
  std::vector<Point2f> scene; 
 
 
  for( int i = 0; i < good_matches.size(); i++ ) 
  { 
    //-- Get the keypoints from the good matches 
    obj.push_back( keypoints_object[ good_matches[i].queryIdx ].pt ); 
    scene.push_back( keypoints_scene[ good_matches[i].trainIdx ].pt );  
  } 
 
  std::vector<uchar> inliers(obj.size(),0); 
 
cv::Mat homography= cv::findHomography( 
cv::Mat(obj), // corresponding 
cv::Mat(scene), // points 
inliers, // outputted inliers matches 
CV_RANSAC, // RANSAC method 
1.); // max distance to reprojection point 
 
   /*CvMat homography1 = cvMat( 3, 3, CV_32F, &homography );   
  
   cvSave( "homografia.xml",  &homography1 ); 
 
     CvMat *hom = (CvMat*)cvLoad( "homografia.xml" ); 
  cv::Mat homography2= hom;*/ 
   
   
 
  Mat H = findHomography( obj, scene, CV_RANSAC ); 
 
  
//Draw the inlier points 
std::vector<cv::Point2f>::const_iterator itPts= 
obj.begin(); 
std::vector<uchar>::const_iterator itIn= inliers.begin(); 
int g=0; 
while (itPts!=obj.end()) { 
// draw a circle at each inlier location 
if (*itIn) 
cv::circle(img_object,*itPts,3, 
cv::Scalar(255,255,255),2); 
cv::circle(img_object,*itPts,3, 
 cv::Scalar(255,255,255),2); 
++itPts; 
++itIn; 
 
} 
itPts= scene.begin(); 
itIn= inliers.begin(); 
int u=0; 
while (itPts!=scene.end()) { 
// draw a circle at each inlier location 
if (*itIn) 
cv::circle(img_scene,*itPts,3, 
cv::Scalar(255,255,255),2); 
++itPts; 
++itIn; 
} 
 
 
// Warp image 1 to image 2 
cv::Mat result; 
warpPerspective(img_object1, // input image 
result, // output image 
homography, // homography 
cv::Size(1.1*img_object1.cols, 
img_object1.rows)); // size of output image 
 
 
 
// Copy image 1 on the first half of full image 
cv::Mat half(result,cv::Rect(0,0,img_scene1.cols,img_scene1.rows)); 
img_scene1.copyTo(half); // copy image2 to image1 roi 
 
 
  //-- Get the corners from the image_1 ( the object to be "detected" ) 
  std::vector<Point2f> obj_corners(4); 
  obj_corners[0] = cvPoint(0,0); obj_corners[1] = cvPoint( img_object.cols, 0 ); 
  obj_corners[2] = cvPoint( img_object.cols, img_object.rows ); obj_corners[3] = 
cvPoint( 0, img_object.rows ); 
  std::vector<Point2f> scene_corners(4); 
 
  perspectiveTransform( obj_corners, scene_corners, H); 
 
    
  //-- Draw lines between the corners (the mapped object in the scene - image_2 ) 
  /*line( img_matches, scene_corners[0] + Point2f( img_object.cols, 0), 
scene_corners[1] + Point2f( img_object.cols, 0), Scalar(0, 255, 0), 4 ); 
  line( img_matches, scene_corners[1] + Point2f( img_object.cols, 0), 
scene_corners[2] + Point2f( img_object.cols, 0), Scalar( 0, 255, 0), 4 ); 
  line( img_matches, scene_corners[2] + Point2f( img_object.cols, 0), 
scene_corners[3] + Point2f( img_object.cols, 0), Scalar( 0, 255, 0), 4 ); 
  line( img_matches, scene_corners[3] + Point2f( img_object.cols, 0), 
scene_corners[0] + Point2f( img_object.cols, 0), Scalar( 0, 255, 0), 4 );*/ 
 
 
//   printf("-- ancho : %f \n", k-j ); 
  
  //-- Show detected matches 
 
    imshow( "Union", result); 
 imshow( "izq", img_scene); 
 imshow( "der", img_object); 
 imwrite("result.jpg",result); 
 
  waitKey(0); 
 
  return 0; 
} 
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PROGRAMA SERIE 
 
#include "stdafx.h" 
#include <windows.h> 
#include <stdio.h> 
#include <string.h> 
  
HANDLE hPort; 
  
BOOL WriteByte(BYTE bybyte) 
{ 
    DWORD iBytesWritten=0; 
    DWORD iBytesToRead = 1; 
    if(WriteFile(hPort,(LPCVOID) 
        &bybyte,iBytesToRead,&iBytesWritten,NULL)==0) 
        return FALSE; 
    else return TRUE; 
} 
  
BOOL WriteString(const void *instring, int length) 
{ 
    int index; 
    BYTE *inbyte = (BYTE *) instring; 
    for(index = 0; index< length; ++index) 
    { 
        if (WriteByte(inbyte[index]) == FALSE) 
            return FALSE; 
    } 
    return TRUE; 
} 
  
BOOL ReadByte(BYTE  &resp) 
{ 
    BOOL bReturn = TRUE; 
    BYTE rx; 
    DWORD dwBytesTransferred=0; 
  
    if (ReadFile (hPort, &rx, 1, &dwBytesTransferred, 0)> 0) 
    { 
        if (dwBytesTransferred == 1) 
        { 
            resp=rx; 
            bReturn  = TRUE; 
        } 
        else bReturn = FALSE; 
    } 
    else    bReturn = FALSE; 
    return bReturn; 
} 
  
BOOL ReadString(void *outstring, int *length) 
{ 
    BYTE data; 
    BYTE dataout[4096]={0}; 
    int index = 0; 
    while(ReadByte(data)== TRUE) 
    { 
        dataout[index++] = data; 
    } 
    memcpy(outstring, dataout, index); 
    *length = index; 
    return TRUE; 
} 
  
void ClosePort() 
{ 
    CloseHandle(hPort); 
    return; 
} 
  
HANDLE ConfigureSerialPort(LPCSTR  lpszPortName) 
{ 
    HANDLE hComm = NULL; 
    DWORD dwError; 
    DCB PortDCB; 
    COMMTIMEOUTS CommTimeouts; 
    // Open the serial port. 
    hComm = CreateFile (lpszPortName, // Pointer to the name of the port 
        GENERIC_READ | GENERIC_WRITE, 
        // Access (read-write) mode 
        0,              // Share mode 
        NULL,           // Pointer to the security attribute 
        OPEN_EXISTING,  // How to open the serial port 
        0,              // Port attributes 
        NULL);          // Handle to port with attribute 
    // to copy 
 
  
    // Initialize the DCBlength member. 
    PortDCB.DCBlength = sizeof (DCB); 
    // Get the default port setting information. 
    GetCommState (hComm, &PortDCB); 
    // Change the DCB structure settings. 
    PortDCB.BaudRate = 9600;              // Current baud 
    PortDCB.fBinary = TRUE;               // Binary mode; no EOF check 
    PortDCB.fParity = TRUE;               // Enable parity checking 
    PortDCB.fOutxCtsFlow = FALSE;         // No CTS output flow control 
    PortDCB.fOutxDsrFlow = FALSE;         // No DSR output flow control 
    PortDCB.fDtrControl = DTR_CONTROL_ENABLE; 
    // DTR flow control type 
    PortDCB.fDsrSensitivity = FALSE;      // DSR sensitivity 
    PortDCB.fTXContinueOnXoff = TRUE;     // XOFF continues Tx 
    PortDCB.fOutX = FALSE;                // No XON/XOFF out flow control 
    PortDCB.fInX = FALSE;                 // No XON/XOFF in flow control 
    PortDCB.fErrorChar = FALSE;           // Disable error replacement 
    PortDCB.fNull = FALSE;                // Disable null stripping 
    PortDCB.fRtsControl = RTS_CONTROL_ENABLE; 
    // RTS flow control 
    PortDCB.fAbortOnError = FALSE;        // Do not abort reads/writes on 
    // error 
    PortDCB.ByteSize = 8;                 // Number of bits/byte, 4-8 
    PortDCB.Parity = NOPARITY;            // 0-4=no,odd,even,mark,space 
    PortDCB.StopBits = ONESTOPBIT;        // 0,1,2 = 1, 1.5, 2 
  
    // Configure the port according to the specifications of the DCB 
    // structure. 
    if (!SetCommState (hComm, &PortDCB)) 
    { 
        printf("Could not configure serial port\n"); 
        return NULL; 
    } 
    // Retrieve the time-out parameters for all read and write operations 
    // on the port. 
    GetCommTimeouts (hComm, &CommTimeouts); 
    // Change the COMMTIMEOUTS structure settings. 
    CommTimeouts.ReadIntervalTimeout = MAXDWORD; 
    CommTimeouts.ReadTotalTimeoutMultiplier = 0; 
    CommTimeouts.ReadTotalTimeoutConstant = 0; 
    CommTimeouts.WriteTotalTimeoutMultiplier = 0; 
    CommTimeouts.WriteTotalTimeoutConstant = 0; 
    if (!SetCommTimeouts (hComm, &CommTimeouts)) 
    { 
        printf("Could not set timeouts\n"); 
        return NULL; 
    } 
    return hComm; 
} 
  
int main(void) 
{ 
 while(1){ 
    //  Can also use COM2, COM3 or COM4 here 
    hPort = ConfigureSerialPort("COM5"); 
    if(hPort == NULL) 
    { 
        printf("Com port configuration failed\n"); 
        return -1; 
    } 
    // Call your ReadString and WriteString functions here 
 WriteByte('a'); 
    ClosePort(); 
 } 
    return 0; 
  
} 
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PROGRAMA VF 
 
// vf.cpp: define el punto de entrada de la aplicación de consola. 
// 
#include "stdafx.h" 
#include <cv.h> 
#include <highgui.h> 
 
 
int main(int argc, char** argv){ 
 
    CvCapture* capture = NULL; 
 CvCapture* capture1 = NULL;                                   
    capture = cvCreateCameraCapture( 0 ); 
 capture1 = cvCreateCameraCapture( 1 ); 
 
IplImage *frames = cvQueryFrame(capture); 
IplImage *frames1 = cvQueryFrame(capture1); 
 
// get a frame size to be used by writer structure 
CvSize size = cvSize ( 
    (int)cvGetCaptureProperty( capture, CV_CAP_PROP_FRAME_WIDTH), 
 
    (int)cvGetCaptureProperty( capture, CV_CAP_PROP_FRAME_HEIGHT) 
); 
 
CvSize size1 = cvSize ( 
    (int)cvGetCaptureProperty( capture1, CV_CAP_PROP_FRAME_WIDTH), 
 
    (int)cvGetCaptureProperty( capture1, CV_CAP_PROP_FRAME_HEIGHT) 
); 
// declare writer structure 
// use FOURCC ( Four Character Code ) MJPG, the motion jpeg codec 
// output file is specified by first argument 
CvVideoWriter *writer = cvCreateVideoWriter( 
    "iz.avi", 
 
    CV_FOURCC('I','Y','U','V'), 
    30, // set fps 
    size,1 
 
); 
CvVideoWriter *writer1 = cvCreateVideoWriter( 
    "de.avi", 
 
    CV_FOURCC('I','Y','U','V'), 
    30, // set fps 
    size1, 1 
 
); 
//Create a new window 
cvNamedWindow( "Izquier !", CV_WINDOW_AUTOSIZE ); 
cvNamedWindow( "Dere !", CV_WINDOW_AUTOSIZE ); 
// show capture in the window and record to a file 
// record until user hits ESC key 
while(1) { 
 
 frames = cvQueryFrame( capture ); 
 if( !frames ) break; 
 cvShowImage( "Izquier !", frames ); 
 cvWriteFrame( writer, frames ); 
 
 frames1 = cvQueryFrame( capture1 ); 
 if( !frames1 ) break; 
 cvShowImage( "Dere !", frames1 ); 
 cvWriteFrame( writer1, frames1 ); 
 
 char c = cvWaitKey(10); 
   if( c == 27 ) break; 
} 
cvReleaseVideoWriter( &writer ); 
cvReleaseCapture ( &capture ); 
cvReleaseVideoWriter( &writer1 ); 
cvReleaseCapture ( &capture1 ); 
//cvReleaseImage(&frames); 
//cvReleaseImage(&frames1); 
cvDestroyWindow ( "Izquier !"); 
cvDestroyWindow ( "Dere !"); 
 
return 0; 
 
} 
 
 
 
ANEXO 6
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PROGRAMA CAPTURA 
 
// Captura.cpp: define el punto de entrada de la aplicación de consola. 
// 
 
#include "stdafx.h" 
#include <cv.h> 
#include <cxcore.h> 
#include <highgui.h> 
 
 
int main(int argc, char** argv) 
 
{  
 
// Crea una ventana llamada Original Image con un tamaño predeterminado. 
 
cvNamedWindow("Imagen izquierda",CV_WINDOW_AUTOSIZE); 
cvNamedWindow("Imagen derecha",CV_WINDOW_AUTOSIZE); 
 
// Crea la conexion con la Webcam. 
 
CvCapture* capture = cvCreateCameraCapture(1); 
CvCapture* capture1 = cvCreateCameraCapture(0); 
 
// Variable donde se almazenara el frame sacado de la webcam. 
 
IplImage* frame,*gray; 
IplImage* frame1; 
 
 
// Hago que el ancho del capture sea de 320px con eso la altura se adaptara. 
 
while(true) { 
 frame = cvQueryFrame( capture ); // Obtenemos Frame desde el Buffer de 
Video 
 frame1 = cvQueryFrame( capture1 );  
      if( !frame ) break; // Si no Obtenemos Frame , Entonces Finalizamos el 
Ciclo 
   int width = frame->width; 
   int height = frame->height; 
   gray = cvCreateImage(cvSize(width, height), IPL_DEPTH_8U,1); 
 
   cvCvtColor(frame,gray,CV_RGB2GRAY); 
   cvCanny( gray, gray, 10, 100, 3 ); 
 
cvShowImage("Imagen izquierda", frame); 
cvShowImage("Imagen derecha", frame1); 
 
 
// Espero a que me pulsen el ESC para salir del bucle infinito. 
 
char c = cvWaitKey(10); 
 
if( c == 27 ) { 
 break;} 
 
else if( c == 97 ) { 
 cvSaveImage("i.jpg",frame); 
 cvSaveImage("d.jpg",frame1); 
 } 
else if( c == 98 ) { 
 cvSaveImage("i1.jpg",frame); 
 cvSaveImage("d1.jpg",frame1); 
    } 
else if( c == 99 ) { 
 cvSaveImage("i2.jpg",frame); 
 cvSaveImage("d2.jpg",frame1); 
    } 
else if( c == 100 ) { 
 cvSaveImage("i3.jpg",frame); 
 cvSaveImage("d3.jpg",frame1); 
    } 
else if( c == 101 ) { 
 cvSaveImage("i4.jpg",frame); 
 cvSaveImage("d4.jpg",frame1); 
    } 
else if( c == 102 ) { 
 cvSaveImage("i5.jpg",frame); 
 cvSaveImage("d5.jpg",frame1); 
    } 
else if( c == 103 ) { 
 cvSaveImage("i6.jpg",frame); 
 cvSaveImage("d6.jpg",frame1); 
    } 
else if( c == 104 ) { 
 cvSaveImage("i7.jpg",frame); 
 cvSaveImage("d7.jpg",frame1); 
    } 
else if( c == 105 ) { 
 cvSaveImage("i8.jpg",frame); 
 cvSaveImage("d8.jpg",frame1); 
    } 
} 
 
 
// Libera la memoria utilizada por la variable capture. 
 
cvReleaseCapture(&capture); 
 
// Destruye la ventana “Original Image”. 
 
cvDestroyWindow("Original Image"); 
 
} 
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PROGRAMA PROFUNDIDAD 
 
// profundidad.cpp : Defines the entry point for the console application. 
// 
#include "stdafx.h" 
#include <windows.h> 
#include <string.h> 
#include "cv.h" 
#include "cvaux.h" 
#include "cxmisc.h" 
#include "highgui.h" 
#include <vector> 
#include <string> 
#include <algorithm> 
#include <stdio.h> 
#include <ctype.h> 
#include "opencv2/core/core.hpp" 
#include "opencv2/features2d/features2d.hpp" 
#include "opencv2/highgui/highgui.hpp" 
#include "opencv2/calib3d/calib3d.hpp" 
#define WIDTH 426 
#define HEIGHT 320 
 
clock_t t_ini, t_fin; 
  double secs; 
 
IplImage *img,*gray_fr1,*gray_fr2; 
inline static void allocateOnDemand( IplImage **img, CvSize size, int depth, int 
channels ) {  
 if ( *img != NULL ) return;   
 *img = cvCreateImage( size, depth, channels );   
 if ( *img == NULL )  {    
  fprintf(stderr, "Error: Couldn't allocate image.  Out of 
memory?\n");   
  exit(-1);  
 }  
}  
void clearImage (IplImage *img) { 
 for (int i=0; i<img->imageSize; i++)      
  img->imageData[i] = (char) 0;  
}  
 
//comunicación serial 
 
using namespace cv; 
 
HANDLE hPort; 
  
BOOL WriteByte(BYTE bybyte) 
{ 
    DWORD iBytesWritten=0; 
    DWORD iBytesToRead = 1; 
    if(WriteFile(hPort,(LPCVOID) 
        &bybyte,iBytesToRead,&iBytesWritten,NULL)==0) 
        return FALSE; 
    else return TRUE; 
} 
  
BOOL WriteString(const void *instring, int length) 
{ 
    int index; 
    BYTE *inbyte = (BYTE *) instring; 
    for(index = 0; index< length; ++index) 
    { 
        if (WriteByte(inbyte[index]) == FALSE) 
            return FALSE; 
    } 
    return TRUE; 
} 
  
BOOL ReadByte(BYTE  &resp) 
{ 
    BOOL bReturn = TRUE; 
    BYTE rx; 
    DWORD dwBytesTransferred=0; 
  
    if (ReadFile (hPort, &rx, 1, &dwBytesTransferred, 0)> 0) 
    { 
        if (dwBytesTransferred == 1) 
        { 
            resp=rx; 
            bReturn  = TRUE; 
        } 
        else bReturn = FALSE; 
    } 
    else    bReturn = FALSE; 
    return bReturn; 
} 
  
BOOL ReadString(void *outstring, int *length) 
{ 
    BYTE data; 
    BYTE dataout[4096]={0}; 
    int index = 0; 
    while(ReadByte(data)== TRUE) 
    { 
        dataout[index++] = data; 
    } 
    memcpy(outstring, dataout, index); 
    *length = index; 
    return TRUE; 
} 
  
void ClosePort() 
{ 
    CloseHandle(hPort); 
    return; 
} 
  
HANDLE ConfigureSerialPort(LPCSTR  lpszPortName) 
{ 
    HANDLE hComm = NULL; 
    DWORD dwError; 
    DCB PortDCB; 
    COMMTIMEOUTS CommTimeouts; 
    // Open the serial port. 
    hComm = CreateFile (lpszPortName, // Pointer to the name of the port 
        GENERIC_READ | GENERIC_WRITE, 
        // Access (read-write) mode 
        0,              // Share mode 
        NULL,           // Pointer to the security attribute 
        OPEN_EXISTING,  // How to open the serial port 
        0,              // Port attributes 
        NULL);          // Handle to port with attribute 
    // to copy 
 
  
    // Initialize the DCBlength member. 
    PortDCB.DCBlength = sizeof (DCB); 
    // Get the default port setting information. 
    GetCommState (hComm, &PortDCB); 
    // Change the DCB structure settings. 
    PortDCB.BaudRate = 9600;              // Current baud 
    PortDCB.fBinary = TRUE;               // Binary mode; no EOF check 
    PortDCB.fParity = TRUE;               // Enable parity checking 
    PortDCB.fOutxCtsFlow = FALSE;         // No CTS output flow control 
    PortDCB.fOutxDsrFlow = FALSE;         // No DSR output flow control 
    PortDCB.fDtrControl = DTR_CONTROL_ENABLE; 
    // DTR flow control type 
    PortDCB.fDsrSensitivity = FALSE;      // DSR sensitivity 
    PortDCB.fTXContinueOnXoff = TRUE;     // XOFF continues Tx 
    PortDCB.fOutX = FALSE;                // No XON/XOFF out flow control 
    PortDCB.fInX = FALSE;                 // No XON/XOFF in flow control 
    PortDCB.fErrorChar = FALSE;           // Disable error replacement 
    PortDCB.fNull = FALSE;                // Disable null stripping 
    PortDCB.fRtsControl = RTS_CONTROL_ENABLE; 
    // RTS flow control 
    PortDCB.fAbortOnError = FALSE;        // Do not abort reads/writes on 
    // error 
    PortDCB.ByteSize = 8;                 // Number of bits/byte, 4-8 
    PortDCB.Parity = NOPARITY;            // 0-4=no,odd,even,mark,space 
    PortDCB.StopBits = ONESTOPBIT;        // 0,1,2 = 1, 1.5, 2 
  
    // Configure the port according to the specifications of the DCB 
    // structure. 
    if (!SetCommState (hComm, &PortDCB)) 
    { 
        printf("Could not configure serial port\n"); 
        return NULL; 
    } 
    // Retrieve the time-out parameters for all read and write operations 
    // on the port. 
    GetCommTimeouts (hComm, &CommTimeouts); 
    // Change the COMMTIMEOUTS structure settings. 
    CommTimeouts.ReadIntervalTimeout = MAXDWORD; 
    CommTimeouts.ReadTotalTimeoutMultiplier = 0; 
    CommTimeouts.ReadTotalTimeoutConstant = 0; 
    CommTimeouts.WriteTotalTimeoutMultiplier = 0; 
    CommTimeouts.WriteTotalTimeoutConstant = 0; 
    if (!SetCommTimeouts (hComm, &CommTimeouts)) 
    { 
        printf("Could not set timeouts\n"); 
        return NULL; 
    } 
    return hComm; 
} 
 
//warping 
 
cv:: Mat warping(){ 
 CvCapture *capture1= NULL, *capture2= NULL; 
   CvSize imageSize = {WIDTH,HEIGHT}; 
   capture1= cvCaptureFromCAM(1); 
   assert(capture1!=NULL); cvWaitKey(100); 
   capture2= cvCaptureFromCAM(0); 
   assert(capture2!=NULL); 
   IplImage *frame1 = cvQueryFrame( capture1 ); 
   IplImage *frame2 = cvQueryFrame( capture2 ); 
   frame1 = cvQueryFrame( capture1 ); 
   frame2 = cvQueryFrame( capture2 ); 
   cvShowImage("ver", frame1); 
 
     cv::Mat result; 
     Mat img_object(frame2); 
           Mat img_scene(frame1); 
 //Mat img_object=imread("i1.jpg", CV_LOAD_IMAGE_GRAYSCALE ); 
 //Mat img_scene=imread("d1.jpg", CV_LOAD_IMAGE_GRAYSCALE ); 
 
  
  //-- Step 1: Detect the keypoints using SURF Detector 
  int minHessian = 400; 
 
  SurfFeatureDetector detector( minHessian ); 
 
  std::vector<KeyPoint> keypoints_object, keypoints_scene; 
 
  detector.detect( img_object, keypoints_object ); 
  detector.detect( img_scene, keypoints_scene ); 
 
 
  //-- Step 2: Calculate descriptors (feature vectors) 
  SurfDescriptorExtractor extractor; 
 
  Mat descriptors_object, descriptors_scene; 
 
 
 
  extractor.compute( img_object, keypoints_object, descriptors_object ); 
  extractor.compute( img_scene, keypoints_scene, descriptors_scene ); 
 
   //-- Step 3: Matching descriptor vectors using FLANN matcher 
  FlannBasedMatcher matcher; 
  std::vector< DMatch > matches; 
  matcher.match( descriptors_object, descriptors_scene, matches ); 
 
  double max_dist = 0; double min_dist = 100; 
 
  //-- Quick calculation of max and min distances between keypoints 
  for( int i = 0; i < descriptors_object.rows; i++ ) 
  { double dist = matches[i].distance; 
    if( dist < min_dist ) min_dist = dist; 
    if( dist > max_dist ) max_dist = dist; 
  } 
 
 
  //printf("-- Max dist : %f \n", max_dist ); 
  //printf("-- Min dist : %f \n", min_dist ); 
   
  //-- Draw only "good" matches (i.e. whose distance is less than 3*min_dist ) 
  std::vector< DMatch > good_matches; 
 
  for( int i = 0; i < descriptors_object.rows; i++ ) 
  { if( matches[i].distance < 3*min_dist ) 
    { good_matches.push_back( matches[i]); } 
  }   
 
  Mat img_matches; 
  drawMatches( img_object, keypoints_object, img_scene, keypoints_scene,  
               good_matches, img_matches, Scalar::all(-1), Scalar::all(-1),  
               vector<char>(), DrawMatchesFlags::NOT_DRAW_SINGLE_POINTS );  
 
  //-- Localize the object from img_1 in img_2  
  std::vector<Point2f> obj; 
  std::vector<Point2f> scene; 
 
 
  for( int i = 0; i < good_matches.size(); i++ ) 
  { 
    //-- Get the keypoints from the good matches 
    obj.push_back( keypoints_object[ good_matches[i].queryIdx ].pt ); 
    scene.push_back( keypoints_scene[ good_matches[i].trainIdx ].pt );  
  } 
 
  std::vector<uchar> inliers(obj.size(),0); 
 
cv::Mat homography= cv::findHomography( 
cv::Mat(obj), // corresponding 
cv::Mat(scene), // points 
inliers, // outputted inliers matches 
CV_RANSAC, // RANSAC method 
1.); // max distance to reprojection point 
 
return homography; 
  
} 
 
using namespace std; 
 
int main() 
 
{   
  t_ini = clock(); 
 
   CvCapture *capture1= NULL, *capture2= NULL; 
   CvSize imageSize = {WIDTH,HEIGHT}; 
   capture1= cvCaptureFromCAM(1); 
   assert(capture1!=NULL); cvWaitKey(100); 
   capture2= cvCaptureFromCAM(0); 
   assert(capture2!=NULL); 
   int 
res=cvSetCaptureProperty(capture1,CV_CAP_PROP_FRAME_WIDTH,WIDTH); 
   printf("%d",res); 
  
 res=cvSetCaptureProperty(capture1,CV_CAP_PROP_FRAME_HEIGHT,HEIGHT); 
   printf("%d",res); 
  
 res=cvSetCaptureProperty(capture2,CV_CAP_PROP_FRAME_WIDTH,WIDTH); 
   printf("%d",res); 
  
 res=cvSetCaptureProperty(capture2,CV_CAP_PROP_FRAME_HEIGHT,HEIGHT); 
   printf("%d",res); fflush(stdout);  
 
   //// size 
   CvSize size = cvSize ( 
    (int)cvGetCaptureProperty( capture1, CV_CAP_PROP_FRAME_WIDTH), 
 
    (int)cvGetCaptureProperty( capture1, CV_CAP_PROP_FRAME_HEIGHT) 
); 
 
CvSize size1 = cvSize ( 
    (int)cvGetCaptureProperty( capture2, CV_CAP_PROP_FRAME_WIDTH), 
 
    (int)cvGetCaptureProperty( capture2, CV_CAP_PROP_FRAME_HEIGHT) 
); 
   IplImage *frame1 = cvQueryFrame( capture1 ); 
   //IplImage* gray_fr1 = cvCreateImage( cvGetSize(frame1), 8, 1 
); 
   allocateOnDemand( &gray_fr1, size, IPL_DEPTH_8U, 1 ); 
   
   IplImage *frame2 = cvQueryFrame( capture2 ); 
   allocateOnDemand( &gray_fr2, size, IPL_DEPTH_8U, 1 ); 
   //IplImage* gray_fr2 = cvCreateImage( cvGetSize(frame1), 8, 1 
); 
   CvMat* frame1r = cvCreateMat( 
imageSize.height,imageSize.width, CV_8U ); 
   CvMat* frame2r = cvCreateMat( 
imageSize.height,imageSize.width, CV_8U ); 
   CvMat* realDisp = cvCreateMat( imageSize.height, 
imageSize.width, CV_32FC1); 
 
   CvMat* disp = cvCreateMat( imageSize.height, imageSize.width, 
CV_8U ); 
   CvMat* vdisp = cvCreateMat( imageSize.height,imageSize.width, 
CV_8U ); 
   CvMat* Image3D = cvCreateMat(imageSize.height, 
imageSize.width, CV_32FC3); 
   CvMat* pair = cvCreateMat( imageSize.height, 
imageSize.width*2,CV_8UC3 ); 
 
   CvMat *mx1 = (CvMat*)cvLoad( "mx1.xml" ); 
   CvMat *my1 = (CvMat*)cvLoad( "my1.xml" ); 
   CvMat *mx2 = (CvMat*)cvLoad( "mx2.xml" ); 
   CvMat *my2 = (CvMat*)cvLoad( "my2.xml" ); 
   /*CvMat *Q = (CvMat*)cvLoad( "Q.xml" ); 
   CvMat _Q=cvMat(4,4,CV_64F,Q);*/ 
 
    
   
   capture1= cvCaptureFromCAM(1); 
   assert(capture1!=NULL); cvWaitKey(100); 
   capture2= cvCaptureFromCAM(0); 
   assert(capture2!=NULL); 
  
 res=cvSetCaptureProperty(capture1,CV_CAP_PROP_FRAME_WIDTH,WIDTH); 
   printf("%d",res); 
  
 res=cvSetCaptureProperty(capture1,CV_CAP_PROP_FRAME_HEIGHT,HEIGHT); 
   printf("%d",res); 
  
 res=cvSetCaptureProperty(capture2,CV_CAP_PROP_FRAME_WIDTH,WIDTH); 
   printf("%d",res); 
  
 res=cvSetCaptureProperty(capture2,CV_CAP_PROP_FRAME_HEIGHT,HEIGHT); 
   printf("%d",res); fflush(stdout);  
    
   frame1 = cvQueryFrame( capture1 ); 
   frame2 = cvQueryFrame( capture2 ); 
 
   cv::Mat homography; 
   homography=warping(); 
 
   while(1) 
   { 
      
     CvMat part; 
     cvCvtColor( frame1, gray_fr1, CV_BGR2GRAY ); 
     cvCvtColor( frame2, gray_fr2, CV_BGR2GRAY ); 
     cvRemap( gray_fr1, frame1r, mx1, my1 ); 
     cvRemap( gray_fr2, frame2r, mx2, my2 ); 
     cvFindStereoCorrespondence(frame1r, frame2r, 
CV_DISPARITY_BIRCHFIELD, disp, 255, 15, 3, 6, 8, 15 ); 
      
     int dato; 
     int dato1[100000]; 
     int j=0; 
     int prom=0; 
     int prom1=0; 
 
     for(int i=0; i<426*320; i++){ 
     dato=cvGetReal1D(disp, i); 
     if (dato>0){ 
     j=j+1; 
     dato1[j]=dato; 
     } 
     } 
    
     for(int i=1; i<j; i++){ 
     prom=prom+dato1[i]; 
     prom1=prom/j; 
     } 
     
     printf ("disparidad %i", prom1); 
 
     float dist=( (10.5*338.43)/prom1)-7; 
     printf ("distancia %f", dist);  
 
     /*if(dist <=40){ 
   
     hPort = ConfigureSerialPort("COM5"); 
     if(hPort == NULL) 
     { 
     printf("Com port configuration failed\n"); 
     return -1; 
     } 
     WriteByte('s'); 
     ClosePort(); 
     } 
 
     if(dist >40){ 
     
     hPort = ConfigureSerialPort("COM5"); 
     if(hPort == NULL) 
     { 
     printf("Com port configuration failed\n"); 
     return -1; 
     } 
     
     WriteByte('a'); 
     ClosePort(); 
     }*/ 
 
     //cvReprojectImageTo3D(disp, Image3D, &_Q); 
         
     cvShowImage( "disparity", disp ); 
     //cvShowImage( "disparity1", Image3D ); 
     cvSaveImage("disparidad.jpg",disp); 
      
     cvShowImage( "izq_r", frame1r ); 
     cvSaveImage("izq.jpg",frame1r); 
     cvShowImage( "der_r", frame2r ); 
     cvSaveImage("der.jpg",frame2r); 
      
     /*cvGetCols( pair, &part, 0, imageSize.width ); 
                    cvCvtColor( frame1r, &part, CV_GRAY2BGR ); 
                    cvGetCols( pair, &part, imageSize.width, imageSize.width*2 ); 
                    cvCvtColor( frame2r, &part, CV_GRAY2BGR ); //CV_GRAY2BGR 
                    for( j = 0; j < imageSize.height; j += 16 ) 
        cvLine( pair, cvPoint(0,j), 
cvPoint(imageSize.width*2,j), CV_RGB(0,255,0));              
     cvShowImage( "rectified", pair );*/  
 
     frame1 = cvQueryFrame( capture1 ); 
     frame2 = cvQueryFrame( capture2 ); 
 
     cv::Mat result; 
     Mat img_object(frame2); 
           Mat img_scene(frame1); 
                     
     warpPerspective(img_object, // input image 
                    result, // output image 
                    homography, // homography 
                    cv::Size(1.1*img_object.cols, 
                    img_object.rows)); // size of output image 
 
 
 
     //Copiar imágen 
     cv::Mat 
half(result,cv::Rect(0,0,img_scene.cols,img_scene.rows)); 
     img_scene.copyTo(half);  
 
     imshow( "Warping", result); 
     imwrite("warping.jpg",result); 
     t_fin = clock(); 
 
  secs = (double)(t_fin - t_ini) / CLOCKS_PER_SEC; 
  printf("%.16g milisegundos\n", secs * 1000.0); 
 
 
     if( cvWaitKey(15) == 27 )  break;              
   }  
         
        cvReleaseMat( &mx1 ); 
        cvReleaseMat( &my1 ); 
        cvReleaseMat( &mx2 ); 
        cvReleaseMat( &my2 );  
  cvReleaseCapture( &capture1 );  
  cvReleaseCapture( &capture2 ); 
        cvReleaseMat( &frame1r ); 
        cvReleaseMat( &frame2r ); 
        cvReleaseMat( &disp ); 
  cvReleaseMat(&Image3D); 
 
ANEXO 8
79
PROGRAMA IMAPRUEBA 
 
// imaprueba.cpp: define el punto de entrada de la aplicación de consola. 
// 
 
#include "stdafx.h" 
#include "highgui.h" 
#include "cv.h" 
#include "math.h" 
#include "time.h" 
 
#define PI            3.14159265358979323846 
 
 
 
    int x[500],xr,y[500],yr,x2[500],xr2,y2[500],yr2, bc[500]; 
 double con[500],m[500],angulo[500]; 
 double x1n[200],y1n[200],x2n[200],y2n[200]; 
  
  
 
 CvMemStorage* almace=cvCreateMemStorage(0);// Estructura de 
almacenamiento para lineas 
 CvSeq* lineas=0; // secuencia de elementos 
 CvPoint* linea,pa,pb,p1,p2,paf,pbf, pra, prb; 
IplImage *image2; 
 
inline static void allocateOnDemand( IplImage **img, CvSize size, int depth, 
int channels ) {  
 if ( *img != NULL ) return;   
 *img = cvCreateImage( size, depth, channels );   
 if ( *img == NULL )  {    
  fprintf(stderr, "Error: Couldn't allocate image.  Out of 
memory?\n");   
  exit(-1);  
 }  
}  
void clearImage (IplImage *img) { 
 for (int i=0; i<img->imageSize; i++)      
  img->imageData[i] = (char) 0;  
}  
 
 
 
 
int _tmain(int argc, _TCHAR* argv[]) 
{ 
  
 cvNamedWindow("fotroi",CV_WINDOW_AUTOSIZE); 
    cvMoveWindow("fotroi",300,10); 
 
 cvNamedWindow("Birds_Eye",CV_WINDOW_AUTOSIZE); 
 cvMoveWindow("Birds_Eye",10,10); 
 cvNamedWindow("hough",CV_WINDOW_AUTOSIZE); 
 cvMoveWindow("hough",10,202); 
    cvNamedWindow("canny",CV_WINDOW_AUTOSIZE); 
 cvMoveWindow("canny",300,202); 
 
 IplImage *imge=cvLoadImage("d3.jpg",1); 
 IplImage *gray_fr1=cvCreateImage(cvGetSize(imge),IPL_DEPTH_8U,1); 
 
 cvCvtColor(imge,gray_fr1,CV_RGB2GRAY); 
 
  
    IplImage *resize=cvCreateImage( cvSize(426,320),IPL_DEPTH_8U, 1); 
//reservamos memoria para la imagen reducida 
 cvResize(gray_fr1,resize,CV_INTER_CUBIC); // escalado de la imagen del 
tamaño de la imagen creada  
  
 // eliminar la parte superior de la imagen 
     
 p1.x=0; 
 p1.y=110; 
 p2.x=426; 
 p2.y=320; 
 int wr=p2.x-p1.x; 
 int hr=p2.y-p1.y; 
 cvSetImageROI(resize,cvRect(p1.x,p1.y,wr,hr)); 
 
 IplImage *roi1= cvCreateImage( cvGetSize(resize),IPL_DEPTH_8U, resize-
>nChannels); 
 cvCopy(resize,roi1,NULL); 
 //cvSaveImage("imadis.jpg",roi1); // guarda la imagen del tamaño 
indicado para cargarla en prubirdseye 
    cvShowImage("fotroi",roi1); 
    cvResetImageROI(resize); 
    //fin eliminar parte superior imagen 
  
 int h=roi1->height; 
 int w=roi1->width; 
 
 printf("h:%i\tw:%i\n",h,w); 
 //cvShowImage("fot.en",imge); 
 //cvShowImage("fotre",resize); 
  
    // IPM 
  
 IplImage *birds_image = cvCloneImage(roi1);  
 
 double alpha; 
    alpha= -74*PI/180; 
    
    // Proyection 2D -> 3D matrix 
double a1[]={ 
  1, 0, -w/2, 
        0, 1, -h/2, 
        0, 0,    0, 
  0, 0,    1}; 
    CvMat A1 = cvMat(4,3,CV_64FC1,a1); 
        
     // Matriz de rotacion eje  X 
 double rx[]={ 
   1,          0,           0, 0, 
        0, cos(alpha), -sin(alpha), 0, 
        0, sin(alpha),  cos(alpha), 0, 
        0,          0,           0, 1}; 
    CvMat RX = cvMat(4,4,CV_64FC1,rx); 
    
 
    // Matriz de traslación 
    double t[]={ 
 1, 0, 0, 0, 
        0, 1, 0, -11, 
        0, 0, 1, 157, 
        0, 0, 0, 1}; 
    CvMat T = cvMat(4,4,CV_64FC1,t); 
  
 
    // Matriz de parametros intrisecos de la camara 3D -> 2D 
  double a2[]={ 
  350, 0, w/2, 0, 
        0, 350, h/2, 0, 
        0, 0,   1, 0}; 
    CvMat A2 = cvMat(3,4,CV_64FC1,a2); 
     
 
    // Multiplicación de las matrices y generacion de la matriz de homografia 
  
 CvMat *B = cvCreateMat( 4, 3, CV_64FC1); 
 CvMat *C = cvCreateMat( 4, 3, CV_64FC1); 
 CvMat *H = cvCreateMat( 3, 3, CV_64FC1); 
 
 cvMatMul(&RX, &A1, B); 
 cvMatMul(&T, B, C); 
 cvMatMul(&A2, C, H); 
 
     
  cvWarpPerspective(roi1,birds_image,H,CV_INTER_LINEAR 
+CV_WARP_INVERSE_MAP+CV_WARP_FILL_OUTLIERS);  
 
  
cvShowImage( "Birds_Eye", birds_image );  
 
 
// detector de bordes 
 
 IplImage *canny= cvCreateImage(cvGetSize(birds_image ),  
                              birds_image ->depth,  
                               birds_image ->nChannels); 
  
 cvCanny(birds_image ,canny,100,250,3); 
  
 cvShowImage( "canny", canny ); 
 
 
// fin detector de bordes 
  //Transformada de hough 
  
 lineas=cvHoughLines2(canny,almace,CV_HOUGH_PROBABILISTIC,1,CV_PI/180,40
,20,40); 
 IplImage *hough=cvCreateImage( cvSize(426,210),IPL_DEPTH_8U, 3);  
 IplImage *hough1=cvCreateImage( cvSize(426,210),IPL_DEPTH_8U, 3);  
 IplImage *hough2=cvCreateImage( cvSize(426,210),IPL_DEPTH_8U, 3);  
 cvZero( hough ); 
 cvZero( hough1 ); 
 cvZero( hough2 ); 
 
   int z=0; 
   z=lineas->total; 
   printf("%i%",z); 
    //system("pause"); 
   for(int i=0;i<lineas->total;i++) 
{ 
 linea=(CvPoint*)cvGetSeqElem(lineas,i); 
 //guarda los valores en matrices  
 x[i]=linea[0].x; 
 y[i]=linea[0].y; 
 x2[i]=linea[1].x; 
 y2[i]=linea[1].y; 
 
 cvLine(hough,linea[0],linea[1],CV_RGB(0,255,159),1,8); // dibuja las 
lineas obtenidas por la transformada de hough 
 cvShowImage("hough",hough); 
  
// hallar pendiente, punto de corte y angulo de las lineas 
   int promx=0; 
   int k=0; 
   int p=0; 
   int l=0; 
   int plx1=0,ply1=0,plx2=0,ply2=0; 
   int plfx1=0,plfy1=0,plfx2=0,plfy2=0; 
   int lx1=0,ly1=0,lx2=0,ly2=0; 
   int lfx1=0,lfy1=0,lfx2=0,lfy2=0; 
   float m1=0,m2=0; 
   int b1=0,b2=0, pc=0; 
   for(int j=1;j<lineas->total;j++){ 
 
 con[j]=y2[j]-y[j]; 
 
 if( x2[j]>53 && x2[j]<370 && x[j]>53 && x[j]<370 && y[j]!=y2[j]){ 
   
  
 if (con[j]!= 0){   
 m[j]=-(x2[j]-x[j])/con[j]; // hacer condicional para cuando x2-x1 sea 0 
 bc[j]=x[j]-(m[j]*y[j]); 
 angulo[j]=atan(m[j]); 
 } 
  
 if (m[j]<=0.2 && m[j]>=-0.2){ 
 printf("mu:%3f",m[j]); 
 printf("bc:%3i",bc[j]); 
 printf("x1:%3d\ty1:%3d\tx2:%3d\ty2:%3d,\n",x[j],y[j],x2[j],y2[j]); 
 pa.x=x[j]; 
pa.y=y[j]; 
pb.x=x2[j]; 
pb.y=y2[j]; 
 cvLine(hough1,pa,pb,CV_RGB(255,0,0),1,8); // grafica linea central 
   cvShowImage("hough1",hough1); 
 /// punto medio ... hallar solo con las lineas escogidas 
   if(p==0){m1=m[j]; b1=bc[j];} 
   pc=abs(m1); 
   printf("p:%3d",pc); 
   pc=abs(m[j]); 
   printf("p:%3d",pc); 
   pc=abs(m[j])-abs(m1); 
   printf("p:%3d",pc); 
 if((abs(abs(m[j])-abs(m1)))<0.05 && (abs(abs(bc[j])-abs(b1)))<15){ 
  p=p+1; 
  printf("p:%3d",p); 
  plx1=(x[j]+plx1); 
  lx1=plx1/p; 
  ply1=(y[j]+ply1); 
  ly1=ply1/p; 
  plx2=(x2[j]+plx2); 
  lx2=plx2/p; 
  ply2=(y2[j]+ply2); 
  ly2=ply2/p; 
  printf("x1:%3d\ty1:%3d\tx2:%3d\ty2:%3d,\n",lx1,ly1,lx2,ly2); 
 
 } 
 else 
 {if(l==0){m2=m[j]; b2=bc[j];} 
  l=l+1; 
  printf("l:%3d",l); 
  plfx1=(x[j]+plfx1); 
  lfx1=plfx1/l; 
  plfy1=(y[j]+plfy1); 
  lfy1=plfy1/l; 
  plfx2=(x2[j]+plfx2); 
  lfx2=plfx2/l; 
  plfy2=(y2[j]+plfy2); 
  lfy2=plfy2/l; 
  printf("x1:%3d\ty1:%3d\tx2:%3d\ty2:%3d,\n",lx1,ly1,lx2,ly2); 
 } 
 
pa.x=lx1; 
pa.y=ly1; 
pb.x=lx2; 
pb.y=ly2; 
paf.x=lfx1; 
paf.y=lfy1; 
pbf.x=lfx2; 
pbf.y=lfy2; 
 
xr=(lx1+lfx1)/2; 
yr=0; 
xr2=(lx2+lfx2)/2; 
yr2=210; 
 
pra.x=xr; 
pra.y=yr; 
prb.x=xr2; 
prb.y=yr2; 
 
 
 
} 
} 
 
//system("pause"); 
} 
   cvLine(hough2,pra,prb,CV_RGB(255,0,255),1,8);  
   cvLine(hough2,pa,pb,CV_RGB(0,0,255),1,8);  
      cvLine(hough2,paf,pbf,CV_RGB(0,0,255),1,8);  
   cvShowImage("hough2",hough2); 
   //cvLine(birds_image,pa,pb,CV_RGB(0,0,255),1,8); // grafica linea 
central 
    //cvShowImage("hough",birds_image); 
  
 
/* correspondencia pixel -distancia 
 
 CvPoint p3,p4; 
 p3.x=200; 
 p3.y=122; 
 p4.x=244; 
 p4.y=199; 
 int wr2=p4.x-p3.x; 
 int hr2=p4.y-p3.y; 
 cvSetImageROI(birds_image,cvRect(p3.x,p3.y,wr2,hr2)); 
 printf("h-pixel:%i\tw-pixel:%i\n",hr2,wr2); 
    IplImage *roi2= cvCreateImage( cvGetSize(birds_image),IPL_DEPTH_8U, 1); 
 cvCopy(birds_image,roi2,NULL); 
 cvShowImage( "normal", roi2 ); 
 cvResetImageROI(birds_image); 
 cvRectangle(birds_image,p3,p4,CV_RGB(0,0,0),3,8,0); 
cvShowImage( "Birds_Eye", birds_image ); 
//fin correspondencia pixel distancia 
*/ 
 
  
  
 cvWaitKey(0); 
 //liberar memoria 
 cvReleaseImage(&imge); 
  cvReleaseImage(&hough); 
 cvReleaseImage(&resize); 
 cvReleaseImage(&roi1); 
 cvReleaseImage(&canny); 
 cvReleaseImage(&birds_image); 
    //cvReleaseImage(&roi2); 
 cvReleaseImage(&gray_fr1); 
 cvDestroyAllWindows(); 
 return 0; 
} 
ANEXO 9
80
PROGRAMA PRUBIRDSEYE 
 
#include "stdafx.h" 
#include"highgui.h" 
#include"cv.h" 
#include"math.h" 
 
#define PI            3.14159265358979323846 
 
int alpha_=90.; 
int f_ = 350, distz_ = 500,disty_ = 500; 
 
 
void switch_alpha( int position ) { 
 
    alpha_ = position; 
  
} 
 
void switch_f( int position ) { 
 
    f_ = position; 
  
} 
void switch_distancez( int position ) { 
 
    distz_ = position; 
  
} 
 
void switch_distancey( int position ) { 
 
    disty_ = position; 
  
} 
 
 
int _tmain(int argc, _TCHAR* argv[]) 
 
{ 
  
 // crear ventanas 
 cvNamedWindow("fot.en",CV_WINDOW_AUTOSIZE); 
  
  
 // cargar imagen 
 IplImage*imge=cvLoadImage("esco.jpg",1); 
 IplImage* img = cvCloneImage( imge ); 
 //IplImage* img1 = cvCloneImage( imge ); 
  
 int h=img->height;  
 int w=img->width; 
 
 
 IplImage* gris= cvCreateImage( cvSize(img->width,img-
>height),IPL_DEPTH_8U,1 ); // Crea una nueva imagen de un solo canal 
    cvCvtColor(img,gris,CV_RGB2GRAY); 
 IplImage* sal = cvCloneImage( gris ); 
 CvMemStorage* almace=cvCreateMemStorage(0);// Estructura de 
almacenamiento para lineas 
 CvSeq* lineas=0; // secuencia de elementos 
 int i; 
  
  
cvCanny(gris,gris,50,270,3); 
cvShowImage("canny",gris); 
 
 
 
cvShowImage("smooth",sal); 
 
IplImage *birds_image = cvCloneImage(sal);  
cvNamedWindow("Birds_Eye"); 
 
cvCreateTrackbar("Alpha","Birds_Eye",&alpha_, 180,switch_alpha); 
 
   cvCreateTrackbar("f","Birds_Eye",&f_, 2000,switch_f); 
   cvCreateTrackbar("Distancez","Birds_Eye", &distz_, 2000,switch_distancez); 
    
   cvCreateTrackbar("Distancey","Birds_Eye", &disty_, 2000,switch_distancey); 
 
   while(1){  
  
 double f,disty,distz; 
    double alpha; 
    alpha = ((double)alpha_ - 90.)*PI/180; 
 
    f = (double) f_; 
     
 disty = (double) disty_-500; 
distz = (double) distz_; 
    
  
 
 
    // Proyection 2D -> 3D matrix 
double a1[]={ 
  1, 0, -w/2, 
        0, 1, -h/2, 
        0, 0,    0, 
  0, 0,    1}; 
    CvMat A1 = cvMat(4,3,CV_64FC1,a1); 
        
 
    // Matriz de rotación alrededor de x. 
 double rx[]={ 
   1,          0,           0, 0, 
        0, cos(alpha), -sin(alpha), 0, 
        0, sin(alpha),  cos(alpha), 0, 
        0,          0,           0, 1}; 
    CvMat RX = cvMat(4,4,CV_64FC1,rx); 
 
 
    // Matriz de traslación. 
    double t[]={ 
 1, 0, 0, 0, 
        0, 1, 0, disty, 
        0, 0, 1, distz, 
        0, 0, 0, 1}; 
    CvMat T = cvMat(4,4,CV_64FC1,t); 
  
 
    // Parametros intrinsecos de la camara. 
  double a2[]={ 
  f, 0, w/2, 0, 
        0, f, h/2, 0, 
        0, 0,   1, 0}; 
    CvMat A2 = cvMat(3,4,CV_64FC1,a2); 
     
 
    // Multiplicación de matrices. 
  
 CvMat *B = cvCreateMat( 4, 3, CV_64FC1); 
 CvMat *C = cvCreateMat( 4, 3, CV_64FC1); 
 CvMat *H = cvCreateMat( 3, 3, CV_64FC1); 
 
 cvMatMul(&RX, &A1, B); 
 cvMatMul(&T, B, C); 
 cvMatMul(&A2, C, H); // matriz de Homogafia 
 
     
  cvWarpPerspective(sal,birds_image,H,CV_INTER_LINEAR 
+CV_WARP_INVERSE_MAP+CV_WARP_FILL_OUTLIERS);  // realiza la transformacion 
geometrica 
 
cvShowImage( "Birds_Eye", birds_image );  
cvWaitKey(30); 
} 
 
 
cvShowImage("hough",sal); 
cvWaitKey(0); 
// liberar memoria de las imagenes creadas 
cvReleaseImage(&img); 
cvReleaseImage(&imge); 
cvReleaseImage(&gris); 
cvReleaseImage(&sal); 
cvDestroyAllWindows(); // destruimos todas las ventanas 
 
 
 return 0; 
} 
ANEXO 10
81
ESCENARIOS DE PRUEBA 
 
Las pruebas se realizaron en dos locaciones principales, el conjunto Carlos Lleras  y las instalaciones de la 
Universidad Militar Nueva Granada, en escenarios con diferentes características de luminosidad, rugosidad, 
forma  e inclinación. 
CONJUNTO CARLOS LLERAS 
  
Escenario  1. Pasillo recto Escenario  2. Pasillo curvo hacia la derecha 
  
Escenario  3. Glorieta Escenario 4. Pasillo con puerta y puente 
 
Escenario 5. Pasillo recto con escalera al final. 
 
 
 
 
 
 
 
 
 
 
 
 
 
UNIVERSIDAD MILITAR NUEVA GRANADA 
  
Escenario 6. Pasillo sin salida. Escenario 7. Pasillo lateral. 
 
 
Escenario 8. Pasillo lateral 2. Escenario 9.Camino 
  
Escenario 10.Camino inclinado. Escenario 11.Camino con cambios de inclinación. 
 
Escenario 12. Camino ancho. 
 
