This paper describes ongoing work with auditory direct manipulation for blind computer users. Two studies have been performed on an auditory version of the game Towers of Hanoi, and the results have pointed out important aspects of auditory direct manipulation such as focus in the auditory space and articulatory directness. Future research directions include studies on these aspects, collaboration between sighted and blind subjects and an implementation of auditory drag&drop in a file system.
INTRODUCTION
Direct manipulation is a fundamental concept within HCI (human-computer interaction) and is based on that the interface has the following properties: [3, 9] 
Physical actions

Continuous presentation of all interface objects
Rapid incremental reversible operations with immediate feedback
This means that you for example move a file by simply pointing the mouse at the file you want to move, grab it by pressing down the mouse button, drag it to the place you want it to be and drop it by releasing the button. If you are not satisfied with the action, you could very easily move the file back to its original place. During this whole process you get feedback of the file moving on the screen when you move the mouse. All objects that are available to you in any given moment are also displayed on the screen. This direct and in many ways intuitive way of interaction has been very influential in today's graphical user interfaces and will influence the way we interact with computers for a long time. One serious drawback though is that this kind of interaction is not accessible at all for blind computer users, screen readers does not support direct manipulation. This means that, for example, even though blind people are using the same software as their sighted co-workers, they are practically using a different software with a completely different look and feel. Another problematic area is instructions; blind people could be left out when new software is introduced at the workplace when they do not understand how to use the new software since the instructions is based on direct manipulation interaction techniques. 
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The three general research questions that we want to address in this project are:
Is auditory direct manipulation possible? Could auditory direct manipulation support collaboration between sighted and blind users?
Is auditory direct manipulation interesting or do we have to seek other paradigms for interaction with an auditory interface?
AUDITORY DIRECT MANIPULATION
Auditory direct manipulation is a rather uncharted territory both in research and development, given that we talk about direct manipulation as defined above and how it is used in modem graphical user interfaces, and not just interacting directly or almost directly with interface objects. Previous research has been coricerned with giving blind computer users a more direct way of interacting with interface objects [2, 81, but has not dealt with direct manipulation itself. The main aspect that is missing in these cases is continuous presentation, only a subset of all the objects are presented at the time and the only way to get an overview of all objects is to manually browse the environment. This clearly does not follow the principle of continuous presentation.
Other work has been done on complex auditory interfaces (see for example [ l] ), but many of these has been monitoring tasks were the focus has been on the display of information rather than the interaction with auditory objects [7] .
The key issues of our research on auditory direct manipulation are:
It should support the principles of direct manipulation, especially continuous presentation of all interface objects It should support collaboration with users of the graphical counterpart, therefore it should support the same actions, the same concepts, and the same spatial layout
Continuous presentation
One essential aspect of direct manipulation is the notion of continuous presentation [3]. This means that all objects should be presented in a continuous manner. The user should not have to look for the interface objects, they should present themselves by being there all the time. This is probably the most difficult one to solve when using audio (see for example [SI> Since audio has a strong ambient quality and is not bound by line of sight, you cannot "listen away" or focus in an effective way like you can when looking [4] . When the auditory space gets more complex (i.e. when the number of objects increase), this gets harder. Still, it is one of the key principles and an essential part when implementing direct manipulation. Since presenting the sounds in a continuous manner is hard, the question' is rather what is continuous enough. How do we deal with the ambient quality of sound without losing the overview and the feeling of the objects being there all the time, and how do we avoid overloading the auditory space without hiding some of the objects?
Physical actions
The second property, physical actions, could be seen as articulatory or mimetic directness [3] . This means that the action should mimic the desired change on the interface object, for example when moving a file from left to right on the desktop, the movement of the pointing device should also go from left to right. Interesting issues includes how to support spatial movement with the pointing device and placement of the interface objects, how to support precision positioning of the cursor [6] , and the kind of pointing device that are used.
Rapid incremental reversible operations with immediate feedback
The final property, rapid incremental reversible operations with immediate feedback, requires that all operations could be reversed, for example moving an object back to it's original position after moving it to an undesired location, and that the new location and the new status of the auditory space is immediately audible for the user. The interface should also give immediate feedback on the movement itself, not just the beginning and the end [ 10, 1 11. The main issue is how to give feedback on a spatial movement or action.
AUDITORY TOWERS OF HANOI
In order to study auditory direct manipulation, we have designed and implemented an auditory version of the game "Towers of Hanoi". In this game, the user interacts using a regular mouse and a pair of headphones, with no screen at all.
The sanification model is exclusively based on the sounds of the discs. Every disc has a sound that differs mainly in pitch and in timbre. There is a large gap in pitch between every other disc, which groups the discs two by two. Within each group the main difference between the sounds is the timbre that originates in the use of either harmonic or inharmonic spectra. Figure 1 shows sonograms of four discs. Please note the large difference in frequency between the second and the third disc, as well as the differences in the disc's spectra. In order to distinguish which tower a disc is located on, both stereo panning and amplitude envelopes are used. The most obvious is to use stereo panning, left, middle and right. This is however not sufficient since it could be hard to hear the difference when using multiple complex sounds. Because of this, we have also used different amplitude envelopes. If a disc is placed on a tower to the left or to the right, the envelope has a very short attack and a long decay. If a disc is placed on the middle tower the attack and the decay have the same length.
A disc's vertical position is represented by the length of the sound, the higher the disc is placed the shorter the sound.
The mouse uses a focus feaiure in order to track the cursor.
The discs on the tower pointed to by the cursor will be louder than the others. This is similar to the work presented in [5],
where the mouse pointer is used as a virtual microphone. In this implementation though, we use only discrete steps, the cursor is either on or off a tower, the distance between a tower and the cursor is not mapped. By doing this, the user can direct the attention to a subset of the auditory space. There are also short transition tones that tells the user when the cursor is moved from one tower to another.
The sonification model is described more thoroughly in [IO] . In this study, we tried to answer the question what was continuous enough. Is it sufficient to play the sounds in sequence with no overlap at all (the serial condition), or do we have to fully implement continuous presentation where all sounds keep repeating continuously and simultaneously (the parallel condition)? We also implemented a mixture of these first two where the sounds were played in sequence with a slight overlap (the overlapping condition).
The results from this study showed that with a limited set of auditory objects (4 discs in 3 different locationsjthe level of continuous presentation gave no significant difference. However, most subjects preferred the overlapping condition.
The second study
The second study was a qualitative case study where we wanted to explore the qualitative aspects of auditory direct manipulation and the subjective experience from playing the game.[ 111 The four subjects were all blind and had different computer experience, ranging from novice to expert user. The subjects first played the game and then responded to a semi-structured interview.
All subjects reported thkit they felt that the sounds were present all the time, even though they were played in sequence. The way that the _subjects used the focus feature of the mouse seemed to support this feeling of continuous presentation. This could be a very important finding on how to deal with continuous presentation in an auditory interface, but requires more experiments.
The focus feature of the mouse was used by the subjects in order to get a better understanding of where the discs were placed and to get a better overview of the auditory space. This feature made it possible to concentrate on a specific tower without losing track of the other two towers. It was thought to be very important for the subjects and 'was the most appreciated part of the auditory interface.
All subjects thought that the way they moved the discs was intuitive and very direct. Since the movement with the mouse mimics the real movement of the discs, none of the subjects had any problems at all understanding how to move the discs. This supported the articulatory directness of the interface and was greatly appreciated by all subjects.
The reversibility proved to be self-evident since all subjects on several occasions moved a disc to a location and then changed their mind and moved it back.
The subjects thought that sufficient feedback on grabbing, dragging and dropping was missing. This would enhance the interaction and make it feel more direct and engaging.
DISCUSSION
The work so far has showed that auditory direct manipulation is indeed possible. The studies on the auditory version of Towers of Hanoi has given valuable pointers on how to implement certain features of auditory direct manipulation, especially on focus in the auditory space and articulatory directness.
There are many questions remaining to be answered, for example if these principles really are the best way for interaction with an auditory interface. These studies shows that it could be a good way, but what happens when the complexity increases? In the Towers of Hanoi we have only used 5 discs due to the nature and the complexity of the underlying model, most subjects simply could not play the game using more than 4 or 5 discs, neither audio-only nor visual/haptic.
Additionally, the Towers of Hanoi is just a game with little or no relation to auditory direct manipulation in the end user's daily use of computers. The use of only three discrete locations is hard to maintain when implementing for example a desktop system, since there: are many more locations that needs to be represented.
Future research will involve the design, implementation and evaluation of an application of auditory direct manipulation. This will be an implementation of drag&drop in a file hierarchy, a task that is more common to a real situation for a blind user than perhaps playing a game is.
In order to answer the question whether auditory direct manipulation could support collaboration between sighted and blind users, an experiment is being planned where one blind and one sighted subject are supposed to solve the Towers of Hanoi collaboratively taking turns moving the discs. Interesting questions in this study will be how the subjects talk about what they are doing, if they are using the same metaphors and concepts, and how the strategy is agreed upon between the subjects.
We believe that auditory direct manipulation is a promising way to give blind users better access to modem graphical user interfaces. The benefits of this are primarily that the blind computer user gets a mort: direct and more intuitive way of interacting with a complex auditory space, and that collaboration between sighted and blind computer users facilitates.
