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MAXIMAL ORDER OF GROWTH FOR THE RESONANCE
COUNTING FUNCTIONS FOR GENERIC POTENTIALS IN
EVEN DIMENSIONS
T. J. CHRISTIANSEN AND P. D. HISLOP
Abstract. We prove that the resonance counting functions for Schro¨dinger
operators HV = −∆+V on L2(Rd), for d ≥ 2 even, with generic, compactly-
supported, real- or complex-valued potentials V , have the maximal order of
growth d on each sheet Λm, m ∈ Z\{0}, of the logarithmic Riemann surface.
We obtain this result by constructing, for each m ∈ Z\{0}, a plurisubhar-
monic function from a scattering determinant whose zeros on the physical
sheet Λ0 determine the poles on Λm. We prove that the order of growth of
the counting function is related to a suitable estimate on this function that we
establish for generic potentials. We also show that for a potential that is the
characteristic function of a ball, the resonance counting function is bounded
below by Cmrd on each sheet Λm, m ∈ Z\{0}.
1. Introduction
We study the distribution of scattering poles or resonances of Schro¨dinger op-
erators HV = −∆+V on L2(Rd), for d ≥ 2 and even, and real- or complex-valued,
compactly-supported potentials V ∈ L∞0 (Rd;C). Let χV ∈ C∞0 (Rd) be a smooth,
compactly-supported function satisfying χV V = V , and denote the resolvent of
HV by RV (λ) = (HV −λ2)−1 for 0 < arg λ < pi. In the even-dimensional case, the
operator-valued function χVRV (λ)χV has a meromorphic continuation to Λ, the
infinitely-sheeted Riemann surface of the logarithm. We denote by Λm the mth
open sheet consisting of z ∈ Λ with mpi < arg z < (m + 1)pi. We are interested
in the number of poles nV,m(r), counted with multiplicity, of the continuation of
the truncated resolvent χVRV (λ)χV on Λm of modulus at most r > 0. The order
of growth of the resonance counting function nV,m(r) for HV on the mth-sheet is
defined by
(1) ρV,m ≡ lim sup
r→∞
log nV,m(r)
log r
.
It is known that ρV,m ≤ d for d ≥ 2 even [25, 26]. We prove that generically (in
the sense of Baire typical) the resonance counting function has the maximal order
of growth d on each non-physical sheet.
T.J.C. partially supported by NSF grant DMS 0500267, P.D.H. partially supported by NSF
grant 0503784.
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Theorem 1.1. Let d ≥ 2 be even, and let K ⊂ Rd be a fixed, compact set with
nonempty interior. There is a dense Gδ set VF (K) ⊂ L∞0 (K;F ), for F = R or
F = C, such that if V ∈ VF (K), then ρV,m = d for all m ∈ Z\{0}.
This result is the even-dimensional analog of our previous result [5] in the
odd-dimensional case. Roughly speaking, the theorem states that most Schro¨dinger
operators HV have the right number of resonances on each non-physical sheet. As
in [2], the proof depends upon the construction of a plurisubharmonic function
from which we can recover the order of growth of the resonance counting function
on Λm. This is more difficult than in the odd-dimensional case, where one can use
a Weierstrass factorization on the plane to help understand the relation between
the order of growth of the determinant of the scattering matrix and the order of
growth of its zero-counting function. Moreover, the even dimensional case requires
the study of the poles of the resolvent far from the physical sheet. For this, one
cannot simply use the determinant of the scattering matrix on the physical sheet.
In order to implement the argument in [2], we need upper bounds on nV,m(r)
for all such V . In even dimensions, the following upper bounds for any V ∈
L∞0 (Rd;F ) were proven by Vodev [25, 26]. Let λj be the poles of the continuation
of χVRV (λ)χV , listed with multiplicity. Vodev considered the following counting
function:
(2) NV (r, a) ≡ {λj ∈ Λ : 0 < |λj | ≤ r, | arg λj | ≤ a}.
We use the notation 〈w〉 ≡ (1 + |w|2)1/2. In our setting, Vodev proves that
(3) NV (r, a) ≤ Ca(〈r〉d + (log a)d), for all r, a > 1.
This implies that nV,m(r) ≤ Cm〈r〉d on each sheet m 6= 0.
We also need an example of a potential in our class for which the order of
growth of the resonance counting function is d on each sheet Λm, m ∈ Z∗ = Z\{0}.
Theorem 1.2. Let V (x) = V0χ[0,1](|x|), with V0 > 0, be a real, spherically sym-
metric, step potential. For each m ∈ Z\{0}, there is a constant Cm > 0, so that
for r sufficiently large,
(4) nV,m(r) ≥ Cmrd +O(rd−1).
Asymptotics of the resonance counting function for Schro¨dinger operators in
odd dimension with certain radial potentials were proved in [31], see also [22].
The existence of resonances for HV in even dimensions was first proved by
Tang and Sa´ Barreto [23]. They proved for d ≥ 4 that there must be at least
one resonance if V ∈ C∞0 (Rd;R) and V is nontrivial. This was later strengthened
by Sa´ Barreto [18], who proved, for the same class of potentials, a global lower
bound on the number of resonances. Sa´ Barreto defined NV (r) to be the number
of poles λ of the continued, truncated resolvent, including multiplicities, satisfying
1/r < λ < r, with | arg λ| < log r. He proved that NV (r) grows more quickly than
log r/(log log r)p, for any p > 1, proving that there are infinitely-many resonances.
His work does not establish the existence of infinitely-many resonances on each
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non-physical sheet, a result that follows from Theorem 1.1, for “generic” potentials.
In contrast, there are examples of complex-valued potentials V in dimension d ≥ 2
for which there are no resonances of HV away from the origin [3].
Earlier literature on the distribution of resonances for Schro¨dinger operators
in the even-dimensional case includes Intissar’s paper [8]. Intissar defined, for any
 > 0 and r > 1, a resonance counting function N(, r) ≡ {λj | r− < |λj | <
r, | arg λj | <  log r}. For even dimensions d ≥ 4, and for any  ∈ (0,
√
2/2), he
proved the non-optimal polynomial upper bound N(, r) ≤ C〈r〉d+1. Zworski [32]
proved a Poisson formula for resonances in even dimensions. Shenk and Thoe [19]
proved the meromorphic continuation of the S-matrix for potential scattering onto
Λ. In a related work, Tang [24] proved the existence of infinitely-many resonances
for metric scattering in even dimensions.
For surveys of related results in odd dimensions, we refer the reader to [33] and
[27], in addition to the references in [5]. We refer the reader to [4] for generic-type
results for resonances in other situations. The notion of Baire typical or generic
potentials was used by B. Simon in the study of singular continuous spectra for
Schro¨dinger operators in [20].
1.1. Contents. In section 2, we first reduce the problem of counting resonances
on the mth-sheet to one of counting the zeros of a holomorphic function fm(λ) in
the upper-half complex plane. We then review aspects of the theory of plurisub-
harmonic functions. Section 3 is devoted to the construction of a plurisubharmonic
function associated with fm(λ) and families of potentials V (z;x), parameterized
by z ∈ Ω ⊂ Cd′ . The main technical result on the order of growth of the count-
ing function for the zeros of fm(z, λ) is Theorem 3.8. The main theorem on the
distribution of resonances is proved in section 4. The proof of Theorem 1.2 on the
lower bound on the number of resonances on each sheet Λm, m ∈ Z\{0}, for the
step potential with the correct exponent d, is given in section 5. The appendix in
section 6 contains the details of the uniform asymptotic expansions of Bessel and
Hankel functions, due to Olver [13, 14, 15], and their application to the location
of the zeros.
Acknowledgments. The first author is grateful for the hospitality of MSRI dur-
ing the completion of this paper, and to MSRI and the MU Research Leave for
partial support during this time.
2. Reduction to an Operator on Λ0 and other Preliminaries
For 0 < arg λ < pi, we denote by R0(λ) = (−∆− λ2)−1, where ∆ is the non-
positive Laplacian on Rd. It is well-known that for d ≥ 4 even and any compactly-
supported, smooth function χ ∈ C∞0 (Rd), the cut-off resolvent χR0(λ)χ has an
analytic continuation to Λ, the logarithmic cover of the plane (see, for example,
[10, 19]). For d = 2 there is a logarithmic singularity at λ = 0. This is easily seen
from the representation
(5) χR0(λ)χ = E1(λ) + (λd−2 log λ) E2(λ),
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where E1(λ) and E2(λ) are entire operator-valued functions and for d = 2, the
operator E2(λ = 0) is a finite-rank operator. This representation follows from the
formula for the Green’s function
(6) R0(λ) =
i
4
(
λ
2pi|x− y|
)(d−2)/2
H
(1)
(d−2)/2(λ|x− y|),
where the Hankel function of the first kind is defined by H(1)ν (z) = Jν(z)+ iNν(z),
and the expansion of the Neumann Bessel function Nν(z), when ν ∈ N. We shall
continue to denote this continuation by χR0(λ)χ. We shall use the following key
identity, for m ∈ Z, that follows from (6) and (74),
(7) R0(eimpiλ) = R0(λ)−mT (λ)
where T (λ) has Schwartz kernel
(8) T (λ, x, y) = ipi(2pi)−dλd−2
∫
Sd−1
eiλ(x−y)·ωdω
[10, Section 1.6]. We note that for any χ ∈ C∞0 (Rd), χT (λ)χ is a holomorphic
trace-class valued operator for λ ∈ C.
Let V ∈ L∞0 (Rd), where we suppress the notation F when there is no need to
distinguish real- or complex-valued potentials. When 0 < arg λ < pi, we denote by
RV (λ) = (−∆ +V −λ2)−1. Let χV ∈ C∞0 (Rd) be a compactly supported function
with χV V = V . The resonances are the poles of the meromorphic continuation of
χVRV (λ)χV to Λ. The set of resonances is independent of the cut-off function in
the class described here. By the second resolvent formula, we have
(9) χVRV (λ)χV (1 + V R0(λ)χV ) = χVR0(λ)χV ,
and the poles of χVRV (λ)χV correspond, with multiplicity, to the zeros of I +
V R0(λ)χV .
We can reduce the analysis of the zeros of the continuation of I +V R0(λ)χV
to Λm to the analysis of zeros of a related operator on Λ0. This is very similar to
the technique used by Froese in odd dimensions in [7]. Using (7), if 0 < arg λ < pi
and m ∈ Z, then eimpiλ ∈ Λm, and
I + V R0(eimpiλ)χ = I + V (R0(λ)−mT (λ))χV
= (I + V R0(λ)χV )(I −m(I + V R0(λ)χV )−1V T (λ)χV ).
For any fixed V ∈ L∞0 (Rd), there are only finitely many poles of (I+V R0(λ)χV )−1
with 0 < arg λ < pi. Thus
(10) fm(λ) = det(I −m(I + V R0(λ)χV )−1V T (λ)χV )
is a holomorphic function of λ when 0 < arg λ < pi and |λ| > c0〈‖V ‖L∞〉. Moreover,
with at most a finite number of exceptions, the zeros of fm(λ) with 0 < arg λ < pi
correspond, with multiplicity, to the poles of χVRV (λ)χV with mpi < arg λ <
(m + 1)pi. Henceforth, we will consider the function fm(λ), for m ∈ Z\{0}, in a
neighborhood of Λ0. We write Z∗ for Z\{0}.
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We mention certain symmetries of the resonances, identified as poles of the
meromorphic continuation of the S-matrix, on various sheets that were discussed in
[19]. For d even and V real, if λ ∈ Λm is a scattering pole, then λS = −λ = e−ipiλ =
|λ|ei(pi−arg λ) ∈ Λ−m is also a scattering pole. This follows from the identity for the
S-matrix: S(λ)∗ = 2I −S(eipiλ). This result can also be seen from (10). If λ ∈ Λm
is a resonance, then λ˜ = e−impiλ ∈ Λ0 satisfies fm(λ˜) = 0. For the symmetric point
λS = −λ ∈ Λ−m, we set λ˜S = eimpiλS ∈ Λ0. Using the identity T (−λ) = −T (λ)
for 0 < arg λ < pi, it easily follows that for V real, f−m(λ˜S) = 0. Note that in odd
dimensions and V real, the scattering poles in the lower-half complex plane are
symmetric about the imaginary axis as follows from the identity S(λ)∗ = S(−λ).
We now turn to some preliminary analysis of the cut-off resolvent and the
operator T (λ) defined in (8). We will always work with a fixed, but arbitrary,
compact subset K ⊂ Rd, with nonempty interior, and potentials V ∈ L∞0 (K;F ),
for F = R or F = C. Our cut-off functions χ ∈ C∞0 (Rd) satisfy χ = 1 on K so
χV = V for all V ∈ L∞0 (K;F ). Recall the notation 〈x〉 = (1 + |x|2)1/2. We begin
with L2-estimates.
Lemma 2.1. Suppose χ ∈ C∞0 (Rd) and | Imλ| ≤ α, for any α > 0. Then,
(11) ‖χT (λ)χ‖L2→L2 ≤ C〈λ〉−1,
where the constant C depends on α and χ. Moreover, if V ∈ L∞0 (K;F ), then there
is a constant c0 such that
(12) ‖(I + V R0(λ)χ)−1‖L2→L2 ≤ 2
when −pi/2 < arg λ < 3pi/2, | Imλ| ≤ α, and |λ| ≥ c0〈‖V ‖L∞〉. Moreover, for λ in
this same set,
‖I − (I + V R0(λ)χ)−1‖L2→L2 ≤ C〈‖V ‖L∞〉〈λ〉−1.
In particular, the bound (12) holds on Λ0 when |λ| > c0〈‖V ‖L∞〉. The constants
C and c0 depend on α and χ.
In particular, (12) means that for |λ| ≥ c0〈‖V ‖L∞〉 and satisfying the other
conditions, I + V R0(λ)χ is invertible on L2.
Proof. The first claim is proved in [29] and published in [1, section 2, page 255].
Using that ‖χR0(λ)χ‖L2→L2 = O(〈λ〉−1) when 0 < arg λ < pi, we have from (7)
and (11) that
(13) ‖χR0(λ)χ‖L2→L2 = O(〈λ〉−1)
for −pi/2 < arg λ < 3pi/2, | Imλ| ≤ α. Then, there is a c0 > 0 so that when
|λ| ≥ c0〈‖V ‖L∞〉, and −pi/2 < arg λ < 3pi/2, | Imλ| ≤ α, ‖V R0(λ)χ‖L2→L2 ≤ 1/2.
For such values of λ, ‖(I + V R0(λ)χ)−1‖L2→L2 ≤ 2. The last claim follows from
the series representation of (I + V R0(λ)χ)−1, using (13). 
We now turn to trace norm estimates. We denote by ‖ · ‖1 the trace norm
and by ‖ · ‖2 the Hilbert-Schmidt norm.
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Lemma 2.2. Suppose V ∈ L∞0 (K;F ). Then for −pi/4 ≤ arg λ ≤ 5pi/4, | Imλ| ≤
2, |λ| > c0〈‖V ‖L∞〉, there is a C > 0 so that
‖V T (λ)χ‖1 ≤ C〈‖V ‖L∞〉〈λ〉d−2
and
‖ d
dλ
V T (λ)χ‖1 ≤ C〈‖V ‖L∞〉〈λ〉d−2.
Moreover, there is a c0,m so that if |λ| > c0,m〈‖V ‖L∞〉, and λ is in the same set
as above,
(14) ‖(I −m(I + V R0(λ)χ)−1V T (λ)χ)−1‖L2→L2 ≤ 2.
Proof. We recall that ‖AB‖1 ≤ ‖A‖2‖B‖2, and that the cut-off operator T (λ) has
a factorization as
V T (λ)χ = V χT (λ)χ = ipi(2pi)−dλd−2V (Eχ(λ))tEχ(−λ)
Eχ(λ) : L2(Rd)→ L2(Sd−1), Eχ(λ, ω, x) = exp(−iλx · ω)χ(x).
Since
‖Eχ(λ)‖22 =
∫ ∫
|Eχ(λ, ω, x)|2dωdx ≤ CeC|Imλ|
we obtain that
‖V T (λ)χ‖1 ≤ C〈‖V ‖L∞‖〉 |λ|d−2eC|Imλ|
with perhaps a different constant C. A similar proof gives the estimate for the
derivative. Using Lemma 2.1, we can find a c0,m so that for |λ| > c0,m〈‖V ‖L∞〉,
‖m(I + V R0(λ)χ)−1V T (λ)χ‖L2→L2 ≤ 1/2.
Then
‖(I −m(I + V R0(λ)χ)−1V T (λ)χ)−1‖L2→L2 ≤ 2.

We also need the following result on the function fm(λ) defined in (10).
Lemma 2.3. Suppose V ∈ L∞0 (K;F ). Then there is a constant cm > 0 so that if
λ lies in the set
{λ ∈ Λ : | Imλ| ≤ 2, | arg λ| < pi/4, |λ| ≥ cm〈‖V ‖L∞〉}
then
|fm(λeipi)/fm(λ)| ≤ exp(C〈‖V ‖L∞〉〈λ〉d−2)
and
|fm(λ)/fm(λeipi)| ≤ exp(C〈‖V ‖L∞〉〈λ〉d−2)
for some C > 0. The constants cm and C are independent of V , but they depend
on the set K, χ, and m.
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Proof. We shall write
FV (λ) = (I + V R0(λ)χ)−1
to make the equations less cumbersome. Note that
fm(eipiλ) = det(I −m(I + V R0(eipiλ)χ)−1V T (λeipi)χ)
= det(I −mFV (eipiλ)V T (eipiλ)χ)
= det(I −mFV (λ)V T (λ)χ)
× det (I +m(I −mFV (λ)V T (λ)χ)−1 (FV (λ)V T (λ)− FV (λeipi)V T (λeipi))χ)
= fm(λ) det
(
I +m(I −mFV (λ)V T (λ)χ)−1
(
FV (λ)V T (λ)− FV (λeipi)V T (λeipi)
)
χ
)
.
First, by Lemma 2.1 (12), we have for j = 0 or j = 1, ‖FV (eijpiλ)‖L2→L2 ≤ 2.
Second, by Lemma 2.2 (14), there is a c0,m > 0 so that when |λ| ≥ c0,m〈‖V ‖L∞〉,
‖(I −mFV (λ)V T (λ)χ)−1‖L2→L2 ≤ 2. Third, by Lemma 2.2, for j = 0 or j = 1,
‖V T (λeijpi)χ‖1 ≤ C‖V ‖L∞〈λ〉d−2. Finally, using |det(1 + A)| ≤ exp(‖A‖1), we
find that |fm(eipiλ)/fm(λ)| ≤ exp(C〈‖V ‖L∞〉〈λ〉d−2) for some constant C > 0. A
similar technique gives the result for |fm(λ)/fm(eipiλ)|. 
The following lemma will be used in proving that a function we construct is
plurisubharmonic.
Lemma 2.4. If | Imu| ≤ 1, | arg u| ≤ pi/4, |u| ≥ cm〈‖V ‖L∞〉, then∣∣∣∣∫ pi
0
log |fm(ueiθ)|dθ −
∫ pi
0
log |fm(|u|eiθ)|dθ
∣∣∣∣ ≤ C〈‖V ‖L∞〉2〈u〉d−3.
Proof. We write u = |u|eiφ. Then∫ pi
0
log |fm(ueiθ)|dθ
=
∫ pi
0
log |fm(|u|eiθ+iφ)|dθ
=
∫ pi
0
log |fm(|u|eiθ)|dθ +
∫ pi+φ
pi
log |fm(|u|eiθ)|dθ −
∫ φ
0
log |fm(|u|eiθ)|dθ.
But∫ pi+φ
pi
log |fm(|u|eiθ)|dθ −
∫ φ
0
log |fm(|u|eiθ)|dθ =
∫ φ
0
log
∣∣∣∣fm(|u|ei(θ+pi))fm(|u|eiθ)
∣∣∣∣ dθ
Using Lemma 2.3, when |u| is sufficiently large,
sign(φ)
∫ φ
0
log
∣∣∣∣fm(|u|ei(θ+pi))fm(|u|eiθ)
∣∣∣∣ dθ ≤ C|φ|〈‖V ‖L∞〉(1 + |u|d−2)
≤ C|u|−1〈‖V ‖L∞〉(1 + |u|d−2)
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where we use the fact that |φ| ≤ C|u|−1 when |u| is large. We may also write
sign(φ)
(∫ pi+φ
pi
log |fm(|u|eiθ)|dθ −
∫ φ
0
log |fm(|u|eiθ)|dθ
)
= −sign(φ)
∫ φ
0
log
∣∣∣∣ fm(|u|eiθ)fm(|u|ei(θ+pi))
∣∣∣∣ dθ
≥ −C|φ|〈‖V ‖L∞〉〈u〉d−2
≥ −C|u|−1〈|V ‖L∞〉〈u〉d−2
again using Lemma 2.3. This finishes the proof of the lemma. 
3. Order of Growth and Plurisubharmonic Functions
We establish the main technical results in this section. It is the analog of
section 2 of [2] for the even-dimensional case. In the first subsection, we review
the notion of plurisubharmonic functions, pluripolar sets, and order, and prove
Lemma 3.1. In the second subsection, we construct a plurisubharmonic function
associated with fm(λ) to which we will apply this lemma in order to estimate the
order of growth of the resonance counting function. The main result is Theorem
3.8.
3.1. Review of some complex analysis. For the convenience of the reader, we
recall some basic notions used in [2] that can be found in the book [9]. A domain
Ω ⊂ Cm is an open connected set.
Definition 3.1. A real-valued function φ(z) taking values in [−∞,∞) is plurisub-
harmonic in a domain Ω ⊂ Cm, and we write φ ∈ PSH(Ω), if:
• φ is upper semicontinuous and φ 6≡ −∞;
• for every z ∈ Ω, for every w ∈ Cm, and every r > 0 such that {z + uw :
|u| ≤ r, u ∈ C} ⊂ Ω we have
(15) φ(z) ≤ 1
2pi
∫ 2pi
0
φ(z + reiθw) dθ.
A function φ on Ω ⊂ Cm is locally plurisubharmonic on Ω if φ is upper
semicontinuous and φ 6≡ −∞ and if for each z ∈ Ω there is a radius b(z) > 0 such
that for all w ∈ Cm so that |w| < b(z), z + weiθ ∈ Ω and
(16) φ(z) ≤ 1
2pi
∫ 2pi
0
φ(z + weiθ) dθ.
We recall that every locally plurisubharmonic function on a domain Ω is in PSH(Ω)
[9, Proposition I.19].
Definition 3.2. A set E ⊂ Cm is pluripolar if for each a ∈ E there is a neigh-
borhood Va containing a and a function φa ∈ PSH(Va) such that E ∩ Va ⊂ {z ∈
Va : φa(z) = −∞}.
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Definition 3.3. For r > 0, let s(r) > 0 be a monotone increasing function of r.
If
lim sup
r→∞
log s(r)
log r
= µ <∞,
then s(r) is said to be of order µ.
For a function h holomorphic in
(17) {λ ∈ C : |λ| ≥ R, Imλ ≥ 0}
and r > R, define n+,R(h, r) to be the number of zeros of h, counted with multi-
plicities, in the closed upper half plane with norm between R and r, inclusive.
Lemma 3.1. Let R > 0, let h be holomorphic in the set in (17), and suppose,
in addition, that h has only finitely many zeros on the real axis. Suppose that for
some p > 0, and for some  > 0, we have∫ r
R
∣∣∣∣h′(s)h(s)
∣∣∣∣ ds = O(rp−) and ∫ −R−r
∣∣∣∣h′(s)h(s)
∣∣∣∣ ds = O(rp−).
Then n+,R(h, r) has order p if and only if
lim sup
r→∞
log
∫ pi
0
log |h(reiθ)|dθ
log r
= p.
Proof. Notice that the order of n+,R1(h, r) is independent of the choice of R1 ≥ R,
since n+,R1(h, r) = n+,R2(h, r) + O(1) if R1, R2 ≥ R. Thus we may assume,
without loss of generality, that h has no zeros with norm R and none on the
semi-axes s > R and s < −R. Then, using the principle of the argument and the
Cauchy-Riemann equations, for t > R
n+,R(h, t) =
1
2pi
Im
(∫ −R
−t
h′(s)
h(s)
ds+
∫ t
R
h′(s)
h(s)
ds
)
+
1
2pi
∫ pi
0
t
d
dt
log |h(teiθ)|dθ − 1
2pi
∫ pi
0
R
d
dR
log |h(Reiθ)|dθ.
Now, just as in the proof of Jensen’s equality, we divide by t and integrate from
R to r to obtain∫ r
R
n+,R(h, t)
t
dt =
1
2pi
Im
(∫ r
R
t−1
∫ −R
−t
h′(s)
h(s)
dsdt+
∫ r
R
t−1
∫ t
R
h′(s)
h(s)
dsdt
)
+
1
2pi
∫ pi
0
log |h(reiθ)|dθ − 1
2pi
∫ pi
0
log |h(Reiθ)|dθ
− 1
2pi
R log(r/R)
∫ pi
0
d
dR
log |h(Reiθ)|dθ.(18)
By our assumptions,∫ r
R
t−1
∫ −R
−t
h′(s)
h(s)
dsdt = O(rp−) and
∫ r
R
t−1
∫ t
R
h′(s)
h(s)
dsdt = O(rp−).
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Thus
lim sup
r→∞
log
∫ r
R
n+,R(h,t)
t dt
log r
= p
if and only if
lim sup
r→∞
log
∫ pi
0
log |h(reiθ)|dθ
log r
= p.
But n+,R(h, t) and
∫ r
R
n+,R(h,t)
t dt have the same order, proving the lemma. 
3.2. Construction of a Plurisubharmonic Function. Let Ω ⊂ Cd′ be an open
connected set, let z ∈ Ω and x ∈ Rd. We let Z∗ ≡ Z\{0}. Throughout this section
we assume that V (z) = V (z, x) is a function which has the following properties:
• For z ∈ Ω, V (z, ·) ∈ L∞(Rd).
• The function V (z, x) is holomorphic in z ∈ Ω.
• There is a compact set K1 ⊂ Rd so that for z ∈ Ω, V (z, x) = 0 if x ∈
Rd \K1.
We refer to these three conditions as Assumptions (V). In our application in section
4, we take d′ = 1.
For z ∈ Ω and fixed χ ∈ C∞0 (Rd), with χ ≡ 1 on K1, we set, in analogy with
(10),
(19) fm(z, λ) = det(I −m(I + V (z)R0(λ)χ)−1V (z)T (λ)χ).
For m ∈ Z∗, and 0 <  < 1, we define the function gm, by
(20) gm,(z, u) =
∫ pi
0
log |fm(z, ueiθ)|dθ + log |eud− |
where a branch of ud− is chosen so that ud− ∈ R when u ∈ R+, and ud− is
holomorphic for | arg u| < pi/2. We show that gm, is a plurisubharmonic function
on an appropriate domain in Ω×C. The additional term log |eud− | in (20) is useful
in order to determine certain growth properties as shown in Lemma 3.3. We will
use the notation Ω′ b Ω to mean that the subset Ω′ ⊂ Ω is open and connected,
with Ω′ ⊂ Ω compact.
Lemma 3.2. For any Ω′ b Ω and the constant c0 is as in Lemma 2.1 with α = 5,
the function gm,(z, u) defined in (20) is plurisubharmonic for (z, u) ∈ Ω′ × UΩ′
where
UΩ′ = {u ∈ Λ : | Imu| < 2, Reu > c0 max
z∈Ω′
〈‖V (z)‖L∞〉, | arg u| < pi/4}.
Proof. Since ud− is holomorphic on UΩ′ (which can be identified with an un-
bounded rectangle in the complex plane), then log |eud− | is plurisubharmonic in
Ω′×UΩ′ . Moreover, by Lemma 2.1, fm(z, ueiθ), defined in (19), is holomorphic on
Ω′×UΩ′ when 0 ≤ θ ≤ pi. Thus log |fm(z, ueiθ)| is plurisubharmonic on Ω′×UΩ′ . It
then follows by [9, Proposition I.14] that
∫ pi
0
log |fm(z, ueiθ)|dθ is either plurisub-
harmonic on Ω′ × UΩ′ or identically −∞ there. It is easy to see that it is not
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identically −∞. Since the sum of two plurisubharmonic functions is plurisubhar-
monic, we prove the lemma. 
In order to make notation less complicated, we define, for Ω′ b Ω, the con-
stant
VM,Ω′ = max
z∈Ω′
‖V (z, ·)‖L∞ .
Lemma 3.3. Let gm, be as defined by (20), and let Ω′ b Ω and UΩ′ be as in
Lemma 3.2. Then there is an rm > 0 so that for z ∈ Ω′, max| Imu|≤1, Reu>0
|u|=r, u∈UΩ′
gm,(z, u)
 >
 max
Imu=±1, Reu>0
|u|=r, u∈UΩ′
gm,(z, u)

when r ≥ 〈VM,Ω′〉1/(1−)rm. The constant rm depends on m, K1 and χ, but not on
V .
Proof. Let u = reiφ, where |φ| < pi/4 and Im(reiφ) = ±1. We shall show, in
fact, that gm,(z, r) > gm,(z, reiφ), indicating that the maximum along the arc of
|u| = r with | Imu| ≤ 1 occurs along the positive real axis at u = r. Note that
|eud− | u=reiφ = exp(Re(rd−eiφ(d−))
= exp(rd− cos((d− )φ)).
Thus
log |eud− | u=r − log |eud− | u=reiφ = rd− − rd−
(
1− (d− )
2φ2
2
+O(φ4)
)
= rd−
(d− )2φ2
2
+O(rd−φ4).
Combining this with the definition of gm, and results of Lemma 2.4, we see
that
|gm,(z, r)− gm,(z, reiφ)− rd− (d− )
2φ2
2
| ≤ C (rd−φ4 + 〈VM,Ω′〉〈r〉d−3) .
Since |φ| ≈ r−1 when r is sufficiently large, we may, by choosing rm sufficiently
large, ensure that
rd−(d− )2φ2
2
> 2(C(rd−φ4 + 〈VM,Ω′〉〈r〉d−3)
when r ≥ 〈VM,Ω′〉1/(1−)rm. When this holds, gm,(z, r)−gm,(z, reiφ) > 0, proving
the lemma. 
Lemma 3.4. For an open set Ω′ b Ω, there is a r˜m,(Ω′, V ) such that if r ≥
r˜m,(Ω′, V ),
gm,(z, r) > max| Imu|≤1, | arg u|≤pi/4
Reu>0, |u|=rm(〈VM,Ω′ 〉1/(1−)+1)
gm,(z, u)
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for z ∈ Ω′, where rm is defined in Lemma 3.3.
Proof. Let Ω′′ be an open set such that Ω′ b Ω′′ b Ω and 〈VM,Ω′′〉1/(1−) <
〈VM,Ω′〉1/(1−) + 1. Since gm,(z, u) is plurisubharmonic on
Ω′′ × {u ∈ C : | Imu| ≤ 1, | arg u| ≤ pi/4, Reu > 0, |u| > rm〈VM,Ω′′〉1/(1−)},
we have
(21) max
z∈Ω′, | Imu|≤1, | arg u|≤pi/4
Reu>0, |u|>rm(〈VM,Ω′ 〉1/(1−)+1)
gm,(z, u) <∞.
Let z0 ∈ Ω′. Then we can find Rz0 > max(1, rm(〈VM,Ω′〉2/(2−) + 1)) such
that fm(z0, Rz0e
iθ) has no zeros for 0 ≤ θ ≤ pi. Additionally, we can find Ω′z0 ,
Ω′′z0 , both open, such that Ω
′
z0 b Ω′′z0 b Ω′′ and fm(z,Rz0eiθ) 6= 0 for z ∈ Ω′′z0 ,
0 ≤ θ ≤ pi. Then log |fm(z,Rz0eiθ)| and its derivatives are continuous for such z
and θ, since fm is holomorphic and nonzero.
Using (18), with fm in place of h, and Rz0 in place of R, for r > Rz0∫ pi
0
log |fm(z, reiθ)|dθ ≥− Im
(∫ r
Rz0
t−1
∫ −Rz0
−t
d
dsfm(z, s)
fm(z, s)
dsdt+
∫ r
Rz0
t−1
∫ t
Rz0
d
dsfm(z, s)
fm(z, s)
dsdt
)
+
∫ pi
0
log |fm(z,Rz0eiθ)|dθ
+Rz0 log(r/Rz0)
∫ pi
0
d
dR
log |fm(z,Reiθ)| R=Rz0 dθ.(22)
There is a Cz0 such that for z ∈ Ω′z0 ,
(23)
∫ pi
0
log |fm(z,Rz0eiθ)|dθ +Rz0
∫ pi
0
d
dR
log |fm(z,Reiθ)| R=Rz0 dθ ≤ Cz0
since we stay in a region with fm nonzero.
Next, use that
d
dλ
det(I +A(λ)) = tr
(
(I +A(λ))−1
d
dλ
A(λ)
)
applied to fm(z, s). Thus
(24)
d
dsfm(z, s)
fm(z, s)
= −m tr
(
(I −m(I + V R0(λ)χ)−1V (z)T (λ)χ)−1 d
ds
(
(I + V R0(s)χ)−1V T (s)χ
))
.
When arg s = 0 or arg s = pi and 〈s〉 > c0,m〈‖V (z)‖L∞〉,
‖(I −m(I + V R0(λ)χ)−1V (z)T (λ)χ)−1‖L2→L2 ≤ C
and ∥∥∥∥ dds (I + V R0(s)χ)−1V T (s)χ
∥∥∥∥
1
≤ C〈‖V (z)‖L∞〉〈s〉d−2
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by Lemma 2.2. Using this and (24), and increasing Cz0 if necessary, we get that
(25)
∣∣∣∣∣
∫ r
Rz0
t−1
∫ −Rz0
−t
d
dsfm(z, s)
fm(z, s)
dsdt
∣∣∣∣∣ ≤ Cz0〈‖V (z)‖L∞〉〈r〉d−1
and
(26)
∣∣∣∣∣
∫ r
Rz0
t−1
∫ t
Rz0
d
dsfm(z, s)
fm(z, s)
dsdt
∣∣∣∣∣ ≤ Cz0〈‖V (z)‖L∞〉〈r〉d−1
for z ∈ Ω′z0 . Using (23), (25), and (26) in (22), with perhaps a new Cz0 , we find
that ∫ pi
0
log |fm(z, reiθ)|dθ ≥ −Cz0〈‖V (z)‖L∞〉〈r〉d−1.
Thus, for z ∈ Ω′z0 ,
gm(z, r) ≥ rd− − Cz0〈‖V (z)‖L∞〉〈r〉d−1.
By construction, Ω′ ⊂ ∪z0∈Ω′Ω′z0 so that {Ω′z0}z0∈Ω′ forms a cover of Ω′.
Since Ω′ is a compact set, there is a finite subcover. Denote the corresponding z0’s
for this finite subcover z1, z2, . . . , zN . If we set CΩ′ = maxCzj , j = 1, . . . , N , we
have
(27) gm(z, r) ≥ rd− − CΩ′〈‖V (z)‖L∞〉〈r〉d−1
for z ∈ Ω′. But then there is a r˜m(Ω′, V ) so that the right hand side of (27) is
bigger than (21) whenever r ≥ r˜m(Ω′, V ). This finishes the proof. 
Lemma 3.5. Let gm,(z, u) be as in (20) and Ω′ b Ω. Set
M˜m,,Ω′(z, w) = max| Imu|≤1, | arg u|≤pi/4
rm(〈VM,Ω′ 〉1/(1−)+1)≤|u|≤|w|
gm,(z, u).
Here rm is as in Lemma 3.3. Then M˜m,,Ω′ is plurisubharmonic on
Ω′ × {w ∈ C : r˜m,(Ω′, V ) < |w|}
with r˜m,(Ω′, V ) as in Lemma 3.4.
The proof of this lemma resembles the proof of [2, Lemma 2.1].
Proof. It is clear that M˜m,,Ω′ 6≡ −∞. Since gm, is upper semicontinuous, so is
M˜m,,Ω′ . Since gm,(z, u) is plurisubharmonic on
(28) {| Imu| ≤ 1, | arg u| ≤ pi/4, rm(〈VM,Ω′〉1/(1−) + 1) ≤ |u| ≤ |w|, }
its maximum is attained on the boundary. So suppose |w| > r˜m,(Ω′, V ) and
M˜m,,Ω′(z, w) = gm,(z, u0), with u0 on the boundary of the set in (28). By Lemma
3.3 and the choice of the set over which we take the maximum of gm,, −1 <
Imu0 < 1. By Lemma 3.4, gm,(z, |w|) > gm,(z, u) when |u| = rm(〈VM,Ω′〉1/(1−)+
1), | arg u| ≤ pi/4, | Imu| ≤ 1. Hence |u0| = |w|.
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For v ∈ Cd′+1 write v = (v′, vd′+1) ∈ Cd′ × C. There is a ρ(z, w), so that for
all θ ∈ [0, 2pi] and all v ∈ Cd′+1 with |v| < ρ(z, w), z+ eiθv′ ∈ Ω′ and u0 + vd′+1eiθ
lies in the set in (28). Then, using the fact that gm, is plurisubharmonic by Lemma
3.2, we have
M˜m,,Ω′(z, w) = gm,(z, u0)
≤ (2pi)−1
∫ 2pi
0
gm,(z + eiθv′, u0 + eiθ
u0
w
vd′+1)dθ
≤ (2pi)−1
∫ 2pi
0
M˜m,,Ω′(z + eiθv′, w + eiθvd′+1)dθ.
This shows that M˜m,,Ω′ is locally plurisubharmonic at (z, w). Since we may do
the same thing for any z ∈ Ω′, w ∈ C with |w| > r˜m,(Ω′, V ), M˜m,,Ω′ is plurisub-
harmonic. 
Lemma 3.6. Let Ω′ b Ω and let M˜m,,Ω′ be as in Lemma 3.5. The function
Mm,,Ω′(z, w) defined on Ω′ × C by
Mm,,Ω′(z, w) =
{
max(1, M˜m,,Ω′(z, r˜m(Ω′, V ) + 1), if |w| ≤ r˜m(Ω′, V ) + 1
max(1, M˜m,,Ω′(z, w)), if |w| ≥ r˜m(Ω′, V ),
is plurisubharmonic on Ω′ × C.
Proof. This proof follows just as the proof of [2, Lemma 2.2], if one uses in addition
the fact that the supremum of two plurisubharmonic functions is plurisubharmonic
([9, Proposition I.3]). 
Note that the dependence of Mm,,Ω′(z, w) on w is only through the norm
|w|. It follows from Lemmas 3.5 and 3.6 that the function r 7→ Mm,,Ω′(z, r) is
monotone increasing. The following lemma demonstrates the relationship between
the order of nV (z)(r) and the order of r 7→Mm,,Ω′(z, r).
Lemma 3.7. Let Ω′ b Ω and let ρm,,Ω′(z) be the order of r →Mm,,Ω′(z, r). We
then have
ρm,,Ω′(z) = max(d− , order of nV (z),m(r))
for z ∈ Ω′, where, as above, nV (z),m(r) is the number of resonances of HV (z) on
Λm, m ∈ Z∗ of norm at most r > 0.
Proof. We first derive a convenient expression for the order of nV (z),m(r). Recall
that the zeros of fm(z, λ) with λ ∈ Λ0 correspond, with multiplicity, to poles of
RV (z)(λ) with λ ∈ Λm with at most a finite number of exceptions for fixed z. Using
Lemma 3.1, (25), and (26), we see that if the order of nV (z),m(r) exceeds d − 1,
then it is equal to
(29) lim sup
r→∞
log
∫ pi
0
log |fm(z, reiθ)|dθ
log r
.
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Conversely, if the limit in (29) exceeds d − 1, then it is equal to the order of
nV (z),m(r). Additionally, we note that by Lemma 2.4, if the limit in (29) exceeds
d− 1, then it is equal to
(30) lim sup
r→∞
log
{
max
|u|=r, | Imu|≤1, | arg u|≤pi/4
∫ pi
0
log |fm(z, ueiθ)|dθ
}
log r
.
We now relate the order of nV (z),m(r), given by (30) provided it is greater than
d− 1, to the order of Mm,,Ω′(z, u). When r is very large,
(31) log | exp(ud−)| ≈ rd−, for |u| = r, | Imu| ≤ 1, | arg u| ≤ pi/4.
We define the constant rm,V,Ω′ ≡ rm(〈VM,Ω′〉1/(1−) + 1) where rm is defined in
Lemma 3.3. Using (31), this constant rm,V,Ω′ , and the definitions of gm, and
Mm,,Ω′ , we obtain
lim sup
r→∞
logMm,,Ω′(z, r)
log r
= lim sup
r→∞
log
{
max
rm,V,Ω′≤|u|≤r, | Imu|≤1, | arg u|≤pi/4
gm,(z, u)
}
log r
= max(d− , order of nV (z),m(r)).

We now come to the main result of this section.
Theorem 3.8. Let Ω ⊂ Cd′ be an open connected set, let m ∈ Z, and let V (z, x)
satisfy the assumptions (V). If for some zm ∈ Ω, the function nV (zm),m(r) has
order d, then there is a pluripolar set Em ⊂ Ω such that nV (z),m(r) has order d for
z ∈ Ω\Em. Moreover, if for each m ∈ Z∗, there is a zm such that nV (zm),m(r) has
order d, then there is a pluripolar set E such that for every m ∈ Z∗, the function
nV (z),m(r) has order d for z ∈ Ω \ E.
The proof of this theorem uses the function Mm,,Ω′ which we have developed.
Using this function, what remains to prove resembles the proof of [9, Corollary
1.42]; see also [2, Proposition 2.3]. We include the proof for the convenience of the
reader.
Proof. Let Ω′ b Ω be an open connected set, with zm ∈ Ω′, and let 0 <  < 1.
By [9, Proposition 1.40], since Mm,,Ω′ is plurisubharmonic on Ω′ × C, there is a
sequence {ψq} of negative plurisubharmonic functions on Ω′ so that
−(ρm,,Ω′(z))−1 = lim sup
q→∞
ψq(z) for z ∈ Ω′.
By results of [25, 26] and Lemma 3.7, the order ρm,,Ω′(z) of Mm,,Ω′ does not
exceed d. Thus
lim sup
q→∞
(
ψq(z) +
1
d
)
≤ 0
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and
lim sup
q→∞
(
ψq(zm) +
1
d
)
= 0.
Thus by [9, Propostion 1.39], there is a pluripolar set E′m ⊂ Ω′ such that ρm,,Ω′(z) =
d for z ∈ Ω′\E′m. Thus, by Lemma 3.7, the order of nV (z),m(r) is d for z ∈ Ω′\E′m.
Now let {Ωj | j ∈ N} be a countable collection of subsets Ωj b Ω, ∪j∈NΩj =
Ω, with zm ∈ Ω1. Then any z ∈ Ω belongs to Ωj , for some j, so zm and z belong to
Ωj . Applying the analysis above to Ωj , there is a pluripolar set Em,j ⊂ Ωj so that
the order of nV (z),m(r) is d for z ∈ Ωj\Em,j . We define Em = ∪j∈NEm,j ⊂ Ω. Then
Em is pluripolar since it is the countable union of pluripolar sets [9, Proposition
1.37] and the order of nV (z),m(r) is d for z ∈ Ω \ Em.
Suppose that for each m ∈ Z∗ there is a zm with nV (zm),m(r) having order
d. Set E = ∪Z∗Em, where Em is a pluripolar set such that nV (z),m(r) has order d
for z ∈ Ω\Em, as guaranteed by the first part of the theorem. Then for all m ∈ Z,
nV (z),m(r) has order d for z ∈ Ω \E and E is pluripolar [9, Proposition 1.37]. 
4. Proof of Theorem 1.1
In this section, we sketch the proof of Theorem 4. The main ingredients are
Theorem 3.8, the lower bound on the number of resonances for the step potential
proved in section 5, and the argument of [5]. The function fm(λ), defined in (10)
for m ∈ Z∗, is analytic in a neighborhood of {λ ∈ Λ | 0 ≤ arg λ ≤ pi, and |λ| >
c0〈‖V ‖L∞〉}, where c0 > 0 is the constant in Lemma 2.1. To indicate the depen-
dence on a particular potential V , we will write fV,m(λ). However, we use a fixed
χ = χV , with χ ≡ 1 on K. For positive constants N,M, q > 0 and j > 2Nc0, we
define subsets of L∞0 (K;F ) by
Am(N,M, q, j) ≡ {V ∈ L∞0 (K;F ) : 〈‖V ‖L∞〉 ≤ N,∫ pi
0
log |fV,m(reiθ)| dθ ≤Mrq,
for 2Nc0 ≤ r ≤ j} .(32)
Lemma 4.1. The set Am(N,M, q, j) ⊂ L∞0 (K;F ) is closed.
Proof. Let Vk ∈ Am(N,M, q, j), such that Vk → V in the L∞ norm. Then clearly
〈‖V ‖L∞〉 ≤ N . We shall use (10) and the bound
(33) |det(I +A)− det(I +B)| ≤ ‖A−B‖1e‖A‖1+‖B‖1+1,
see, for example, [21]. With A = (I + VjR0(λ)χ)−1VjT (λ)χ and B = (I +
V R0(λ)χ)−1V T (λ)χ, we have
(34) ‖A−B‖1 ≤ S1 + S2,
where
(35)
S1 =
∥∥{(I + VjR0(λ)χ)−1(V − Vj)χR0(λ)χ(I + V R0(λ)χ)−1}V χT (λ)χ∥∥1 ,
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and
(36) S2 =
∥∥(I + VjR0(λ)χ)−1(Vj − V )χT (λ)χ∥∥1 .
We note that when 0 ≤ arg λ ≤ pi, and 2Nc0 ≤ |λ| ≤ j, the term (1+VjR0(λ)χ)−1
is uniformly bounded by (12). Furthermore, it converges to (1 + V R0(λ)χ)−1 in
operator norm as Vj → V and we have the bound (13). Consequently, by the
trace bound in Lemma 2.2, the terms S1 and S2 in (35)-(36) converge to zero.
Since the individual trace norms are uniformly bounded, it follows from (33) that
fVk,m(λ)→ fV,m(λ) uniformly. Consequently,∫ pi
0
log |fV,m(reiθ)| dθ ≤Mrq,
for r in the specified region, so that V ∈ Am(N,M, q, j). 
In the next step, we characterize those V ∈ L∞0 (K;F ) for which the resonance
counting function exponent is strictly less than the dimension d. For N, M, q > 0,
let
(37) Bm(N,M, q) =
⋂
j≥2Nc0
Am(N,M, q, j).
Note that Bm(N,M, q) is closed by Lemma 4.1.
Lemma 4.2. Let V ∈ L∞0 (K;F ), with
lim sup
r→∞
log nV,m(r)
log r
< d.
Then there exist N, M ∈ N, l ∈ N, such that V ∈ Bm(N,M, d− 1/l).
Proof. Applying Lemma 3.1 with h = fV,m, we find
lim sup
r→∞
log
∫ pi
0
log |fV,m(reiθ)| dθ
log r
= p < d.
It follows that there is a p′ ≥ p, p′ < d, and an M ∈ N such that∫ pi
0
log |fV,m(reiθ)| dθ ≤Mrp′
when r ≥ c0〈‖V ‖L∞〉. Choose l ∈ N so that p′ ≤ d − 1/l and N ∈ N so that
N ≥ ‖V ‖L∞ , and then V ∈ Bm(N,M, d− 1/l) as desired. 
Lemma 4.3. The set
Mm =
{
V ∈ L∞0 (K;F ) : lim sup
r→∞
log nV,m(r)
log r
= d
}
is a Gδ set, and thus
M =
⋂
m∈Z∗
Mm
is as well.
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Proof. By Lemma 4.2, the complement of Mm is contained in⋃
(N,M,l)∈N3
Bm(N,M, d− 1/l),
which is an Fσ set since it is a countable union of closed sets. By Lemma 3.1, if
V ∈ Mm, then V 6∈ Bm(N,M, d − 1/l) for any N, M, l ∈ N. Thus Mm is the
complement of an Fσ set. 
We can now prove our theorem.
Proof of Theorem 1.1. Since Lemma 4.3 shows that Mm is a Gδ set, we need
only show that Mm is dense in L∞0 (K;F ). To do this, we follow the proof of
[2, Corollary 1.3] with appropriate modifications. We give the proof here for the
convenience of the reader. Let V0 ∈ L∞0 (K;F ) and let  > 0. By Theorem 1.2,
proved in section 5, we may choose a nonzero, real-valued, spherically symmetric
V1 ∈ L∞0 (K;R) so that V1 ∈ Mm, for all m ∈ Z∗. Then consider the function
V (z) = V (z, x) = zV1(x) + (1− z)V0(x). This satisfies the conditions of Theorem
3.8, with V (1) = V1 and V (0) = V0. Thus, there exists a pluripolar set E ⊂ C, so
that for z ∈ C \ E, we have
lim sup
r→∞
log nV (z),m(r)
log r
= d.
for z ∈ C \E. Since ER ⊂ R has Lebesgue measure 0 (e.g. [16, Section 12.2]), we
may find z0 ∈ R, z0 6∈ E, with |z0| < /(1+‖V0‖L∞+‖V1‖L∞). Then V (z0) ∈Mm
for all m ∈ Z∗, and ‖V (z0) − V0‖L∞ < . Moreover, if V0 is real-valued, so is
V (z0). 
5. Lower bounds on Resonances for Certain Bounded,
Compactly-Supported Potentials in Even Dimensions
We prove Theorem 1.2 in this section. That is, we study in even dimen-
sions the Schro¨dinger operator with a potential given by a multiple of the char-
acteristic function of the unit ball, V (x) = V0χ[0,1](|x|), with V0 > 0. We show
that nV,m(r) ≥ Cd,mrd + O(rd−1), with Cd,m > 0. This establishes the existence
of potentials V ∈ L∞0 (Rd), for d even, for which the resonance counting func-
tion has the maximal order of growth d on each Riemann sheet Λm, defined by
mpi < arg λ < (m+ 1)pi, m ∈ Z∗. Similar calculations were performed in [31] and
[22] in the odd dimensional case. In particular, Stefanov considered resonances for
the transmission problem with a stepwise constant wave speed in [22, section 9].
This consists in studying the resonances of −c(|x|)2∆, with c(|x|) = c 6= 1, for
|x| ≤ R, and one otherwise. Since the perturbation enters at second-order, expan-
sions to order ν−1 are sufficient. For the zero-order perturbation by V considered
here, more terms in the expansions are needed.
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5.1. Resonances for Schro¨dinger Operators on a Half-line. The resonances
for the spherically symmetric Schro¨dinger operator HV = −∆ + V , with V =
V (|x|) a real-valued, bounded, spherically symmetric potential, are completely
determined by the resonances for each one-dimensional Schro¨dinger operator Hl,
l = 0, 1, 2, . . ., on L2(R+) obtained by symmetry reduction. We are interested in
solutions to H`ψ` = λ2ψ`, where
(H`ψ`)(r) = −ψ′′` (r)−
(d− 1)
r
ψ′`(r) +
l(l + d− 2)
r2
ψ`(r) + V (r)ψ`(r)
= λ2ψ`(r).(38)
Setting ψ`(r) = r−
d−2
2 u`(r), we find the equation for u` is
(39)
[
d2
dr2
+
1
r
d
dr
+ λ2 − Ld +
(
d−2
2
)2
r2
− V (r)
]
u`(r) = 0,
where Ld = `(`+ d− 2).
For the unperturbed case V ≡ 0, equation (39) is a standard Bessel equation.
We follow the notation of [13, 28] and define the Hankel functions as
(40) H(1)s (z) = [J−s(z)− e−ispiJs(z)]/[i sin spi],
and
(41) H(2)s (z) = [e
ispiJs(z)− Js(z)]/[i sin spi],
where these formulas are defined in the limit when s ∈ Z. Note that Js(z) =
[H(1)s (z) +H
(2)
s (z)]/2. A pair of linearly independent solutions of (39) is
(42) u(1)` (r) = J`+ d−22 (λr), and u
(2)
` (r) = H
(1)
`+ d−22
(λr).
The solution u(1)` (r) is regular at r = 0, whereas the solution u
(2)
` (r) satisfies the
outgoing condition, behaving like ∼ eiλr/(λr)1/2, for λ with 0 < arg λ < pi, as
r →∞. In light of these formulas, we let ν ≡ `+ (d− 2)/2, and note that it is an
integer for d even, and half an odd integer for d odd. Returning to the free radial
equation (38) with V = 0, we define spherical solutions as
(43) jν(λr) ≡
( pi
2r
) d−2
2
J`+ d−22
(λr), and hν(λr) =
( pi
2r
) d−2
2
H
(1)
`+ d−22
(λr).
For the Schro¨dinger operator H` on a half-line R+ given in (38), we define the
resonances of H` as poles in the meromorphic continuation of the Green’s function
Gν(r, r′;λ), with ν = ` + (d − 2)/2. These poles are independent of r and r′ as
they are the zeros of the continuation of a Wronskian onto Λm, m ∈ Z∗, or C−, for
d even or d odd, respectively. In the odd-dimensional case, these poles correspond
to those λ ∈ C− for which there is a purely outgoing solution to H`ψν = λ2ψν
satisfying a Dirichlet boundary condition at r = 0.
We now consider the potential V (r) = V0χ[0,1](r), with V0 > 0, and construct
the Green’s function on the physical sheet Λ0. Let Σ(λ) ≡ (λ2 − V0)1/2, where
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the square root is defined so that this function has branch cuts (−∞,−V 1/20 ] ∪
[V 1/20 ,∞). Because of the simple nature of the potential V (r), the equation for
0 < r < 1 is
(44) − ψ′′ν −
(d− 1)
r
ψ′ν +
`(`+ d− 2)
r2
ψν = Σ(λ)2ψν ,
and for r > 1, the solution ψν satisfies the free equation
(45) − ψ′′ν −
(d− 1)
r
ψ′ν +
`(`+ d− 2)
r2
ψν = λ2ψν .
We choose two linearly independent solutions, φν and ψν of (44)–(45) so that
φν(r = 0;λ) = 0 and ψν(r;λ) = hν(λr) for r > 1. The Green’s function has the
form
(46) Gν(r, r′;λ) =
1
Wν(λ)
{
φν(r;λ)ψν(r′;λ), r < r′
φν(r′;λ)ψν(r;λ), r > r′
,
where the Wronskian Wν(λ), evaluated at r = 1, is given by
(47) Wν(λ) = Σ(λ)j′ν(Σ(λ))h
(1)
ν (λ)− λjν(Σ(λ))h(1)
′
ν (λ).
The function Wν(λ) admits an analytic continuation in λ to C, for d odd, and to Λ,
for d even provided ν is also even. For the case of d even and ν odd, Σ(λ)W (λ) has
an analytic continuation to Λ. This is consistent with the fact that the Green’s
function extends meromorphically to Λ. For d = 2, the Green’s function has a
logarithmic singularity at z = 0.
We conclude that a value λ0 ∈ Λm, m 6= 0, for d even (or λ0 ∈ C− if d is
odd) is a resonance if it satisfies the following condition:
(48) Σ(λ0)j′ν(Σ(λ0))h
(1)
ν (λ0) = λ0jν(Σ(λ0))h
(1)′
ν (λ0).
Using the definitions (43), we rewrite this relation as
(49) Σ(λ0)J ′ν(Σ(λ0))H
(1)
ν (λ0)− λ0Jν(Σ(λ0))H(1)
′
ν (λ0) = 0, ν = `+ (d− 2)/2.
In order to study the defining equation (49) on Λm, we define a function
F
(ν)
m (λ) on Λ0 by
(50) F (ν)m (λ) = Σ(λ)J
′
ν(Σ(λ))H
(1)
ν (e
impiλ)− eimpiλJν(Σ(λ))H(1)′ν (eimpiλ),
using the fact that Σ(eimpiλ) = Σ(λ), for m ∈ Z. It follows from the fundamental
equation (49) that the zeros of F (ν)m (λ) on Λ0 correspond to the resonances of the
one-dimensional Schro¨dinger operator H` on the sheet Λm, for |m| ≥ 1. We will
study the zeros of F (ν)m (λ) on Λ0 in sections 5.3 and 6.4 below.
We make some important observations concerning F (ν)m (λ). First, we note
that when V0 = 0, F
(ν)
m (λ) is eimpiλ times the Wronskian of Jν and H
(1)
ν evaluated
at eimpiλ. This is easily seen to be equal to the constant 2ipi, which is consistent
with the fact that there are no resonances in the free case. Secondly, when m =
0, corresponding to the physical sheet, there are no zeros of F (ν)0 (λ) on Λ0, see
(60). Thirdly, this equation reflects the symmetry properties of the meromorphic
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continuation of the resolvent and S-matrix depending on whether d is odd or even.
As mentioned in section 2, for d ≥ 2 even, and V real, if k ∈ Λm, m ∈ Z∗ is a zero,
then so is −k ∈ Λ−m. In the odd-dimensional case, again with V real, if k ∈ C− is
a zero, then so is −k ∈ C−, so the resonances are symmetric about the imaginary
axis.
Remark. For d = 3, the poles of the S-matrix associated with the Schro¨dinger
operator (38) with a spherically symmetric step potential barrier V0 > 0 (the case
considered here) or well V0 < 0, were studied by Nussenzveig [12]. The S-matrix
is explicitly computable. Let Σ(λ) ≡ (λ2 ± V0)1/2, where the plus sign is for the
potential well, and the minus sign is for the barrier. For each angular momentum
` ≥ 0, the corresponding component of the S-matrix is
(51) S`(λ) = − λj`(Σ(λ))h
(2)
`
′
(λ)− Σ(λ)j′`(Σ(λ))h(2)` (λ)
λj`(Σ(λ))h
(1)
`
′
(λ)− Σ(λ)j`′(Σ(λ))h(1)` (λ)
.
This should be compared with (49). As this formula also holds in the even-
dimensional case, we see that the resonances defined via the continuation of the re-
solvent are the same as those defined by the continuation of the S-matrix. Nussen-
zveig studied the behavior of bound states V0 < 0 and resonances V0 > 0, describ-
ing various asymptotics expansions of their real and imaginary parts, especially in
the case of ` = 0.
5.2. Analysis of Zeros: an Overview. We discuss here the strategy for esti-
mating the zeros of F (ν)m (λ) on the sheet Λ0. We prove that inside a semicircle of
radius r > 0, the angular momentum states with ` < r contribute at least cmrd
zeros, where cm > 0 depends on m ∈ Z∗. We need to control the remainder term
uniformly in r and ` as r →∞. Hence, we need to study the zeros of F (ν)m (λ) as |λ|
and ν go to infinity. We define new variables z ≡ λ/ν and z˜(z) ≡ (z2− ν−2V0)1/2,
so that we study
(52) F (ν)m (νz) = νz˜(z)J
′
ν(νz˜)H
(1)
ν (e
impiνz)− eimpiνzJν(νz˜(z))H(1)′ν (eimpiνz).
for z in a fixed region. For this, we use the uniform large-order asymptotics of the
Bessel and Hankel functions due to Olver [14, 15]. A special role in these uniform
asymptotics is played by the compact, eye-shaped region K in the complex plane
defined as follows. This region is bounded by the curves containing the points
labeled B,P,E,E′, P ′ in Figure 1 and [13, chapter 11]. Let t0 be the positive root
of t = coth t, so t0 ∼ 1.19967864 . . .. The region K is the symmetric region in the
neighborhood of the origin bounded in C+ by the curve
(53) z = ±(t coth t− t2)1/2 + i(t2 − t tanh t)1/2, 0 ≤ t ≤ t0,
intercepting the real axis at ±1 and intercepting the imaginary axis at iz0, where
z0 = (t20 − 1)1/2 ∼ 0.66274 . . .. The region K is bounded by the conjugate curve
in the lower half-plane. The significance of this region K is illustrated by the fact
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...
Figure 1. Left: the z-plane with the region K enclosed by the
curves joining B,P,E,E′, P ′. Middle: The image of the z plane
under the mapping ρ defined in (54). Right: The image of the
z-plane under the mapping ζ defined in (54). Reproduced, with
permission of the author and publisher, from [15, page 336].
that the ordinary Bessel function Jν(z) decays exponentially in ν for z ∈ Int(K),
whereas it grows exponentially in ν and z for z ∈ Ext(K).
Essential to understanding the uniform asymptotics of the Bessel and Hankel
functions is the mapping on the complex plane z → ζ(z) defined by
(54) ρ(z) ≡ 2
3
ζ3/2(z) = log
1 +
√
1− z2
z
−
√
1− z2.
The relationship between the variables z, ζ(z), and ρ(z) is clarified by Figure 1
and is described in detail beginning on page 335 of Olver’s article [15] (reproduced
on page 420 of his book [13] where the author changed notation and used ξ for
what is called ρ here and in [15]). We present these figures, with permission of the
author and publisher, in Figure 1.
The cut along the negative real axis in the z-plane is mapped onto two cuts
along the rays arg ζ = ±pi/3. The eye-shaped region K is mapped into the sector
| arg ζ| < pi/3. A neighborhood of the positive real axis in the z-plane is mapped
onto a neighborhood of the negative real axis in the ζ-plane. The upper boundary
of the eye-shaped region K in the z-plane is mapped onto the line segment (0,−ipi)
in the ρ-plane, with the point z0i being mapped to −ipi/2. We analyze the function
F
(ν)
m (νz) for large ν with z in a neighborhood of K.
5.3. Resonances on the mth Sheet Λm, m ∈ Z∗. We consider the general
case m 6= 0 and prove a lower bound on the number of resonances. The zeros of
F
(ν)
m (νz), defined in (52) for z ∈ Λ0, correspond to the resonances of H` on the
sheet Λm. We recall from section 5.2 that in order to use the uniform asymptotics
of section 6.4, we defined z ≡ λ/ν and z˜(z) ≡ (z2− ν−2V0)1/2. We also recall that
d ≥ 2 is even so that ν = ` + (d − 2)/2 is a nonnegative integer. Using formulas
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(74) and (75), we find that
(55) F (ν)m (νz) = (−1)mν [F (ν)0 (νz)− 2mG(ν)0 (νz)],
where, from (52),
(56) F (ν)0 (νz) = νz˜J
′
ν(νz˜)H
(1)
ν (νz)− νzJν(νz˜)H(1)
′
ν (νz),
and we define
(57) G(ν)0 (νz) ≡ νz˜J ′ν(νz˜)Jν(νz)− νzJν(νz˜)J ′ν(νz).
It follows that in order to study the solutions of F (ν)m (νz) = 0, we need to consider
those z with 0 < arg z < pi for which
(58) F (ν)0 (νz) = 2mG
(ν)
0 (νz).
It is sufficient for the lower bound to prove that for any ν < r, for r >> 0
sufficiently large, that there are at least ν(1−1), 1 > 0, solutions of this equation
in the half-disk Imλ > 0 and |λ| ≤ r, uniformly in r and ν.
To prove that there are at least ν(1 − 1) zeros of F (ν)m (λ) near the upper
boundary of the eye-shaped region νK, we concentrate a small region Ω1, near
the upper boundary of K. In particular, we define, for fixed  > 0,
(59) Ω1, = {z ∈ C+ : dist (z, ∂K+) < }∩{z ∈ C+ : |z+1| >  and |z−1| > }.
We recall that ρ(z) is defined in (54) and that the region Ω1, near the upper bound-
ary of K is mapped onto a neighborhood of the line segment (−ipi+ ih(),−ih()),
where h() > 0, h() = O(), in the ρ-plane (see the middle figure of Figure 1 or
Fig. 3–6 in [14]). Consequently, we will identify the zeros near the upper edge of
K in the z-plane with their image ρ(z) near this line segment in the ρ-plane.
We compute the uniform asymptotics of F (ν)0 (νz) in section 6.6. From (103),
we have
F
(ν)
0 (νz) =
−2i
pi
{
1− 1
ν
[
V0(1− z2)1/2
2z2
]
+O
(
1
ν2
)}
.(60)
The uniform asymptotics of the term G(ν)0 on the right of (58) is also computed
in section 6.6:
(61) G(ν)0 (νz) =
e−2νρ
2pi
[
V0
2ν2(1− z2) +O
(
1
ν3
)]
,
where the error is uniform for z ∈ Ω1,. Consequently, the condition for zeros on
the mth-first sheet is
(62) e2νρ(z) (1 + g1(z, ν)) =
imV0
4ν2
(
1
1− z2
)
+ g2(z, ν),
where g1(z, ν) = O(1/ν), and g2(z, ν) = O(1/ν3), both uniformly for z ∈ Ω1,. We
note that for V0 = 0 there are no solutions to this equation.
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We now study the solutions of (62). The variable ρ lies in a set that is the
image of Ω1, under the mapping z → ρ given in (54). This set contains a neighbor-
hood of an interval of the negative imaginary axis of the form (−pi+h(),−h())i ⊂
(−pi, 0)i. We will prove that there exists at least ν(1− 1) solutions in a neighbor-
hood of this set. We rewrite (62) as
(63) ν2e2νρ(1− z2) (1 + g1(z, ν)) = imV04 + g3(ρ, ν),
with g3(z, ν) = O(ν−1), uniformly for ρ in the image of Ω1, We define two func-
tions:
(64) g(z, ν) = ν2e2νρ − imV0
4
,
and
(65) f(z, ν) = ν2(1− z2)e2νρ (1 + g1(z, ν))− imV04 − g3(z, ν).
We will prove that near each zero of g(z, ν), in a neighborhood of (−pi+h(),−h())i ⊂
(−pi, 0)i, there is a zero of f(z, ν) using Rouche’s Theorem.
Lemma 5.1. The function g(z, ν), defined in (64) for m ∈ Z∗, has infinitely-many
zeros of the form
(66) ρk =
{
1
2ν
log
( |m|V0
4
)
− log ν
ν
}
+ i
pi
ν
[
k + sgn(m)
1
4
]
, k ∈ Z.
Proof. Viewing the function g(z, ν) as a function of ρ, it is clear that it is periodic
in Im ρ with period pi/ν. We can then explicitly solve g(z, ν) = 0. 
The values ρk provide the approximate solutions of f(z, ρ) = 0 as the next lemma
shows.
Lemma 5.2. For m ∈ Z∗, in a neighborhood of each zero ρk of g(z, ν) with
imaginary part in (−ipi + i2h(),−i2h()), there is exactly one zero of f(z, ν).
Consequently, there are at least ν(1 − 1), 1 = O() > 0 zeros of f(z, ν) in a
neighborhood of the interval on the negative imaginary axis (−pi, 0)i for all ν > 0
large.
We remark that 1 > 0 may be made arbitrarily small by choosing  > 0
sufficiently small.
Proof. 1. We use Rouche’s Theorem applied on small rectangular contour C about
ρk with vertical sidesA andB, and horizontal sides C andD, chosen so that exactly
one zero ρk of g(z, ν) lies in the rectangle. This is possible as the approximate
solutions (66) are separated as | Im ρk−Im ρk+1| = pi/ν. In order to apply Rouche’s
Theorem, we must show that on each segment of the contour C we have
(67) |f(z, ν)− g(z, ν)| < |g(z, ν)|,
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for all ν large. We will repeatedly use the fact that for z ∈ Ω1,, we have |z|2 <
(1 − δ()), for some small δ > 0, a function of  > 0 used to define Ω1, specified
in (59).
2. Vertical sides A and B. Let side A lie on the negative imaginary axis and
be parameterized by it, for t < 0. Along this side, |g(z, ν)| = ν2 + O(1) and
|(f(z, ν)− g(z, ν)) A | ≤ (1− δ)ν2 +O(ν−1), so we have (67). Along edge B, we
let ρ = −a+ it, for a = α log ν/ν > 0, with α > 1, and t < 0. We easily find that
|(f(z, ν)− g(z, ν)) B | ≤ (1− δ)ν−2(α−1) +O(ν−1). On the other hand, we have
|g(z, ν) B | = (|m|V0/4)(1 +O(ν−2(α−1))). It follows that (67) holds along A and
B.
3. Horizontal sides C and D. For zero ρk, with k < 0, we choose the straight line
segment C so that on C we have
(68) Im ρk−1 =
pi
ν
[
k − 1 + sgn(m)1
4
]
< Im ρ < Im ρk =
pi
ν
[
k + sgn(m)
1
4
]
,
and such that
(69) 2ν Im ρ =
pi
2
mod 2pi.
With Re ρ = t, we then have
|(f(z, ν)− g(z, ν)) C | ≤ (1− δ)ν2e2νt(1 +O(ν−1)) +O(ν−1),
whereas |g(z, ν)|C = [(ν2e2νt)2 + (|m|V0/4)2]1/2, so we again have (67). A similar
choice of D insures the same inequality. 
We now prove Theorem 1.2 for the case m ∈ Z∗.
Proof. Recall that ν = l+(d−2)/2, l ∈ N and 1 > 0 is arbitrary. From Lemma 5.2
it follows that there are, for each ν > 0 large, at least ν(1−1) zeros near the upper
edge of the eye-shaped region K. Furthermore, each zero of F (ν)m (λ) corresponds to
a resonance of multiplicity m(l), the dimension of the space of spherical harmonics
on Sd−1 with eigenvalue l(l+d− 2). Since m(l) ≥ cld−2 +O(ld−3), for some c > 0,
it follows from Lemma 5.2 that
(70) n1,V (r) ≥
[r]∑
`=1
1
4
(l − (d− 2)/2)(cld−2 +O(ld−3)) ≥ Crd +O(rd−1),
for some C > 0, depending on m ∈ Z∗. 
This proves the lower bound for the even-dimensional case on the mth-sheet,
m ∈ Z∗. We recall that for V real, the symmetry of the zeros means that the
resonances on Λ−m are the same as those on Λm.
Remark. We make some historic comments relevant to the odd dimensional case.
For d = 3, resonances of spherically-symmetric, compactly-supported potentials
were studied by many physicists and Newton provided a nice summary [11]. In
particular, R. Newton studied the zeros of the Jost function f`(λ) for each angular
momentum component in dimension three. These are the same as the zeros of
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the function F (ν)1 (λ). For a real potential with compact support inside the ball of
radius R > 0, he gives a proof that f`(λ) has infinitely many complex roots in the
lower-half complex plane, and that these roots are symmetric with respect to the
imaginary axis. This follows from the fact that f`(λ)f`(−λ) is an entire function
of λ2 of order 1/2. It also follows that only finitely-many roots lie on the negative
imaginary axis. Finally, he proves that if λn is a sequence of roots with positive
real parts, then Reλn = npi/R+O(1) and Imλn = [(σ+ 2)/(2R)] log n+O(1). In
particular, this shows that there are infinitely many roots in the region 2pi −  <
arg λ < 0. These lie outside of the region considered above.
6. Appendix: Analytic Continuation and Uniform Asymptotics of
Bessel and Hankel Functions
In this appendix, we provide all the details necessary for obtaining a lower
bound on the number of zeros of the function F (ν)m (λ) on the mth-sheet. In the
first section we give the analytic continuation of the Bessel and Hankel functions
following Olver [13, chapter 7]. We then summarize the uniform large-order asymp-
totics of the Bessel and Hankel functions proved by Olver [14, 15]. These rely on
the asymptotic expansion of the Airy functions (see, for example, [15, appendix])
that we present in the next section. Finally, we compute the uniform asymptotics
of the terms occurring in F (ν)m (λ).
6.1. Analytic Continuation of Bessel and Hankel Functions. The analytic
continuations of the ordinary Bessel functions Jν(z), for ν ∈ R, from the region
Λ0 to the region Λm, are obtained by the formula
(71) Jν(zeimpi) = eimνpi Jν(z).
It follows that
(72) J ′ν(ze
impi) = eimpi(ν+1) J ′ν(z).
As for the Hankel function H(1)ν (z), and z ∈ Λ0, the analytic continuation to Λm,
with m ∈ Z∗, is obtained through the following formula (e.g. [13, chapter 7]),
(73) H(1)ν (e
impiz) = − sin(m− 1)νpi
sin νpi
H(1)ν (z)− e−ipiν
sin νmpi
sin νpi
H(2)ν (z),
where, if ν ∈ Z, we define the right side by the limit.
In our case, ν = `+(d−2)/2, with ` = 0, 1, 2, . . ., so that when d is even, ν is
a non-negative integer ν = 0, 1, 2, . . ., and when d is odd, ν is half an odd integer.
In the case when d ≥ 4 is even, the Hankel functions are analytic on the Riemann
surface of the logarithm Λ. When d = 2 there is a logarithmic singularity at the
origin z = 0. In the case when ν ∈ Z, formula (73) becomes
H(1)ν (e
impiz) = (−1)mν+1[(m− 1)H(1)ν (z) +mH(2)ν (z)]
= (−1)mν [H(1)ν (z)− 2mJν(z)].(74)
RESONANCES IN EVEN DIMENSIONS 27
As for the derivatives of the Hankel function H(1)ν (z), for 0 < arg z < pi, the
analytic continuation to the sheet Λm with mpi < arg z < (m+ 1)pi, for m ∈ Z, is
obtained from (73). Restricting ourselves to the case of interest ν ∈ Z, we obtain:
H(1)ν
′
(eimpiz) = (−1)m(ν+1)+1[(m− 1)H(1)ν
′
(z) +mH(2)ν
′
(z)]
= (−1)mν+1[H(1)ν
′
(z)− 2mJ ′ν(z)].(75)
6.2. Asymptotic Expansions of Bessel and Hankel Functions. The asymp-
totics of the Bessel and Hankel functions used here are expressed in terms of Airy
functions. As in [13], we adopt the convention that Ai(w) has its zeros on the
negative real axis. The index ν is real and positive. It is convenient to define the
following functions:
(76) φ(ζ) ≡
(
4ζ
1− z2
)1/4
=
(
−2
z
dz
dζ
)1/2
,
and
(77) χ(ζ) ≡ φ
′(ζ)
φ(ζ)
=
4− z2[φ(ζ)]6
16ζ
,
and
(78) ψ(ζ) ≡ 2
zφ(ζ)
.
We also need the following series expansions:
(79) F1(ζ, ν) =
∞∑
j=0
Aj(ζ)
ν2j
, F2(ζ, ν) =
∞∑
j=0
Bj(ζ)
ν2j
,
with A0(ζ) = 1, and the remaining coefficients are determined recursively, see [14,
section 9]. The functions Gj(ζ, ν), j = 1, 2, are given as infinite series
(80) G1(ζ, ν) =
∞∑
j=0
Cj(ζ)
ν2j
, G2(ζ, ν) =
∞∑
j=0
Dj(ζ)
ν2j
,
where the coefficients are
(81) Cj(ζ) = χ(ζ)Aj(ζ) +A′j(ζ) + ζBj(ζ),
(82) Dj(ζ) = χ(ζ)Bj−1(ζ) +B′j−1(ζ) +Aj(ζ),
with B−1(ζ) = 0 and D0(ζ) = 1.
For the ordinary Bessel functions with | arg z| < pi − , for any  > 0, Olver
proved that
(83) Jν(νz) ∼ φ(ζ)
(
Ai(ν2/3ζ)
ν1/3
F1(ζ, ν) +
Ai′(ν2/3ζ)
ν5/3
F2(ζ, ν)
)
.
He also proved that the asymptotic expansion for the derivatives can be obtained
by differentiation. It is useful to recall that the Airy function Ai(w) (and Ai±1(w)
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introduced below) satisfies the differential equation Ai′′(u) = uAi(u). For the
ordinary Bessel functions, one obtains for | arg z| < pi − , and for any  > 0,
(84) J ′ν(νz) ∼ −ψ(ζ)
(
Ai(ν2/3ζ)
ν4/3
G1(ζ, ν) +
Ai′(ν2/3ζ)
ν2/3
G2(ζ, ν)
)
.
We also need the uniform asymptotics of the Hankel function. As in Olver
[13], we define Ai±1(w) = Ai(e∓2pii/3w). For | arg z| ≤ pi − , for any  > 0, we
have
(85) H(1)ν (νz) ∼ 2e−ipi/3 φ(ζ)
(
Ai−1(ν2/3ζ)
ν1/3
F1(ζ, ν) +
Ai′−1(ν
2/3ζ)
ν5/3
F2(ζ, ν)
)
,
where the functions Fj(ζ, ν), j = 1, 2 are given in (79). As with the Bessel func-
tions, we can differentiate this expansion and obtain
(86)
H(1)ν
′
(νz) ∼ −2e−ipi/3 ψ(ζ)
(
Ai−1(ν2/3ζ)
ν4/3
G1(ζ, ν) +
Ai′−1(ν
2/3ζ)
ν2/3
G2(ζ, ν)
)
.
The functions Gj(ζ, ν), j = 1, 2, are given in (80). As above, these expansions are
uniform in | arg z| ≤ pi − , for any  > 0.
6.3. Asymptotics for Airy Functions. The asymptotics of the Bessel and Han-
kel functions are obtained from the asymptotic expansions for the Airy functions
(e.g. [15, appendix]). These expansions depend on whether the argument is near
the zeros of the Airy functions along the negative real axis, or away from them.
For the Hankel functions of the first kind we only need the asymptotics away from
the zeros of the Airy functions. Let ξ = (2/3)w3/2 where ξ is the principle value.
For | argw| < pi − , for any  > 0, the argument w is away from the zeros of the
Airy function, and we have
(87) Ai(w) ∼ e
−ξ
2pi1/2w1/4
Fˆ1(ξ), and Ai′(w) ∼ −w
1/4e−ξ
2pi1/2
Gˆ1(ξ).
The functions appearing in these expansions are
(88) Fˆ1(ξ) ≡
∞∑
j=0
cj
ξj
, and Gˆ1(ξ) ≡
∞∑
j=0
dj
ξj
.
The coefficients cj and dj are numerical constants given by
(89) cj = (−1)j (2j + 1)(2j + 3) · · · (6j − 1)
j!(216)j
,
and
(90) dj = cj + cj−1(j − 5/6) = −6j + 16j − 1cj ,
with c0 = 1 so that d0 = 1. We note that the coefficients (cj , dj) are related to the
coefficients (uj , vj) used by Olver as cj = (−1)juj and dj = (−1)jvj .
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6.4. Uniform Asymptotics near the Eye-Shaped Region K. Of particular
importance is the application of the uniform asymptotics that follow from (83)-
(87) for z near the eye-shaped region K defined in section 5.2. Recall that for
a fixed  > 0, we define a neighborhood Ω1, of K to be all z ∈ C+ so that
dist (z, ∂K+) <  excluding small neighborhoods of ±1 so that z ∈ Ω1, satisfies
|z + 1| >  and |z − 1| > .
For z ∈ Ω1,, the uniform asymptotics of the Bessel functions and their deriva-
tives follow from (83) and the estimates on the Airy function and its derivative
away from their zeros and given in (87). The uniform expansion of Jν(νz) and
its derivative involve the series F1(ζ), F2(ζ), given in (79), and Fˆ1(ξ) and Gˆ1(ξ),
defined in (88). For the Bessel functions, we use ξ = νρ in the expansion (87). We
obtain:
Jν(νz) =
φ(ζ)e−νρ
2pi1/2ν1/2ζ1/4
{
1 +
1
ν
(
c1
ρ
− ζ1/2B0(ζ)
)
+
1
ν2
(
A1(ζ) +
c2
ρ2
− ζ
1/2B0(ζ)d1
ρ
)
+O
(
1
ν3
)}
,(91)
and for the derivative,
J ′ν(νz) = −
ψ(ζ)e−νρ
2pi1/2ν1/2ζ1/4
{
−ζ1/2 + 1
ν
(
C0(ζ)− ζ
1/2d1
ρ
)
+
1
ν2
(
C0(ζ)c1
ρ
− ζ
1/2d2
ρ2
− ζ1/2D1(ζ)
)
+O
(
1
ν3
)}
,(92)
where the coefficients Cj(ξ) and Dj(ξ) are defined in (81) and (82).
We also need the asymptotics for the Hankel functions of the first kind and
their derivatives for z ∈ Ω1,. These are obtained from (85) using the expansions
of the Airy functions. We note that for z ∈ Ω1,, it follows from the map z → ζ
that arg ζ ∼ −pi/3. Consequently, for H(1)ν (νz), we have arg(e2pii/3ζ) ∼ pi/3, and
we need the asymptotics of the Airy function away from its zeros given in (87).
Using these asymptotics (87), we find for the Hankel functions of the first kind,
with ξ = −νρ
H(1)ν (νz) =
−iφ(ζ)eνρ
pi1/2ζ1/4ν1/2
{
1 +
1
ν
(
ζ1/2B0(ζ)− c1
ρ
)
+
1
ν2
(
A1(ζ) + ζ1/2B1(ζ) +
c2
ρ2
− ζ
1/2d1B0(ζ)
ρ
)
+O
(
1
ν3
)}
.(93)
As for the derivative, we use the same expansions of the Airy functions in (86),
and obtain
H(1)ν
′
(νz) =
iψ(ζ)eνρ
pi1/2ζ1/4ν1/2
{
ζ1/2 +
1
ν
(
C0(ζ)− d1ζ
1/2
ρ
)
+
1
ν2
(−C0(ζ)c1
ρ
+
ζ1/2d2
ρ2
+ ζ1/2D1(ζ)
)
+O
(
1
ν3
)}
.(94)
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6.5. Auxiliary Asymptotic Expansions. The variable z˜(z) = [z2 − V0/ν2]1/2
carries the information about the perturbing potential with strength V0. We need
the expansions as ν →∞ of various quantities depending on z˜ for z in a fixed set
Ω1, for which z is bounded away from ±1 and 0. First, we note that
(95) z˜(z) = z − V0
2ν2z
+O
(
1
ν4
)
.
Recalling the definition of ρ in (54), we find
(96) ρ(z˜) = ρ(z) +
V0
2ν2
[
(1− z2)1/2
z2
]
+O
(
1
ν4
)
.
It follows from the definition of ζ in (54) that
ζ(z˜)
ζ(z)
= 1 +
V0
3ν2
[
ρ′
zρ
]
+O
(
1
ν4
)
= 1 +
V0
2ν2ζ3/2
[
(1− z2)1/2
z2
]
+O
(
1
ν4
)
.(97)
We write ρ˜ and ζ˜ for ρ(z˜) and ζ(z˜). We need the expansion of the following
combination that follows from (96)–(97):
(98)
φ(ζ˜)
φ(ζ)
(
ζ
ζ˜
)1/4
= 1− V0
4ν2(1− z2) +O
(
1
ν4
)
.
Finally, we need an asymptotic expansion for the exponentials appearing in the
products of Bessel functions, see (91)–(92). This follows from (96):
(99) e−ν(ρ˜−ρ) = 1− V0(1− z
2)1/2
2νz2
+
V 20 (1− z2)
8ν2z4
+O
(
1
ν3
)
.
6.6. Condition for Zeros on the mth-Sheet. We now compute the asymptotic
expansion of F (ν)0 (νz), defined in (56), to order ν
−2, and of G(ν)0 (νz), defined in
(57), to order ν−3, using the uniform asymptotics of section 6.4. As for F (ν)0 (νz),
recall that
(100) F (ν)0 (νz) = νz˜(z)J
′
ν(νz˜(z))H
(1)
ν (νz)− νzJν(νz˜(z))H(1)ν
′
(νz).
From the asymptotics of the Bessel functions (91)–(92) and of the Hankel functions
of the first kind (93)–(94), together with auxiliary expansions (96)–(97), we find
that the first term on the right in (100) has the expansion in inverse powers of ν:
νz˜(z)J ′ν(νz˜(z))H
(1)
ν (νz)
=
i
pi
{
−1 + 1
ν
[
V0(1− z2)1/2
2z2
+
C0(ζ)
ζ1/2
+
c1 − d1
ρ
− ζ1/2B0(ζ)
]
+O
(
1
ν2
)}
.
(101)
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Similarly, we find for the second term on the right in (100), we the expansion in ν
is
νzJν(νz˜(z))H(1)ν
′
(νz)
=
i
pi
{
1 +
1
ν
[−V0(1− z2)1/2
2z2
+
C0(ζ)
ζ1/2
− ζ1/2B0(ζ) + c1 − d1
ρ
]
+O
(
1
ν2
)}
.
(102)
Subtracting the expansion (102) from (101), we find that F (ν)0 (νz) has the
asymptotic form
F
(ν)
0 (νz) =
−2i
pi
{
1− 1
ν
[
V0(1− z2)1/2
2z2
]
+O
(
1
ν2
)}
.(103)
This is (60). Note that this implies that, asymptotically, there are no zeros on the
physical sheet, as expected.
We turn to the second quantity G(ν)0 (νz) defined in (57):
(104) G(ν)0 (νz) = νz˜(z)J
′
ν(νz˜)Jν(νz)− νzJν(νz˜)J ′ν(νz).
We treat each term separately. For the first term, we find the following asymptotic
expansion in ν:
νz˜(z)J ′ν(νz˜)Jν(νz)
=
(−1
2pi
)
e−ν(ρ+ρ˜)
{
−1 + 1
ν
[
C0(ζ)
ζ1/2
− c1 + d1
ρ
+ ζ1/2B0(ζ)
]
+
1
ν2
[
2c1C0(ζ)
ρζ1/2
− d1c1 + d2 + c2
ρ2
− (B0(ζ)C0(ζ) +A1(ζ) +D1(ζ)) + 2ζ
1/2B0(ζ)d1
ρ
− V0
4(1− z2)
]
+O
(
1
ν3
)}
.
(105)
For the second term in G(ν)0 (νz), we obtain
νzJν(νz˜)J ′ν(νz)
=
(−1
2pi
)
e−ν(ρ+ρ˜)
{
−1 + 1
ν
[
C0(ζ)
ζ1/2
− c1 + d1
ρ
+ ζ1/2B0(ζ)
]
+
1
ν2
[
2c1C0(ζ)
ρζ1/2
− d1c1 + d2 + c2
ρ2
− (B0(ζ)C0(ζ) +A1(ζ) +D1(ζ)) + 2ζ
1/2B0(ζ)d1
ρ
+
V0
4(1− z2)
]
+O
(
1
ν3
)}
.
(106)
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Subtracting (106) from (105), we obtain the expansion for G(ν)0 (νz):
(107)
G
(ν)
0 (νz) =
e−ν(ρ+ρ˜)
2pi
[
V0
2ν2(1− z2) +O
(
1
ν3
)]
=
e−2νρ
2pi
[
V0
2ν2(1− z2) +O
(
1
ν3
)]
.
Note that when V0 = 0, this term vanishes to higher order in ν. This establishes
(61).
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