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Motivacija za temu ovog rada izlozˇena je u prvom poglavlju na primjeru usporedbe niza
(Tn) dobivenog Newton-Raphsonovom metodom i niza (S n) dobivenog metodom sekante
s konvergentama iracionalnog broja Φ koji je limes niza (xn) dobivenog formulom xn+1 =
1 + 1xn ; x1 = 1.
U drugom poglavlju algebarski pristup ostvaruje se uvodenjem binarne operacije ⊕ na
skupu R kao x ⊕ y = xy+1x+y−1 te pokazujemo da je tada xn = 1 ⊕ 1 ⊕ 1 ⊕ 1 ⊕ 1 ⊕ . . .︸                       ︷︷                       ︸
n puta
= 1⊕n.
Takoder dokazujemo komutativnost i asocijativnost ovako definirane operacije ⊕. Na-
kon toga pokusˇavamo generalizirati operaciju ⊕ tako da ne ovisi o funkciji m(x) = 1 + 1x ni
o funkciji f (x) = x2 − x − 1 te je s tom namjerom definiramo kao x ⊕ y = x f (y)−y f (x)f (y)− f (x) .
U trec´em poglavlju promatramo operaciju ⊕ s geometrijskog gledisˇta, pomoc´u Pascalo-
vog teorema. Uz pomoc´ tog teorema pokazujemo da je operacija ⊕ definirana kao u drugom
poglavlju komutativna i asocijativna za funkcije oblika f (x) = ax
2+bx+c
dx+e to jest za funkcije
cˇiji je graf konika cˇiji nagib, to jest nagib njezine tangente, neogranicˇeno raste kada x tezˇi
u ∞. Takoder se pokazuje da ta svojstva vrijede ne samo za funkciju m(x) = 1 + 1x vec´ za
bilo koju opc´u Mo¨biusovu transformaciju dakle m(x) = ax+bcx+d .
U cˇetvrtom poglavlju c´emo varijacijom izbora funkcije f pokazati da operacija ⊕mozˇe
djelovati kao obicˇno zbrajanje ili mnozˇenje brojeva iz R. Ustanovit c´emo vezu s funkcijom
arkus tangens i s brojem pi, relativisticˇkim zbrajanjem brzina i zbrajanjem otpora serijski
ili paralelno spojenih otpornika.
Pretpostavka asocijativnosti operacije⊕ dovodi do nekih zanimljivih posljedica izlozˇenih
u petom poglavlju. Uz pomoc´ Schwarzove derivacije pokazuje se karakterizacija funkcije
m(x) = x ⊕ k, uz neke jednostavne pretpostavke, kao Mo¨biusove transformacije.
U sˇestom c´emo poglavlju navesti josˇ nekoliko primjera i napomena glede operacije
⊕. Razmotrit c´emo tvori li skup svih funkcija f (x) = ax2+bx+cdx+e grupu s operacijom ⊕, a
1
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uocˇit c´emo slicˇnost izmedu nasˇeg ”sekantnog zbrajanja“ i operacije zbrajanja tocˇaka na
elipticˇkim krivuljama koje daju takvim krivuljama strukturu grupe.
Poglavlje 1
Usporedba iterativnih metoda na
primjeru Zlatnog reza
U ovom poglavlju izlozˇit c´emo i usporediti nacˇin za iterativno izracˇunavanje iracionalnog
broja Φ = 1+
√
5
2 poznatog kao Zlatni rez. Usporedba dobivenih nizova posluzˇit c´e nam
kao motivacija za algebarsku interpretaciju preko koje c´e se objediniti pristup razlicˇitim
primjerima iz visˇe podrucˇja matematike pa i fizike.
Promotrimo iteracije funkcije
m(x) = 1 +
1
x































sˇto su omjeri uzastopnih Fibonaccijevih brojeva. Indukcijski dolazimo do sljedec´eg:
Propozicija 1.0.1. Neka jeF1 = F2 = 1 i za n ≥ 1, Fn+1 = Fn + Fn−1. Neka je x1 = 1 te za






Dokaz. Ovo c´emo dokazati matematicˇkom indukcijom.
1. Baza indukcije: provjeravamo da tvrdnja vrijedi za n = 2.
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= 1 + 1 = 2
Dakle, baza vrijedi.





Vrijedi li tvrdnja za broj n + 1?

















3. Zakljucˇak: tvrdnja vrijedi za svaki prirodan broj n.
Prema principu matematicˇke indukcije dokazali smo tvrdnju. 
Niz (xn) konvergira, ali to c´emo dokazati kasnije. Pod pretpostavkom konvergencije,
mozˇemo odrediti limes, xˆ , na sljedec´i nacˇin:
Buduc´i da je (xn) pozitivan i zadovoljava




limes xˆ mora biti pozitivan i zadovoljiti




ili, ekvivalentno, xˆ je jedinstveno pozitivno rjesˇenje jednadzˇbe x2 − x − 1 = 0. Dakle





to jest realan broj poznat kao Zlatni rez. Za prikaz niza (xn) u decimalnom obliku pogle-
dajmo Tablicu 1.1:
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Tablica 1.1
n xn n xn
1 1 13 1.618025751
2 2 14 1.618037135
3 1.5 15 1.618032787
4 1.666666667 16 1.618034448
5 1.6 17 1.618033813
6 1.625 18 1.618034056
7 1.615384615 19 1.618033963
8 1.619047619 20 1.618033999
9 1.617647059 21 1.618033985
10 1.618181818 22 1.61803399
11 1.617977528 23 1.618033988
12 1.618055556 24 1.618033988
dakle, trebamo 23 iteracije da se prvih 10 znamenki stabilizira.
Iako je poznato da taj niz razlomaka pruzˇa ”najbolju“ racionalnu aproksimaciju Zlatnog
reza, postoje brzˇe metode za aproksimaciju Φ. U numericˇkoj matematici cˇesto su korisˇtene
Newton-Raphsonova metoda tangente i metoda sekante za odredivanje nultocˇaka funk-
cije u odredenom zatvorenom intervalu. (vidi npr. [3]). U metodi tangente izabire se jedna
pocˇetna tocˇka intervala. Iz nje se povlacˇi tangenta na graf funkcije i zatim se sjecisˇte te tan-
gente s x-osi uzima kao sljedec´a aproksimacija nultocˇke. Postupak se iterira. Slicˇno, kod
metode sekante biraju se dvije pocˇetne tocˇke intervala te se postavlja sekanta kroz pripadne
tocˇke grafa i zatim se sjecisˇte te sekante s x-osi uzima kao sljedec´a tocˇka za aproksimaciju
nultocˇke. Razmotrimo najprije Newton-Raphsonovu metodu tangente (vidi Sliku1.1). S
obzirom na pocˇetni T0 koji predstavlja nasˇu prvotnu procjenu rjesˇenja , racˇunamo T1,T2, ...
pomoc´u formule:
Tn+1 = Tn − f (Tn)f ′(Tn) =
2T 2n − Tn − T 2n + Tn − 1
2Tn − 1 =
=
T 2n + 1
2Tn − 1
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Slika 1.1










Dakle u ovom slucˇaju treba samo 5 iteracija da se prvih 10 znamenki stabilizira.
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Slika 1.2
Za primjenu metode sekante (Slika1.2) pocˇevsˇi s dvije razlicˇite tocˇke koje smo izabrali
procjenom, S 1 i S 2, i ponovo za f (t) = t2 − t − 1, racˇunamo:
S n+1 =
S n−1 f (S n) − S n f (S n−1)
f (S n) − f (S n−1) =
S n−1(S 2n − S n − 1) − S n(S 2n−1 − S n−1 − 1)
S 2n − S n − 1 − (S 2n−1 − S n−1 − 1)
=
S 2nS n−1 − S nS n−1 − S n−1 − S nS 2n−1 + S nS n−1 + S n
S 2n − S n − 1 − S 2n−1 + S n−1 + 1
=
S 2nS n−1 − S nS 2n−1 + S n − S n−1
S 2n − S 2n−1 − S n + S n−1
=
S nS n−1(S n − S n−1) + (S n − S n−1)
(S n − S n−1)(S n + S n−1) − (S n − S n−1) =
(S n − S n−1)(S nS n−1 + 1)
(S n − S n−1)(S n + S n−1 − 1)
=
S nS n−1 + 1
S n + S n−1 − 1
Za S 1 = 1 i S 2 = 2, niz S n je prikazan u Tablici 1.3:













Vidimo da je potrebno 6 iteracija za stabilizaciju prvih 10 znamenki.Nama c´e biti in-
teresantno zapazˇanje da nizovi (Tn) i (S n) konvergiraju ka Φ, drugim rijecˇima, i Tn i S n
su konvergente iracionalnog broja Φ u njegovom prikazu kao beskonacˇnog verizˇnog raz-
lomka. Dakle, svi Tn-ovi i S n-ovi su na popisu iteracija od 1 + 1x u Tablici 1.1. U Tablici
1.4 c´emo prikazati usporedbu iteracija od 1 + 1x iz Tablice 1.1 s Newton-Raphsonovom
aproksimacijom iz Tablice 1.2 i aproksimacijama metode sekante iz Tablice 1.3.
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Tablica 1.4
n xn Tn S n
1 1 1 1
























Iz ove tablice vidimo uzorak ponavljanja.
Teorem 1.0.2. Neka je xn n-ta iteracija formule m(x) = 1 + 1x pocˇevsˇi s 1 te neka je
f (x) = x2 − x − 1. Nadalje, neka je Tn zadan formulom Newton-Raphsonove metode
primijenjene na f sa T1 = 1 i neka je S n zadan formulom metode sekante primijenjene na
f sa S 1 = 1, S 2 = 2. Tada je
Tn = x2n
i
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S n = xFn .
Nasˇ cilj je objasniti ovu pojavu na nov nacˇin i istrazˇiti najopc´enitiju situaciju u kojoj se
ona javlja.
Poglavlje 2
Algebarski pristup metodi sekante
Nasˇe rjesˇenje ovog problema u velikoj mjeri proizlazi iz prikladnog nacˇina oznacˇavanja.
Razmotrimo sljedec´u binarnu operaciju:
x ⊕ y = xy + 1
x + y − 1
Ova operacija je dobro definirana na prosˇirenom skupu realnih brojeva (R) (to jest realni
brojevi sa simbolima ±∞ ), te je zapravo komutativna u R , osim u slucˇaju 00 ; odnosno,
kada je x · y = 1 i x + y = 1, ili ekvivalentno, kada su x i y razlicˇite nultocˇke kvadratne
jednadzˇbe x2 − x− 1. Taj se izraz mozˇe promatrati i geometrijski; x⊕ y je rezultat primjene
metode sekante na funkciju f (x) = x2 − x− 1 , s pocˇetnim izborom vrijednosti x i y. Slucˇaj
oblika 00 se dogada kada se sekanta podudara s x-osi ili, ekvivalentno, kada su x i y razlicˇite
nultocˇke kvadratne jednadzˇbe x2− x−1. ”Broj”∞ igra posebnu ulogu. Geometrijski, x⊕∞
je limes od x ⊕ z kada se z priblizˇava ∞, sˇto je mjesto gdje okomita crta kroz x sijecˇe x-os
to jest kada se sekanta priblizˇava vertikalnom pravcu kroz tocˇku x cˇime sjecisˇte te sekante
i x-osi tezˇi samoj tocˇki x. Dakle x ⊕ ∞ = x to jest ∞ djeluje kao neutralni element za ⊕
i svaka sekanta kroz beskonacˇno daleku tocˇku je vertikalna na x-os. Pretpostavljajuc´i za
trenutak da je ⊕ asocijativna, tada se mozˇe definirati 1⊕n kao n-struki zbroj od 1. Buduc´i
da je x ⊕ 1 = 1 + 1x , tada je 1⊕n n-ta iteracija od 1 + 1x to jest n-struki zbroj od 1.
To znacˇi:
xn = 1 ⊕ 1 ⊕ 1 ⊕ 1 ⊕ 1 ⊕ . . .︸                       ︷︷                       ︸
n puta
= 1⊕n
Buduc´i da je x ⊕ x = x2+12x−1 , sˇto je upravo Newton-Raphsonova metoda primijenjena na
x2 − x − 1 s pocˇetnom vrijednosti x, onda Newton-Raphsonova metoda pocˇevsˇi od 1 daje:
1, 1 ⊕ 1, (1 ⊕ 1) ⊕ (1 ⊕ 1), ((1 ⊕ 1) ⊕ (1 ⊕ 1)) ⊕ ((1 ⊕ 1) ⊕ (1 ⊕ 1)), ...
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Slicˇno, metoda sekante primijenjena na x2 − x − 1 pocˇevsˇi s 1 i 2 = 1 ⊕ 1 zadovoljava
S n+1 = S n ⊕ S n−1 i daje:
1, 1 ⊕ 1, (1 ⊕ 1) ⊕ 1, ((1 ⊕ 1) ⊕ 1) ⊕ (1 ⊕ 1), ...
Takoder po pretpostavci asocijativnosti i po indukciji slijedi:
S n = 1⊕Fn = xFn .
Ostaje samo pokazati da je ⊕ asocijativna. Izracˇunajmo:
(x ⊕ y) ⊕ z = xy + 1
x + y − 1 ⊕ z =
xy+1
x+y−1 · z + 1
xy+1







xyz + x + y + z − 1
xy + xz + yz − x − y − z + 1
Zamjenom x i z desna strana ostaje nepromijenjena, ali lijeva strana postaje:
(z ⊕ y) ⊕ x,
sˇto je, po komutativnosti, x ⊕ (y ⊕ z).
U ovom trenutku zˇelimo generalizirati nasˇu operaciju ⊕. Funkcija x2 − x − 1 ili broj 1 u
formuli x⊕y = xy+1x+y−1 nisu ni po cˇemu posebni. To jest ako zamijenimo x2− x−1 bilo kojom
diferencijabilnom funkcijom f : R → R , definiramo zbrajanje pomoc´u metode sekante
(Slika2.1)kao:
x ⊕ y = x f (y) − y f (x)
f (y) − f (x)
i zamijenimo 1 + 1x bilo kojom funkcijom oblika m(x) = x ⊕ k, onda vrijedi Teorem 1.0.2.
ako je ⊕ asocijativna.
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Slika 2.1
Pretpostavljamo da je f diferencijabilna jer dokaz Teorema 1.0.2 ovisi o tome da je k⊕n
dobro definirana, sˇto zahtijeva dobru definiranost od x⊕ x. Kada je f diferencijabilna, onda
uzimanjem da je
x ⊕ x = lim
y→x(x ⊕ y),
dolazimo do toga da je
x ⊕ x = lim
y→x(x ⊕ y) = limy→x
x f (y) − y f (x)
f (y) − f (x)
= lim
y→x
x f (y) − x f (x) + x f (x) − y f (x)
f (y) − f (x) = limy→x x +
f (x) · (x − y)




f (y)− f (x)
y−x
= x − f (x)
limy→x
f (y)− f (x)
y−x
= x − f (x)
f ′(x)
sˇto je upravo Newton-Raphsonova metoda primijenjena na diferencijabilnu funkciju f s
pocˇetnom vrijednosti x. Sada je prirodno postaviti pitanje: Za koje funkcije f je relacija
⊕ asocijativna? Pojedinacˇno provjeravanje funkcija nam ne pomazˇe previsˇe. Algebarski
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dokazi asocijativnosti su u osnovi specificˇni za svaku funkciju i tesˇko je vidjeti jasnu stra-
tegiju za dokazivanje ili opovrgavanje asocijativnosti od ⊕ za sˇire klase funkcije f .
Na primjer, ako je f (x) = x3, tada je
x ⊕ y = x · y
2 + x2 · y
x2 + x · y + y2
te u tom slucˇaju ispada da ⊕ nije asocijativna jer (1 ⊕ (1 ⊕ −1) = 0 , ali (1 ⊕ 1) ⊕ −1 = 2/7.
Medutim, buduc´i da je metoda sekante geometrijska, mozˇda mozˇemo nac´i geometrijski




Nasˇ pristup temelji se na Pascalovom poznatom teoremu iz 1640. (kojeg je Blaise Pascal
otkrio kada je imao samo 16 godina):
Teorem 3.0.3. Parovi suprotnih stranica sˇesterovrha upisanog krivulji drugog reda sijeku
se u tri kolinearne tocˇke.
Pascalov teorem jedan je od kljucˇnih rezultata u projektivnoj geometriji. Primijetimo
da se teorem odnosi na sˇesterovrh to jest sˇesterokut koji ne mora biti konveksan, a neki
parovi suprotnih stranica mogu biti paralelni pa je tada rijecˇ o ”sjecisˇtima“ na beskonacˇno
dalekom pravcu. Pod krivuljom drugog reda se u ovom teoremu smatra bilo koja nedegene-
rirana krivulja drugog reda dakle elipsa (posebno kruzˇnica), hiperbola ili parabola. Parovi
suprotnih stranica su P1P2 i P4P5,P2P3 i P5P6 te P3P4 i P6P1.
Neka L(P,Q) oznacˇava pravac kroz tocˇke P i Q. Zatim tocˇke L(P1, P2)∩L(P4, P5), L(P2, P3)∩
L(P5P6) i L(P3, P4) ∩ L(P6, P1) lezˇe na istom pravcu to jest kolinearne su (Slika 3.1).
15
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Slika 3.1
Sada c´emo pokazati asocijativnost operacije ⊕ koja proizlazi iz funkcije f (x) = x2−x−1
(Slika3.2). Nagib nasˇe funkcije f to jest njezine tangente neogranicˇeno raste kada x tezˇi u
∞, a vec´ znamo da su sve sekante kroz beskonacˇno daleku tocˇku vertikalne na x-os buduc´i
da su to medusobno paralelni pravci u smjeru osi y. Sjetimo se josˇ da∞ ima ulogu neutral-
nog elementa za operaciju ⊕. Za bilo koji realni broj x, neka x oznacˇava tocˇku (x, f (x)). Za
zadani u, tocˇke u, (y ⊕ z), x, y, z, te (x ⊕ y) su tocˇke na paraboli i tako, primjenjujuc´i Pasca-
lov teorem, tocˇke L(x, y) ∩ L(u, (x ⊕ y)), L(y, z) ∩ L(u, (y ⊕ z)) i L((x ⊕ y), z) ∩ L(x, (y ⊕ z))
lezˇe na istom pravcu. Kada u tezˇi ka ∞, pravci L(u, (x ⊕ y)) i L(u, (y ⊕ z)) postaju okomiti
na x-os i prve dvije tocˇke redom tezˇe k (x⊕ y, 0) i (y⊕ z, 0). Buduc´i da ove prve dvije tocˇke
lezˇe na x-osi, tada na toj osi lezˇi i trec´a tocˇka i tako dolazimo do jednakosti:
(x ⊕ y) ⊕ z = x ⊕ (y ⊕ z).
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Slika 3.2
Nasˇ argument vrijedi za bilo koju funkciju f cˇiji je graf konika cˇiji nagib, to jest nagib
njezine tangente, neogranicˇeno raste kada x tezˇi u ∞. Uvjet da nagib mozˇe neogranicˇeno
rasti omoguc´uje nam da se operacija ⊕ primjeni i na beskonacˇno daleku tocˇku kroz koju su
sve sekante vertikalne. Konkretno, f mora biti oblika:
f (x) =
ax2 + bx + c
dx + e
za neke a, b, c, d, e takve da a i d nisu oba 0.
Tada dolazimo do sljedec´eg:
Teorem 3.0.4. Neka je f funkcija oblika
f (x) =
ax2 + bx + c
dx + e
,
Pri cˇemu a i d nisu oba nula. Ako je a = 0, onda je be–cd , 0. Tada je operacija ⊕
definirana s
x ⊕ y = x f (y) − y f (x)
f (y) − f (x)
asocijativna. Nadalje, za bilo koji k ∈ R, neka je m(x) = x ⊕ k, i neka je (xn) niz zadan
s x1 = k i xn+1 = xn ⊕ k. Oznacˇimo s (Tn) niz dobiven primjenom Newton-Raphson-
ove metode na funkciju f s pocˇetnom vrijednosti k, a (S n) niz dobiven metode sekante
primijenjene na funkciju f s pocˇetnim vrijednostima k i m(k). Tada je:






S n = k⊕Fn = xFn .
U nasˇem izvornom primjeru, gledali smo iteracije od m(x) = 1 + 1x , s pocˇetkom u 1, i





Ovo je poopc´enje izvornog primjera gdje je m(x) = 1x+11x+0 . Pokazali smo da iteracije, pocˇevsˇi
s k, izvorne funkcije m su oblika k⊕n za dobro definiranu operaciju ⊕. Za dani k, ako
iteracije mn(k) uopc´e konvergiraju, onda konvergiraju k nekoj fiksnoj tocˇki m koja je korijen
tj. nultocˇka karakteristicˇnog polinoma p(x) = cx2 + (d − a)x − b.
Ako je zadan w ∈ R, w , 0, promatramo funkciju
f (x) =
p(x)
x − w .
Ocˇito je f (x) = 0 ⇐⇒ p(x) = 0. Operacija ⊕ tada ispada komutativna i asocijativna.
Pokazat c´emo da je komutativna, asocijativnost se dokazuje gotovo analogno.
x ⊕ y =




−1 · (y · p(x)x−w − x · p(y)y−w )
−1 · ( p(x)x−w − p(y)y−w )
=
y · p(x)x−w– − x · p(y)y−w
p(x)
x−w − p(y)y−w
= y ⊕ x
Nadalje, funkcije x⊕k su Mo¨biusove transformacije ( dokazat c´emo u Poglavlju 5). Zˇelimo
pokazati da je m(x) = x ⊕ m(w). Primijetimo da je:
m(x) = x⇐⇒ ax + b
cx + d
= x⇐⇒ ax + b = cx2 + dx⇐⇒
cx2 + (d − a)x–b = 0⇐⇒ p(x) = 0.
Ako uzmemo da je x , m(w) onda je
x ⊕ m(w) = x f (m(w))–m(w) f (x)
f (m(w))– f (x)
= x⇐⇒
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x f (m(w))–m(w) f (x) = x f (m(w))–x f (x)⇐⇒ f (x)(m(w)–x) = 0,
onda mora biti f (x) = 0 ⇐⇒ p(x) = 0. Za x = m(w) izravnim uvrsˇtavanjem dobivamo da
je
m(w) + m(w) = m(w)⇐⇒ f (m(w)) = 0⇐⇒ p(x) = 0
pa je i m(w) fiksna tocˇka za m, a to je ako i samo ako je fiksna tocˇka za x⊕m(w). Dakle, m(x)
i x ⊕ m(w) se podudaraju barem u dvije tocˇke, a to su nultocˇke karakteristicˇnog polinoma
od f . Ako se podudaraju u barem josˇ jednoj tocˇki, onda vrijedi m(x) = x ⊕ m(w). Pokazat
c´emo da je basˇ w ta trec´a tocˇka u kojoj se podudaraju to jest da vrijedi m(w) = w ⊕ m(w).
x ⊕ m(w) = x f (m(w))–m(w) f (x)
f (m(w))– f (x)
=













xp(m(w))(x − w)–m(w)p(x)(m(w) − w)
p(m(w))(x − w)–p(x)(m(w) − w) .
Ako uvrstimo x = w dobivamo:
w ⊕ m(w) = wp(m(w))(w − w) − m(w)p(w)(m(w) − w)
p(m(w)(w − w) − p(w)(m(w) − w) =
wp(m(w)) · 0 − m(w)p(w)(m(w) − w)
p(m(w) · 0 − p(w)(m(w) − w) =
m(w)p(w)(m(w) − w)
p(w)(m(w) − w) = m(w).
Dakle, buduc´i da se m(x) i x⊕m(w) podudaraju u barem 3 tocˇke (2 nultocˇke karakteristicˇnog
polinoma p(x) i u tocˇki w), vrijedi da je
m(x) = x ⊕ m(w).







, k = 7.









52x2 + 39x − 39
13x + 16
i dobivamo da je
x ⊕ y = 25xy + 39(x + y) + 48
52xy + 64(x + y) + 87
iz cˇega slijedi da je






Primjer 4.0.5. Promatrajmo f (x) = x2+1x . Odgovarajuc´a operacija je x ⊕ y = x+y1−xy . Ta
operacija ocˇito podsjec´a na tangens zbroja:
tg(α + β) =
tgα + tg β
1 − tgα tg β.
Odatle slijedi:
tg(arctg x + arctg y) =
x + y
1 − xy ,
odnosno
arctg x + arctg y = arctg(x ⊕ y).
To znacˇi da funkcija arkus tangens djeluje kao homomorfizam izmedu operacija ⊕ i +.


























Nadalje, mozˇe se dobiti zatvorena formula za iteracije Mo¨biusove transformacije s obzirom
na f :
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x ⊕ c = tg(arctg(x) + arctg(c))
i stoga mn(c) = tg(n · arctg(c)).
Primjer 4.0.6. Promatrajmo f (x) = x2−c2x . Zatim x ⊕ y = x+y1+ xy
c2
, sˇto je relativisticˇki zakon
zbrajanja brzina, a c je brzina svjetlosti. Ako je c2 = k cijeli broj, dodajuc´i taj broj
samom sebi n puta, 1 ≤ n < ∞,dobivamo beskonacˇno mnogo konvergenata jednostavnom
verizˇnom razlomku od c.
Primjer 4.0.7. Ako je f (x) = 1x , tada je x ⊕ y = x + y to jest uobicˇajeno zbrajanje. Postoji
li tada f takva da se operacija ⊕ ponasˇa kao uobicˇajeno mnozˇenje? To jest, postoji li f
takav da je x ⊕ y = xy ? Ako postoji, uzmemo y = x, tada dobivamo x ⊕ x = x2. S druge
strane, x ⊕ x je iteracija Newton-Raphsonove metode i imamo diferencijalnu jednadzˇbu:
x2 = x − f (x)
f ′(x)
.
Rjesˇavanjem ove diferencijalne jednadzˇbe pronalazimo f (x) = x1−x . Konacˇno, nakon pro-
vjere da je operacija ⊕ za dobiveni f zaista obicˇno mnozˇenje, mozˇemo zakljucˇiti da je
odgovor da takav f postoji.




, sˇto mozˇemo prepoznati kao oblik
formule zbroja otpora spojenih paralelno. S druge strane, otpornici rasporedeni serijski
su pokriveni slucˇajem f (x) = 1x . Nakon ovog zakljucˇka prirodno je postaviti pitanje imaju
li sva ta razlicˇita pravila zbrajanja tumacˇenje u podrucˇju elektriciteta.
Primjer 4.0.9. Ako je f Mo¨biusova transformacija, x⊕y je tada oblika Axy + B(x + y) +C.
U Primjeru 4.0.5, vidjeli smo da arkus tangens djeluje kao homomorfizam i da to dovodi
do zatvorene formule za iteracije od m. To vrijedi za sve navedene primjere , i josˇ visˇe
(Tablica 4.1):
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Tablica 4.1











x2 + 1 xy−1x+y ctg
−1(x)
x2 − x − 1 xy+1x+y−1
1













Navest c´emo neke posljedice asocijativnosti od ⊕. Mi inacˇe ne pretpostavljamo nikakva
dodatna svojstva funkcije f osim neprekidnosti i cˇinjenice da nagib grafa funkcije f nije
omeden. Ako je w realan broj takav da je f (w) = ∞, onda definiramo p(x) = f (x)(x − w),
inacˇe definiramo p(x) = f (x). Ako je graf funkcije f konika neomedenog nagiba, onda je
p jednostavno brojnik od f .
Propozicija 5.0.10. Ako je f takva da je ⊕ asocijativna, onda
∂
∂x
(x ⊕ y) = p(x ⊕ y)
p(x)
.
Dokaz. Neka je s(x, y) = f (x)x−x⊕y =
f (x)− f (y)
x−y . Neka je i = w i ako f (w) = ∞ (ako je f (w) = ∞
za nekoliko vrijednosti w, uzmemo bilo koju od njih), inacˇe neka i = ∞. U svakom slucˇaju,
lim
z→i (x ⊕ z) = x.
Tada, zbog asocijativnosti operacije ⊕ je x ⊕ y ⊕ z dobro definirana i vrijedi:
∂
∂x
(x ⊕ y) = lim
z→i
x ⊕ y − x ⊕ y ⊕ z
x − x ⊕ z = limz→i
f (x ⊕ y)














s(x ⊕ y, z) = limz→i
f (x) − f (z)
x − z ·
x ⊕ y − z
f (x ⊕ y) − f (z) = limz→i
x ⊕ y − z
x − z ,
sˇto je jednako 1 ako i = ∞ i jednako je x⊕y–wx–w ako je i = w. 
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Odmah slijedi, po definiciji od f , da f (x) = ∞ ima najvisˇe jedno realno rjesˇenje. Drugu
posljedicu smo koristili u Poglavlju 3, a to je da je funkcija oblika x ⊕ k Mo¨biusova tran-
sformacija. Za taj zakljucˇak potreban nam je pojam Schwarzove derivacije i neka njezina
svojstva.
Za funkciju f klase C3 Schwarzova derivacija izgleda ovako:

















(Naziv Schwarzova derivacija ili Schwarzian uveo je Arthur Cayley po matematicˇaru Her-
mannu Schwarzu, no prvi je tu operaciju zapravo otkrio Lagrange u 18. stoljec´u). Mi c´emo





gdje je a1d1 − b1c1 , 0.
Takoder c´emo pokazati da je S ( f ) = 0 ako i samo ako je f Mo¨biusova transformacija.
Racˇunom je lako pokazati da je Schwarzova derivacija svake Mo¨biusove transformacije
jednaka 0. Uzmimo na primjer slucˇaj




















Opc´enito, ako je f bilo koja funkcija takva da je S ( f ) = 0, a g neka Mo¨biusova transfor-
macija, uzmimo g(x) = ax+bcx+d , onda vrijedi S ( f ) = S (g) = 0 pa iz prethodnog svojstva





pri cˇemu je a1d1 − b1c1 , 0.
Uvrsˇtavanjem g(x) dobivamo kompoziciju dviju Mo¨biusovih transformacija sˇto je ponovo
Mo¨biusova transformacija to jest
f (x) =
a1 ax+bcx+d + b1
c1 ax+bcx+d + d1
=
(aa1 + b1c)x + (a1b + b1d)
(ac1 + cd1)x + (bc1 + d1d)
.
Vidimo da tada S ( f ) = 0 =⇒ f je Mo¨biusova transformacija. Dakle, dobili smo da vrijedi:
S ( f ) = 0⇐⇒ f je Mo¨biusova transformacija.
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Korolar 5.0.11. Neka je p kvadratni polinom. Tada za sve k, m(x) = x ⊕ k je Mo¨biusova
transformacija.
Dokaz. Izracˇunat c´emo Schwarzovu derivaciju funkcije m(x) = x ⊕ k cˇime c´e se pokazati
da je S (m) = 0 pa c´e po prethodno navedenom svojstvu Schwarzove derivacije slijediti da
je m Mo¨biusova transformacija.





Uvrsˇtavanjem u Schwarzovu derivaciju mozˇemo izracˇunati da je
S (m) =
q ◦ m − 1
p2
pri cˇemu je q = pp′′ − 12 (p′)2. Buduc´i da je p kvadratni polinom lako dolazimo do toga da
je q konstanta te je tada S (m) = 0.

U 4. poglavlju, smo nasˇli homomorfizam za Primjer 5.0.5. Pokusˇajmo sada nac´i takav
homomorfizam za opc´i slucˇaj.
Korolar 5.0.12. Ako F zadovoljava F′ = 1p i F(i) = 0, onda je
F(x ⊕ y) = F(x) + F(y).
Dokaz. Pretpostavimo da F′ = 1p . Po Propoziciji 5.0.10 je tada
∂
∂x
F(x ⊕ y) = F′(x)
te je zbog toga F(x⊕y) = F(x)+G(y) za neku funkciju G. Po komutativnosti F(x)+G(y) =
F(y) + G(x) iz cˇega slijedi da je F(x) −G(x) = F(y) −G(y) te se zbog toga F i G razlikuju
samo u konstanti (neka je to neki c). Konacˇno je onda
F(x ⊕ y) = F(x) + F(y) + c.
Zbog uvjeta F(τ) = 0 slijedi da je konstanta c = 0.

To nam daje (kao u Primjeru 5.0.5) zatvorenu formulu za k⊕n koja glasi
k⊕n = F−1(nF(k)).
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Funkcije F i p su, za danu funkciju m, rjesˇenja nama poznatih funkcijskih jednadzˇbi. Na-
ime, do na skalar, F je rjesˇenje Abelove funkcijske jednadzˇbe
F(m(x)) = F(x) + 1,
a p je rjesˇenje Julijeve jednadzˇbe
p(m(x)) = p(x)m′(x).
Za nasˇ prvotni primjer je homomorfizam
5−
1
2 · log |(x − Φ) · (x − Φ)|
gdje su Φ i Φ dva rjesˇenja jednadzˇbe x2 − x− 1 = 0. Zbog toga je, ako je k blizˇe Φ nego Φ,
F(k) > 0 i F(k⊕n)→ ∞ kako n→ ∞ te slijedi
k⊕n → Φ.
Na primjer Fn+1Fn = 1
⊕n → Φ.
Poglavlje 6
Josˇ neki primjeri i napomene
Primjer 6.0.13. GRUPE. Pitanje koje si sada postavljamo je sljedec´e: Postoji li za funkcije
oblika
f (x) =
ax2 + bx + c
dx + e
grupa s operacijom ⊕? Odgovor je potvrdan. Geometrijski, τ = −ed ( τ = ∞ ako je d = 0 )
djeluje kao identiteta. Neka je Z( f ) = {x : f (x) = 0} oznacˇuje skup nultocˇaka od f i neka
je G = R \ Z( f ). Tada je G zatvoren s obzirom na operaciju ⊕. Inverz za bilo koji k postoji
zbog cˇinjenice da je svaki x ⊕ k Mo¨biusova transformacija, za zadani k, neka m(x) = x ⊕ k
i definiramo k−1 = m−1(τ). Nadalje, umjesto nad R, Mo¨biusove transformacije mozˇemo
promatrati nad prosˇirenjem polja kompleksnih brojeva C, kako je i uobicˇajeno. Tada je
G = {z ∈ C : f (z) , 0}
grupa s operacijom ⊕ i neutralnim elementom τ.
Primjer 6.0.14. ELIPTICˇKE KRIVULJE. Uocˇava se slicˇnost izmedu nasˇeg ”sekantnog
zbrajanja“ i operacije zbrajanja tocˇaka na elipticˇkim krivuljama koje daju takvim krivu-
ljama strukturu grupe. Elipticˇka krivulja je vrsta kubne krivulje, to jest krivulje trec´eg
stupnja zadane jednadzˇbom oblika
y2 = x3 + ax + b
uz dodatan uvjet nesingularnosti. Unija x-osi i grafa krivulje
y =
ax2 + bx + c
dx + e
takoder je elipticˇka krivulja, ali degenerirana i zadana formulom
y2(dx + e) = y(ax2 + bx + c).
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Ovo je primjer generalizirane kubicˇne krivulje cˇiji je graf unija x-osi i grafa neke funk-
cije. Poznato je da se na skupu tocˇaka kubne krivulje mozˇe definirati binarna opera-
cija zasnovana na tome da spojnica dviju tocˇaka krivulje sijecˇe krivulju u jednoznacˇno
odredenoj tocˇki. Takva operacija primijenjena na nasˇe degenerativne krivulje upravo je
operacija sekantnog zbrajanja. Uobicˇajen dokaz da je operacija asocijativna slijedi iz
Cayley-Bacharachovog teorema, koji je poznata generalizacija Pascalovog teorema i mozˇe
se formulirati ovako:
Neka se dvije kubne krivulje u projektivnoj ravnini sijeku u devet tocˇaka. Tada svaka kubika
koja prolazi kroz osam tih tocˇaka prolazi i kroz devetu tocˇku.
Primjer 6.0.15. Teorija aproksimacije polinoma na [−1, 1] ukljucˇuje tezˇisˇnu funkciju√1 − x2.
U tom kontekstu, zakon zbrajanja
a ⊕ b = a ·
√
1 − b2 + b ·
√
1 − a2
ima veliku vazˇnost. Iako to nije ocˇigledno, ”sekantni” zakon zbrajanja je asocijativan
na intervalu [−1, 1] (arkus sinus djeluje kao homomorfizam). Opc´enito, teorija zakona
zbrajanja oblika a ⊕ b = a f (b) + b f (a) u mnogocˇemu je analogna sekantnom zbrajanju.
Primjer 6.0.16. Na kraju samo da spomenemo zanimljivu vezu s matricama. Prisjetimo
se inicijalnog primjera:




f (x) = x2–x − 1,
x ⊕ y = xy + 1
x + y − 1 .






Primijetimo korespondenciju sa 1 + 1x =
1x+1
1x+0 . Buduc´i da A zadovoljava karakteristicˇnu
jednadzˇbu, A2 = A + I te imamo
(A–xI)(A–yI) = (1–x–y)A + (xy + 1)I  A − (x ⊕ y)I
gdje je  jednakost do na skalar.
Opc´enito, neka je A matrica s kvadratnim karakteristicˇnom polinomom p. Ako je f (x) =
p(x), tada gornja formula vrijedi ako f (x) = p(x)x−w ,
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(A–xI)(A–yI)  (A − (x ⊕ y)I)(A–wI).
Pritom je u bilo kojem slucˇaju ⊕ definirano sa
x ⊕ y = x f (y) − y f (x)
f (y) − f (x) .
Zakljucˇno, napomenimo da je ovaj rad pretezˇno koncipiran na temelju cˇlanka Sama
Northshielda [4], u kojem su dane smjernice i prema drugim poopc´enjima i dubljim vezama
s razlicˇitim podrucˇjima matematike.
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U ovom diplomskom radu izlozˇen je jedan algebarski pristup poznatim iterativnim meto-
dama za izracˇunavanje nultocˇaka realnih funkcija, odnosno u drukcˇijoj formulaciji, odredivanje
fiksnih tocˇaka funkcije.
Primjena metode sekante interpretira se kao binarna operacija ⊕ na prosˇirenom skupu
realnih brojeva R. Razmatraju se moguc´a algebarska svojstva operacije ⊕ te se pokusˇavaju
nac´i sˇire klase funkcija za koje je pripadna operacija asocijativna. Primjenom glasovi-
tog Pascalovog teorema o sˇesterovrhu upisanom krivulji drugog reda dokazuje se asocija-
tivnost operacije ⊕ za jednu klasu racionalnih funkcija cˇime se dobiva potpuni analogon
pocˇetnom primjeru za iterativno odredivanje vrijednosti Zlatnog reza razlicˇitim metodama:
iteracijama niza m(x) = 1 + 1x odnosno nizovima dobivenim primjenom metoda tangente i
sekante na polinom f (x) = x2 − x − 1.
Nadalje, Mo¨biusove transformacije takoder pruzˇaju zanimljivo poopc´enje tog pocˇetnog
primjera pri cˇemu iteracije konvergiraju prema korijenu karakteristicˇnog polinoma Mo¨bi-
usove transformacije. Navodi se niz primjera koji ilustriraju kako neke dobro poznate
operacije poput zbrajanja tocˇaka na elipticˇkim krivuljama, relativisticˇkog zbrajanja br-
zina, zbrajanja otpora serijski ili paralelno spojenih otpornika pa i standardno zbrajanje
i mnozˇenje realnih brojeva predstavljaju posebne slucˇajeve binarne operacije ⊕ uz odgova-
rajuc´i izbor pocˇetne funkcije f .
Na taj nacˇin uocˇavaju se dublje veze izmedu nekih poznatih rezultata i metoda iz ma-
tematicˇke analize, algebre, geometrije i fizike.
Summary
In this thesis we present an algebraic approach to some well known iterative methods for
calculating roots of real functions or in a different formulation, finding fixed points of
functions.
The use of the secant method is interpreted as a binary operation ⊕ on the extended set
of real numbers R. We consider possible algebraic properties of operation ⊕ and try to
find some classes of functions for which this operation is associative. Applying Pascal’s
famous Hexagrammum Mysticum Theorem we prove the associativity of operation ⊕ for
a class of rational functions and to obtain an analogue of the initial example of determing
the value of the Golden Mean by various iterative methods: a sequence of iterations of
function m(x) = 1 + 1x and sequences we get by using tangent method and secant method
on polynomial f (x) = x2 − x − 1.
Furthermore, Mo¨bius transformations also provide interesting generalization of the ini-
tial example where iterations converge to the root of the characteristic polynomial of the
Mo¨bius transformation. We list a variety of examples that illustrate how some well known
operations such as the group law on elliptic curves, the velocity addition law of special
relativity, the addition of electric resistances in parallel and in series and also the standard
addition and multiplication of real numbers are special cases of binary operation ⊕ with an
appropriate choice of initial f .
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