Abstract: Let ≥ 2 and let Ω ⊂ R be an open set. We prove the boundedness of weak solutions to the problem
Introduction
In this note, we combine the methods from [7] and [16] with the generalized Moser-Trudinger inequality to prove the boundedness of weak solutions to the problem is embedded into an exponential or multiple exponential Orlicz space, the nonlinearity ( ) has the corresponding critical growth, V ( ) is a continuous potential, ∈ L Φ (Ω) * is a nontrivial continuous function, µ ≥ 0 is a small parameter and Ω is either an open bounded set or Ω = R . The precise assumptions on Φ( ) ( ) and V ( ) are given below (let us already note that these assumptions are different for Ω bounded and Ω = R ).
The existence of nontrivial weak solutions to (1) was obtained in the paper [1] (see also [2] [3] [4] ). The boundedness of weak solutions to (1) has two applications. First, this property of solutions can simplify several proofs in papers [1] [2] [3] [4] . The second application follows from the fact that if Ω is bounded and ( ) is a bounded function, then each bounded solution ( ) to (1) also solves the problem ∈ W L Φ (Ω) and
where
is a bounded function (by our assumptions on and V given below). For bounded weak solutions to (2) , one has the results from [18] concerning the upper bound for the L ∞ -norm, the Hölder continuity, the Harnack inequality and the Hölder continuity of the gradient (notice that even though the results in [18] are stated for classical solutions, the proofs deal with the definition of the weak solution only). Similarly, if Ω is not bounded, one can try to apply the results from [18] to bounded subsets of Ω (in the case of unbounded Ω, V ( ) is not usually bounded and thus we do not have the uniform L ∞ -estimate of ( ) in (2)).
In the rest of this section we recall the generalized Moser-Trudinger inequality (a version of the famous Moser's result [19] ), the existence results concerning equation (1) and we state our main theorem concerning the boundedness of weak solutions to (1). 
Generalized Trudinger embedding and generalized Moser-Trudinger inequality
In the borderline case = we have from the above
The lack of an optimal target space for the Sobolev embedding of W 1 0 (Ω) among Lebesgue spaces inspired Trudinger [22] to consider Orlicz spaces as the target spaces. He showed that
where L Φ (Ω) is the Orlicz space corresponding to the Young function Φ( ) = exp /( −1) − 1 (the same results were independently obtained by Yudovich [23] and Pokhozhaev [21] ). Behavior of the Trudinger embedding is further described by Moser's inequality [19] sup
where ω −1 denotes the surface of the unit sphere and |Ω| is the -dimensional Lebesgue measure of Ω. We also use this notation in the rest of the paper. Now, we proceed to some generalizations.
First, we start with the notation. By L Φ (Ω) we denote an Orlicz space corresponding to a Young function Φ. This space is equipped with the Luxemburg norm
where ∇ is the gradient of and we use its Euclidean norm in R . We put
, which is equivalent to the standard Sobolev-type norm given above.
For ∈ N and α < − 1 let us define the following constants (related to the Moser-type inequality):
To simplify our notation, for ∈ N, we set log [1] 
is continuously embedded into a double exponential Orlicz space with the Young function that behaves like exp [2] γ for large . Furthermore, in the limiting case α = − 1 we have an embedding into a triple exponential space and so on. In general, we deal with the Young functions satisfying
The borderline case is always α = − 1 and for α > − 1 we have an embedding into L ∞ (Ω). For other results concerning these spaces and their Trudinger-type embeddings we refer the reader to [6, [8] [9] [10] [11] [12] [13] [14] 20] .
The following theorem summarizes known versions of Moser's inequality for an embedding into single and multiple exponential spaces in the case of a bounded domain (see [5, 8, 17] (4) .
(ii) We also have
In the borderline case K = K α , the validity of the Moser-type inequality depends on the particular choice of the Young function Φ satisfying (4) (see [5, 17] 
In addition, let us suppose that there is C > 0 such that
Then we have the following result from [2] .
Theorem 1.2.
Let K ≥ 0, ∈ N, ≥ 2, α < − 1 and P > 0. Suppose that Ω ⊂ R is an open set. Let Φ be a Young function satisfying (4) and (5).
Again, the validity of the Moser-type inequality in the case K = K α depends on the choice of Φ.
Existence results
Let us give a brief summary of the existence results concerning problem (1). These results come from [1] [2] [3] [4] . We distinguish two cases concerning the set Ω: the case of Ω bounded and the case of Ω = R . We also distinguish two cases concerning the nonlinearity ( ): the case of the critical growth and the case of the sub-critical growth.
We start with the assumptions concerning Φ. In all four cases we suppose that (4) and (5) are satisfied. In the case of the critical growth, we also assume that Φ is such that the version of Moser's sequence constructed in [5, Section 4] belongs to the unit ball in W 0 L Φ (B(R)) (with respect to the Dirichlet norm)
Let us also note that in the paper [1] , there is assumed that the function → Φ ( ) is a Young function. However, this assumption was used in the proof of the multiplicity result only. Therefore, being interested just in the existence of nontrivial weak solutions to (1), we do not need such assumption.
Now we give a list of assumptions concerning the potential V . In all four cases we suppose that
In the case of a bounded domain we also suppose that there is V 1 > 0 such that
In the case of Ω = R , the situation is different since we do not have the equivalence of the standard Sobolev-type norm and the Dirichlet norm for the space W L Φ (R ). Therefore, in this case, problem (1) is solved with respect to the space
endowed with the norm
where the second Luxemburg norm is considered with respect to the measure V ( ) , i.e.
In this case we assume that the potential V satisfies (7), there is V 0 > 0 such that
The nonlinearity : Ω × R → R is supposed to satisfy the following conditions. We start with four conditions common for all four cases. Suppose 
there is A ∈ (0 A 0 ) (the constant A 0 > 0 is given in [1] and depends on the choice of Φ) such that
where C S > 0 is determined in [1] (C S depends on the choice of Φ).
Next, the case of the critical growth on a bounded domain means that we suppose that there are C > 0 and > 0 such that
In the case of the sub-critical growth on a bounded domain we suppose that for every > 0 there is C > 0 such that
The critical growth on R means that there are C > 0 and > 0 such that
In the case of the sub-critical growth on R we suppose that for every > 0 there is C > 0 such that
In this case, the first constant C is independent of .
Finally in both cases with the critical growth we also suppose that
Now we can state the existence results. The results for µ ∈ (0 µ 0 ) come from [1] , while the case of µ = 0 was studied in [2] .
By a weak solution to (1) we mean a function
for every test function from W 0 L Φ (Ω) (or X (R )).
Let us emphasize that the result in the sub-critical case is not just a weaker result contained in the result concerning the critical growth. Indeed, in the case of the critical growth, we admit nonlinearities with larger growth but we also have restrictive condition (17) which (together with (13) and (15), respectively) means that the growth is very special. In the case of the sub-critical growth, we have a bit more restrictive upper bound, but there is no lower bound of the absolute value of ( ).
New results
Now, we can formulate the main result of this paper. Notice that in the case of a bounded domain, the assumptions of Theorem 1.4 are much more permissive than assumptions of Theorem 1.3. In the case of Ω = R , there is a new assumption Φ( ) ≥ C (some comments concerning this assumption are given below), the assumptions concerning ( ) are again more permissive than assumptions of Theorem 1.3.
Let us also give some comments concerning the proof of Theorem 1.4. The basic strategy of the proof is standard. We test the weak formulation (18) (Ω) and the proof is rather standard.
In the case when = 1 and α < 0 we have to overcome several technical difficulties related to the fact that in a general Orlicz space, the relation between the modular and the norm is much more complicated (in comparison to the Lebesgue space-case, when the first quantity is just a power of the second one). In particular, the problems when estimating Φ (|∇ + |)|∇ + | are overcome via dealing with the truncated function = max { 1} instead of + . However, working with the function results in the loss of the non-negativity of the second term on the left hand side of estimate (18) (that is the third term on the left hand side of (42)). Moreover, since we cannot control this term from below in the case when V ( ) is not bounded from above, we have to restrict ourselves to the case of Ω bounded provided = 1 and α < 0 (the boundedness of V ( ) is ensured by (8) ). Let us also note that we cannot assume that V ( ) is bounded in the case Ω = R , since it would lead to the loss of the Sobolev-type embedding which is necessary for the Moser iteration.
Boundedness of weak solutions
This section is devoted to the proof of Theorem 1.4. We distinguish two cases.
Case Φ( ) ≥ C
Proof of Theorem 1.4 if Φ( ) ≥ C . We start with some computations common for both cases concerning Ω (Ω is either bounded or Ω = R ). Assume that is a weak solution to (1).
Fix L > 0 and β > 1. Let us note that in the main part of the proof, β is replaced by β , ∈ N, from a suitable sequence of parameters {β }. These β are bounded away from 1, thus we can use the estimate β − 1 ≥ C (by C we denote a generic positive constant independent of , this constant may vary from expression to expression as usual). We further define + = max { 0} and
Since + L is bounded and β > 1, we can see that can be considered as a test function in (18) (see [15, Theorem 7.8] ). We also obtain that almost everywhere
R.Černý
Indeed, on the set {∇ + L = 0} we have + = + L almost everywhere. Similar observations are several times used also in the rest of the paper (without warning). Now, testing (18) with the function given by (19) , we obtain with the aid of (20)
Hence, as Φ ( ) ≥ C −1 (we have Φ( ) ≥ C for all ≥ 0 and the fact that Φ is a Young function implies Φ ( ) ≥ Φ( ) for all ≥ 0), we obtain
Next, we define an auxiliary function
We see that we have almost everywhere
Furthermore, by (23), we have the estimate
Hence, from (21), (22) and (24) we obtain
In the rest of the proof we distinguish two cases.
Case of a bounded domain. First let us fix > 1. Using the facts that V ( ) is nonnegative, ( ) ∈ L (2 ) (Ω) (by (13) and Theorem 1. (2 ) (Ω) (indeed, the dual space to L Φ (Ω) corresponds to the associated Young function to Φ, and since Φ "behaves similarly" as the function → , the associated Young function "behaves similarly" as the function → ), Hölder's inequality and (25) we arrive at
Hence, by the continuous embedding of (22), we have
This implies by the Lebesgue Monotone Convergence Theorem
Now, we are going to iterate inequality (26). We define the sequence {β } by
the second property can be also written as β +1 = β + ( − 1)/ . Next, we observe that
(we can suppose that C ≥ 1) and
(indeed, the function → (log )/ s decreasing on (exp 1 ∞) and we have the estimate β ≥ , ∈ N). Therefore we obtain from (26), (28) and (29),
In the same way we obtain that
Case of Ω = R . In this case, we can see that the assumption ∈ L Φ (R ) * and assumptions (4) and (5) imply
(here χ {| |≤1} is the characteristic function of the set {| | ≤ 1}, similarly for χ {| |≥1} ). Next, for given ∈ N, ∈ N, α < − 1 and ≥ 1, one can easily prove that there is C ≥ 1 such that
Therefore we have ( ) ∈ L (2 ) (Ω) (indeed, it is enough to use (15), Theorem 1.2 (i) and (31)). Now, we can use this fact, (30) and Hölder's inequality to obtain
Hence, inequality (25) turns to
Next, the norm on the left hand side corresponds to a space continuously embedded into L (R ) for every ∈ [ ∞) (cf. [2, Proposition 2.10]), and thus we have for > 2 fixed
which implies by the Lebesgue Monotone Convergence Theorem,
Now, let us define the sequence {β } by
We observe that β ≥ → ∞, → ∞. Next, we apply the interpolation inequality
to obtain from (32) and β −1
Notice that for fixed ∈ N, (33) is an inequality of the type 
Therefore the following estimate is valid in both cases (we can suppose that C ≥ 1)
Hence, as θ is bounded away from zero (see (34)) and as α ≤ 1, we can use an obvious inequality θα ≤ 1
This is an estimate of the same type as (26) and thus we can conclude the proof in the same way as in the case of a bounded domain.
R.Černý
Finally, from ≥ 2, (37), (38) and (39) we obtain for large enough,
Now, we can prove Theorem 1.4 also in the remaining case.
Proof of Theorem 1.4 in the case = 1, α < 0 and Ω bounded. Assume that is a weak solution to (1).
Fix L > 0 and β > 1. We define = max { 1} and L = min { L}. Let us set
Since L is bounded and β > 1, we can see that can be considered as a test function in (18) . We also observe that we have almost everywhere
Now, testing (18) with the function given by (40), we obtain with the aid of (41), (2 ) (Ω) (by (13) and Theorem 1. (2 ) (Ω) (indeed, the dual space to L Φ (Ω) corresponds to the associated Young function to Φ, and since Φ "behaves similarly" as the function → , the associated Young function "behaves similarly" as the function → ) and Hölder's inequality we arrive at
Next, we define the function W L = β−1 L . We observe that almost everywhere
Similarly as in the proof of Lemma 2.1, we define an auxiliary function Φ( ) = log α ( + ), ≥ 0. From (4) and (5) This is a version of estimate (26) for which we can follow the steps from the proof in the case Φ( ) ≥ C to obtain that ∈ L ∞ (Ω). In the same way we can show that min { −1} ∈ L ∞ (Ω) and thus we have ∈ L ∞ (Ω).
