CO2 savings from Micro-CHP : influence of operating regimes, demand variations and energy storage by Kane, David
   
CO2 Savings from Micro-CHP: Influence of Operating 
Regimes, Demand Variations and Energy Storage 
 
David Kane BSc (Hons) 
 
Doctor of Philosophy 
 
 
 
 
 
 
 
Heriot-Watt University 
 
Department of Mechanical Engineering 
 
June 2012 
 
 
 
 
 
 
The copyright in this thesis is owned by the author. Any quotation from the thesis or 
use of any of the information contained in it must acknowledge this thesis as the 
source of the quotation or information
   
Abstract 
A high temporal precision model was developed to assess the performance of thermal 
load following micro-CHP system design variants in detail for a number of design days. 
Carbon savings (relative to a base-case energy system) and prime mover lifetime 
drivers (thermal cycling and operating duration) were quantified. Novel performance 
metrics were defined, including Potential Thermal Supply Demand Ratio, and Effective 
Carbon Intensity of µCHP-Generated Electricity. Significant relative carbon savings 
were found for design variants with a PTSDR between 0.1-1.5, suggesting that it is a 
design selection parameter for thermal supply/demand matching. Alternative µCHP 
operating regimes, restricted seasonal operation, changing thermal demand, fuel and 
electricity grid carbon intensities, and energy storage (using batteries and hydrogen) 
were studied. It was found that annual relative carbon savings in excess of 23% were 
achievable for appropriately-sized design variants, with relatively high electrical 
efficiency, once a complex control strategy is applied. The control strategy also reduces 
thermal cycling for the µCHP design variant (versus the Thermal Load Following 
operating regime), hence increasing prime mover lifetime.
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1 Introduction 
1.1 Overview of Research Topic 
The exclusive electricity supply of virtually all UK domestic buildings is the National 
Grid, with an electrical efficiency and carbon intensity (calculated as primary fuel input 
to electricity delivered to dwelling) that varies throughout the day and year. This 
variation is in response to the mixture of generation on-line at any point, including 
fossil fuel generators, nuclear power stations, renewable power sources, and storage 
(such as pumped hydro). In 2009, thermal efficiency (i.e. electricity generated over 
average energy content of fuel input) was 36.4% for coal-fired generation and 46.7% 
for combined cycle gas turbines (CCGT) [1]. This low electrical efficiency is inherent to 
centralised electricity generation, where heat from the energy conversion process is 
ejected to the atmosphere, and electrical losses occur over the transmission and 
distribution network. In the current climate of energy awareness, where concerns over 
carbon emissions, energy costs and security of energy supply have prompted drives to 
reduce both carbon emissions and primary energy consumption, there is an impetus to 
maximise electrical efficiency. 
 
In the last decade, energy studies in the UK have typically considered the long term 
marginal carbon intensity (CI) of grid electricity as 0.43kgCO2/kWh [2], as introduced 
by DEFRA. The approximate carbon intensity of electricity generated by coal-fired 
stations and CCGT plant has been quoted as 0.96kgCO2/kWh and 0.44kgCO2/kWh 
respectively [3]. Investigations of electrical micro-generation technologies, that is 
power sources with electrical capacities typically below 50kWe (or in some definitions 
below 5kWe), typically use the marginal carbon intensity when calculating the relative 
carbon savings between electricity generated by the micro-generator and the National 
Electricity Grid (NEG). 
 
Climate change research is a complex topic, out with the domain of this project; 
however, atmospheric carbon dioxide (CO2) concentration has been identified as a 
major contributor to global warming. International and UK studies [4][5][6][7] have 
called for large changes in the rate of CO2 emissions associated with energy use, e.g. 
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reductions of 60% between 2000 and 2050, in order to stabilise atmospheric carbon 
dioxide concentrations within levels predicted to limit the effects of global warming on 
the global climate. 
 
The UK government has set ambitious greenhouse gas emission reduction targets of 
80% (of 1990 emissions) by 2050, with an interim target of 34% by 2020 [8]. The 
European Union (EU) set wide ranging targets to integrate emissions reductions, 
supply of energy from renewable sources, and energy efficiency improvements, with 
“20-20-20” calling for 20% improvements (versus 1990 levels) in each of these areas 
[9][10]. Within the context of these targets, the UK government has made specific 
commitments to reduce the carbon footprint of dwellings [11][12]. 
 
The interest in renewable technologies, which in some definitions includes low-carbon 
technologies such as micro-Combined Heat and Power (micro-CHP or µCHP), is driven 
by the issues of climate change, security of supply, and affordable energy.  Renewable 
or low-carbon micro-generation technologies include µCHP, solar photovoltaic (PV), 
solar thermal, heat pumps, biogas- and biomass-fired boilers, and wind turbines. To 
secure investment and drive adoption of renewable technologies, the European Union 
agreed to the Renewable Energy Directive 2009 (2009/28/EC), which requires 20% of 
energy (from electricity, heat, and transport) consumed by member states to come 
from renewable sources by 2020. Within this framework, the UK government has 
agreed to a 15% target for energy (for the purposes of transport, heat and electricity) 
to be supplied by renewable sources by 2020 [13][14]. The devolved administrations in 
the UK (Scotland, Northern Ireland and Wales) have produced targets for renewable 
energy production in support of central government [15][16][17]. The Scottish 
government has targeted 100% of electricity to be generated from renewable sources 
by 2020 [15]. 
 
Energy policies and technology uptake are not only driven by climate change concerns, 
economic factors or security of supply concerns (due to resource scarcity and 
geopolitical circumstances). Recent market research [67] on µCHP systems discusses 
the impact of Japanese and German energy policy changes on µCHP uptake since the 
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Fukushima-Daiichi nuclear power station disaster. With Japanese energy policy 
priorities shifting to incorporate distributed generation as a means of meeting peak 
electrical demands on the national grid, annual sales of 1kWe µCHP systems have more 
than doubled to 18,000 units. In Germany, the disaster prompted a rethink of the 
national energy strategy, with a planned end to nuclear electrical generation by 2022. 
This so called “Energie U-turn” presents an opportunity for distributed generation, 
supported by the re-introduction of the German µCHP purchase subsidy [67].  
 
In this thesis, an alternative approach to domestic energy supply is considered at a 
discrete dwelling level, where a building-integrated micro-generation system provides 
electricity in combination with the NEG. Micro-Combined Heat and Power (µCHP) 
systems are one form of building-integrated micro-generation, and will be the primary 
focus of this thesis. In contrast to centralised electrical generation systems, the 
investigated µCHP systems utilize a much higher proportion of primary input energy, 
through the recovery of heat from an electrical generation process, and the avoidance 
of transmission and distribution losses [20]. These µCHP systems can also be referred 
to as co-generation systems, and in a domestic context they predominately have a 
rated electrical output (Pe) of 5kWe or less. This fits within the UK government’s 
definition of micro-generation, as defined in recent strategy documents [21]. In 
support of the policies discussed previously, the UK government has supported [18] 
combined heat and power research, development and deployment (for µCHP and 
larger systems), including domestic field trials of µCHP systems [19]. 
 
There is a distinction between micro-generation technologies that generate electricity 
only, and µCHP systems. To understand the economic and carbon reduction potential 
of an electricity-only generator, the demand profile and potential for generation need 
to be understood for a single fuel. Where storage is employed to maximise on-site 
utilisation of generated electricity, the behaviour of the storage device needs to be 
understood. µCHP adds several layers of additional complexity; the need to 
understand the demand profiles and supply potential for two types of end use energy 
demands (under varying load conditions), the co-incidence of both demands, the 
storage of heat and/or electricity, and the responsiveness of demand to supply. This 
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final point does not apply to electrical systems (with the exception of changing 
efficiencies of storage technologies over the range of state-of-charge levels), but it is a 
significant matter for thermal systems. The thermal mass within thermal stores and 
space heating distribution systems introduces the dynamic response of thermal 
demand profiles to the profile of thermal generation. The distinction between static 
and dynamic demand profiles is drawn in Section 1.6.3, and it is argued that this 
distinction is often overlooked in the investigation of µCHP performance, where many 
studies are confined to the response of supply to demand. 
 
The issues co-incidence of thermal and electrical demand and dynamic response of 
demand to supply, especially within the operating constraints of different µCHP 
technologies, is the core of the research issue investigated in this project. In order to 
conceive, model and analyse any energy supply approach, the transient nature of 
demand must be characterised and understood, in both daily and annual contexts. To 
this end, this research project was undertaken to explore and build an understanding 
of the relationships between transient demand and supply. Part of this research 
exercise is to understand the technological constraints placed on µCHP systems, and 
their resultant ability to follow variable thermal and electrical demand. With this 
understanding, operating and control practices can be defined and investigated to 
maximise µCHP system performance. 
 
 
1.2 Introduction to Domestic Energy Demand 
In 2010, domestic demand accounted for 32% of the UK’s final energy consumption 
[22] or 564TWh [22] per annum, and as such, contributes approximately 17% to the 
UK’s total CO2 emissions [23]. It was estimated that in 2009, Space Heating (SH) 
accounted for 61% of total energy consumption in dwellings, Domestic Hot Water 
(DHW) for 18%, lights and appliances (in the form of electricity) accounted for 18%, 
and cooking for 3% [24]. 
 
At a discrete household level, the demand for electricity and SH/DHW can vary 
drastically, where the majority of dwellings have annual electrical and thermal 
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demands of 2-15MWh and 5-25MWh respectively [25]. The variation in demand is 
influenced by human behavioural factors, building performance, appliance and energy 
system efficiency, and local climate factors. This energy consumption is not spread 
evenly across a year – demand curves display seasonal, daily and continuous 
variations. As a rough guide, it can be presumed that whilst the annual energy 
consumption differs between domestic buildings due to both static factors (i.e. 
building fabric, appliance ownership, number of occupants and location) and dynamic 
factors (climate variations, occupancy patterns, space heating system inertia, energy 
storage capacity), temporal variations are driven by dynamic factors alone. 
Understanding these factors is an essential part of the system analysis process for 
alternative energy supply options. Occupant behaviour and the resultant appliance, 
DHW and ventilation utilisation practices can be considered both a static and dynamic 
factor. The “typical” behaviour of a particular group of occupants results in an average 
level of energy consumption over time, typically located within the ranges discussed 
previously. However, the variation in user behaviour introduces temporal variations 
throughout the day, between individual days, between weekdays and weekends, and 
across the seasons. 
 
Domestic energy consumption is projected to grow due to a number of factors 
including: increasing population [26] and a decreasing average size of households [26] 
resulting in more dwellings; and increased ownership and usage of a number of 
existing and emerging appliances. However, it should be noted that making such 
predictions is extremely difficult, as there are a number of factors that will reduce 
energy consumption per household, and factors where the future effects are not 
readily discernible, such as climate. 
 
Building regulations, for new builds and extensive refurbishments, are forcing 
reductions in space heating energy consumption through improved building fabric, and 
in electrical consumption by mandating energy efficient lighting [27]. A minority of 
new homes exceed the minimum efficiency standards, instead voluntarily following 
eco-home standards such as PassivHaus, which introduce primary energy demand and 
specific heating demand requirements of <120kWh/m2/year and <15kWh/m2/year 
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respectively [28]. However, 80% of the UK housing stock that will be present in 2030 
will have been constructed before 2005 [29]. Consequently, technologies and 
legislation that affect existing housing will play a significant role in domestic energy 
consumption and carbon emissions. Various European standards have mandated 
efficiency improvements in new heating equipment, appliances and lighting, with 
newer standards [30] covering an increasing number of traditional domestic appliances 
and consumer electronics. The intent of this legislation is to decrease energy 
consumption per dwelling. 
 
It is postulated that accurate predictions of energy consumption and/or carbon 
emission reductions can only be made by considering an energy system with high 
temporal precision. This supported by research undertaken by Hawkes and Leach [31], 
who reported overestimation of carbon savings by up to 40% using hourly as opposed 
to 5-minute µCHP analysis. As such, detailed models have been created to estimate 
energy demand with a sub-minute time-base, then subsequently analyse the 
performance of micro-generation systems under those temporally precise demand 
conditions. 
 
A very limited number of domestic energy monitoring projects, reporting on the 
variation of energy consumption throughout the day or year, have been conducted 
(and published) in the UK. Certainly, there are insufficient numbers of samples in any 
datasets to consider any energy consumption profiles representative of particular 
dwelling and household types. 
 
In this project, a bottom-up approach to domestic demand modelling was taken, in 
order to synthesis time-varying demand profiles, as discussed in Chapters 2 and 3. This 
is similar in approach to other projects that estimated demand in a bottom-up manner, 
such as TARBASE [32][33] and 40% House [34]. However this project strove to identify 
rational demand profiles with a high level of temporal precision throughout a day for a 
particular dwelling and household, instead of annual demand for a stock of buildings. 
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Bottom-up definition of demand was a challenge, however, as there are limited 
sources of detailed data on energy consumption of specific appliances, lighting and 
DHW within a domestic context. Much of the existing data is based upon projects 
involving some combination of household size and economic status, product sales data 
and average energy consumptions from small-scale monitoring projects or appliance 
certification tests. With this scarcity of data, a limited appliance monitoring 
programme was undertaken, as discussed in Section 3.6, which in itself was not 
representative of any appliance stock. 
 
 
1.3 Introduction to Current Domestic Energy Supply 
There were around 25 million dwellings in the UK as of 2006 [35], where approximately 
91% of these have a central heating system [36]. Gas-fired boilers provided the heat 
generation for 87% of these centrally-heated homes [37], with oil-fired boilers 
accounting for 4% of such dwellings [37]. The BRE Domestic Energy Fact File reports 
that the proportion of gas and oil boilers that are condensing has grown rapidly since 
2000, standing at approximately 15% by 2006, with increasing growth projected 
through to 2020 [38].  The maturity of domestic gas boiler technology has resulted in 
seasonal efficiencies of up to 93%, leaving minimal opportunities for carbon savings 
through further improvements of domestic condensing boiler technology. It is 
important to consider seasonal efficiencies, which account for the variation in 
efficiency due to operation at part load and non-condensing operation, as discussed in 
Section 2.4.5. All efficiencies discussed in this thesis are Higher Heating Value (HHV). 
 
The limited penetration of condensing boilers into the dwelling stock has resulted in a 
stock-level average efficiency of domestic central heating boilers of around 76% [39]. 
The minimum boiler seasonal efficiency permitted under the current UK building 
regulations is 88% [40]. With mean life expectancies of domestic boilers, by boiler 
type, of between 15-30 years for boilers installed from 1980 onwards [41], an 
opportunity exists to replace the existing boiler fleet within the next few decades. 
Although the average efficiency of installed domestic boilers can be increased by 
around 17% merely by applying current technologies, there is little scope for 
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subsequent improvement. Therefore, research into carbon abatement has pursued 
other avenues, one of which is co-generation of heat and electricity, using a µCHP 
system. 
 
In the UK, the majority of natural gas-fired dwellings are connected to the national gas 
grid, with the minority using propane or liquefied petroleum gas (LPG), delivered in 
bulk or in bottles. From the statistics quoted previously, dwellings with gas-fired 
central heating accounted for 79% of the UK domestic building stock in 2006. As such, 
it was decided to consider dwellings attached to the national gas grid in this project, 
with the associated fuel carbon intensity of 0.19kgCO2/kWh [42]. However, the model 
and accompanying methodology developed in this project can be applied to µCHP (and 
other energy systems) using alternative fuel types, including those generated on-site 
as an energy storage medium (e.g. hydrogen). 
 
The National Grid Company operates the electrical transmission systems of England 
and Wales, and of Scotland, since April 2005, at which point they were integrated 
under the British Electricity Trading and Transmission Arrangements (BETTA), 
introduced in the Energy Act 2004 [43]. The transmission system in Northern Ireland, 
whose demand is reported within UK-wide energy figures, is linked to both Scotland 
and the Republic of Ireland through interconnectors. A number of Distributed Network 
Operators (DNOs) operate the electrical distribution systems throughout the UK, 
linking transmission systems with points of demand (i.e. buildings and industry). 
Central and distributed electrical generating stations (including pumped hydro, which 
stores electrical energy during periods of low demand to provide peak load output 
during high demand, and renewables such as wind farms) are operated by a vast 
number of companies. Through a complex balancing mechanism, electricity generation 
is managed to meet demand. In recent years, government subsidies such as the Feed-
In Tariffs (FITs) have encouraged the deployment of distributed generation, from 
renewable and low-carbon sources [21]. 
 
However, µCHP technologies have been awarded minimal support compared to other 
technologies such as solar photovoltaic [21], where the FITs generation rate (paid for 
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each kWh of generated electricity) is 11p/kWh for micro-CHP (with a proposed rise to 
12.5p/kWh), compared with 16.8-21p/kWh for domestic-scale Solar PV systems [21]. 
This is primarily due to a lack of widespread commercial availability of µCHP systems 
and uncertainty regarding the potential of µCHP to deliver CO2 and cost savings. A 
Carbon Trust field trial programme [19] identified carbon savings of -5% to 5% for 
domestic-scale µCHP systems, which suggest that the technology may increase the 
carbon footprint of dwellings if improperly implemented. This is in contrast to many 
demand-side energy efficiency measures, such as improvement of building fabric, 
where there is confidence in the energy saving potential of many technologies, even if 
this does not always directly translate into CO2 savings when a proportion of heat loss 
reduction is used to increase thermal comfort. This uncertainty in µCHP performance is 
an issue for policymakers (i.e. will subsidies result in CO2 savings), µCHP owners (i.e. 
will the system provide cost benefits to justify the installed cost) and for those involved 
in the development and sale of µCHP systems (i.e. will performance drive sufficient 
sales to justify the investment). Addressing this uncertainty by determining potential 
CO2 savings and predicting effects on system lifetime (and hence the economic case for 
implementation) for µCHP systems, as undertaken in this doctoral project, is a 
worthwhile endeavour. 
 
Hawkes [44] identified that the Large Combustion Plant Directive legislation will force 
approximately 12 GW of oil-fired and coal-fired generating plants to close before 2016. 
Peacock & Newborough [45] discussed the required replacement, within the next few 
decades, of much of the UK’s existing centralised electricity generating plant as an 
opportunity for the deployment of distributed generation. This distributed generation 
could entail renewable or fossil-fuelled technologies; either integrated to buildings or 
operated stand-alone [7][46]. Crozier-Cole & Jones [63] estimated that the UK market 
potential for gas-fired μCHP systems based on Stirling Engine (SE) technology was 13.5 
million units, with a potential for a further 1.7 million systems suitable for low-demand 
homes, and the potential for approximately 800,000 oil-fired μCHP systems. An 
opportunity exists for µCHP to provide dispatchable generation capacity to the NEG. A 
dispatchable generator can be switched on and off, or modulated, with minimal notice, 
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in contrast to non-dispatchable generators, such as nuclear reactors, that take a 
significant period of time to respond to any signal to change output level.  
 
The advantage of supply-side interventions like µCHP is that a system (of suitable 
design) may provide a CO2 saving comparable with a demand-side measure, whilst 
having the ability to be dispatched to satisfy a proportion of the building’s electrical 
demand, reducing the load on the NEG. The demand on the NEG varies throughout the 
day, between days of the week, and across the year [47]. With the varying energy 
demand on the NEG, and technical restrictions on the operation of particular 
generators (such as start-up times, ramp rates and poor part-load efficiencies), 
demand-side management becomes more important in balancing supply and demand 
[48]. As the domestic sector accounted for 36% of UK primary electrical consumption 
in 2010 [49], it introduces a significant proportion of the load variations on the NEG. 
Others have reported options [50][51][52] to modulate demand in dwellings, by 
changing user interaction with appliances or directly changing appliances. 
 
Assuming that the 13.5 million potential systems identified by Crozier-Cole & Jones 
[63] were deployed, with an average net electrical output of 1kWe, this represents 
13.5GW of installed capacity, or approximately 22% of the 2009-2010 maximum 
demand [1]. Such implementation would make a significant contribution to the 
government’s 2020 renewables generation targets, as discussed in the UK Energy 
White Paper [46]. Others have studied the effects of such penetration levels of µCHP 
on the supply-demand balance of the national grid and the distribution infrastructure 
[45][53][54][55]. The scope of this project, however, is limited to the performance of 
µCHP systems within the dwelling, where it is assumed that any electrical exports to 
the NEG are welcomed, displacing electrical generation and the associated carbon 
emissions elsewhere on the grid. 
 
 
1.4 Introduction to Micro-CHP 
The performance of µCHP systems will be the prime focus of the doctorate project, 
due to the interest by the UK Government and utilities in its implementation for 
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reduction of carbon emissions from the domestic sector. µCHP systems can de-
carbonise the co-provision of heat and electricity, and if suitably configured, could 
provide electricity to a building independently of the NEG on a permanent or 
temporary basis. As a distributed form of electricity generation, µCHP systems could, 
due to the export of electricity not utilised on-site, displace centralised electrical 
generation required for other consumers on the national grid. 
 
This research project does not attempt to undertake an economic analysis of µCHP 
systems, nor does it address the issues of ownership and deployment, or the policies 
supporting uptake of µCHP. Examples of such economic analysis include Hawkes & 
Leach [58][73], Hawkes et al [75][114], Sigma Elektroteknisk [85], and Allen et al [105]. 
Allen et al [105] reports that by late 2007, approximately 1,000 µCHP systems were 
installed in the UK, where modelling results indicated that financial paybacks in the 
range of 3-5 years were feasible.  This payback was calculated based on annual 
domestic energy demand of 15-18MWh of natural gas and 2.5MWh of electricity, and 
installed system costs of approximately £3,000 (which related to a 1kWe Whispergen 
SE unit) [105]. In the evaluation of their field trial [19], the Carbon Trust estimate µCHP 
payback as 20 years, based on the poor performance reported, and marginal costs 
(versus a condensing boiler) of £1,500. 
 
Other investigations have tackled current or proposed policies supporting µCHP, 
including Hawkes & Leach [60], Allen et al [105], Saunders et al [119], Watson et al 
[121], Watson [122] and Williams [123]. A variety of µCHP system deployment routes, 
to the domestic market, have been discussed by Crozier-Cole and Jones [63] and 
Watson [122]. In future investigations, it may be important to investigate policy & 
legislation changes required to support the new paradigm of energy provision by 
distribution combined heat and power generation. Harrison [97] notes that as certain 
SE µCHP system designs, as discussed in Section 1.4.2, may require extended pre-heat 
periods (before electrical generation commences), the duration to which a home is 
heated above ambient temperature may increase. This could be especially relevant for 
fuel cell systems, variants of which (particularly SOFC) may be technically limited to 
operating continuously throughout the day, with recovered heat used to maintain the 
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home at a higher set-back temperature.  As this increases the mean internal 
temperature of the dwelling, it will adversely affect the Standard Assessment 
Procedure (SAP) rating, which is used to underpin policy measures and building 
regulations. However, Harrison [97] argues that as the increase in setback temperature 
enhances thermal comfort of the occupants, this is a positive effect, presumably if the 
µCHP system offers a carbon saving versus a traditional boiler system. Harrison 
concludes that UK homes may very well follow European practices of using heating 
controls with setback rather than regular periods where space heating is off. 
 
A µCHP system typically incorporates a prime mover to generate electricity, from 
which useful heat is recovered, and an auxiliary thermal generator, which can operate 
in parallel or independently of the prime mover. When the µCHP is attached to a space 
heating network, a thermal store is commonly installed [131], and may even be 
integrated with the µCHP product [134]. In contrast, electrical storage is a niche 
feature of µCHP systems, which tends to be investigated or integrated for off-grid 
solutions or where utilisation of on-site renewable generation is an imperative, 
regardless of economic cost or other factors affecting feasibility [106][112]. In 
situations where the fuel needs to be processed before input to the prime mover, for 
instance reformation of natural gas to hydrogen for a Proton Exchange Membrane1 
(PEM) fuel cell, a fuel sub-system is required. Such systems are also required where 
fuel needs to be stored, such as for off-grid systems, or when hydrogen is created 
using on-site electrolysis. A control system is required to manage the operation of all 
µCHP system components defined above. Aspects of this control may be delegated to 
discrete equipment, such as the charge controller for battery-based electrical storage, 
and the control system will interface with the building’s space heating and DHW 
controls. 
 
µCHP units are commercially available, or in field trial stage, with electrical capacities 
up to 50kWe. However, domestic-scale systems tend to be <5kWe, whilst larger units 
are aimed at small non-domestic applications, a definition supported in literature [87]. 
It is prudent to note that current regulations limit the net electrical output of electrical 
                                                     
1
 Also referred to as Polymer Electrolyte Membrane 
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generating equipment to 16A per phase [65], which is approximately 3.7kWe on a 
single-phase domestic supply, above which a 3-phase electrical supply to the dwelling 
would be required, at additional cost. As pointed out by Hawkes et al [163], at the start 
of their Micro-CHP Accelerator Program, the Carbon Trust defined µCHP as <3kWe, but 
later added the prefix ‘domestic’, in order to conform with an applicable EU directive 
[19]. 
 
Several candidate technologies for µCHP prime movers are under development, 
primarily for natural gas-fired systems, although oil, LPG, biomass and solar-heat-
driven prime movers have been investigated. The generic families of prime mover are 
internal combustion engines, external combustion engines, fuel cells and micro-
turbines. 
 
Internal combustion engines, which are usually derived from automotive or industrial 
designs, are fuelled by petrol, diesel, natural gas or LPG. 
 
External combustion engine technologies include Stirling cycle and Organic Rankine 
cycle designs, with prototypes and commercial offerings of each type available. 
However, the majority of prime mover development has focussed on Stirling Engines. 
 
There are several fuel cell (FC) technologies, with associated variants and sub-types, 
but Proton Exchange Membrane (PEM), Solid Oxide Fuel Cell (SOFC), Molten 
Carbonate Fuel Cells (MCFC), Phosphoric Acid Fuel Cell (PAFC) and Alkaline Fuel Cell 
(AFC) have all been the focus of development for stationary power generation [66]. For 
µCHP prime movers, PEM- and SOFC-based systems have seen field trials and 
commercial availability. 
 
Current micro-turbine technology has typically been restricted to co-generation 
systems between 25-80kWe [64]. More recently, the transition of a prototype 3kWe 
micro-turbine based μCHP system from lab testing to field trials has been announced 
[67]. However, micro-turbines have not been as popular as other prime movers in 
publically-disclosed µCHP designs. 
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The prime mover technologies mentioned above are discussed in Sections 1.4.1 to 
1.4.5, with details of efficiencies, operational constraints, and the challenges reported 
in the development of µCHP systems based on each technology. These prime movers 
can achieve full load electrical efficiencies of approximately 10-35% for Stirling 
Engines, to 45%-55% for SOFC-based µCHP systems. However, performance in real-life 
operation will depend largely on the design aspects of the µCHP system, such as prime 
mover technology and capacity, energy storage configurations, and the operating 
regime applied. The real-life performance will also drive the lifetime and servicing 
requirements of µCHP systems, potentially deviating from the average values 
discussed in Sections 1.4.1 to 1.4.5. An overview of the operating regimes, and 
associated control methodologies, is presented in Section 1.5, with discussion of the 
major operational factors expected to affect lifetime. 
 
A range of research and development (R&D) projects, focussing on prime movers, 
storage and control equipment for µCHP, are underway with various commercial, 
academic and government bodies. Several domestic µCHP units have been sold or are 
in field trials in the UK, EU (especially Germany), Japan, South Korea, Australia and 
North America [67]. A number of µCHP systems with Stirling Engine, internal 
combustion engine, PEM or SOFC prime movers have entered the market [64]. A trade 
press article [153] in mid-2009 claimed that 22,700 µCHP systems were sold worldwide 
during 2008, with cumulative sales exceeding 100,000. Indeed, 30,000 fuel cell µCHP 
systems were sold in Japan over 18 months following the Fukushima-Daiichi disaster. 
In Sections 1.4.1 to 1.4.5, a summary of field trial activities and commercial availability 
of µCHP systems is presented for the associated technology. 
 
1.4.1 Internal Combustion Engine  
Internal combustion engines (ICEs) have been adopted for a wide range of transport, 
stationary power generation and motive load applications (such as agricultural 
machinery). In an ICE, a mixture of fuel and air is ignited within a combustion chamber, 
and the expansion of the combustion gases exerts force on a piston, converting 
chemical energy to mechanical. Knight and Ugursal [130] discuss the classification of 
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small automotive and industrial engines as Otto cycle, where the fuel/air mixture is 
ignited by a spark, or diesel cycle, where the fuel/air mixture is ignited by heating due 
to compression. Knight and Ugursal [130] point out that ICEs with a resultant electrical 
output (from an attached alternator) of less than 30kWe, within which domestic-scale 
µCHP systems exist, are frequently spark ignition. Onovwiona & Ugursal [64] discuss 
that natural gas-fired spark ignition engines are usually derived from diesel engines, 
and achieve fast start-up with significant heat recovery potential. 
 
ICEs can achieve a net electrical efficiency (ƞe) between 21-30%, with Knight & Ugursal 
[130] quoting 25-35% for natural-gas fired ICEs, and Dentice d’Accadia et al [87] 
presenting manufacturers’ data quoting 21-30% for µCHP systems with net electrical 
outputs between 1-15kWe. The latter quotes total system efficiencies (i.e. net 
electrical output plus useful thermal output) from 70% to over 90% [87]. Knight & 
Ugursal [130] discuss the altitude degradation of engine efficiency, roughly 4% 
reduction (versus efficiency at sea level) per 300 meters of altitude. Part load electrical 
efficiency is understood to remain within 85-95% of full-load efficiency until electrical 
output drops below 75%, at which point electrical efficiency reduces dramatically 
whilst thermal efficiency (in terms of useful heat output) increases. 
 
Heat recovery from an ICE, for co-generation purposes, is typically achieved by heat 
exchangers coupled to the exhaust, engine oil and engine cooling water. Kelly et al 
[129] presented simulation results, validated by experimental data, demonstrating that 
heat recovery temperature (and hence useful heat output) is a function of the ICE’s 
transient behaviour. The longer that an engine has stopped and allowed to cool before 
it is restarted, the lower the heat recovery temperature, and the longer it will take to 
return to steady state operation under constant engine operation. Onovwiona et al 
[117] expand this to electrical output, where they reference experimental data 
published by Voorspools and D’haeseleer [72] that indicates that transient operation 
has a negligible effect on electrical output, even after a cold start (i.e. an extended 
period has elapsed since the engine was last in operation). 
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ICEs require regular maintenance and servicing, where automotive engines can achieve 
20,000 hours of operation before replacement, and the more expensive industrial 
engines are more reliable, with maximum lifetimes up to 20 years (which based on 
annual runtime of 1,500-4,000 hours would equal 30,000-80,000 hours) [130]. Dentice 
d’Accadia et al [87] consider the typical operating duration lifetime of automotive 
engines to be unfeasibly short for application as a µCHP prime mover. A report by 
Sigma Elektroteknisk [85] considers the 10-15 year lifetime of a prime mover to be 
equal to 50,000 hours, and compares this to typical automotive ICE lifetimes of 4,000 
hours, and service intervals of 200 hours. Harrison [86] claims that existing ICE-based 
µCHP systems can achieve service intervals of 3,500 hours. However, there is a lack of 
data in the public domain regarding maintenance requirements and lifetime of 
currently installed µCHP systems, whether based on ICE’s or other technologies. As 
such, any lifetime estimates should be treated with scepticism.  
 
Dentice d’Accadia et al [87] discussed several design issues for ICE prime movers. They 
discuss the lack of a low-displacement engine with water cooling system, a significant 
source of useful heat recovery, which makes it difficult to build a domestic-scale µCHP 
system with high total system efficiency. They also consider that the weight of a typical 
ICE, with associated balance-of-plant, is too high for a domestic µCHP system that may 
be expected to be wall-hung. A 2010 market research report highlighted this as an 
issue in some countries, especially where the traditional heating appliance location is 
the attic, but not in others where the basement is the preferred location [88]. 
Volkswagen and the German utility Lichtblick have developed an ICE-based natural 
gas-fired µCHP unit, with an electrical output of 20kWe [89], targeted at German 
householders for installation in their basements, which is similar in size to a large 
domestic fridge. 
 
A report by the MicroMap project [84] points out the challenges faced by developers 
of ICE-based µCHP systems, notably the need to control noise and emissions. Harrison 
[86] claims that the inherent difficulty in controlling the internal combustion process, 
an issue not found with other prime movers, presents challenges with noise and 
emissions. Acoustic attenuation is required to control noise, and MicroMap concludes 
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that noise levels from µCHP systems installed in habitable areas of the home should 
not be louder than domestic appliances that operate continuously, e.g. freezers, which 
have a noise level 35-40dBA. Both MicroMap and Sigma Elektroteknisk [85] point out 
that internal combustion engines need costly, and potentially bulky, flue cleaners such 
as catalytic convertors to achieve suitable emissions control. 
Several manufacturers have brought ICE-based µCHP products to the market, including 
Senertec and Valiant of Germany [90], and Honda of Japan. Market research by Delta 
[67] shows that ICE-based systems have dominated µCHP sales during 2005-2011, with 
the majority of sales in Germany and Japan. 
 
The Honda Motor Company has sold several versions of its ECOWILL ICE µCHP system 
in Japan since launch in 2003 [91]. Since March 2007, Honda and Climate Energy LLC 
began retail sales of the ECOWILL unit in the US under the brand name freewatt1 [91]. 
The 2007 version of the natural gas-fired µCHP unit produced by the Honda Motor 
Company generates 1.0kWe (net) of electricity at a peak efficiency of 22.5%, with a 
total system efficiency of 85.5% [92]. An optional thermal store can be installed to 
supply SH and DHW systems [134]. The µCHP system is designed to be installed either 
outside, in a basement or utility room. Honda have achieved low noise levels (only 47 
dBA at 1 meter), and low pollutant emissions by passing the engine exhaust through a 
catalytic converter.  
 
The German boiler manufacturer Valliant currently market 1.0kWe, 3.0kWe and 4.3kWe 
natural gas-fired µCHP systems under the ecoPOWER brand [93], where the larger 
systems were originally developed by Marathon Engine Systems of the US [94]. The 
1kWe natural gas-fired ecoPOWER unit was developed with Honda [95][96], and 
generates electricity at a peak efficiency of 26.3%, with a total system efficiency of 92% 
[91]. Senertec produce natural gas-fired ICE-based µCHP systems with electrical 
outputs between 5kWe and 5.5kWe. 
 
                                                     
1
 http://www.freewatt.com/power_gen.asp 
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1.4.2 Stirling Engine  
A Stirling Engine (SE) is a closed-cycle regenerative heat engine, where a working fluid 
enclosed within the engine is heated by an external source [133]. As heat is added 
externally, there is no need for combustion within the engine itself, so an SE is referred 
to as an external combustion engine. The heat source does not have to employ 
combustion of a fuel as Stirling Engines can be supplied with heat from a range of 
sources including solar thermal, nuclear, geothermal, or other waste heat sources 
[108]. Bio-gas, LPG, and oil-fired versions of SE µCHP systems are expected to follow 
the natural gas-fired systems that have been developed to date [85]. 
 
An SE operates on the thermodynamic Stirling cycle, which is represented in Figure 1.1 
with the corresponding stages quoted in the accompanying text. 
 
 
Figure 1.1: Pressure-Volume plot of Stirling cycle, where the theoretical cycle is indicated by 
the lines, and the ellipse represents the cycle of a practical engine (due to smooth 
continuous motion) – adapted from http://sunpower.com/services/technology/stirling.php  
 
In a SE, one area of the engine (sometimes referred to as the hot end or hot space) is 
maintained at a high temperature (TH) and another area of engine (sometimes referred 
to as the cold end or cold space) is maintained at a much lower temperature (TC). The 
working fluid, which always remains in the gaseous state, is moved between areas by a 
displacer. A regenerator is used to capture a significant proportion of the heat lost as 
the working gas is cooled in transit from the hot space to cold space. The regenerator 
then relinquishes this thermal energy to the working gas as it transits from the cold 
space to the hot space, increasing the thermal efficiency (power out to thermal energy 
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in) of the engine [133]. There are multiple configurations of Stirling Engine, classified 
by the arrangement of their main components (primarily Alpha, Beta & Gamma), with 
distinction drawn between the drive methods (Kinematic and Free-Piston) [64].  
 
In Beta and Gamma engine configurations, a displacer is used to displace the working 
gas between hot and cold spaces, causing heating (Stage 4-1) and cooling (Stage 2-3), 
whilst maintaining a constant volume of gas. The movement of a piston causes the 
compression (Stage 3-4) and expansion (Stage 1-2) of the working gas, during which 
the temperature remains constant due to heat rejection and addition respectively, 
hence those stages are isothermal [133]. In a Beta engine the piston and displacer are 
in the same cylinder, whilst in a Gamma engine the piston is in a separate cylinder [86]. 
 
In Alpha engine configurations, the hot and cold spaces are in two separate cylinders, 
each with a piston, where the working gas is driven between the spaces through the 
regenerator. The movement of the piston in the cold space cylinder causes 
compression, and the movement of the piston in the hot space cylinder causes 
expansion. Unlike the displacer in Beta and Gamma engine configurations, both 
pistons do work on the gas [86]. 
 
In a Kinematic Stirling Engine, the reciprocating motions of the piston(s) are converted 
to rotational motion by a crank, coupled to the displacer by a mechanical linkage. This 
rotational motion is used to drive a generator to produce electricity. In a Free-Piston 
Stirling Engine (FPSE), there is no crank (and hence no rotating components). Instead, 
the linear motion of the piston typically drives a linear alternator, and the displacer is 
driven by a pressure variation in the space between the piston and cylinder head [64]. 
 
Kinematic SEs require sealing to prevent leakage of the working gas (which is at high 
pressure) from the cylinder(s) and ingress of lubricating oil into the cylinder(s) [130]. 
The FPSE concept was introduced to avoid such sealing problems, where the entire 
engine and alternator casing is hermetically sealed, effectively eliminating leaks. The 
only potential leak path is the cable glands for the electrical conductors [130]. In a 
FPSE, the working gas should act as a lubricant, which is designed to eliminate friction 
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and wear due to mechanical contact, increasing efficiency and lifetime respectively 
[130]. In a Kinematic SE, any mechanical friction within the cylinders or the mechanical 
coupling will introduce inefficiencies to the engine’s design. 
 
Senft [132] discusses the “internal thermal loss”; that is the thermal transfer between 
the hot end and cold spaces of the SE. The mechanical output and efficiency of the SE 
is directly related to the magnitude of temperature difference between these spaces. 
Heat transfer between the spaces would reduce hot end temperature and increase 
cold end temperature, reducing the differential, hence decreasing power output and 
efficiency. Conduction is the major heat transfer mechanism, both through the engine 
structure and the working fluid. Senft also notes that SE efficiency is also limited by the 
efficiency of transferring thermal energy from the heat source to the working gas in 
the hot space, and from the working gas in the cold end to the thermal sink. 
 
The internal thermal loss, heat transfer efficiency and friction discussed previously 
introduce inefficiencies in a practical engine, reducing the engine performance from 
that of the theoretical Stirling cycle to that of a practical SE, as illustrated in Figure 1.1. 
Other assumptions [133] of the theoretical Stirling cycle contribute to this 
performance gap: the regenerator is not 100% efficient in practice; there is fluid 
friction between the working gas and internal components; the smooth reciprocating 
motion of the piston does not achieve the same distribution of working fluid as 
discontinuous motion; and some of the compression and expansion takes place in 
dead space, i.e. not volume swept by the piston(s). The fraction of Carnot (ƞfoc) is 
sometimes called the relative efficiency, and is the ratio of actual thermal efficiency to 
Carnot efficiency [83][133]. 
 
The net electrical efficiency of a SE µCHP prime mover, ƞe, can be calculated using 
equation (1.1). The Carnot efficiency (ƞcarnot) is the theoretical limit of efficiency, as 
driven by the hot and cold space temperatures (in degrees Kelvin), as calculated using 
equation (1.2) [133]. The burner efficiency (ƞburner) is the combustion efficiency of fuel, 
and the alternator efficiency (ƞalt) is the efficiency of conversion from mechanical work 
to electrical power in the linear alternator (for FPSE) or generator (for Kinematic SE). 
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The parasitic efficiency (ƞparasitic) accounts for the proportion of gross electrical output 
consumed by balance-of-plant within the µCHP system. 
 
parasiticaltburnerfoccarnote  ****       (1.1)
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The Carnot efficiency introduces two major design challenges for a SE-based µCHP 
system. There are two main heat recovery mechanisms in a SE prime mover: transfer 
of heat from the cold space heat exchanger and exhaust heat recovery from the 
external combustion system [98]. Some systems may also recover heat lost through 
the cylinder walls. It is important to balance lower cold space temperatures (which will 
increase electrical efficiency) with the need for high enough temperatures at the cold 
heat exchanger (HX) to transfer sufficient quantities of heat to the heat recovery 
medium. 
 
Increasing the hot space temperature will increase efficiency; however it will increase 
the time required to pre-heat the engine before electrical generation commences (and 
thereafter reaches rated output). In addition, the effect of high temperatures on 
materials (for both metallic components and seals) is a major factor in system cost and 
lifetime. Corria et al [108] points out that a temperature rise from 360°C to 700°C 
resulted in a 25% (of original efficiency) rise in electrical efficiency for the commercially 
available Solo Stirling Engine. Van der Woude et al [102] reported net electrical 
efficiency increase from 10% to 11% by increasing hot space temperature of a Stirling 
Technology Company (STC) 1kWe FPSE. Beale [101] discusses ceramics and alternatives 
to austenitic stainless steels that can permit higher temperatures, without lifetime 
issues, which will increase engine efficiency above 30%.  
 
However, there are a wide spread of assumed efficiency values in the academic 
literature. Dentice d’Accadia et al [87] understood net electrical and total efficiencies 
of SE-based µCHP systems to be in the ranges of 10-33% and 70-90%, respectively, for 
engines between 0.8 kWe and 11.4kWe.  This is likely due to the number of different 
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lab concepts, field trial designs and commercial products reported for SE µCHP. The 
MicroMap project [84] examined several µCHP systems expected to market early to 
mid-2000’s; the 0.75kWe Whispertech beta-type Kinematic SE, which achieves 12% ƞe 
using novel wobble-yoke coupling between engine and generator; BG Group’s 0.75kWe 
FPSE with linear alternator, achieving 16% ƞe; and Sigma Elektroteknisk’s 3.2kWe  Beta-
type Kinematic SE, achieving 25% ƞe. Crozier-Cole and Jones [63] understand that the 
Sigma system achieves a total efficiency of 96%. Sigma [85] also presented 
manufacturer’s quoted electrical efficiencies for Kawasaki’s 1.2kWe FPSE (27% ƞe), 
Toshiba’s 4.1kWe engine (34% ƞe), and Mitsubishi’s 3.8kWe engine (36% ƞe). 
 
Moriarty states that current efficiencies of 9-15% for domestic-scale Kinematic SEs 
could be significantly improved upon if manufacturing quantities justified the 
additional costs [158]. Keller [104] compares the operating ƞe of the Whispergen 
Kinematic SE-based µCHP system, reported from field trials as 7.5-14%, with laboratory 
tests reporting 21%.  This suggests that the control of the SE plays an important part in 
the operational efficiency of a µCHP system. 
 
It is clear that there is scope for further development of SE prime mover technology. 
Harrison [86] discussed development by Sigma Elektroteknisk on a Beta-type engine, 
where it was believed that modification could raise the existing ƞe of 20% to over 30%. 
Analysis of Stirling cycle, electrical conversion and burner efficiencies by Thombare and 
Verma [83] suggested that a maximum ƞe of 40% should be achievable. Kaarsberg et al 
[128] claimed that current designs are simple and cheap, and that high value SE 
systems can achieve a ƞe above 40%. 
 
Part-load efficiency of FPSEs coupled with linear alternators units were discussed by 
Lane [127], who claimed that electrical efficiency remained within the 30-33% band 
with load variations of 35%-100%. Knight & Ugursal [130] expect electrical efficiencies 
at 50% load, for systems with rated efficiencies of 35-50%, to be in the 34-49% range. 
  
FPSE development at Sunpower Inc., as reported by Lane and Beale [99], estimated 
greater than 40,000 hours heater head lifetime, ultimately limited by creep, at 650°C. 
 Page 23 
They later reported [126] on higher creep-limited lifetimes of 60,000 hours for FPSE 
units with electrical efficiencies between 30-35%. Wood [100] summarised later 
development at Sunpower Inc., where FPSEs achieving electrical efficiencies between 
25-35% has already accumulated 70,000 operating hours. Onovwiona & Ugursal [64] 
expect FPSE technologies to achieve operating lifetimes of 10 years. The µCHP 
manufacturer Solo Kleinmotoren [161] estimates engine lifetime of 20,000-40,000 
hours. Mayer & Cie [162] reported on the design and test of a 3kWe SE µCHP system 
with a 30,000 hour design lifetime. According to Kaarsberg et al [128], one brand of 
FPSE has demonstrated greater than 50,000 hours continuous operation on single 
engine/alternator, and greater than 150,000 hours on composite machines. However, 
their lifetime expectation is closer to 30,000 hours. 
 
Service requirements for FPSE are expected to eliminate mechanical maintenance [64], 
limiting maintenance to the burner and balance-of-plant, which should be similar to 
those of a condensing boiler. Ribberink et al [98] agreed that the Enatec consortium’s 
1kWe FPSE should deliver high reliability and long life with no required maintenance 
due to the lack of sealing or lubrication problems inherent in their design. Onovwiona 
& Ugursal [64] expect SE service intervals, presumably for Kinematic variants, to be in 
the range of 5,000-8,000 hours. Kaarsberg et al’s [128] expectations are more 
conservative, with service intervals between 3,500-5,000 hours, which they 
understand to be greater than 1 year of “economic” operation. Solo Kleinmotoren 
[161] quote service intervals of 6,000-8,000 hours for their SE µCHP system. 
 
Harrison [86] points out that µCHP operation is normally heat-led, due to its high heat-
to-power ratio (on current systems). However, such heat-led operation can introduce 
excessive thermal cycling if not properly controlled. A thermal cycle occurs when the 
prime mover is switched on and off again. Houwing & Bouwmans [81] defined 
operating constraints for their modelling exercise upon the field trial experience with 
SE µCHP systems at Gasunie, the Dutch utility. They utilised a 30-minute minimum 
runtime for the SE prime mover that was designed to limit thermal cycling, which was 
understood to damage the engine. Whispergen incorporate a 30-minute minimum 
run-time to prevent frequent thermal cycling in their Whispergen Model PPS24-ACLG 
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SE-based μCHP system [71]. Solo Kleinmotoren [161] notes that more than one 
thermal cycle per day would unacceptably limit the lifetime (and efficiency) of their 
µCHP system’s prime mover. Kelly et al [129] believed that minimising thermal cycling 
of SEs was beneficial to their longevity and maintenance requirements. It is generally 
understood that both cumulative operating duration and thermal cycling limit the life 
expectancy of the prime mover [56] [69]. 
 
Lane and Beale [126] discuss the fast response and high part-load efficiency 
characteristics of FPSE designs. However, thermal cycling also introduces operational 
inefficiencies, as energy is expended to attain the required hot space temperature by 
heating a section of the engine. When the engine is switched off the hot space cools, 
releasing thermal energy to the environment where it cannot be recovered. Houwing 
& Bouwmans [81] quote SE prime mover start-up and cool-down durations of 
approximately 3 minutes, from communication with Gasunie regarding their µCHP field 
trials. In contrast, Entchev et al [160] discussed the challenges for start-up and shut 
down in early development models, with start-up periods lasting 10-30 minutes, 
depending on the time elapsed since the engine was switched off. They related this to 
a requirement to cool SE for a 30-65 minute period after shut down. The difference in 
start-up periods may be related to both the engine design and whether the auxiliary 
burner (used as an auxiliary boiler) contributes thermal input to warm-up the hot 
space.  
 
Van der Woude et al [102] report on trial results for nine FPSE-based µCHP systems 
developed by STC; 3 operated in the lab and 6 in field trials. They witnessed a drop of 
ƞe from 10% (in the lab) to 8% (in the field) due to an average of 13 thermal cycles per 
day, with systems with a 60l DHW tank. A Canadian study of the Whispergen systems 
by Entchev et al [110], with heat-led operation in test houses with simulated 
occupancy, incorporated a thermal store in addition to DHW tank, to reduce thermal 
cycling. 
 
In contrast to the other prime movers discussed in Section 1.4, SEs are relatively 
simplistic, with no requisite for fuel processing, no strict requirements on moisture and 
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air handling, and external combustion of fuel. The latter characteristic predicates the 
use of combustion sub-systems that are comparable to the established gas-fired 
boilers, the dominant micro-generation technology in domestic space heating 
provision. 
For a µCHP system aimed at mass market deployment, there are numerous practical 
and cost benefits associated with using established burner technology. Many aspects 
of a µCHP system may require costly and time consuming R&D before a commercially-
viable product is available; utilising existing designs where possible (i.e. for a gas 
combustion sub-system) will reduce R&D activities and hence development costs. 
Many existing designs will have a proven operating record, with readily-available (to 
the manufacturer) information on failure mechanisms, expected lifetimes and 
projected service intervals, limiting technical and commercial risk. Installers and 
service technicians are already familiar with such technology, limiting additional 
training requirements for µCHP. Existing supply chains are in place for the manufacture 
of such burners, and the provision of spare parts, which should limit the parts costs. 
 
Lane and Beale [126] claim that SEs are quieter than ICEs due to the controlled nature 
of external combustion versus internal combustion. Onovwiona & Ugursal [64] agree 
with this assessment, and point out that the lower frequency of power pulse per 
revolution compared with ICEs will limit vibration, another source of acoustic emission. 
Ribberink et al [98] claims that FPSEs operate silently, although it should be noted that 
the burner, flue fans and circulation pumps will introduce noise. Development of the 
Whispergen µCHP system has improved acoustic designs to enable installation in 
kitchens, with noise levels similar to domestic freezers [159]. 
 
In 2010, Delta [88] reported that several hundred SE-based µCHP systems were 
currently under test in Germany, The Netherlands and UK. It is worth noting that 
interpreting market statistics is complicated by varying definitions of µCHP (typically 
up to either 5kWe or 50kWe) and manufacturers who define their product as either 
domestic or small commercial systems. Delta claimed that Whispertech, Remeha and 
Baxi (where the latter two companies had recently merged) had more than 1,000 units 
that were currently participating, or had previously participated, in field trials. Delta 
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summarised field trial results reported in 2010 for SEs, where the average ƞe (across 
the trial period) ranged between 5-15%. Running hours of 1,500-4,000 per annum 
were recorded, depending on the dwelling’s thermal demand and whether a thermal 
store was installed. The µCHP systems exported between 15-70% of generated 
electricity, where systems with a thermal store exported the highest proportions.  
 
Market research released by Delta [67] in May 2012 claimed that BDR Thermea is the 
only manufacturer offering 1kWe µCHP systems, with less than 1,000 units installed. In 
addition, they discuss the launch of 1kWe µCHP systems by German manufacturers 
Viessmann and BDR Thermea (under the Senertec brand). Both systems utilise 
Microgen Engine Corporation’s FPSE. The Microgen unit was originally developed by 
BG Group using a linear FPSE design from Sunpower of the US, but has since been sold 
to a consortium of boiler developers. 
 
1.4.3 Fuel Cells 
As discussed in Section 1.4, there are a large number of fuel cell technologies, with 
associated variants and sub-types, including Proton Exchange Membrane (PEM), Solid 
Oxide Fuel Cell (SOFC), Molten Carbonate Fuel Cells (MCFC), Phosphoric Acid Fuel Cell 
(PAFC) and Alkaline Fuel Cell (AFC) [66].  
 
In a fuel cell, hydrogen and oxygen (the reactants) are combined to create water, by 
the electrochemical processes of oxidation of hydrogen and reduction of oxygen. An 
electrolyte is sandwiched between two electrodes (anode and cathode), where the 
electrodes are accompanied by a catalyst. Hydrogen (as the H2 molecule) is fed into 
the anode, and oxygen (O2), from either air or a concentrated source, is passed over 
the cathode. 
 
In PAFC and PEM fuel cells [157], the catalyst at the anode encourages the hydrogen 
molecule to split into positively-charged ions (protons in this case) and negatively-
charged electrons. The electrolyte only allows ions to pass through to the cathode, so 
the electrons are forced to flow around an electrical circuit to reach the cathode, 
hence creating an electrical current. At the cathode, the oxygen molecules combine 
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with the protons and electrons, in the presence of a catalyst, to produce water and 
heat. In SOFC, MCFC, and AFC [157], the catalyst at the cathode encourages the oxygen 
molecule to “reduce”, acquiring electrons to create a negatively-charged oxygen ion. 
Again, the electrolyte only allows ions to pass through to the anode. At the anode, the 
oxygen ions combine with the fuel (containing hydrogen and oxygen), in the presence 
of a catalyst, to produce water, heat, carbon dioxide and electrons. These electrons 
flow through the anode, around an electrical circuit to the cathode (where they reduce 
oxygen atoms), hence creating an electrical current. 
 
As a single fuel cell generates a relatively low current at low voltage, cells are physically 
and electrically stacked to produce electrical power at suitable current and voltage 
levels to allow efficient conversion into a.c. or d.c. electricity at the required voltage. 
These stacks are also designed to facilitate the transport of reactants and reaction 
products to and from each cell, including thermal management. 
 
Each of the fuel cell technologies operate at a different temperature, and with 
different requirements for fuel purity and water management. In all FCs, a proportion 
of the hydrogen fuel does not react and leaves the FC as off-gas. PEM FCs operate at 
relatively low temperatures, between 50°C-100°C, and SOFC operate at relatively high 
temperatures, between 700°C-1,000°C, depending on design [66]. The low operating 
temperature of PEM, typically 80°C, can provide challenges in recovering useful heat at 
an adequate temperature. Heat recovery from a FC prime mover may include thermal 
losses from the stack, heat from the produced water and off-gas, and heat recovery 
from an external reformer. 
 
The high temperature of SOFC and MCFC allow them to internally reform hydrocarbon 
fuels, such as natural gas, so that free hydrogen molecules are available at the anode 
[157]. Low temperature fuel cells (including PEM) require, if a source of pure hydrogen 
is not available, an external reformer to strip the hydrogen molecules from 
hydrocarbon fuel, producing a gas called reformate. A PEM FC also requires that the 
fuel processing system include a shift catalyser to reduce carbon monoxide 
concentration in the reformate before it enters the FC. The off-gas is typically 
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combusted to provide process heat for the external reformer. As the reformation 
process is endothermic with an efficiency of approximately 70%, it significantly reduces 
the ƞe of a PEM µCHP system compared with the electrical efficiency of a PEM stack. 
 
The net electrical efficiency of PEM and SOFC µCHP systems were broadly 
characterised by Dentice d’Accadia et al [87] as 30-40% and 40%, respectively, where 
PEM µCHP systems have a total efficiency of 90%. Entchev [111] compared FC 
efficiency with engine-based prime movers (which are limited by Carnot cycle 
efficiency), where he claimed that an electrical efficiency of 50% is potentially 
achievable with a realistic total efficiency of 75-85%. Comparing electrical efficiencies 
between FC types is difficult, as efficiencies may be quoted at a stack-level or system-
level (i.e. including fuel sub-system and balance-of-plant inefficiencies). 
 
As relatively immature technologies, many FCs under investigation may not reach the 
expected efficiency targets. Lab tests by Gigliucci et al [112] on a 4kWe PEM initially 
identified net electrical and total efficiencies of 18% and 50%, respectively. They 
reported that “obvious” improvements to their experimental system increased these 
efficiencies to 28% and 68%. Hamada et al [113] reported net electrical and total 
efficiencies of 43% and 78%, respectively, for a 1kWe PEM system under lab tests. Goto 
et al’s laboratory investigation [103] of a 0.75kWe PEM found net electrical and total 
efficiencies of 35% and 85%. 
 
Industry research by Delta [88] in 2010 on commercial field trial results states that 
German and Japanese developers reported average ƞe of 30% and 33%, respectively, 
for their 1kWe PEM µCHP systems. They relay the experience of Japanese developers, 
where total efficiencies were limited to 80-85% due to the costs involved in 
overcoming the challenge of recovering low-grade heat. Kyocera’s 0.7kWe SOFC-based 
µCHP system (designed specifically for Japan’s restriction on electricity export) has had 
mixed results, with average electrical efficiencies between 28-48%, depending on 
thermal and electrical load profiles [88]. Delta [88] claim that a SOFC µCHP developer 
has achieved average total efficiencies of 92% during their latest field trails, due to a 
design focus on thermal integration within the stack.   
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In contrast to other technologies, FCs can deliver higher gross electrical efficiencies at 
part-load than at full load, due to increased electrical efficiency at stack-level. Whether 
this translates to higher ƞe at part-load depends on the design of the balance-of-plant 
within the system. Experimental results by Hamada et al [113] show that net efficiency 
can closely follow the relationship of gross efficiency with load. Onovwiona & Ugursal 
[64] agree that net electrical efficiency can remain relatively similar to that at rated 
output down to load levels between 25-33%. 
 
Experimental investigation of a PEM FC by Hubert et al [116] identified part-load 
performance results of 38% gross electrical efficiency, and 69% heat recovery 
efficiency, at 75% load. This compares favourably with full load (5.2kWe gross) values 
of 36% gross electrical efficiency, and 72% heat recovery efficiency. Lab test results by 
Gigliucci et al [112] on a 4kWe PEM system demonstrates that despite reduced fuel 
processing efficiency and reduced fuel utilisation at part load, the increase in stack 
efficiency leads to an increase in electrical efficiency between 100% and 80% of load, 
and a corresponding decrease in thermal efficiency. This is supported by results 
published by Hamada et al [113]. Hawkes & Leach [73] discuss the high part-load 
electrical efficiency of SOFC, which may exceed the full load efficiency. 
 
When considering the reported efficiencies of PEM µCHP systems from experimental 
studies, it is important to understand the effect of fuel processing sub-system 
efficiency on the system’s ƞe. This not usually an issue for SOFC-based systems, as they 
reform natural gas internally. Walmark et al [120] reported that their PEM setup had a 
fuel processing sub-system efficiency of 62%, which is similar to the range of PEM 
efficiency (48-62%), dependent on load condition, reported by Gigliucci et al [112]. 
However, fuel processing is an aspect of fuel cell µCHP development where potential 
for efficiency improvements may exist for many prototype systems, as is clear by 
comparing the previous results with those of Hubert et al [116]. They state that the 
fuel reforming efficiency drops from 76.6% at full load to 69.5% at 75% load condition.  
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Walmark et al [120] discussed the challenges of achieving load variations with natural 
gas-fired PEMs due to the fuel processing sub-system. The experimental system 
studied took approximately 10 minutes to fully respond to a requested change in load, 
primarily driven by the response of the reformer. Goto et al [103] related the start-up 
time of a PEM to the reformer temperature, which in turn is a function of the time 
elapsed since it ceased operation. They found that electrical output commences once 
the reformer reaches operating temperature (55 minutes from ambient temperature), 
from which point it takes roughly 40 minutes to reach full load, for a 0.75kWe net rated 
output PEM, with a ramp rate of 0.25We/s. Reformer temperature falls to 
approximately 240°C in 70 minutes, which would result in a 35-minute reformer re-
heat period, and to 120°C after 12 hours (45 minutes to re-heat), within which the idle 
periods of a domestic µCHP systems in daily usage would likely fall. Hamada et al [113] 
report similar temporal behaviours during start-up for a 1kWe PEM system. 
 
The concept of fuel cell output degradation over time is complex, and is a function of 
various operating conditions, including cumulative operating hours or output, load 
changes, and thermal cycles [156]. Indeed, Hawkes, Brett & Brandon [114] investigated 
the impact of cumulative output and thermal cycling degradation mechanisms on the 
carbon savings and economic case for PEM and SOFC-based µCHP systems. Dorer & 
Webber [109] understood that the adverse effects (including material deterioration, 
lifespan reduction and increased maintenance cost) of thermal cycling on current SOFC 
systems, continuous operating regimes were envisaged for SOFC µCHP. Hawkes & 
Leach [73] identified thermal stresses within cells during start-up and across cells 
during full or part load operation as a cause of mechanical failure. They claim that 
SOFCs have a lifetime of roughly 5 years (or 40,000 hours) at full load, although they 
believe that 70,000 hours is possible with further development. 
 
De Bruijn et al [156] states that a stationary PEM FC may see electrical power output 
and efficiency degradation of approximately 10% over a 40,000 hour lifetime if 
operated at constant output. However, if load changes and thermal cycling is 
introduced due to the demand profile, and allowed by the operating regime and 
control algorithms of a µCHP system, then degradation rates can increase by several 
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orders of magnitude. In the context of µCHP system research in the public domain, 
degradation effects have not been the focus of widespread testing, however they do 
receive some attention. Hamada et al [113] reports that after 600 hours of cumulative 
operation and multiple thermal cycles, ƞe had decreased to 95% of the efficiency when 
laboratory testing of their PEM commenced. Gigliucci et al [112], however, report no 
noticeable decays in system performance after 550 cumulative operating hours.  
 
Knight and Ugursal [130] pointed out that maintenance requirements vary with type of 
FC, where the major overhaul of a FC involves replacement of the shift catalyser, 
reformer catalyser and FC stack. They claim that replacement of the stack is likely 
required every 4-8 years, the reformer catalyst every 5 years, and the shift catalyst 
every 3-5 years. Routine maintenance incorporates FC stack, reformer and balance-of-
plant, where fuel filter changes typically occur every 2,000-4,000 hours [130]. To put 
this in context, Delta [88] report on field trial results within Europe and Japan for both 
PEM and SOFC µCHP systems. The typical cumulative annual operation of FC-based 
µCHP systems are 4000-7000 hours, with European runtime closer to the lower end of 
the scale. It is prudent to note that SOFC µCHP results from Japan were quoted as 
having the longest runtimes. 
 
Knight and Ugursal [130] discuss field trial results for ten 5kWe PEM FCs that achieved 
average availability (for an individual system) of 95.8% over approximately 
52,000hours of combined runtime. As with other µCHP prime mover technology, 
however, more practical experience is needed before full confidence can be placed in 
maintenance, servicing and reliability estimates. 
 
Fuel is not combusted in a fuel cell; however the anode off-gas, which comprises about 
8-15% hydrogen [130], is burned in a lean combustion process in the reformer. 
Controlling the temperature of this lean combustion process limits NOx emissions, 
although it should be noted that a main product of the natural gas reforming process is 
CO2. This is supported by experimental results discussed by Hamada et al [113], where 
they analysed the exhaust gas from a 1kWe PEM system, and found NOx to be at a low 
level of 4.8ppm. Knight and Ugursal [130] note that FC technology has the potential (if 
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systems are properly designed) to limit emissions versus internal combustion 
technologies. 
 
Field trials for FC systems have been underway since the mid-2000’s, with 
approximately 3,000 PEM µCHP systems trialled in Japan before the commercial 
launch of those systems [88]. Kyocera have also executed field trials with their SOFC 
system [88]. In Europe, the Callux project supported the majority of FC µCHP field trial 
activity by Hexis, for roughly 50 units of their SOFC-based system, and Baxi Innotech, 
for 93 units of their PEM-based system [88]. 
 
Kiwa Gas Technology revealed in early 2011 [150] that, after a series of laboratory 
simulations in their Dutch laboratories on 4 systems from different international 
manufacturers, with some adaptions made for the typical Dutch dwelling, two FC µCHP 
systems were selected for field trials. These 1kWe systems are being demonstrated, in 
a joint project between Kiwa, GasTerra and the Dutch government, to assess the 
potential for economic and CO2 savings. 
 
Recent market research by Delta [67] reports on exception sales of Panasonic’s ENE-
FARM FC-based 1kWe µCHP system in Japan, with 2011-12 financial year sales of 
almost 18,000, vastly in excess of the target of 8,000, and 2009’s sales figures of under 
5,000. These sales are due to a policy shift in response to the shutdown of significant 
nuclear electrical generating capacity after the Fukushima-Daiichi disaster, and have 
spurred development by other manufacturers such as Toshiba, Toyota and JX. They 
claim that JX launched the world’s first SOFC µCHP system in late 2011, whilst Japanese 
sales of PEM µCHP systems have reached the sales level of ICE-based systems. Delta 
[67] reports on government subsidies in South Korea, of up to 80% of capital cost, 
which has seen in excess of 400 FC-based µCHP installations during 2011, attracting 
development from major manufacturers such as Samsung. In the US, ClearEdge Power1 
has installed a hundred 5kWe FC µCHP systems, and has signed a deal with an Austrian 
energy developer [67] to sell the 5kWe units to homes and commercial properties.   
 
                                                     
1
 http://www.clearedgepower.com/residential/fuel-cell-power-generator 
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Delta [67] reports on the launch of the BlueGen SOFC-based µCHP systems by Ceramic 
Fuel Cell Ltd (CFCL) of Australia. With a ƞe of 60% and limited thermal output resulting 
in a total efficiency of 85%, it is not being marketed as a replacement for traditional 
condensing boiler, although development is underway in the UK and Germany for such 
a product based on CFCL’s Gennex fuel cell module [151]. The prime mover is designed 
to operate at a steady output level of 1.5kWe for peak efficiency, or at steady output 
level between 0.5kWe to 2.0kWe with efficiencies of 36% and 57% respectively [152]. 
CFCL have a mixture of sales, field trial and development activities underway in a 
number of countries, including Australia, US, Japan, Germany, The Netherlands and the 
UK [151]. 
 
Ceres Power of the UK are developing a SOFC-based µCHP system, collaborating with 
Itho-Daalderop Group for field trials in The Netherlands, Belgium and Luxemburg in 
2014/15, and a commercial launch in 2016 [153]. This follows a field trial programme 
with British Gas in the UK, where 5 units were deployed in dwellings in early 2011, with 
a second wave scheduled to follow in late-2011, and a third wave of at least 150 
installations in 2012 [154]. 
 
A range of additional development and field trial activity is believed to be underway 
[155] with Topsoe, Acumentrics and Ceres Power all developing SOFC-based µCHP 
systems, and Ebara-Ballard and Eneos Celltech developing PEM-based µCHP.  
 
1.4.4 Organic Rankine Cycle Engine 
The Rankine cycle is a heat-engine operating cycle, commonly used in conventional 
fossil fuel and nuclear generation plants. A working fluid is pumped from a condenser, 
then heated in an evaporator by an external heat source. The working fluid expands as 
it passes through a turbine (which generates electricity), and the fluid is then 
condensed in a condenser, where it begins the cycle again. In a µCHP unit, useful heat 
is recovered from the condenser, and potentially from the flue gases from the external 
heat source [135]. In an organic Rankine cycle (ORC), the working fluid is an organic 
compound with a boiling point lower than that of water, which enables the Rankine 
cycle to operate with a relatively low grade heat source [136]. 
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Harrison [97] discusses the 1kWe Inergen µCHP system, based on an ORC prime mover, 
under development by Baxi in the UK. He claims that the system exhibits good service 
life, relatively low manufacturing costs, but relatively low electrical efficiency. 
Energetix, under the Kingston brand name, expect to introduce [137] a 1.1kWe ORC-
based µCHP system to the UK market in 2012, following the results of field trials in 
2011/12 [138], which can operate from natural gas or LPG. Industry press reports that 
the Kingston system has an electrical efficiency of approximately 10% [139]. In 
Germany, Lion Energy has developed the lion-Powerblock µCHP system, which used an 
ORC prime mover to generate 2kWe of electricity [140].  
 
µCHP systems with ORC prime movers that use renewable fuels have been 
investigated. Quoilin et al [146] reported on simulation results for a biomass-fired 
µCHP system, where the performance of selected working fluids was validated. 
 
Cogen Microsystems in Australia have developed a µCHP system based on a Rankine 
engine, where the external heat source is hot water circulated from solar thermal 
panels [141]. Their system generates 1kWe of electricity and 8.8kWth of useful thermal 
output. They have undertaken a field trail in Australia [142], and continue to develop 
their product. It is prudent to note that a significantly greater area of solar thermal 
panels would be required to capture the same amount of input energy in the UK than 
in Australia, especially during winter months, increasing the capital cost and system 
footprint. The basic principle was previously investigated by Best & Riffat [106], who 
concluded that a home in South-east England, consuming 4,000kWh of electricity per 
annum, would require 66m2 of evacuated tube solar thermal collectors. 
 
1.4.5 Micro-Turbine 
A micro-turbine consists of several main components, as depicted in Figure 1.2; the 
compressor, turbine, recuperator, combustor, generator and heat recovery system. 
The compressor pressurises input air, which is then pre-heated within a recuperator, 
and fed to a combustor. In the combustor, the hot air and fuel are ignited, and the 
expansion of the resulting combustion gases drives the turbine. The turbine shares a 
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shaft with the compressor, and as such the rotation of the turbine drives the 
compressor. In single shaft designs, the generator is on the same shaft, and high 
frequency electronics is used to generate electricity at the required frequency (i.e. 
50Hz in the UK). In two shaft designs, the turbine also rotates a second shaft 
connected to a gearbox, to reduce the speed of rotation, which in turn interfaces with 
an electrical generator. The hot exhaust gas from the turbine is fed to the recuperator, 
where it pre-heats the compressed air before it enters the combustor [64]. In a µCHP 
system, this cooled exhaust is passed through a heat recovery system to transfer heat 
to a heat recovery circuit, providing useful heat output from the system. 
 
 
Figure 1.2: Schematic of Micro-Turbine components and operation. Source: Onovwiona & 
Ugursal [64], Figure 5 
 
Onovwiona and Ugursal stated that current micro-turbine technology has typically 
been restricted to co-generation systems between 25-80kWe [64]. Their comparative 
review of micro-turbines versus other prime mover technologies suggests that the 
technology has advantages that may justify further development. The emissions from 
micro-turbines are typically lower than ICEs, primarily due to the continuous 
combustion of the former, similar to Stirling Engines. They claim that micro-turbines 
will exhibit lower noise and vibration than ICEs. They point out that whilst micro-
turbines have the potential for lower maintenance than ICEs due to simplicity of design 
and fewer moving parts, the longevity of main components has yet to be fully proven. 
However, maintenance costs are currently expected to be similar to ICEs, in part due to 
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the requirement for specialist skilled maintenance personnel. A major overhaul would 
be required every 20,000-40,000 hours. 
 
Onovwiona and Ugursal [64] discuss the part-load performance of micro-turbines, with 
ƞe remaining at rated levels until electrical output falls to 80% of rated output, after 
which ƞe reduces to 85% of rated efficiency at 50% of rated load. They discuss rated ƞe 
values of 25-30% for prime movers with capacities of 30kWe or higher, where smaller 
units are likely to have a lower electrical efficiency. This is supported by the Dutch 
manufacturer MTT [143], who claims that their 3kWe (rated output) natural gas-fired 
micro-turbine μCHP prototype has achieved electrical efficiencies of 16% in lab tests. 
Delta [67] reported that MTT intend to start field trials late 2012 or early 2013 [144]. In 
addition, MTT have announced a co-operative research project, under the EU EUREKA 
framework, to develop a variant of their µCHP system fuelled by heating oil [145]. 
 
 
1.5 Micro-CHP Control & Operating Regimes 
In addition to technological development (of prime movers, storage and balance-of-
plant), consideration must be given to operational control of these µCHP systems. 
Control systems incorporate both equipment (such as sensors and interfaces with 
critical components such as fuel valves and pumps) and some form of logic (likely 
deployed as a software algorithm). The aim of the control system is to maximise the 
performance of the µCHP system as a whole, i.e. prime mover, auxiliary thermal 
generation, fuel sub-systems and storage sub-systems. Depending on the complexity 
of the control system, it may attempt to maximise one or more performance metrics, 
including carbon emission savings, economic cost saving and system lifetime. A well-
designed control system will consider the operating constraints of each µCHP system 
component, incorporating the appropriate logic to maximise performance in light of 
such constraints. The effectiveness of control systems within the context of the 
variability of demand profiles is an important consideration for µCHP performance 
assessment. 
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In the context of micro-generation system operation and control, it is important to 
discriminate between operating regimes, control strategies, control signals and control 
drivers. 
 
Operating Regimes dictate the manner in which the system operates, and what the 
system is designed to achieve. Common operating regimes, as discussed by 
Newborough [61], are summarised below, although a myriad of alternative or hybrid 
regimes could be conceived: 
 “Thermal Load Following”, where the system attempts to match thermal 
demand on a temporal basis 
 “Electrical Load Following”, where a similar approach is taken to electrical 
demand 
 “Continuous-Output Operation”, where the system is operated continuously 
for sustained periods of time, e.g. annual heating seasons 
 “Constant-Output Operation”, where the system is operated at constant load 
for one or more periods per day 
 “Autonomous Operation”, where the system satisfies all onsite energy 
demands without electrical grid support 
 
Control Strategies are the methods by which the concept system responds to changes 
in demand. Multiple control strategies can be combined within the control algorithms 
of a µCHP system. Examples of control strategies include: 
 “Output Modulation”, usually of an electrical prime mover or thermal auxiliary, 
where the generator’s part load operation is constrained within certain 
energetic or temporal limits 
 “Thermal Store Temperature Control”, where the temperature of the storage 
medium drives operational state of a heat generating device 
 “Electrical Peak Shaving”, where electrical generation and storage operation is 
controlled to limit the electrical import power level 
 “Thermal Dumping”, in the context of thermal output from the prime mover 
that is purposely ejected to the external environment in order to allow the 
prime mover to continue generation of electricity. It is prudent to note that 
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micro-CHP systems deployed in the UK cannot, under the current regulatory 
framework, be designed to dump thermal output during normal operation 
 “Economic Optimisation”, where output is dispatched (i.e. directed or  
curtailed) based on some economic signal, for instance real-time electricity 
and/or fuel prices 
 
Control Signals are derived from observation of a physical, or virtual, parameter that is 
used by the control algorithm to trigger a change in operating state. These parameters 
include: 
 Temperature of the internal air within the dwelling 
 State of charge of electrical storage 
 Temperature of thermal storage medium 
 Electrical demand 
 Energy output of non-dispatchable generation 
 Grid electrical import/export prices 
 Other network-derived generation/storage/export incentives 
 
Control Drivers are the reason behind the control strategies implemented by a system 
operating under a specific operating regime. These drivers can be time-dependent or 
independent, and the Control Driver of a discrete dwelling may be considered as the 
satisfaction of a Control Signal from an external network, i.e. electrical grid or natural 
gas network. They include minimisation of fuel consumption and carbon footprint, 
maximisation of utilisation of on-site generation. 
 
Harrison [86] argues that µCHP system operation is heat-led, as the prime mover 
attempts to satisfy some or all of the thermal demand, where electricity is generated 
as a by-product. This is contrary to the technical principles of prime mover operation, 
where otherwise wasted heat is recovered at a temperature useful for the building’s 
SH and/or DHW systems. Electricity is typically considered the premium output, as the 
carbon intensity of grid electricity is several times larger than the carbon intensity of 
thermal energy generated by a natural gas-fired boiler. However, the electrical 
efficiencies achieved by the majority of prime mover technologies discussed in Section 
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1.4 are too low to generate electricity with a carbon intensity less than or equal to that 
of the NEG, hence use of the recovered heat to displace boiler fuel is required in order 
for µCHP systems to reduce CO2 emissions. This concept is explored in Section 5.2.2. 
 
Hawkes & Leach [58] state that heat-led control (i.e. thermal load following operating 
regime) has been the standard assumption of the µCHP industry. Simple thermal or 
electrical load following operating regimes assumes that the prime mover, and 
associated balance-of-plant, is capable of undergoing frequent thermal cycles. 
However, as discussed in Sections 1.4.2 and 1.4.3, µCHP systems based on certain 
prime movers suffer significant efficiency and lifetime penalties due to thermal cycling, 
and may have transient performance characteristics that vastly restrict output for long 
periods since start-up. To avoid these issues, it is important to develop more complex 
control systems, incorporating operating regimes and control algorithms to reduce the 
impact of such characteristics, and to achieve a good match between supply and 
demand. The latter entails an understanding of the thermal and electrical load profiles 
(and cumulative totals), and their levels of co-incidence, over the course of the day and 
year. Selecting a µCHP system design whose output can match the demand profile of a 
particular dwelling is essential in maximising performance and lifetime.  
 
Various operating and control systems have been applied to modelled systems in the 
published literature, including thermal load following [61][3][81][77][76]; electrical 
load following [62][53][80][57][76]; continuous operation [62]; and least-cost control 
[58][81]. A previous study [45] explored the concept of centralised control of 
aggregated load from multiple µCHP systems, and such an approach has been brought 
to market by the German utility Lichtblick, using the ICE-based system discussed in 
Section 1.4.1. A number of investigations, both practical and modelling-based, that 
have considered various approaches to the control and operation of µCHP systems are 
discussed in Section 1.6. 
 
 
 Page 40 
1.6  Review of Micro-CHP Modelling 
The academic literature includes many examples of µCHP modelling, using a variety of 
approaches, with a number of key aims that include the assessment of environmental 
and economic performance. As a broad overview, there are a few major distinguishing 
features of published technical (as opposed to studies predominately focused on 
economic, policy or mass  penetration issues) investigations of µCHP, as summarised 
below: 
 Type of modelling and the aim of the investigation; some have undertaken 
simulation to support practical measurements, with a focus on accurately 
predicting the performance of a type of µCHP system under discrete conditions, 
and potentially projecting performance over a longer timeframe or under 
different demand scenarios. A significant bulk of research has focussed on 
optimisation of one or more µCHP system characteristics, to maximise 
economic and/or environmental performance. The remaining investigations 
tend to use simulation to estimate the performance of particular µCHP 
systems, under a range of demand scenarios, to report on economic and/or 
environmental performance 
 Temporal precision of modelling, where iteration intervals (i.e. timesteps) have 
varied from minutes to months 
 Temporal extent of modelling exercises, which have either encompassed an 
entire year, or discrete “design days” or “design weeks” that typically represent 
high, medium and low points on an annual distribution of daily energy demand 
 Source of energy demand data; some studies utilise recorded demand profiles, 
some estimate demand profiles before modelling, and others generate load 
profiles as part of the µCHP performance simulation 
 Response of thermal demand to supply; in some investigations, the thermal 
demand profile is static, in that the over- or under-supply (due to operating 
restrictions) of thermal energy from the µCHP system can have no effect on the 
demand profile used for subsequent iterations. Whilst some investigators have 
matched supply and demand via a thermal store to introduce some 
responsiveness of demand to supply, others integrate a µCHP model with 
thermal building simulation to dynamically calculate demand each iteration 
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 Integration of operating restrictions of µCHP systems, particular those of prime 
mover, fuel sub-systems and auxiliary thermal generation; Many studies 
disregard start-up performance characteristics, part-load characteristics, 
modulation limitations and State-of-Charge-related performance of electrical 
storage 
 The addition of storage sub-systems to a µCHP system to circumvent operating 
restrictions, or lessen their impact on performance 
 Operating Regimes and control approaches adopted by models, where thermal 
load following and electrical load following regimes are common, whilst 
hybridised operating practices to minimise operating cost, usually referred to 
as “least-cost”, have been investigated 
 Breadth of modelling exercise; some studies have investigated multiple discrete 
building variants, or the same building variant with differing characteristics, in 
an attempt to understand the impact of demand scenarios on µCHP 
performance. Others have investigated the impact of µCHP penetration on the 
NEG by simultaneously modelling multiple buildings, usually with a range of 
demand scenarios, optionally applying centralised control signals to manage 
aggregated demand and export profiles 
 
1.6.1 Overview of µCHP Modelling Approaches 
µCHP modelling has been applied to support experimental investigations, with a focus 
on accurately predicting the performance of a type of µCHP system under discrete 
conditions in order to identify design or control improvements. Gigliucci et al [112] 
simulated a 4kWe PEM-based µCHP system with battery storage, using models of FC 
stack, balance-of-plant and batteries based on FORTRAN and Aspen Plus. During their 
investigation, modelling results were used to identify obvious improvements to 
increase ƞe from 18% to 28%. Boait et al [147] developed a model of SE µCHP, coupled 
with an existing stochastic model of domestic energy demand. They correlated model 
predictions of electrical generation and export with field trial results of a 1kWe system, 
in order to predict electrical import displacement and export for six household 
scenarios comprising three different dwelling variants and two patterns of occupation 
and appliance use. 
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Hawkes et al [163] compare optimisation-based and simulation-based modelling 
techniques for the assessment of µCHP economic and/or environmental performance. 
Much of the published µCHP research has focussed on optimisation of one or more 
µCHP system characteristics, including prime mover capacity, auxiliary boiler capacity 
and operational control strategies. One of the key aspects of optimisation is to avoid 
over-sizing (which can decrease the operational performance of a µCHP system) or 
under-sizing (which decreases environmental and economic benefits). Shaneb et al 
[80] discuss the techniques that can be used for optimisation, including the maximum 
rectangle method, linear programming, non-linear programming (e.g. quadratic), 
mixed-integer nonlinear programming, fuzzy logic and genetic algorithms. They 
compare the maximum rectangle (MR) method for thermal and electrical sizing of 
prime movers with simulation results for PEM µCHP system design variants between 
0.5-4kWe, operating under both heat-led and electric-led regimes. Interestingly, the 
MR method to size a prime mover versus thermal demand, as applied to heat-led 
operation, suggests a prime mover capacity slightly lower than that for optimum 
carbon saving, but with a higher annual cost. An optimisation routine using linear 
programming is used to select a prime mover rated electrical output (for PEM, SOFC, 
ICE & SE variants) and auxiliary boiler thermal capacity with minimum annual cost. 
They found that much lower electrical capacities were derived from optimisation, 
unless export electricity was rewarded at a suitably high cost. Such low prime mover 
capacities were shown to drastically limit CO2 reductions. In subsequent research, 
Shaneb et al [79] used a linear programming optimisation technique to optimise 
operating strategies of µCHP systems under various economic scenarios. They 
compared the modelling results for 1kWe and 2kWe PEM µCHP systems operating 
under heat-led, electric-led and optimised operating regimes. 
 
Hawkes et al [163] used a unit commitment optimisation approach to select the rated 
electrical output (over the range 0.75-4kWe) which maximised economic returns for 
µCHP systems based on ICE, SE, PEM and SOFC technologies. They continued to 
investigate the optimal system within each technology over a range of annual thermal 
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demand scenarios, and concluded that there may be an optimum value of thermal 
demand that corresponds to maximum carbon saving for each technology. 
 
Hawkes & Leach [73] used a sparse quadratic programming optimisation technique to 
identify the optimum electrical output and auxiliary boiler capacity of a SOFC µCHP 
system, for a given energy demand, under technical operating constraints. 
 
Hawkes, Brett & Brandon [115] used a mixed integer linear programming approach to 
optimise SFOC µCHP designs, under a number of operating constraints. These were the 
energy penalty during start-up and shut down, 60-minute minimum up-time, restricted 
minimum down-time, maximum output ramp rate and limited turn-down ratio. They 
identified reductions in generated electricity due to start-up and minimum up-time 
(8%) and maximum ramp rate and no turn-down (9%). They later extended [114] the 
optimisation exercise to investigate the impact of cumulative output and thermal 
cycling degradation mechanisms on the carbon savings and economic case for PEM 
and SOFC µCHP systems. 
 
Optimisation-based investigations typically fix demand profiles due to the 
computational requirements that tend to restrict the number of variables that can be 
changed, hence making the demand non-responsive to supply, as discussed later in 
this section. An alternative approach to understanding suitable designs and operating 
regimes of µCHP systems is to run separate simulations for a range of design variants, 
with differing values of capacity and efficiency, and compare performance results. This 
“design variant” approach was adopted by Peacock & Newborough [3], who 
investigated a number of variants with a range of ƞe (10/15/20/25/30%) and Pe 
(1/1.5/2/2.5/3kWe). 
 
The remaining investigations simulate µCHP systems with defined characteristics and 
control regimes, in order to estimate the technical, economic and/or environmental 
performance of µCHP systems, under a range of demand scenarios. Dorer & Webber 
[109] simulated µCHP systems with SE, ICE, PEM and SOFC prime movers using TRNSYS 
16.1 transient building and systems simulation code. Kelly et al [129] created a generic 
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CHP model that uses a performance map that links electrical and thermal efficiency 
with electrical output at part-load. They investigated thermal cycling and duration at 
load conditions for a 0.75kWe SE µCHP system, as they believed that minimising 
thermal cycling is beneficial for longevity and essential for low maintenance. 
Onovwiona et al [117] investigated three capacities of ICE-based µCHP system, using 
code that they developed as an add-on the ESP-r building simulation tool. Their aim 
was to understand and compare electrical and total efficiencies under electrical load 
following and constant output operating regimes, utilising both thermal and electrical 
storage. 
 
1.6.2 Temporal Precision & Temporal Extent of Modelling 
The importance of temporal precision in µCHP modelling was originally discussed by 
Hawkes & Leach [31], who compare 60, 30, 10, 5-minute demand profiles aggregated 
from 5-minute demand profiles. Their investigation incorporates SE- and SOFC-based 
µCHP systems, with electrical efficiencies of 15% and 35-45% (part-load dependent) 
respectively, in three houses of differing demand without thermal storage. They 
undertook two cost optimisation exercises to minimise whole life cost of the µCHP 
system. In the system design optimisation exercise, they found that optimum rated 
electrical output, using 5-minute profiles, can be 22-66% smaller than the optimum 
values based on hourly profiles. Their dispatch optimisation results, for a fixed system 
size, showed that CO2 savings can be overestimated by up to 40% using hourly versus 
5-minute profiles. They attribute this to extended CHP operating hours when using an 
hourly modelling timestep. 
 
The literature contains examples of a wide range of temporal precision in use for 
µCHP, or larger CHP, modelling exercises. Cockroft and Kelly [107] used hourly heat 
and electrical demand profiles with their parametric model of µCHP operation. Shaneb 
et al [80] used hourly thermal and electrical demand data to perform optimisation of 
µCHP design parameters. Halliday et al [148] use hourly thermal loads and half-hourly 
electrical loads to investigate CHP economic and environmental performance of FC-
based CHP systems using two published CHP screening tools. Hinojosa et al [76] 
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reviewed several commercial and public domain CHP feasibility tools1 that use demand 
profiles with temporal precision between 30-minute and monthly. The bottom-up 
demand simulations and CHP analysis, undertaken by Dorer & Webber [109] and 
Onovwiona et al [117] used 15-minute timesteps. Modelling exercises were 
undertaken by Boait et al [147] and Kelly et al [129] using 5-minute temporal precision. 
Newborough [61], Agar & Newborough [62], and Peacock & Newborough 
[3][45][53][57] used 1-minute demand profiles in their studies. 
 
As an alternative to modelling of µCHP performance over a full year, “design days” can 
be used to investigate discrete 24-hour periods [61][73]. Typically, multiple “design 
days” are defined to represent the various seasons and major differences in occupancy 
(i.e. weekday vs. weekend). Whilst Houwing & Bouwmans [81] do not attempt to 
estimate annual carbon savings, instead quoting daily emission reductions, modelling 
results from these design days can be weighted by frequency to create an annual 
estimate of results [31][85]. Sigma [85] refer to this as a “bin day” method.  
Alternatively, “design days” can be chosen from sequential annual modelling results in 
order to  analyse or illustrate typical behaviours during particular seasons or load 
conditions without losing temporal definition due to the effect of averaging 365 days 
of results [3]. As they retain the peaks and high rate of change of demand, these 
design days can be a useful tool to investigate transient performance issues or control 
strategies [61][62], where “design weeks” [129] can be useful in the investigation of 
intra-day storage. Aside from the temporal definition, there are other benefits for 
implementing a design day approach: it is much less computationally intensive, 
allowing relatively complex simulations, with high temporal precision, to be 
undertaken without specialist hardware, software or programming skills; and where 
source data is not available to reflect the diversity of demand over a full year, it 
circumvents the requirement to define temporally-precision demand or demand-driver 
profiles for a full year. The “design day” approach also allows a comparison between 
µCHP performance and thermal or electrical demand, although in order to derive a 
statistically valid relationship from this comparison of performance versus demand, a 
significant numbers of design days would be required.  
                                                     
1
 SEA/RENUE, CHP Sizer 2, Ready Reckoner, EnergyPro 3 
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1.6.3 Demand Models & µCHP Modelling 
Newborough [61], Agar & Newborough [62], and Peacock & Newborough [3][45][53] 
[57] draw upon a demand dataset, recorded by an energy utility in 1996, with annual 
thermal and electrical demand data for approximately 30 UK dwellings. This data had a 
temporal resolution of 1 minute, where the thermal demand recorded was boiler gas 
consumption, for SH and DHW. A sub-set of the nine most commonly used dwellings 
had annual thermal demand values ranging from 9.3-27.2MWh, electrical demands 
values ranging from 3.5-7.5MWh, and annual heat-to-power ratios of 1.5-5.7. After 
correction for boiler efficiency, it was assumed that gas demand equalled thermal 
demand from the µCHP system or an intermediary thermal store. 
 
Gas and electrical consumption data recorded by BRE, on an hourly basis, for 130 
houses in the Milton Keynes Energy Park during 1988-91 was used by Staffell et al 
[149] in their simulations to investigate the economics of FC µCHP.  
 
Some investigations have used demand profiles with reduced temporal resolution 
versus original measurement. In their economic comparison of μCHP, Solar PV and 
micro-wind, under various regulatory and policy issues, Watson et al [121] used 
electrical profiles averaged out to 30-minute resolution from data measured with 5-
minute precision. Houwing & Bouwmans [81] modelled a SE-based µCHP system using 
the sample winter, shoulder (i.e. spring and autumn) and summer heat and power 
demand profiles published by Peacock & Newborough [57], where daily simulation is 
undertaken for heat-led, electric-led, and various least cost operating regimes, with a 
temporal precision of 15 minutes. From a modelling simplicity standpoint, they 
justified ignoring the transient behaviour of the prime mover and boiler, as they 
understood the start-up period of an SE to be 3 minutes, much smaller than their 
selected timestep. 
 
In an optimisation exercise for SOFC µCHP, Hawkes & Leach [73] sampled six design 
days each from three properties in a BRE dataset of electrical demand profiles with a 
temporal resolution of 5 minutes. However, in the absence of thermal demand data, 
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they used a top-down load modelling approach, synthesising thermal demand profiles 
using assumed space heating profiles to correspond with gas consumption statistics. 
This is similar to the approach used by Sigma [85] to estimate electrical profiles using 
seasonal averages, corresponding to their three design days representative of summer, 
shoulder and winter. For an earlier comparison of prime mover technologies, Hawkes 
& Leach [82] used 5-minute electrical demand profiles derived from the DTI Domestic 
Photovoltaic Field Trial. Although not explicitly discussed, it appears that they used a 
similar process as above to create a number of 5-minute thermal demand profiles to 
investigate the effect of future demand scenarios on µCHP economics.  
 
Halliday et al [148] generated hourly and 30-minute thermal demand profiles from 
building simulation, and used the 30-minute annual electrical demand profiles, 
averaged across the domestic stock, from the Electricity Association. This is an example 
of pre-defining thermal demand profiles by building simulation, upon which CHP 
performance is modelled retrospectively. Cockroft and Kelly [107] adopted a similar 
approach, where their space heating demand profile was defined using ESP-r (the 
building simulation tool), they synthesised hot water profiles, and they modified grid-
level aggregated average domestic demand profiles to reflect a 30% increase. They 
then applied a parametric model of CHP to these static hourly loads to estimate 
performance. 
 
The tendency to use static demand profiles in optimisation modelling, due to 
computational requirements, was discussed earlier in this section. A static demand 
profile is one which has been defined prior to consideration of the actual thermal 
output of a heat generator and/or thermal storage device, i.e. the ability for thermal 
energy supply to follow thermal demand. In modelling exercises that use a static 
thermal demand profile, over-supply of thermal energy during any timestep is typically 
disregarded, and under-supply is assumed to have been met from an auxiliary heat 
generator, typically without constraint. Papufragkou et al [68] modelled a small CHP 
system supplying a group of eight dwellings. They assumed that the CHP system, 
presumably the prime mover alone, responds to satisfy the entirety of thermal 
demand profile of the building. This approach does not account for the operating 
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restrictions faced by prime mover technology, such as start-up conditions and 
maximum turn-down ratios (i.e. part-load limitations), nor does the demand profile 
dynamically respond to the temporal profile of energy supply. 
 
Where an investigation uses demand profiles from a measurement dataset, or derived 
from another estimated technique, demand profiles will be static. A degree of 
response has been introduced by some, notably Peacock & Newborough 
[3][45][53][57], and also Houwing & Bouwmans [81], where both groups matched 
thermal supply with a static demand profile via a thermal store, which buffers the 
output of the µCHP system. Not all thermal store approaches introduce response with 
the same level of temporal precision as Peacock & Newborough. Monthly consumption 
estimates for gas and electricity generated by Hot2000 simulation tool are converted 
to hourly estimates using degree-hours (the difference between external temperature 
and a base temperature, from which it is assumed that internal gains and solar gain 
will maintain the required internal air temperature) by Alanne et al [105]. These static 
loads are then interfaces with an excel-based SOFC µCHP model with a 1,000l seasonal 
thermal store. 
 
1.6.4 Thermal Supply:Demand Matching & µCHP Operating Constraints 
In simulation (and potentially optimisation) based modelling, the demand for thermal 
energy is calculated using the balance of energy demand and supply in the previous 
iteration, accounting for thermal inertia due to storage within building fabric or heat 
distribution systems. In responsive (dynamic) thermal demand modelling, an over- or 
under-supply of thermal energy from the µCHP system during any iteration will result 
in a different demand profile than one simulated for an energy system that perfectly 
follows demand. This is especially important when investigating operating regimes and 
control methodologies in light of the operating restrictions inherent to prime mover, 
auxiliary boiler and energy storage technologies. An example of this may be a µCHP 
system with a control algorithm that restricts thermal cycling and modulation. The 
control system may allow a thermal store or the room air temperature to exceed 
nominal set points, in lieu of dumping thermal energy outside the dwelling. This would 
ultimately reduce thermal demand during subsequent iterations, although a 
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sufficiently sophisticated simulation routine would account for the increased rate of 
heat loss due to an increased temperature differential (e.g. between the dwelling 
airspace and exterior). 
 
Many investigations have coupled µCHP models with building simulation tools or 
thermal simulation algorithms, including EnergyPlus, ESP-r [117][129], TAS [74], DOE-21 
[77][128], and TRNSYS [68][109]. Electrical demand profiles may be synthesised from 
bottom-up models, such as Boait et al [147], who applied the electrical load model 
developed by Stokes [164][165], or adapted from existing electrical demand datasets. 
It is unclear whether many of these approaches integrate the electrical demand due to 
the auxiliary boiler and space heating distribution system (i.e. pumps and controls). 
 
Kaarsberg et al [128] simulated a representative home in DOE-2 to generate hourly 
thermal and electrical demand profiles. They used a cost model to optimise prime 
mover capacity, before undertaking FC µCHP simulation (without transient or part-load 
consideration) based on the static demand profiles. De Paepe et al [77] also used the 
DOE-2 simulation tool to generate thermal and electrical load profiles, and simulate 
operation of five µCHP systems, on an hourly basis for two dwellings for a full year. 
These systems include 1kWe and 9.5kWe SE-based units (with net electrical efficiencies 
of 12% and 24% respectively), 4.kWe and 5.5kWe ICE-based units, and a 4kWe FC (with 
electrical and total efficiencies of 25% and 55% respectively). They implemented a 
bottom-up approach to demand modelling, as lists of installed equipment and usage 
profiles (presumably of lights, appliances, DHW, and heating system) were collected by 
questioning the households.  
 
Dorer & Webber [109] used the TRNSYS transient building and systems simulation 
code, which accounted for the transient interaction of µCHP systems with building 
heat demand and heat distribution systems. They used existing DHW, internal heat 
gain and electric load profiles, where the heating controls were configured to 
correspond with the occupancy patterns of those load profiles. Even though their 
approach incorporated part-load and transient characteristics of various prime mover 
                                                     
1
 http://apps1.eere.energy.gov/buildings/tools_directory/software.cfm/ID=34/pagename=alpha_list  
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technologies (SE, ICE, PEM, and SOFC), and their dependency on distribution system 
flow and return temperatures, the 5-minute temporal resolution is too low to capture 
much of the detail for SE-based systems. The response of space heating and DHW tank 
temperature control is in the order of seconds. If a modelling approach considers 
prime mover response to thermal demand on a 5-minute basis then it would disregard 
the difference in transient thermal response between boilers and prime movers, as can 
be understood with reference to Section 2.4. With a sub-minute temporal precision, 
the potential of prime movers to displace auxiliary boiler generation can be 
investigated, as the duration of transient response for those generators is on the order 
of seconds to several minutes. This would be especially important on days with limited 
to modest thermal demand where the space heating distribution system and the DHW 
tank do not require continuous thermal energy input. 
 
Kelly et al [129] created a generic CHP model, which integrates with the ESP-r thermal 
simulation tool, based upon a performance map that links electrical and thermal 
efficiency with electrical output at part load. The model couples the flow and return 
temperatures of space heating distribution system with the thermal mass of the prime 
mover in order to simulate transient performance during start-up. Another ESP-r 
linked µCHP model was developed by Onovwiona et al [117], specifically for ICE prime 
movers, although simulation timesteps are limited to 15 minutes. 
 
In published µCHP modelling exercises, operating restrictions of µCHP systems - 
particularly those of the prime mover, fuel sub-systems and auxiliary thermal 
generation – have been disregarded or included with varying degrees of simplification. 
The benefits of high temporal precision in µCHP modelling were discussed earlier in 
this section, but it is asserted that increased temporal precision is pointless unless 
some operating restrictions are applied to the µCHP system. Operating restrictions can 
be broadly characterised as physical and elective, where the former restrictions are 
unavoidable due to physical processes within the system, and the latter are voluntarily 
enforced by a control system. Physical restrictions include transient start-up 
performance characteristics, part-load characteristics, maximum ramp rates and state-
of-charge-related performance of electrical storage. Elective restrictions include 
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minimum run-time, modulation limitations, restricted thermal dumping and maximum 
ramp rates. These voluntary restrictions are typically imposed to avoid excessive 
inefficiencies, such as where gross electrical generation does not exceed parasitic loads 
at low part-load, or to limit lifetime or degradation effects, such as by limiting thermal 
cycling or ramp rates. 
 
Papufragkou et al’s [68] modelling approach does not account for the operating 
restrictions faced by prime mover technology, such as start-up conditions and 
maximum turn-down ratios (i.e. part-load limitations). In their earlier SE modelling, 
Peacock & Newborough [53] do not incorporate transient effects, modulation or the 
dependence of heat recovery efficiency (and hence thermal efficiency of prime mover) 
on the return temperature from the space heating distribution system (or more 
accurately, thermal store temperature), due to a lack of relevant data. However, they 
do incorporate [57] modulation of prime mover output, and eventually part-load 
efficiencies and transient start-up limitations on output. 
 
Hawkes & Leach [73] incorporated a maximum ramp rate, minimum part-load and 
thermal dumping limit of 0.5kWth in their optimisation modelling of SOFC µCHP. Their 
approach enabled them to calculate electrical efficiency based on load factor during 
every 5-minute timestep within each design day. Hawkes et al [75] continued to refine 
SOFC optimisation by applying a bottom-up approach to part-load efficiency 
calculation using stack modelling and power systems design limitations on ramp rates. 
 
Houwing & Bouwmans [81] modelled a SE-based µCHP system with electrical and total 
efficiencies of 15% and 90% respectively, and a thermal store. They account for part-
load operation at a fixed output level, 0.55kWe compared with 1.1kWe at full load, but 
do not reduce efficiency at part-load. Using the sample winter, shoulder and summer 
heat and power demand profiles from Peacock & Newborough [57], daily simulation is 
undertaken for heat-led, electric-led and various least-cost operating regimes, with a 
temporal precision of 15 minutes. Transient behaviour of the prime mover and boiler is 
ignored, as they understand SE start-up period to be 3 minutes, much smaller than 
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their selected timestep. They do not consider the effect of thermal store temperature 
on condensing operation of the boiler. 
 
Thermal storage has been proposed as a means of alleviating the impact of operating 
constraints of prime movers on µCHP performance and lifetime. Hawkes et al [74] 
investigated thermal storage to improve overall economics of SOFC µCHP, under a 
range of thermal profiles, although the round trip efficiency of 81% was fairly low. 
However, their optimisation technique, for auxiliary boiler capacity and electrical 
output, does not introduce responsiveness between demand and supply. Other 
optimisation exercises utilise thermal storage; Shaneb et al [79] compares the 
economic impact of heat-led, electric-led and cost-optimised operating regimes on a 
PEM µCHP system with a thermal store without the ability to thermal dump. Ferguson 
& Ugursal [78] model the thermal and electrical output of a PEM-based µCHP system, 
with thermal store, using ESP-r to generate thermal loads with 5-minute precision. 
Their investigation of thermal load following operation finds a maximum prime mover 
thermal capacity to satisfy all thermal demand without use of the auxiliary burner. It is 
worth noting, however, that the temporal precision may be low enough to mask high 
peak demand due to DHW consumption with high draw-off rates. The thermal store 
temperature is the control signal for generation, where they maintain a 10°C band 
between auxiliary (60°C) and prime mover (70°C) cut-off, and a low auxiliary trigger 
temperature (55°C), to provide sufficient storage capacity. 
 
Houwing & Bouwmans [81] model a SE-based µCHP system with a 100l thermal store 
that supplies the SH network directly, and DHW via a heat exchanger. A staggered 
temperature control approach switches on prime mover (60°C), and then auxiliary 
boiler (58°C), maintaining stored water temperature above 60°C (for the vast majority 
of the time) to avoid legionella bacteria growth and its associated health risks. The 
prime mover switches off at 75°C, and the auxiliary at 68°C, and as the control system 
does not allow thermal dumping, this limits the prime mover runtime. A weakness of 
their approach is that they do not consider heat losses from the thermal store, which 
would shorten time periods between thermal generation, and extend thermal 
generation (prime mover and auxiliary) runtimes.  
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Electrical storage has been investigated as a means of minimising primary energy 
consumption or achieving autonomous operation, for example Best & Riffat [106]. In 
their investigation of ICE-based µCHP, Onovwiona et al [117] assumed that transient 
behaviour of electrical output (during start-up or load change) was negligible. 
However, they utilised the relationships between thermal efficiency and time elapsed 
since engine start, as derived by Voorspools & D’haeseleer [72] for distinct time bands 
since previous engine operation. Modelling electrical load following operation, they 
incorporate part-load thermal and electrical efficiencies of prime mover, whilst for 
constant output operation, they derive battery charge and discharge efficiencies from 
state of charge. In either operating regime, unrestricted thermal dumping is permitted. 
 
1.6.5 Electrical Storage & Grid Interaction 
The integration of electrical storage within a µCHP system has not been investigated to 
the same extent as thermal storage because the prevalent CO2 accounting method for 
grid-connected micro-generation systems assumes that all of the electricity which is 
generated, but not used instantaneously on-site, will be exported and used elsewhere, 
displacing the equivalent quantity of electricity from central generation [118]. In 
calculating the reduction in CO2 emissions footprint for a dwelling with µCHP, versus a 
base-case scenario without on-site generation, the change in net electrical import is 
typically considered. In the base-case scenario, net electrical import is equal to the 
total consumption of electricity within the dwelling. With a µCHP system, net import is 
the difference between total electrical demand and the total µCHP generated 
electricity. Net import can also be calculated as the arithmetic difference between 
actual electrical imports and electrical exports; both methods will produce the same 
value. Difference in net import can be used in a carbon footprint reduction calculation 
if exported electricity is assigned the same carbon intensity of grid electricity assigned 
to import electricity. This approach has been used by the majority of the research in 
the field, with the exception of those studying time-varying carbon intensities of grid 
electricity due to the daily and seasonal mixtures between fossil fuel, renewable and 
nuclear generation. Pout and Hitchin [118] point out that the UK building regulations 
and Standard Assessment Procedure (SAP), used to assess the energy efficiency of new 
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domestic properties in the UK for compliance purposes, both use this CO2 accounting 
convention. However, economic evaluations of µCHP commonly apply a reduced price 
to export compared with import, which is reflective of market conditions (unless 
influenced by regulation or subsidy). 
 
In an earlier paper, Hitchin & Pout [124] argue that the carbon intensity used for both 
displaced electrical import (between scenarios with and without µCHP) and electrical 
export should use the incremental carbon intensity. They argue that incremental CI 
should include both direct and indirect effects, i.e. CI of marginal plant whose 
generation would be displaced by generation from CHP, and avoided new generation 
that would not be installed and operated due to the deployment of a fleet of µCHP.  
Hawkes & Leach [59] considered the ability for mass penetration of µCHP to displace 
central generation by modelling the availability of prime movers using a heat-led 
operating regime. Their investigation included SE, ICE and generic FC-based systems, 
where the reported capacity credit increased from 48% for SE to 75% for ICE and 92% 
for FC, due to decreasing heat-to-power ratio. 
 
Others have investigated the impact of µCHP penetration on the NEG by 
simultaneously modelling multiple buildings, usually with a range of demand scenarios, 
applying centralised control signals to manage aggregated demand and export profiles. 
Investigations by Peacock & Newborough [57] and Boait et al [147] found that, for 
particular electrical demand profiles, up to 40-50% of electrical generation can be 
exported from a dwelling, depending on prime mover technology, capacity and 
operating regime. 
 
Peacock & Newborough [45] aggregated the µCHP modelling results of 50 dwellings, 
using a demand profile dataset, to investigate resultant electrical peak load, load 
factor and energy flows due to mass penetration of µCHP at a local level. They 
investigated SE prime movers, with 15% ƞe, incorporating transient output and 
efficiency characteristics during start-up. Comparing thermal load following with an 
aggregated control operating regime (to smooth the electrical load profile for the 
group of dwellings), they concluded that aggregated control methodologies can 
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significantly increase capacity factors versus heat-led operation. This addressed the 
issue of low capacity factor raised by their earlier research [53], where they compared 
capacity factors for penetration levels across several prime mover technologies and 
capacities. 
 
The majority of µCHP modelling has focused mainly on dwelling-centric operating 
regimes, such as thermal load following, electrical load following and hybridised 
operating practices to minimise operating cost, usually referred to as “least-cost”. 
Newborough [61] broadly characterises µCHP systems as either network-connected, 
where power can flow to and from the national grid, or autonomous systems that have 
little or no interaction with the grid. He defines several operating regimes where the 
prime mover operates at constant output either continuously, or for distinct pre-
configured time periods defined by household occupancy. He discussed the potential 
for utilising such operating regimes for a system incorporating electrical storage. Agar 
& Newborough [62] discuss the challenge in identifying a prime mover technology that 
could operate under such regimes without some drawback.  
 
Peacock & Newborough [57] investigated both thermal and electrical load following, 
and explored the concept of restricted and unrestricted thermal dumping (or thermal 
surplus). They assessed the environmental and economic impact of thermal dumping 
for 1kWe 15% ƞe SE-based and 1kWe and 3kWe 50% ƞe FC-based µCHP systems. They 
found that switching from restricted to unrestricted thermal dumping reduced thermal 
cycling (from 1,898 to 1,182 for SE) whilst penalising CO2 savings and cost; relative CO2 
savings of 10% were reduced to a carbon penalty of 3%. 
 
In their investigation of SE-, ICE- and FC-based µCHP, De Paepe et al [77] implemented 
a thermal load following operating regime with a seasonal operating restriction, in that 
the space heating was switched off during the 4 summer months. The value of 
seasonal restriction was recognised by Peacock & Newborough [57], who reported 
significantly reduced prime mover run-times during summer months, due to limited 
thermal demand (for heat-led), and the need to restrict thermal dumping (electric-led) 
to maximise CO2 savings. Seasonal restriction has been applied in economic modelling, 
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where Hawkes & Leach [58] switch operating regimes and control strategies between 
seasons to limit running costs, based on seasonal electricity export prices. 
Many studies have investigated multiple discrete building variants, or the same 
building variant with differing characteristics, in an attempt to understand the impact 
of demand scenarios on µCHP performance. Future scenarios with reduced building 
heat loss were investigated by Hawkes & Leach [125], who concluded that SOFC-based 
µCHP systems maintain carbon savings as thermal demand reduces, whilst ICE- and SE-
based systems do not. Hawkes & Leach [60] compared the economic and carbon 
reduction cases for application of FC-, ICE- and SE-based µCHP in existing, refurbished 
and newly-built homes. They conclude that government policy supporting both energy 
efficiency measures (to reduce thermal demand) and µCHP (to satisfy thermal 
demand) can be justified. However, they warn that high heat-to-power ratio 
technologies in dwellings with low or inconsistent heat demand, which could 
correspond with new-build or smaller refurbished homes, should not be granted policy 
support. It is prudent to note that whilst heat-to-power ratio is a function of the prime 
mover technology, it is also a function of design of particular systems; hence advances 
in SE technology could dramatically decrease its heat-to-power ratio.  
 
To understand the relationship between thermal demand and relative carbon savings 
(RCS), Peacock & Newborough [3] used full factorial design to create, by multiple linear 
regression, a relationship between carbon emissions from a μCHP system and the 
thermal demand of the dwelling, rated thermal and electrical outputs of the CHP 
system (for a particular set of operating constraints and control methodology). Again 
using a matrix of prime mover design variants, they concluded that RCS (as a 
percentage of carbon footprint of the conventional boiler system) increased with 
increasing thermal demand of the building.  
 
Operating regime has a significant impact on the relationship between relative CO2 
savings and thermal demand, as supported by Shaneb et al [80]. In their optimisation 
sizing exercise, they conclude that µCHP systems with higher electrical capacities save 
more CO2 when heat-led, and less when electric-led. 
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1.6.6 Reported CO2 Savings 
Published investigations of µCHP, as discussed in this section and otherwise, have 
applied an assortment of modelling approaches to determine µCHP performance, in 
terms of carbon reduction potential and/or economic viability. There has been a 
significant variation in the predicted relative CO2 savings potential reported for µCHP 
systems. Hamada et al [113] have estimated the carbon abatement potential of a PEM 
µCHP system as 20%. Hawkes & Leach [58] compared SE-, ICE- and SOFC-based 
systems, under thermal and electrical load following regimes, and RCS between 10% 
and 19%. Peacock & Newborough [57] reported carbon savings between 40% and -3% 
for 3kWe FC-based and 1kWe SE-based µCHP systems, respectively. 
 
The effect of changing grid intensity was investigated by De Paepe et al [77], for a 
range of SE-, ICE- and FC-based µCHP, where they assumed that exported electricity 
was assigned a CI equal to that of grid imports.  With a Belgium average grid intensity 
of 0.272kgCO2/kWh, they reported RCS of between -6% and 12%, rising to 17%-48% 
when compared with a grid intensity of 0.617kgCO2/kWh. Due to the capacities of 
modelled systems (1-9.5kWe), they note that 85-90% of generated electricity is 
exported, which underlines the sensitivity of CO2 savings to the CI assigned to export 
electricity. Peacock & Newborough agree, stating that due to the high proportion of 
electrical export (44–74%) from systems with relatively high Pe, the CO2 savings 
attributable to such systems largely depend on the assumption of equal carbon 
intensities of electricity import and export carbon. 
 
Prior research [3] agrees that the variation in reported CO2 savings can be attributed to 
variation in prime mover technology, system design (whose aspects include the 
integration of storage technologies, operating regimes and control algorithms), 
externalities (carbon intensities and prices of fuel, import and export electricity), and 
the magnitude and shape of the dwelling’s demand profile. It is pointed out that, 
between the investigations reported in this chapter, an array of electrical and thermal 
efficiencies have been used to represent each prime mover technology. In addition, 
various modelling approaches have been applied which implement or disregard, to 
varying degrees, transient performance, part-load performance and other operating 
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restrictions of µCHP systems. The limitations or economic emphasis of the modelling 
approaches, as discussed in this section, that were adopted by published investigations 
cast some doubt on the validity of predicted CO2 savings attributed to µCHP systems. 
As the range of CO2 savings reported can be very low, or even negative, especially for 
low-ƞe prime mover designs, it is conceivable that many µCHP systems may not 
provide significant carbon savings. This is supported by field trial results from the 
Carbon Trust’s Micro-CHP Accelerator programme [19], which reported relative carbon 
savings (versus a condensing boiler) of -5% to 5% for domestic µCHP (<5kWe), and 6% 
to 11% for commercial µCHP (5-10kWe). 
 
Therefore, the Building Integrated Micro-Generation (BIM-G) model was conceived to 
facilitate the investigation of μCHP systems. The originality of the BIM-G modelling and 
analysis methodology is the transient, bottom-up approach to demand definition, 
coupled with micro-generation and storage performance modelling. A major point of 
novelty of the BIM-G model is that a dynamic link exists, integrating supply calculations 
and demand estimation. This permits the supply:demand matching algorithms to 
account for the effect of previous energy generation, at whatever output level, on the 
energy demand during the preceding iteration. This is a departure from other 
modelling approaches discussed previously, which were constrained by static 
relationships between demand and supply profiles, based on historic measurements of 
demand. The approach taken by BIM-G allows transient performance, part-load 
performance and other operating restrictions to be modelled with high temporal 
precision. This is a departure from other modelling approaches, such as Peacock & 
Newborough [3], or Hawkes & Leach [58], which were constrained by static 
relationships between demand and supply profiles, based on historic measurements of 
demand. 
 
As discussed by Ferguson & Ugursal [78], there exists a need for a modelling tool that 
can not only estimate performance of µCHP systems, but evaluate different system 
designs and control strategies, and determine the optimum sizing of systems based on 
particular technologies under different demand conditions. The application of the BIM-
G model in this project will investigate the relationship between performance and 
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thermal demand, in order to inform the design and specification processes for µCHP 
systems. 
 
Regardless of the magnitude of RCS identified in this project, it should be 
acknowledged that µCHP systems have yet to prove themselves on a commercial basis. 
Only once µCHP, of whichever prime mover technologies, proves itself to be reliable, 
cost effective and environmentally friendly in operation, will mass deployment be a 
possibility. As discussed in Section 1.1, governments are offering financial support to 
encourage consumer uptake, however to achieve widespread adoption, µCHP systems 
must offer an affordable solutions for homeowners, landlords and builders. 
 
The focus of this research is carbon abatement potential of µCHP, as calculated 
relative to a base-case energy system using a condensing boiler, hence it is considered 
the most important performance metric. Whilst this project does not provide an 
economic analysis of µCHP performance, it is prudent to acknowledge that the 
operational lifetime of the µCHP system will have a major impact on the financial 
feasibility of such systems. Therefore, the investigation presented in Chapter 4 
onwards includes analysis of cumulative annual operating hours and thermal cycling 
(i.e. start-stop cycles) of the prime mover, both of which are understood to limit life 
expectancy [56] [69]. This issue of thermal cycling is significant enough to spur 
developers to include minimum run time conditions within the control logic of their 
µCHP systems [70][71]. 
 
 
1.7 Research Outline & Aims 
A core component of the author’s work is the BIM-G Model, which the author has 
developed to assess the implementation of building integrated micro-generation 
technologies. This model is a combination of software procedures and methodologies 
that can be used to generate electrical and thermal load profiles for buildings, and 
assess the energy and carbon performance of micro-generation and storage 
technologies. The unique aspects of the BIM-G modelling and analysis methodology 
are: the transient, bottom-up approach to both thermal and electrical demand profile 
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definition; and the subsequent application of µCHP modelling with transient 
performance and operating constraints, in order to perform supply:demand matching 
with a high degree of temporal precision.  
 
The aims of this project are: 
 Identify the relationship between relative carbon savings, thermal demand and 
design parameters of µCHP system design variants operating under thermal 
load following operation regime 
 Determine the impact of operating regimes on prime mover lifetime, and 
operating regimes and energy storage on relative carbon savings 
 Define alternative operation regimes to maximise RCS and prime mover 
lifetime, determining their feasibility for application to various prime mover 
technologies 
 
In the pursuit of the aforementioned aims, the main objectives of the project are: 
 Develop a model and accompanying methodology to synthesis thermal and 
electrical load profiles, with a temporal precision of 5 seconds, for a dwelling 
with suitably large, yet plausible and relatively common, thermal demand 
profile 
 Record electrical profiles for selected domestic appliances, along with 
temperature data to estimate the distribution of heat emission that causes an 
appliance casual thermal gains profile 
 Design and apply a supply:demand matching methodology that integrates 
transient performance characteristics, part-load characteristics and other 
operating restrictions for micro-generation and energy storage technologies 
 Research conceptual µCHP system “design variants”, within discrete daily 
demand scenarios relating to UK dwellings, with a series of “design days”, and 
estimate the relative change (versus a base-case scenario) in carbon emissions, 
fuel consumption and grid electricity imports and exports 
 Determine the impact of rated electrical efficiency and rated electrical output 
of design variants on RCS, in the context of current and potential development 
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of prime mover technologies, identifying the design variants with maximum 
RCS 
 Identify the relationship between thermal demand and µCHP performance 
metrics, and the effects of design variant characteristics and operating regimes 
 Relate RCS and lifetime-drivers from design days to annual values, and 
investigate operating strategies to maximise annual carbons savings and prime 
mover lifetime 
 Estimate the effect of changing thermal demand profiles on annual RCS and 
prime mover lifetime 
 Understand the impact of carbon intensities (of fuel and NEG) on RCS, and the 
resultant effect on the selection of operating regimes 
 Explore the potential for electrical storage to achieve autonomous operation, 
whilst quantify the impact on carbon savings and prime mover lifetime 
 Derive relationships to assist in the µCHP systems design and specification 
processes, in which a rated electrical output and operating regime are selected 
to maximise the environmental performance and lifetime of a µCHP system of 
fixed electrical efficiency to be installed in a dwelling of defined thermal 
demand 
 
This research project involves software development, data gathering and 
interpretation, simulation exercises and analysis of simulation results. This is visualised 
in Figure 2.1 in the context of the BIM-G Model. 
 
1.7.1 Thesis Structure 
In Chapter 2, the technical underpinnings of the BIM-G model are presented, along 
with the performance characteristics and operating restrictions of µCHP and 
condensing boilers. 
 
The methodology for defining demand profiles is discussed in Chapter 3, where the 
Primary Demand Scenarios are defined. Additionally, Chapter 3 features the results of 
appliance electrical and temperature monitoring, and a regression analysis to quantify 
the effect of external temperature and solar irradiation on thermal demand of the 
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building variant. This analysis was used to define climate profiles for the Primary 
Demand Scenarios. 
 
The methodology, results, analysis and conclusions of thermal load following SE µCHP 
modelling are presented in Chapter 4. In this chapter, several novel performance 
analysis methodologies are defined during the analysis of µCHP systems. 
 
Drawing upon these novel methodologies, alternative operating regimes are defined in 
Chapter 5. These operating regimes are dynamically combined on a seasonal basis in 
order to maximise carbon savings and prime mover lifetime. 
 
Alternative scenarios are explored in Chapter 6, where the impact of changing annual 
thermal demand on carbon savings and lifetime is presented, alongside a study of 
changing carbon intensities of fuel and grid electricity. 
 
The concept of integrating electrical storage technologies, and potentially solar PV 
systems, with µCHP systems is investigated in Chapter 7, The concepts of battery 
storage and energy storage as hydrogen (by electrolysis) are explored, in the context of 
an autonomous energy system. 
 
Chapter 8 summarises the main conclusions from the project, and presents themes for 
further research, as identified during the study. 
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2 Modelling & Analysis Methodology 
2.1 Introduction to BIM-G Model 
Research tools to undertake the modelling and analysis tasks required to investigate 
micro-generation systems and building demand, with such a high degree of integration 
and temporal precision, were not available at the outset of this doctoral project. 
Therefore, a methodology was developed to generate demand profiles, simulate 
micro-generation systems and analyse their performance. This methodology was 
designated the Building Integrated Micro-Generation (BIM-G) Model, which 
incorporates software routines, derived demand data and analysis techniques. The 
BIM-G model was written in Visual Basic for Application (VBA), where functions are 
executed via spreadsheet user interfaces, where the simulation timestep is 5 seconds. 
 
 
Figure 2.1: BIM-G Model Methodology; Sequence of execution for constituent routines 
 
The sequence in which the BIM-G model methodology is applied to the investigation of 
a concept micro-generation system is shown in Figure 2.1. Each model function is 
discussed in its entirety in the upcoming sections of this chapter, with the exception of 
Demand Scenario Creation. Due to the scope and complexity of the methodology and 
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data sources underpinning the creation of a demand scenario, Chapter 3 is dedicated 
to the topic. However, a brief discussion on the demand profiles generated by this 
function is provided in Section 2.2, in order to aid the reader’s understanding of 
intervening discussions. Similarly, whilst specific details of micro-generation system 
designs are given in the chapters corresponding to particular systems, the concepts 
underpinning system performance modelling are explored in Section 2.4. 
 
 
2.2 Demand Scenario Creation 
The originality of the BIM-G modelling and analysis methodology is the transient, 
bottom-up approach to demand definition. The behaviour of the occupants (both in 
terms of their interaction with appliances, lighting and DHW outlets, and the temporal 
configuration of space heating controls) is a major driver of thermal and electrical 
demand. In order to create demand scenarios, user behaviour must be considered 
alongside other drivers of domestic energy demand, i.e. the physical dwelling 
characteristics, representative climate data, occupancy patterns, appliance and lighting 
ownership, and environmental comfort requirements (for air temperature and 
ventilation). 
 
The purpose of the Demand Scenario Creation model function is to generate a set of 
daily demand profiles, which will be used as input data to the Thermal Simulation, 
Supply:Demand Matching and Micro-Generation System Performance Analysis 
functions. These daily profiles can represent either direct demand, i.e. consumption of 
DHW or electricity, or a demand driver, e.g. incidental thermal gain or external 
temperature. The profiles describe the temporal variation of the direct demand or 
demand driver. 
 
A set of profiles, as shown in Table 2.1, is generated for each Primary Demand 
Scenario. To create the Primary Demand Scenarios, as defined in Section 3.9, a climate 
demand profile is generated for each climate scenario (see Section 3.8), and two 
versions of the remaining demand profiles are created to represent each occupancy 
pattern (see Section 3.3.1). 
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Profile Description 
Metabolic Gains Demand Driver Profile – 24 hours @ 5 seconds 
Thermal gain to dwelling from occupants (kWth) 
 Driven by occupancy pattern and appliance/DHW usage events 
DHW Demand Profile – 24 hours @ 5 seconds 
DHW draw-off profile (litres)  
Ventilation Demand Driver Profile – 24 hours @ 5 seconds 
Total ventilation rate (Air Changes per Hour, ACH) 
 Includes infiltration and ventilation due to mechanical extractor 
fans in kitchen and bathroom, driven by DHW and hob/oven usage 
Electrical Demand Demand & Demand Driver Profile – 24 hours @ 5 seconds 
Electrical usage by appliances & lighting (kWe) 
 Thermal gain to dwelling from appliances & lighting (kWth) 
[Does not include boiler and Space Heating Distribution System 
electrical demand] 
Climate Demand Driver Profile – 24 hours @ 1 hour 
External Air Temperature (°C) 
 Solar Irradiance from North, South, East & West (kWh/m
2
) 
Table 2.1: Demand Profiles, as generated for each Demand Scenario 
 
As demand is driven by actions of occupants within a physical building, the definition 
of the dwelling is the first step in creating a demand scenario, as illustrated in Figure 
2.2. It is beyond the scope of this project to consider a wide range of scenarios that 
cover every conceivable household and dwelling, or indeed to exploit a stock model 
approach, with large numbers of scenarios designed to cumulatively represent a large 
proportion of the dwelling and household stocks. Therefore, as discussed in Section 
3.2.1, a domestic building variant was selected from those defined for the TARBASE 
project [1][2]. The composition of the occupying household was defined using a study1 
undertaken by the author for the TARBASE project [3]. In this study, the UK General 
Household Study [4] was analysed to identify common household compositions, in 
terms of age (adult or child) and employment status (full-time, part-time or none). 
Occupancy patterns were defined for the dwelling by assigning each occupant a time 
period in which to sleep and a period in which to vacate the dwelling. In order to 
define the lengths of these periods, the UK Time Use Survey [5] was analysed to 
produce distributions of sleep and vacancy duration by type of occupant (i.e. age and 
employment status). These occupancy patterns are used to provide a temporal 
framework for sequencing appliance, lighting, DHW and ventilation usage events, 
ensuring that mutually exclusive conditions do not occur, i.e. use of a DHW outlet 
                                                     
1
 See Appendix A 
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when the dwelling in unoccupied. Please refer to Section 3.3 for further details of 
household composition and occupancy patterns.  
 
 
Figure 2.2: Sequence of investigation required to create demand scenario profiles for BIM-G 
model (excluding climate profile) 
 
Electrical demand profiles include the electricity consumption from lights and 
appliances, and the incidental thermal gains to the dwellings corresponding to the 
operation of these devices. It should be noted that the final dwelling electricity 
consumption profile will include the consumption of Space Heating Distribution System 
pumps and controls, and boiler parasitic loads (see Sections 2.3.4 and 2.4.3 for details). 
The bottom-up approach to synthesising electrical demand profiles relies on the 
definition of an inventory of appliance and lighting ownership, and a sequence of 
usage events. Such inventories were created, by the author and others, during the 
TARBASE project to represent discreet households in building variants. A suitable 
inventory was selected for use with the Primary Demand Scenarios, and is presented in 
Sections 3.6 and 3.7. The annual usage data and assumptions accompanying this 
inventory were augmented by further review of the literature and available data, in 
order specify usage events for each occupancy pattern. With a scarcity of available 
data on real-time appliance consumption, an exercise was undertaken (see Section 3.6 
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and Appendix D) to acquire electrical load signatures from selected appliances, along 
with temperature measurements, to be used in the estimation of incidental thermal 
gains. The electrical demand profiles for the Primary Demand Scenarios are presented 
in Section 3.6, along with details of appliance usage and casual thermal gains 
assumptions.  
 
As discussed by Newborough & Probert [6], DHW consumption data with sufficient 
temporal precision to simulate a sub-hourly demand response is scarce. Therefore, 
DHW consumption profiles composed by Jordan & Vajen [7], for solar water heating 
simulation, were examined to identify daily, weekly and annual consumption levels 
representative of the defined household. A sequence of DHW events was then created 
to coincide with appliance and lighting usage events, and occupancy patterns. The 
DHW demand profiles, generated from this sequence and event consumption data 
from Jordan & Vajen, for the Primary Demand Scenarios are presented in Section 3.4. 
 
Once the occupancy patterns were defined, and sequences of usage events created for 
appliances, lighting and DHW, categorisations of occupant behaviour can be made. 
Using design guide values for metabolic emissions from occupants undertaking a range 
of activities, metabolic gains demand profiles can be created. Full details can be found 
in Section 3.3.2, along with metabolic gains profiles for the Primary Demand Scenarios.  
 
The Ventilation Demand Profile is similarly generated from occupancy patterns and 
specific appliance and DHW events, coupled with design guide values for intentional 
ventilation rates, and the rate of air infiltration. Further details are given in Section 3.5. 
 
 
2.3 Thermal Simulation 
2.3.1 Building Heat Balance 
The Thermal Simulation function of the BIM-G Model is a set of algorithms to simulate 
the heat balance of the building airspace, space heat distribution system (SHDS) and 
thermal storage. Thermal simulation is performed concurrently with the 
Supply:Demand Matching routine, with calculations performed for 5-second timesteps. 
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This is essential to allow the Supply:Demand matching routine to respond dynamically 
to changes in thermal demand, and indeed thermal storage capacity, due to the 
thermal energy transfers associated with the previous timesteps. 
 
The basis of the Thermal Simulation function is the transient simulation of the 
dwelling’s internal air temperature, achieved using a simplified version of the Heat 
Balance method described by ASHRAE [8] shown in Figure 2.3. This internal air 
temperature is then used to control the operation of heat generation equipment, and 
any circulation pumps, within the dwelling. 
 
 
Figure 2.3: Schematic of Building Heat Balance method, as defined by ASHRAE [8], where the 
shaded area represents the heat balance for a surface of the external building fabric. A 
simplified version of this heat balance model is used within Thermal Simulation function of 
the BIM-G Model. 
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The dwelling under investigation is conceptualised as a collection of construction 
elements that represent the thermal resistance and capacity of the building fabric 
components that separate the dwelling’s internal airspace from the external 
environment. These construction elements are analogous to the building surfaces 
discussed by ASHRAE [8]. The various 1-dimensional heat transfer paths and 
mechanisms included in the heat balance are displayed diagrammatically in Figure 2.4. 
By comparison of Figure 2.3 and Figure 2.4, the simplifications of the ASHRAE heat 
balance method can be identified. 
 
The complex radiative transfer computations between internal dwelling surfaces, 
passive building contents (such as furniture), and the internal airspace were not 
undertaken in the BIM-G model. Instead, it considers the dwelling as 1-dimensional 
construction elements of defined areas (unlike the 2-D or 3-D representations used in 
dedicated building thermal simulation packages1,2,3). 
 
The wall construction is represented using an external and internal surface, with an 
associated thermal mass.  However, due to the complexity of simulating heat transfer 
through the roof, glazing and ceiling, heat loss through these construction elements 
was calculated using a U-value approach. Because of this, the thermal mass effects due 
to the roof, glazing and ceiling construction elements was not considered in the BIM-G 
model. This U-value approach does not account for short-wave radiation transfer at 
their external surfaces, and it uses static combined convective and long-wave radiative 
heat transfer co-efficients for heat transfer calculations between the external 
environment, construction elements and internal airspace. Although this removes the 
temperature dependence of the heat transfer co-efficient from the heat loss 
calculation, this was considered acceptable due to the relatively low temperature 
difference between the construction elements and the external and internal 
environments. 
 
                                                     
1
 ESP-r; Strathclyde University; www.esru.strath.ac.uk 
2
 TAS; Environmental Design Solutions Limited; www.edsl.net 
3
 IES; Integrated Environmental Solutions (IES) Ltd; www.iesve.com 
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The heat transfer calculation between the internal wall surface and the internal 
airspace also uses a static (i.e. does not vary with temperature differential) convective 
heat transfer co-efficient. Again, this was considered acceptable due to the relatively 
low temperature difference between the construction elements and the internal 
airspace. 
 
For simplicity, the effects of humidity on the heat balance were not considered. As the 
concept energy systems did not include air-conditioning or dehumidification units, 
which alters the relative humidity of the internal air, it was considered acceptable to 
omit the calculation of humidity from the BIM-G model.  Therefore, the latent fraction 
of casual thermal gains, from appliances and occupants, is disregarded. 
 
The decision to use a single-zone, 1-D thermal model, without humidity calculations, 
was taken because of the complexity involved in designing, developing, testing (with 
various building types), validating, and defining input data for, a multi-zone 3-
dimensional simulation tool [9]. Using 1-D finite difference analysis method for heat 
conduction through the wall elements, and 1-D U-value calculation for each transfer 
through the other construction elements, vastly shortened software development 
time, which was vital, as the focus of the doctoral project is µCHP system analysis, and 
not thermal simulation tool design. 
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Figure 2.4: Heat transfer mechanisms and paths simulated within the BIM-G Model’s 
Thermal Demand Estimation routine 
 
The simplified heat balance method is ultimately used to calculate the building’s 
internal air temperature, Tin, using equation (2.1), for an airspace of predefined mass, 
mAir. The remaining terms are defined in the remainder of this section. 
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2.3.2 Construction Elements 
The wall construction element can be considered to have three distinct components; 
an external surface, internal surface and bulk material. Using finite difference analysis, 
the resultant heat flow between the internal and external environments is simulated, 
with due consideration for the thermal capacity of the building fabric. 
 
The heat loss from the airspace through wall construction element is calculated using 
equation (2.2), which accounts for combined convective and radiative heat transfer 
using the combined heat transfer co-efficient, hWall-In. This transfer is driven by the 
temperature differential between internal air and the internal surface of the wall 
element, TWall_In, across the surface area of the wall, AWall. 
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      tttQWall Wall_InInWallWall_In T -1T * A * h        (2.2) 
 
The internal wall surface temperature is in turn calculated using equation (2.3), which 
accounts for the conduction of heat through the wall element to its external surface. 
The conductive heat transfer is calculated using the temperature differential between 
the internal and external (TWall_Ext) surfaces, and the thermal transmittance of the wall 
construction, ThTWall. The thermal capacity of the wall element is represented by its 
mass, mWall, and the average specific heat capacity of its constituent layers, cWall. 
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The thermal transmittance of the wall construction is calculated using equation (2.4), 
from the sum of the wall element’s constituent layers, by considering the thermal 
conductivity of the layer (λLayer) and the layer thickness (dLayer) as demonstrated in BS 
EN ISO 6946 [10]. This thermal transmittance is related to the planar sections of the 
wall only, i.e. it does not account for thermal bridging or external doors. 
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A planar U-value of 0.49 was then calculated using the thermal transmittance and the 
horizontal internal and external surface resistances, Rsi & Rse, using equation (2.5). The 
standard values of internal and external surface resistances quoted in BS EN ISO 6946 
[10] were used in all calculations. 
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Both linear and repeating thermal bridges were considered in the calculation of 
thermal transmittance values for the wall construction. For timber fame constructions, 
as selected for the building variant during the TARBASE project, Table 3.13 of CIBSE 
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Guide A [11] provides a cross reference between planar U-values, and U-values 
incorporating a repeating thermal bridge for typical timber frame constructions, which 
is referred to as UWallRTB. 
 
This average U-value for the wall element was then adjusted to account for non-
repeating thermal bridges, as defined by BRE IP1/06 [14]. A heat loss co-efficient was 
calculated for each type of non-repeating thermal bridge, as shown in Table 2.2, using 
values of linear thermal transmittance from Table 3 of BRE IP1/06 [14].   
 
Non-Repeating Thermal 
Bridges 
Bridge Length (m) 
or 
Qty. of Corners 
Linear Thermal 
Transmittance 
(W/mK) 
Heat Loss 
Co-Efficient 
(W/K) 
Glazing Sills 5.884 0.04 0.24 
Glazing Lintels 5.884 0.3 1.77 
Door Jamb 8.4 0.05 0.42 
Door Lintel 1.8 0.3 0.54 
Intermediate Floor 34 0.07 2.38 
Ground Floor (incorporated in 
Ground Floor U-value) 
34 0.16 0.00 
Eaves 16 0.06 0.96 
Gable 18 0.24 4.32 
Corners (Normal) 8 0.09 0.72 
Total   11.34 
Table 2.2: Heat loss co-efficient calculated for each type of non-repeating thermal bridge, 
along with length of bridge (or quantity of corners) and linear thermal transmittance, for 
each non-repeating thermal bridge type 
 
A U-value adjustment factor for non-repeating thermal bridges (UNRTBAF) was calculated 
using equation (2.6), by dividing the total heat loss co-efficient from all non-repeating 
thermal bridges (HNRTB) by the wall element surface area. 
 
Wall
NRTB
NRTBAF
A
H
U 
         (2.6)
 
 
To account for the increased heat loss through solid external doors, due to the 
increased U-value of external doors (UDoor), the repeating thermal bridge-corrected 
wall U-value is averaged with UDoor by surface area. The final U-Value of the wall, as 
used in BIM-G simulations, is calculated using equation (2.7). 
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The thermal transmittance of the wall construction element, as used in BIM-G 
simulations, was calculated using equation (2.8), where the U-value (UWall) was 
calculated using equation (2.7). This thermal transmittance is corrected for repeating & 
non-repeating thermal bridges, and the presence of external doors. 
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To calculate the external surface temperature, various heat transfer processes are 
simulated using equation (2.9). The convection co-efficient (hW-Ext) is used to calculate 
convective heat transfer between the wall surface and the external air at the dry bulb 
air temperature, TExt. Long-wave radiative exchange between the wall (with an 
emissivity, eWall) and surrounding ground and sky is calculated using the associated 
temperatures in degrees Kelvin, TWall, TGround and TSky. 
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Energy transfer from short-wave solar radiation incident on the external surface of the 
wall element is calculated for each primary direction in equation (2.9). This short-wave 
energy exchange is dependent on the diffuse and direct normal solar radiation on the 
simulation day, the latitude of the site, the time of year (for sun angles), orientation of 
the building and the absorptivity of the external wall surface, abWall. A solar irradiance 
model was developed (see Section 3.8) to calculate the total incident solar irradiation, 
per unit area (S), on a vertical surface facing in each primary direction. This model is 
executed, on the chosen climate data, during the Demand Scenarios Conception phase 
of the methodology. 
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Heat loss through the glazing construction element, calculated using equation (2.10), 
incorporates the heat transfer through the bulk material of the glazing, and a solar gain 
(due to long-wave radiation) to the internal airspace calculated using an ASHRAE 
approximation method [12]. This ASHRAE method uses a solar heat gain co-efficient 
(SHGC) to estimate the proportion of incident solar irradiance (S, as discussed above) 
that is transmitted into the dwelling.  
 
            WSEN GlazingGlazing tSASHGCtttQ ,,,ExtInGlazingGlazing **T -1T * A * U  (2.10) 
 
Heat transfer through the material of the frame and glass pane is called using the 
glazing element’s U-value (UGlazing). This U-value, as defined in BS EN ISO 6946:1997 
[10], incorporates the thermal resistance of each layer (in this case averaged between 
frame and glazing areas) and the internal and external surface resistance to convective 
and long-wave radiative exchange. This external surface resistance ignores the effects 
of incident short-wave radiation [10], which is simulated using the ASHRAE method 
discussed above. 
 
The roof element is a representation of the constructions and materials of the external 
roof and internal ceiling, with the resultant mass, thickness, thermal resistance, and 
specific heat capacity. The wall element is the area weighted total representation of 
wall, doors and glazing units, with similar physical parameters. Equation (2.11) is used 
to calculate the heat loss from the building through the roof construction element. 
 
      tttQRoof ExtInRoofRoof T -1T * A * U        (2.11) 
 
The floor element represents the ground-floor construction, where the floor U-value 
(UFloor) was calculated from a planar U-value (of the constituent layers), then applying 
corrections factors to account for the exposed perimeter [13] and linear thermal 
bridging [14] between the floor and wall elements. The surrounding ground 
temperature (TGround) is assumed to equal the annual average air temperature, as set 
out in BSEN12831:2003 [15], and suggested by CIBSE [16]. The heat loss through the 
floor construction element was calculated using equation (2.12). 
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    GroundInFloorFloor T -1T * A * U  ttQFloor       (2.12) 
 
The heat loss due to ventilation and infiltration is calculated using equation (2.13). The 
infiltration rate (VInfiltration) is a constant value specified alongside the building 
construction, whilst the varying ventilation rate (VVentilation) is imported from the 
ventilation demand driver profile. 
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2.3.3 Casual Thermal Gains 
The BIM-G Model considers the two forms of “casual” or incidental thermal gains to 
the building, as calculated in equation (2.14); Metabolic Gains (QMetabolic) and Appliance 
& Lighting Gains (QA&L). 
 
  )()(& tQtQtQ MetabolicLACasual         (2.14) 
 
Although uncontrollable in a conventional sense, casual thermal gains are commonly 
considered in the design of building energy services. As discussed in Section 2.2, 
appliance and lighting gain is included in the electrical demand profile, and a discrete 
metabolic gain profile is produced for each demand scenario. Further details on the 
creation of these casual thermal gain profiles are given in Sections 3.3.2 and 3.6. As 
discussed in Section 2.3.1, the latent fraction of casual thermal gains is disregarded, as 
the BIM-G model does not include simulation of humidity levels. 
 
2.3.4 Space Heating Distribution System 
Within a dwelling, a space heating distribution system (SHDS) is utilised to distribute 
thermal energy from a central heat generator, to the individual rooms. In the UK, the 
dominant SHDS is a wet central heating system [39], in which a volume of water is 
pumped through pipework to a series of heat emitters (typically radiators). 
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The effect of using a SHDS is to introduce thermal lag between heat generation and 
heat delivery to the dwelling airspace. Initial development work on the BIM-G model 
omitted a SHDS. When BIM-G results were compared against internal air 
measurements recorded by the author in several dwellings, several features of the 
resulting temperature profiles were skewed. Without a SHDS, the internal air 
temperature fell sharply on cessation of heat generation, which in practice does not 
occur due to residual thermal energy stored in the volume of space heating water 
(SHW) and metal of the radiators and pipework, which gradually transfers to the air 
mass over time. Similarly, internal air temperature rose sharply when the heat 
generator was activated, whilst in practice the increase is much more gradual, as the 
SHW acts as a buffer. 
 
In order to increase the accuracy of thermal simulation, a simplified space heating 
distribution system was devised. To work within the limits of a single zone, 1-D model, 
simplifications were necessary, yet worthwhile, as they would serve to introduce an 
indicative thermal lag term to the thermal demand estimation routine. The SHDS has 
four sections; a heat emitter (i.e. radiator), a heat exchanger (HX) within the heat 
generator, a flow pipe (from heat generator HX to emitter), and a return pipe (from 
emitter to heat generator HX). This arrangement is displayed in Figure 2.5. Each 
section contains a volume of SHW, where flow between the sections is simulated every 
time-step by calculating the average temperature for each element based on a single 
flow volume (at the previous temperature of that element) being replaced with a flow 
volume of the preceding element (at the previous temperature of that element). The 
emitter and pipes are defined with a surface area, for which the heat transfer to the 
internal air volume is calculated based on temperature differential. The energy 
transfer into the heat generator’s HX is determined by the heat output of the heat 
generators under simulation. If a thermal store is specified for a particular demand 
scenario, then the HX volume considered is that of HX within the thermal store, and 
not of the heat generator. 
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Figure 2.5: Schematic of Space Heating Distribution System (SHDS) concept used in BIM-G 
model, where each section of the SHDS relates to a volume of water whose temperature is 
calculated each time-step based on flow between each section and indicated heat flows 
 
It may be argued that a full heat and mass flow model of the SHDS for a given dwelling 
should have been implemented. This would have involved further division of the SHW 
into smaller elements, and a heat transfer characteristic dictated by the position of the 
element within the SHDS and the temperature of surrounding elements. The increase 
in simulation accuracy that this approach would have offered would have been 
attained if the exact geometry of the SHDS was known. To have done so would have 
required specifying a discrete system for each dwelling considered, which was 
considered beyond the scope of this investigation. The major drawback of the 
simplified approach is that the temperature within each section is representative of 
the average across the section, and hence the extremes of temperatures entering and 
leaving the sections are not calculated. 
 
In the end, the complex approach was considered impractical within the constraints of 
the BIM-G Model, as it would require full geometric and technical specification of the 
SHW distribution system, including pumps, pipework, heat emitters and expansion 
vessels. The resources required for such development, as well as the intrinsic binding 
of any results to that particular system design, were deemed inappropriate, especially 
as the rationale of the BIM-G model was to remain generic. 
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The design of the SHDS was undertaken using a domestic wet central heating design 
guide [17], published by an industry body, the Heating and Ventilation Contractors’ 
Association (HVCA). Using the SHDS design methodology described in the guide [17], 
the rated emitter thermal output was derived, and from numerical analysis of typical 
emitter characteristics, the associated SHW volume and emitter surface area was 
calculated. From pipework layout estimations, undertaken using a floor plan of the 
dwelling, and numerical analysis of typical pipework lengths per radiator from the 
HVCA guide, the surface areas and volumes of both pipes were calculated. If the SHDS 
is specified with a thermal store, the HX volume is calculated from a relationship with 
store volume, as derived from the HVCA guide [17]. If the SHDS is specified with no 
thermal store, the heat generator HX volume is taken as the HVCA guide’s typical 
value. 
 
When the SHDS circulation pump is activated, the BIM-G model simulates the flow of 
SHW by volume-averaged recalculation of SHW temperatures in each section of the 
SHDS. The rate at which the SHW circulates was chosen using the HVCA design guide 
[17], with supporting information from the relevant British Standard [18]. 
 
In the HX section of the heat generator, any temperature rise is calculated from heat 
generator output acting on the volume of water in the section. If a thermal store is 
specified, the input energy flow to the SHDS (QSHDSIn) from the thermal store to the HX 
section (of the SHDS) is calculated from the temperature difference between the SHW 
in the thermal store HX and water in the thermal store itself, using equation (2.15). 
 
  )(** tTtTcmQ PipeFStoreWaterSHWFlowSHDSIn        (2.15) 
 
Heat transfer between the heat emitter and internal air was calculated using the 
“characteristic equation” of a typical radiator, as defined by the relevant British 
Standard [19] and the HVCA guide [17]. This “characteristic equation” quantifies the 
heat transfer due to convection and radiation, for radiators of an assumed height, in 
relation to the temperature difference between the SHW in the emitter and internal 
air. The characteristic equation is applied in the BIM-G model using equation (2.16), 
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where KMRadiator is the characteristic heat output, and nRadiator the radiator constant. 
These values were derived by performing a power-type regression on data from the 
HVCA guide [17], which related the temperature difference between the radiator 
water and surrounding air to radiator thermal output. 
 
   RadiatornInRadiatorRadiatorRadiator tTtTKMQ )(*       (2.16) 
 
Equation (2.16) is also used to calculate the heat loss from the flow (QPipe-Flow) and 
return (QPipe-Return) pipework sections of the SHDS, using values for KMPipe and nPipe 
again derived by regression from data in the HVCA guide [17], and the pipe water 
temperatures, TPipe-Flow & TPipe-Return. The water temperature in the return pipe is used 
as a control signal for the SHDS circulation pump, as discussed in Section 2.3.6. The 
heat loss from the pipework is assumed to split between heated and unheated 
portions of the dwelling, i.e. some of the heat of the heat quantified by QPipe-Flow & 
QPipe-Return enters the dwelling’s heated airspace, and the remainder is immediately lost 
to the environment under suspended floors and in unheated loft spaces. The BIM-G 
model uses a 50:50 split, as no definitive information was available to the contrary. 
The heat loss is based on heat transfer from the exterior surface of the pipes, using the 
minimum pipe insulation standard quoted by industry guidance material [17]. 
 
The final heat input to the dwelling’s internal airspace, QSHDS, is calculated using 
equation (2.17). 
 
    
      1) - (tT - 1) - (tT1) - (tT - 1) - (tT * KM*0.5
 1) - (tT - 1) - (tT * KMtQ
PipePipe
Radiator
n
InReturn-Pipe
n
InFlow-PipePipe
n
InRadiatorRadiatorSHDS


  (2.17)
 
 
2.3.5 Thermal Storage Configurations 
In theory, many configurations of thermal storage, for space heating, DHW or both are 
possible, and like SHDSs, many designs are used in practice. The purpose of this 
research is not to predict the performance of specific thermal storage system designs, 
but to compare the performance of concept micro-generation systems, within the 
boundaries of realistic dwelling energy systems. In this chapter, the simulation 
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methodology for both thermal storage arrangements used within this research is 
detailed. As discussed in Chapter 1, a thermal store is typically specified alongside 
µCHP systems to aid the matching of supply and demand, increasing prime mover run-
times. 
 
In order to simulate thermal energy transfer within the BIM-G model, without 
resorting to computational fluid dynamics and 3-dimensional heat transfer equations, 
a simplified power balance approach has been adopted, as in equation (2.18). If we 
assume that the heating loop instantaneously transfers thermal energy from the heat 
generator to the heat exchanger within the store, which in turn transfers all thermal 
energy instantaneously (within the bounds of a 5-second timestep) to the thermal 
store’s water, then any thermal generation from the heat generator (within the limits 
of its output) results in an increase in thermal store water temperature, ∆TStore. This 
temperature rise is calculated by re-arranging equation (2.18). 
 
StoreStorewaterwaterIterationHG TVctE  ****        (2.18) 
 
The basic thermal storage configuration considered in this project is an indirectly 
heated DHW tank, see Figure 2.6, where the input heat exchanger is connected to the 
primary circulation loop of the heat generator, and the output heat exchanger is used 
to supply DHW. In this setup, the control strategy uses a temperature sensor within 
the tank to maintain the water temperature within the tank between a target and a 
trigger temperature. 
 
 
Figure 2.6: Diagram of Thermal Storage with DHW Tank, as simulated within BIM-G model 
 
 Page 96 
When the tank water temperature drops below the trigger temperature, the operation 
of the heat generator is triggered, within the constraint of an active signal from the 
DHW/SH timer control. If a freely modulating heat generator is present, then the heat 
generator output is calculated as the difference between the current DHW tank 
temperature, and the target DHW tank temperature. If a restricted modulation heat 
generator is used, then the closest modulation level is used, as dictated by that heat 
generators control strategy. 
 
With a thermal store in situ, see Figure 2.7, a complex control strategy is implemented 
to control the operation of the heat generator and associated heating loop pump, with 
respect to thermal output modulation and pump status. The control logic is primarily 
driven by input from a temperature sensor within the thermal store, with adjustable 
temperature overrides, which are tailored to increase heat generator runtimes, or 
reduce on/off cycles, as deemed appropriate by design. Control temperatures are 
presented in Table 2.3  
 
 
Figure 2.7: Diagram of Thermal Store, as simulated within BIM-G model, showing heat 
exchangers for heat generator (i.e. heat input), space heating distribution system (heat 
output via heat emitter), and domestic hot water supply 
 
Thermal energy for the SHDS is withdrawn from the thermal store via an immersed 
heat exchanger, which itself is a section of the SHDS, as discussed in Section 2.3.4, and 
displayed in Figure 2.5. 
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The simulation of draw-off of hot water from the thermal store for DHW purposes 
relies on three assumptions. Firstly, delivery of 50°C tap water requires 60°C extracted 
water (to account for pipework cooling). Secondly, a thermostatic mixer valve will add 
cold water to keep the DHW within safety tolerances at the tap. The flow rates of DHW 
draw-off assumptions discussed in Section 3.4 are assumed to equal the water flow 
rate from the DHW tank, or through the DHW heat exchanger in the thermal store. In 
reality, the occupant may receive a slightly higher flow rate, as the thermostatic mixing 
valve introduces additional cold water to ensure that water temperatures at the tap 
are within safe limits. Finally, studies by Jordan & Furbo [20] show that a stratified tank 
will draw-off temperatures of within 10% of original top-of-tank temperatures until 
around 70% of the tank is discharged. It was therefore assumed that a thermal store 
usually maintained between 75°C and 85°C will be capable of supplying DHW at a 
temperature of at least 60°C. 
 
Heat loss from the heating loops which supply the thermal store and DHW tank (from 
the heat generator) to the environment is ignored, as the loss is assumed to be small, 
due to the shot length of the loop, insulation of the loop, and the possibility of its 
placement within the same enclosure as the heat generator. Thermal lags due to the 
circulation of the heat transfer fluid (with its associated volume) within the heating 
loop are not considered due to the 5-second iteration timestep used in the BIM-G 
model. The relatively small volume of fluid coupled with a relatively high circulation 
rate, and the effects of heat conducting throughout the relatively short length of 
heating loop and fluid, should mean that such thermal lags are minor in the context of 
5 seconds. 
 
The thermal loss from the thermal store or DHW tank is calculated each iteration using 
equation (2.19), using typical values of heat–loss co-efficient (hStore), as specified in 
British Standards publication [21], manufacturer’s association standards [22], and an 
academic research publication [23] incorporating well-insulated thermal storage. The 
surface area of the DHW tank or Thermal Store, AStore, is calculated using the 
dimensional requirements detailed in Table 1 of BS1566-1 [21]. 
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      tthAtQ StoreStoreStoreLoss InStore T -T**       (2.19) 
 
It is worth noting that the introduction of a thermal store will increase the thermal 
demand on the heat generator. If the storage capacity, and hence surface area, 
increases between the DHW tank and thermal store then the standing heat loss will 
increase, assuming that the heat-loss co-efficient (due to insulation) of the storage 
vessels are the same. In addition, the increased thermal throughput for the storage 
vessel, as both space heating and DHW demands are supplied via the thermal store, 
will increase distribution losses (from heat generator to the thermal store).  
 
2.3.6 Space Heating Circulation Pump Control 
The provision of space heating is governed by control of the space heating circulation 
pump (SHCP), which drives SHW around the SHDS. The status of the pump is controlled 
by reference to an internal air temperature sensor. The control routine associated with 
the internal air temperature uses a hysteresis range around the target internal air 
temperature. This range was chosen after consultation with thermal comfort research, 
which suggested a range of tolerance around a target temperature, and typical 
hysteresis values quoted in room thermostat manufacturer’s literature. The typical 
values for target temperature, trigger temperature, i.e. lower limit of hysteresis, and 
limit temperature, i.e. upper limit of hysteresis, are displayed in Figure 2.8. These 
values could be varied to produce alternative demand scenarios, to alter thermal 
comfort requirements, as discussed in Chapter 6. 
 
 Page 99 
 
Figure 2.8: Internal air temperature control strategy adopted in BIM-G model 
 
The operation of the space heating circulation pump, as represented in Figure 2.8 by 
the shaded area, is in effect the control signal, from the control strategy monitoring 
internal air temperature, for space heating thermal input to the internal air volume. 
This control signal triggers a series of control decisions, the nature and extent of which 
depend on the presence, or otherwise, of a thermal store connected to the SHDS. 
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Figure 2.9: Decision Tree for Space Heating Control, for concept systems without a Thermal 
Store, to decide whether heat generator input to SHDS is required, along with operation of 
the Space Heating Circulation Pump 
 
In Figure 2.9, the procedure for space heating control is described using a flow 
diagram, for SHDSs without a thermal store. This procedure for SHDSs with a thermal 
store is presented in Figure 2.10. It is prudent to note that the operation of heat 
generators, as prime mover heat recovery systems, primary boilers or auxiliary boilers, 
are constrained in a manner alluded to, but not detailed in, these flow diagrams, by 
the individual operating regime of a concept system, and the control strategy 
implemented within that regime. The operation of the heat generator within a SHDS 
with a dedicated DHW tank is controlled by signals from the SHDS and DHW tank, and 
as such the thermal input available to raise the temperature of SHW is dependent on 
the thermal demand from the DHW tank at that time. Alternatively, the maximum 
thermal extraction from the space heating heat exchanger of the thermal store is 
indirectly dependent on thermal extraction through the DHW heat exchanger, as 
DHW-driven extraction will lower thermal store water temperature, hence reducing 
thermal extraction potential. 
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Concept systems that incorporate a thermal store are designed with a Heat Generator 
Circulation Pump (HGCP), which circulates the heating medium, i.e. water, between 
the heat generator’s heat exchanger, and the input heat exchanger in the thermal 
Store. 
 
 
Figure 2.10: Decision Tree for Space Heating Control, for concept systems with a Thermal 
Store, to decide whether thermal input from thermal store to SHDS is required, along with 
operation of the SHCP and whether heat generator input to thermal store is required to 
maintain thermal store water temperatures 
 
The default values of air, DHW Tank control temperatures, as used with the base-case 
(i.e. condensing boiler only) concept system with BIM-G, are detailed in Table 2.3. This 
internal air temperature is consistent with World Health Organisation air temperatures 
established comfort and health of (18-24°C), as quoted by Agar & Newborough [24].   
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Temperature Value 
Dwelling Comfort Air Target (°C) 21 
Dwelling Air Upper Limit – switches off SHDS pump (°C) 21 
Dwelling Air Trigger  – switches on SHDS pump (°C) 20 
DHW Tank Target (°C) 65 
DHW Tank Upper Limit for thermal input (°C) 65 
DHW Tank Trigger for thermal input (°C) 59 
Table 2.3: Control temperatures used in control of space heating, DHW Tank & Thermal Store 
 
For µCHP concept systems, there is a more complex set of control temperatures, to 
control modulation of the prime mover, as discussed in Section 2.4.4, and its 
interoperability with the auxiliary boiler. These temperatures, as detailed in Table 2.4, 
are used to modulate the prime mover, and switch off auxiliary boiler, to lower output 
as the thermal store approaches the target temperature. 
 
Temperature Value 
Thermal Store Target (°C) 85 
Thermal Store CHP@40% Modulation Trigger Temp (°C) 84 
Thermal Store CHP@70% Modulation Trigger Temp (°C) 82 
Thermal Store CHP@100% Modulation Trigger Temp (°C) 80 
Thermal Store Aux Limit Temp (°C) 81 
Thermal Store Trigger for thermal input (°C) 85 
Table 2.4: Control temperatures used in control of thermal store in Thermal Load Following 
µCHP concept systems 
 
2.3.7 BIM-G Model Validation 
A model was created of the building variant described in Section 3.2.2, using the ESP-r 
building simulation tool [9]. The simulation was populated with a profile of casual 
thermal gains due to occupants, appliances and lighting, which was generated as 
discussed in Sections 3.3.2, 3.6 & 3.7. A ventilation profile, as discussed in Section 3.5, 
was specified, alongside the thermal demand periods (for space heating control) 
defined in Table 3.24. This simulation exercise was used to investigate the effects of 
changing casual thermal gains from appliance and lighting on domestic overheating 
and potential space cooling requirements [3]. 
 
The aforementioned simulation results were also used to provide a degree of 
validation for the BIM-G model. Similarly, estimated annual results for the BIM-G 
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model, using the Primary Demand Scenarios defined in Section 3.9, were compared 
with results from version 4 of the TARBASE Domestic Energy Model (DEM) [40]. The 
results of this validation exercise, in terms of required input to SHDS, are presented in 
Table 2.5. 
 
  BIM-G TARBASE TARBASE: No Solar ESP-r 
Space Heating Requirements (kWh) 18,137 15,240 20,064 17,658 
Difference vs. BIM-G (kWh) - -2,897 1,927 -479 
Difference vs. BIM-G (%) - -16% 11% -3% 
Table 2.5: Space Heating Requirements (as input to space heating distribution system) 
results from BIM-G thermal model validation exercise 
 
Due to the differences between the BIM-G model, ESP-r, and the TARBASE model, as 
summarised in Table 2.6, a significant difference in reported thermal requirements was 
expected. In reality, the difference between BIM-G and ESP-r was minimal, although it 
should be noted that some functions like latent heat transfer and thermal bridging 
were not configured in ESP-r. When comparing with the steady state TARBASE DEM, it 
is important to bear in mind the co-incidence of thermal gains (from appliances and 
solar radiation via glazing) and Thermal Demand Periods (TDPs). On a sunny winter’s 
day, for instance, much of the heat derived from solar gain to the building during the 
day, when the dwelling is unoccupied, will have been lost before the next TDP. To 
understand the range of potential impacts this effect could have on a steady state 
model, TARBASE space heating requirements were calculated with and without solar 
gains, as presented in Table 2.5. These results are distributed around the BIM-G result, 
providing some confidence that the BIM-G model is generally agreeable with other 
validated models. 
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BIM-G Tarbase ESP-r 
Dynamic, 5-second Steady State Dynamic, used 15-minute 
Discrete climate days Annual Average Temperature Continuous annual hourly temps 
Discrete 5-second thermal gains 
& ventilation profiles 
Annual averages (over TDPs) for 
gains & ventilation value 
Estimated hourly gains & 
ventilation profiles 
Solar gain profile calculated from 
hourly data 
Solar gain assumed to occur 
during TDP 
Solar gain profile calculated from 
hourly data 
Simple dimensions required Simple dimensions required Needs full definition of building 
geometry 
1D 1D 3D 
No Latent heat transfer No latent heat transfer Can do latent heat transfer, if 
configured 
Part Radiation No Radiation, except surface 
heat transfer co-efficient in U-
Value 
Full Radiation 
Pre-Simulation building No requirement, as steady state Pre-Simulation building 
During TDPs, comfort temp not 
always maintained, due to 
restricted output of SHDS and 
heat generators 
Thermal comfort always met 
during TDPs 
Thermal comfort always met 
during TDPs 
Thermal Bridges using U-value 
adjustments 
Thermal Bridges using U-value 
adjustments 
Thermal Bridges could not be 
successfully implemented in 
version of the software used 
Simplified thermal mass: 
accounts for wall construction 
(with doors) only 
Does not account for thermal 
mass 
Considers thermal mass of all 
building elements  
Table 2.6: Comparison of thermal modelling features (BIM-G, TARBASE DEM & ESP-r) 
 
It is argued that simulating annual thermal demand without a high level of accuracy is 
not an issue, so long as the annual thermal demand is not an outlier on the thermal 
demand distribution presented in Figure 3.5. However, the daily profile of space 
heating, and the response of internal air temperature (which is the control driver for 
space heating control) to SHDS input is important. This forms the basis of the temporal 
response of thermal demand to supply, which is argued in Chapter 1 to be important in 
the modelling of µCHP system transient performance. In Figure 2.11, the space heating 
demand as calculated in ESP-r, to balance heat loss during the 15-minute timestep, is 
compared with the thermal output from the SHDS, as calculated by the BIM-G model, 
averaged to 15-minute temporal precision. There are two distinct differences; at the 
start and then the end of each TDP. Without full definition of a SHDS, ESP-r does not 
consider the thermal lag introduced by the thermal mass of the water in the SHDS. This 
can be observed within BIM-G by comparing the SHDS thermal input with thermal 
output in Figure 2.11. In addition, BIM-G includes the transient performance curve of 
the condensing boiler, where output is limited as the boiler reaches nominal operating 
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temperature. Once a TDP ends, some of the stored heat within the boiler is transferred 
to the SHDS, maintaining its temperature for longer, prolonging SHDS thermal output. 
 
 
Figure 2.11: Comparison of SHDS thermal input and SHDS output from BIM-G model with 
ESP-r space heating demand, on 15-minute timebase, for Weekday operating pattern and 
Shoulder climate demand scenario 
 
Figure 2.12 presents the internal air temperature simulated by BIM-G and ESP-r, where 
the difference at the start and end of the TDPs has been explained previously in the 
context of SHDS thermal output. During the TDPs, the temperature fluctuations are 
expected due to control hysteresis (as presented in Figure 2.8) and the thermal lag 
introduced by the thermal mass of the SHDS. The general agreement between the 
temperature plots adds confidence to the validity of the BIM-G thermal model as a 
tool to estimate the approximate transient response of a space heating distribution 
system within a dwelling. 
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Figure 2.12: Comparison of Internal Air Temperature between BIM-G model and ESP-r, on 
15-minute timebase, for Weekday operating pattern and Winter climate demand scenario 
 
 
2.4 Concept System Design 
2.4.1 Overview of Concept System Design 
The design and specification of concept µCHP systems is an essential step in the 
modelling methodology. A concept system incorporates a prime mover, energy storage 
devices, auxiliary generation and a control sub-system.  A fuel sub-system is required 
for particular prime mover technologies (e.g. PEM) and/or fuel supply options (e.g. an 
engine-based µCHP system that operates from stored hydrogen only). From this 
definition, a separate concept system will be defined, for otherwise identical systems, 
operating under each operating regime.  In the context of modelling methodology 
though, this information must be simplified into a selection of simulation parameters. 
These parameters, summarised in Table 2.7, dictate the operational abilities of 
electrical prime movers, thermal generation equipment, thermal and electrical 
storage, fuel sub-systems and control sub-systems. During this study, performance 
results from the Supply:Demand Matching routine have been used to inform 
subsequent Concept System design, guiding the selection of parameters for further 
investigation. 
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System Component Simulation Parameters 
Prime Mover Electrical Rated Output & Modulation Steps 
 Full & Part Load Efficiencies (Electrical & Heat Recovery) 
 Start-up & Shutdown Transient Performance Curves 
Thermal Generation Thermal Rated Output & Modulation Details 
 Full & Part Load Thermal Efficiency 
 Start-up & Shutdown Transient Performance Curves 
Thermal Storage Volume & Surface Area 
 Heat–loss Co-efficient 
 Target & Hysteresis Temperatures 
 SHDS Thermal Store HX Volume 
Electrical Storage Electrical Capacity 
 Maximum Charge & Discharge Currents 
Fuel Sub-System Full & Part Load Power Requirements 
 Start-up & Shutdown Transient Performance Curves 
Control Sub-System Operating Regime & SH Timers 
 Prime Mover Modulation Control Temperatures 
 Network Derived Generation Signals  
Table 2.7: Simulation Parameters by Concept System Component 
 
The basis of this research project is an investigation into the carbon abatement 
opportunity of µCHP systems within a dwelling. To this end, a comparative assessment 
of µCHP is required versus one or more established building integrated micro-
generation technologies. From the discussion in Section 1.3, there is a clear case for 
adopting a condensing gas boiler as the base-case energy system for building 
integrated thermal generation within dwellings, with exclusive reliance on national 
grid electrical imports for electrical energy provision. 
 
For each concept system, a range of design variants will be specified and investigated. 
These design variants represent changes in the values of numerical parameters, as 
opposed to technology types or operating regimes, of a concept system as outlined in 
Table 2.7. As will be discussed in Section 2.4.6, the default set of design variants relate 
to variations in net electrical output and net electrical efficiency. The simulation 
parameters used for the base-case energy system (referred to as concept system BC) 
and thermal load following SE-based µCHP system (concept system SE-TLF) are 
detailed in the following sub-sections of Section 2.4. They were specified on the basis 
of literature review, and limited temperature monitoring on a domestic boiler. The 
simulation parameters for the concept systems defined in Chapters 5, 6 and 7 are 
defined in the corresponding sections of those chapters. 
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Before defining parameters, the basic premise of several shared performance 
characteristics are explained in Sections 2.4.2 to 2.4.4. 
 
2.4.2 Start-up & Shutdown Performance Curves 
The performance of energy conversion technologies is usually discussed and calculated 
on a steady state basis. The assumption made for thermal processes, such as the 
combustion or reformation of fuel, is that all involved materials are at their designed 
operating conditions (temperature and pressure). In reality, micro-generation energy 
conversion is a dynamic process, which follows electrical and thermal demand, and 
other control signals. Energy flows into the materials of the energy conversion device 
(e.g. prime mover or boiler), or fuel processor, until a “steady state” condition is 
reached. Whilst the device operates at rated output, temperatures within the device 
will typically remain (approximately) static. Depending on the technology, the 
temperature of the device may decrease at part-load, or remain at the same 
temperature as rated output. Once the device switches off, the temperature will 
eventually return to the ambient temperature of its surroundings. The time required to 
reach the steady state condition varies with operating conditions (i.e. fuel input, 
ambient temperature), the thermal mass of the device, and time elapsed since the 
device last operated. The time to reach ambient conditions is a function of thermal 
mass, temperature difference between the device and ambient, plus any intentional 
method of increased heat loss (e.g. a circulation pump continuing to force heat 
transfer medium through the device’s heat exchanger to recover more useful heat). 
 
If the effects of increased heat loss are ignored, the solution to Newton’s law of 
cooling could be applied to estimate cooling of the energy conversion device. The 
solution shown, equation (2.20), calculates the temperature difference between the 
device and ambient conditions, ΔT, after the time elapsed since shutdown, te. In order 
to solve the equation, the exponential time constant, τ, must be derived. The 
mathematical behaviour described by equation (2.20) would generally be called a 
decaying exponential function. 
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In order to derive the exponential time constant using equation (2.21), detailed 
information would be required about the energy conversion devices (prime mover and 
boiler). This information would have been used to quantify the heat capacity (cp), 
density (ρ), volume (V), surface area (As), and heat transfer co-efficient (h). However, 
this was outside of the focus of this project; instead an estimate was made on the basis 
of temperature monitoring of a domestic boiler, and a literature review of 
experimental experience with SE prime movers, as presented in Section 1.4.2. 
 
The monitoring exercise consisted of thermocouples installed at the following 
locations on or near a domestic combination condensing boiler: 
 Exterior of Pipe exiting Main HX 
 Exterior of Space Heating Flow Pipe 
 Exterior of Space Heating Flow Pipe 
 Other side of room containing boiler, out of direct sunlight 
 
These temperatures were monitored in order to identify a relation between 
temperature and time elapsed after boiler shutdown that could be expressed using 
decaying exponential function. The time profile of temperature increase after the 
boiler’s initial ignition was also expressed using a decaying exponential function 
applied in a different manner, as shown in equation (2.22), where the temperate 
difference approaches a maximum value, ΔTm. 
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Before the monitoring exercise, the internal air temperature was approximately 19°C, 
which rose to approximately 21°C by the time the boiler ceased operation. Whilst the 
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boiler cooled down, room air temperature remained relatively steady at 20±1°C. The 
boiler was started late afternoon in early April, 8 hours since its previous firing cycle.  
 
The monitoring results in Figure 2.13 show that the boiler was initially ignited at 
16:50:44, after which it cycled for over 90 minutes, in response to SHDS flow and 
return temperatures. At 18:30:29, the boiler was switched off, and monitoring ceased 
3 hours and 45 minutes later. From an analysis of the cooling curve, an exponential 
time constant for shutdown, Shutdown, was derived for the condensing boiler. 
 
 
Figure 2.13: Temperatures recorded during boiler monitoring exercise 
 
Considering the time period when the boiler initially fired, as shown in Figure 2.14, 
approximately 4 minutes elapse since boiler ignition at 16:50:44 until the HX 
temperature reaches a steady value. The exponential relationship of boiler 
temperature to time is skewed due to the circulation of SHW around the SHDS as the 
boiler warms up. A relationship of the form in equation (2.23) was derived, with an 
exponential time constant for start-up, Start-Up, of 40 seconds for the condensing 
boiler. 
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Figure 2.14: Temperatures recorded during first 5 minutes of boiler monitoring exercise 
 
For the purposes of simulation within the BIM-G model, the transient performance of 
each generator within each concept system is required. The simulations undertaken in 
the current investigation are limited to a condensing boiler and a Stirling Engine prime 
mover. The Supply:Demand matching procedure of the BIM-G model does not 
implement a thermal model of boiler or prime mover, as others have applied (see 
Section 1.6). Instead, transient performance is modelled by considering the thermal 
efficiency as a function of temperature during start-up, referred to as the dynamic 
thermal efficiency, ƞth. This is achieved using equation (2.23), as adapted from the 
generic equation (2.22), where tstart is time elapsed since generation device (i.e. boiler 
or prime mover) was started, and ƞth100 is the thermal efficiency at rated output. 
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Due to the continuous mathematical nature of exponential decay (i.e. it does not reach 
zero), and technical limitations within the programming language, a cut-off factor is 
applied to the exponential relationship in equation (2.23). Once the thermal efficiency 
is sufficiently close (within 1%) to ƞth100, the simulation assumes it has reached ƞth100 on 
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the next iteration. The thermal efficiency is then calculated based on the modulation 
condition of the device, as discussed in Section 2.4.4, until the device is switched off. 
 
Whenever generation is started, the thermal readiness of the generation device is 
calculated using equation (2.24), where the effective time elapsed since start-up (tstart) 
is then used with equation (2.23). The value thermal efficiency, ƞth, will depend upon 
the temperature of the device, which is already understood to be a function of the 
time elapsed since shutdown, tshutdown. 
 







100
1ln*= 
th
th
UpStartstartt



        (2.24)
 
 
Once the generation device has been shut down, the thermal efficiency is calculated 
using equation (2.25), using the exponential time constant for shutdown, Shutdown. As 
with start-up, a cut-off factor is used to set ƞth=0 once the value of ƞth is sufficiently 
close to zero (within 1%), to avoid calculation issues with the simulation code. 
 








Shutdown
shutdown-t
th100th e*  = (t)         (2.25) 
 
If the generation device is switched off before the generation device completes a start-
up cycle, then equation (2.26) is used to calculate the effective time elapsed since 
shutdown, tshutdown, which is then used with equation (2.25). 
 

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
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
       (2.26)
 
 
During a boiler start-up cycle, the Supply:Demand Matching routine calculates the 
thermal output of the boiler, Qth-aux, using the dynamic thermal efficiency of the boiler, 
ƞth-aux, and fixed 100% fuel input, Faux100, as per equation (2.27). 
 
aux100thaux -th *  (t)= (t) FQ          (2.27) 
 
 Page 113 
During a prime mover start-up cycle, the Supply:Demand Matching routine calculates 
the thermal output of the prime mover, Qth, using the dynamic thermal efficiency, ƞth, 
and fixed 100% fuel input, F100, as per equation (2.28). 
 
100thth *  (t)= (t) FP          (2.28) 
 
The net electrical output of the prime mover, Pe, is calculated using the dynamic 
thermal efficiency, as shown in equation (2.29). The routine assumes that no electrical 
output occurs during start-up until the value of gross and net output is greater than or 
equal to the minimum modulation step, e.g. 40% of rated output. Once that lower limit 
has been exceeded, net electrical efficiency is calculated using equation (2.30) until the 
exponential cut-off factor discussed previously forces Pe equal to Pe100, unless the 
prime mover is switched off before that point is reached. 
 
 
e100
th100
*  = (t) P
t
P the


         (2.29)
 
 
Start-up and shutdown performance curves for the SE prime mover were derived from 
the operational temperature plot created by vom Schloss et al [32]. The derived values 
of the time constants, Start-Up and Shutdown, are 300 seconds and 900 seconds 
respectively. These assumptions compare with 3 minutes for both start and stop by 
Houwing et al [33], and 11 minutes by Peacock & Newborough [34]. This includes the 
time for electrical synchronisation between the generator and the NEG, as discussed 
by Peacock & Newborough [34]. During SE prime mover start-up, the fuel input to the 
auxiliary boiler is assumed to be 100%, as it contributes to the warm-up of the SE hot 
space, as discussed in Section 1.4.2. 
 
2.4.3 Parasitic Electrical Loads 
The electrical parasitic loads of each concept system were derived from the individual 
loads of the prime mover, condensing boiler, space heating distribution system 
circulation pump, domestic hot water circulation pump, and system standby and 
controls. 
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In most discussions, the electrical efficiency and electrical output of prime movers are 
quoted in this thesis as net values, where any parasitic balance-of-plant loads specific 
to the prime mover (and fuel-processing sub-system if discussing alternative fuels or 
fuel cell prime movers) have been accounted for. In the case of a SE prime mover, an 
internal parasitic load of 100W is applied, regardless of rated electrical output or load 
condition. This results in a varying ratio between net and gross electrical efficiency 
between electrical capacities and load conditions. The value of 100W was selected 
after reviewing the datasheets of a number of µCHP products on the market. As the 
parasitic loads internal to the µCHP system are met from the prime mover, the 
parasitic loads that remain for µCHP concept systems are identical to those of the 
boiler, SHDS and thermal storage. These are the parasitic loads associated with the 
base-case energy systems, and are defined below. 
 
A breakdown of condensing boiler (whether as primary or auxiliary generator) parasitic 
loads by source [35] is presented in Table 2.8, where the pump drives the fluid circuit 
that transfers thermal energy to the thermal store or DHW tank. The values for pump 
and fan loads were chosen to match the best practice recommendations, where the 
use of variable speed, electronic components is claimed to save around 50% [36] 
compared to traditional energy consumption. The electrical parasitic loads for space 
heating distribution system and domestic hot water circulation pumps are 25W each, 
as best practice recommendations [36] are assumed. The control of these pumps was 
discussed in detail in sections 2.3.5 and 2.3.6. 
 
Source Load (W) 
Pump 25 
Boiler Fans 40 
Gas Valves 7 
Total Parasitic Load 72 
Table 2.8: Electrical Parasitic Load (Watts) for Condensing Boiler: Breakdown by Source 
 
The parasitic load for system standby and control is continuous across the simulation 
period, and applies to all condensing boiler-only and µCHP concept systems. The 
sources of electrical parasitic load, as detailed in Table 2.9, were derived from 
literature review [35].  
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Source Load (W) 
Boiler Standby 8 
Programmers 2 
Total Parasitic Load 10 
Table 2.9: Electrical Parasitic Load during standby for condensing boiler, as specified in all 
Concept Micro-Generation Systems: Breakdown by Source 
 
2.4.4 Modulation 
The review of Stirling Engine prime mover technology in Section 1.4.2 discussed the 
variation of efficiency with load condition. For µCHP systems using a thermal load 
following operating regime, modulation is an alternative to thermal cycling or thermal 
dumping. Lane [37] claimed that electrical efficiency remained within the 30-33% 
band, under load conditions between 35% and 100%, for FPSEs coupled with linear 
alternators. Indeed, Peacock & Newborough [38] identified the modulation settings of 
the commercially available Whispergen SE-based µCHP system as 33%, 71% and 100%. 
Peacock and Newborough adopted the approach of fixed modulation steps in their 
modelling exercise [38], using 45% and 75%. Houwing & Bouwmans [81], however, 
modelled µCHP with a single 50% modulation step. During the TARBASE project, a 
review of modulating capabilities of early field trial units was undertaken [1], and fixed 
modulation steps of 40% and 70% were identified, and thereafter adopted by Peacock 
& Newborough [41]. 
 
These modulation steps (40% and 70%) have been adopted for SE-based µCHP systems 
in the BIM-G model. As the prime mover modulates, both the electrical and thermal 
net output reduce to these load conditions. With the fixed internal parasitic load of the 
SE prime mover, as discussed in Section 2.4.3, and a fixed gross electrical efficiency, 
the net electrical efficiency therefore reduces at part load. This reduction is 1% and 3% 
(of net electrical efficiency at rated output) for the 70% and 40% modulation steps 
respectively. This agrees with the expectations of Knight & Ugursal [42] that electrical 
efficiencies would reduce by approximately 1% (versus rated electrical efficiency) at 
50% load. 
 
The modulation of the condensing boiler is discussed in Section 2.4.5. 
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2.4.5 Condensing Boiler Specifications 
The specifications for the condensing boiler were assumed by collation of “typical” 
boiler operation information from a variety of sources. The selection of each 
specification value is described in the paragraphs below. 
 
The rated thermal load of the boiler was selected after calculation of required boiler 
capacity for the dwelling variant described in Chapter 3. The boiler sizing method 
employed was from the relevant British Standard [25], with reference to guides 
published by the Energy Saving Trust [26] and the Heating and Ventilation Contractors’ 
Association [27]. The modulation characteristics of the boiler are similar to typical 
modern condensing boilers, with unrestricted modulation between rated output and a 
minimum output, defined by a turn down ratio. Values of this ratio depend on specific 
boiler manufacturers, but a figure of 20% was chosen to correspond with data [28][29] 
suggesting that the efficiency of modulating boilers remain within a few percent over 
the range of 20-100%, during non-condensing operation. 
 
As mentioned previously, within the operating range within which the boiler is 
modulated, thermal efficiency is assumed constant. A thermal efficiency of 88%, at 
rated output during non-condensing operation, was assumed, which corresponds to an 
efficiency of 93% during condensing when space heating distribution system return 
water temperatures of around 54°C, as supported by Building Research Establishment 
data [30] on condensing boiler operation. 
 
The transient performance of the condensing boiler is simulated using start-up and 
shutdown performance curves, as discussed in Section 2.4.2. Table 2.10 summarises 
the simulation parameters defined for the condensing boiler, whether as the sole heat 
generator in the base-case energy system, or as an auxiliary boiler in a µCHP concept 
system. 
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Parameter Notation Value Reference 
Thermal Output @ 100% Load (kWth) Q100 20kWth  [25][26][27] 
Turndown Ratio (%) rturn-down 20% [28][29] 
Thermal Efficiency @ 100% Load [Non-Condensing] (%) nth100 88.0% [30] 
Thermal Efficiency @ 100% Load [Condensing] (%) nth100c 93.0% [30] 
Fuel Input @ 100% Load [Non-Condensing] (kW) Faux100 22.727kW Calculation 
Start-up Time Constant (seconds) Start-up 40s Fig 2.14 
Shutdown Time Constant (seconds) Shutdown 3600s Fig 2.13 
Exponential Cut-Off Factor (% of Target Value) fExponEndAux 99% Sec 2.4.2 
Parasitic Electrical Load [Standby & Control] (kWe) PpStandby 0.01kWe [35] 
Parasitic Electrical Load [Firing] (kWe) PpFiring 0.072kWe [36] 
Table 2.10: Summary of parameters used to simulate Condensing Boiler, for Basecase 
concept system and auxiliary boiler 
 
The base-case energy system incorporates an indirect DHW tank, whose operation is 
explained in Section 2.3.5, as such devices are typically specified alongside a 
condensing boiler in domestic installations [27]. The capacity of the DHW tank was 
selected as 150l, using design sizing guidance from the HVCA guide [17], based on the 
building characteristics and occupancy scenario defined in Chapter 3. As expected, 
initial simulations with the BIM-G model reported DHW tank standing heat losses that 
increase with capacity.  
 
2.4.6 Micro-CHP System Sizing & Efficiency 
A matrix of design values were specified for net electrical output (Pe) and net electrical 
efficiency (ηe) of a SE µCHP system at full load. For most concept systems, simulations 
were performed using all matrix entries to understand the variation in operational 
performance and lifetime-drivers with rated electrical output and electrical efficiency. 
Later simulations were undertaken for selected design variants, typically because a 
particular operating regime was suited to only very high efficiency units. The values of 
Pe were selected to coincide with domestic-scale systems, as defined in Section 1.4, 
whilst the electrical efficiencies were selected to reflect the range of efficiencies 
identified in Section 1.4.2 from field trail systems, lab development activities, and 
technological potential. 
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Net electrical efficiency is calculated using equation (2.30), using the net electrical 
output from the CHP system, and the fuel input to the prime mover (i.e. not the 
auxiliary boiler fuel input), FCHP. 
 
CHP
e
e
F
P

          (2.30)
 
 
Gross electrical efficiency, ηeg, is calculated using equation (2.31), where the gross 
electrical output from the CHP system, Peg, includes the parasitic electricity 
consumption of the system, PParasiticCHP. The internal parasitic load of a SE-based µCHP 
system was defined as 100W in Section 2.4.3. 
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Thermal efficiency, ηth, is calculated using equation (2.32), where the useful thermal 
output from the prime mover, QCHP, varies with modulation condition and start-up 
status. 
 
CHP
th
th
F
P
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          (2.32)
 
 
The thermal efficiency can also be considered in terms of gross electrical efficiency and 
heat recovery efficiency of the prime mover, ηhr, and calculated using equation (2.33). 
 
)1(* eghrth            (2.33)
 
 
Heat recovery efficiency, ηhr, of the prime mover is calculated from the thermal 
efficiency and the gross electrical efficiency using equation (2.34). The heat recovery 
efficiency was assumed to be constant during operation, regardless of modulation 
condition, except during prime mover start-up, where the heat recovery efficiency is 
determined by start-up performance curves (refer to section 2.4.2 for details). In their 
modelling exercises [38][41], Peacock and Newborough assumed that heat recovery 
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efficiency did not vary with modulation. Experimental results published by Entchev et 
al [31] suggest that SE prime movers can achieve heat recovery efficiencies between 
89-95% during test runs. 
 
 eg
th
hr





1
          (2.34)
 
 
The heat recovery efficiency was defined as 88%, as reported from SE μCHP lab tests 
[31], which as discussed in Section 2.4.6 is assumed to remain constant outside of 
start-up conditions. During start-up conditions, as discussed in Section 2.4.2, the 
performance characteristics of the prime mover differ from those during steady state 
operation, as the heat recovery efficiency changes accordingly. 
 
The rated thermal output of each design variant discussed previously can be calculated 
using the corresponding net electrical efficiency and output, and the heat recovery 
efficiency. These thermal outputs are presented in Table 2.11, along with the total 
system efficiency, ηtot (i.e. total prime mover thermal and electrical output over fuel 
input), and prime mover fuel consumption. 
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Net Electrical 
Output, Pe 
(kWe) 
Net Electrical 
Efficiency, ηe 
(%) 
Thermal 
Output, 
Pth (kWth) 
Thermal 
Efficiency, 
ηth (%) 
Total Prime 
Mover Efficiency, 
ηtot (%) 
Prime Mover 
Fuel Input, 
FCHP (kW) 
0.5 15 2.41 72.2 87.2 3.33 
1 15 4.90 73.5 88.5 6.67 
2 15 9.89 74.1 89.1 13.33 
3 15 14.87 74.4 89.4 20.00 
4 15 19.86 74.5 89.5 26.67 
5 15 24.85 74.5 89.5 33.33 
0.5 20 1.67 66.9 86.9 2.50 
1 20 3.43 68.6 88.6 5.00 
2 20 6.95 69.5 89.5 10.00 
3 20 10.47 69.8 89.8 15.00 
4 20 13.99 70.0 90.0 20.00 
5 20 17.51 70.0 90.0 25.00 
0.5 25 1.23 61.6 86.6 2.00 
1 25 2.55 63.8 88.8 4.00 
2 25 5.19 64.9 89.9 8.00 
3 25 7.83 65.3 90.3 12.00 
4 25 10.47 65.5 90.5 16.00 
5 25 13.11 65.6 90.6 20.00 
0.5 30 0.94 56.3 86.3 1.67 
1 30 1.97 59.0 89.0 3.33 
2 30 4.02 60.3 90.3 6.67 
3 30 6.07 60.7 90.7 10.00 
4 30 8.13 60.9 90.9 13.33 
5 30 10.18 61.1 91.1 16.67 
0.5 35 0.73 51.0 86.0 1.43 
1 35 1.55 54.1 89.1 2.86 
2 35 3.18 55.7 90.7 5.71 
3 35 4.81 56.2 91.2 8.57 
4 35 6.45 56.4 91.4 11.43 
5 35 8.08 56.6 91.6 14.29 
Table 2.11: Net Electrical, Thermal and Total Prime Mover Efficiencies, and Net electrical 
Output and Thermal Output (rated values) of µCHP Prime Mover design variants 
 
 
2.5 Supply:Demand Matching 
As discussed in Section 1.6, the matching of energy supply systems (i.e. µCHP), with 
their associated transient performance characteristics and operating restrictions, to 
demand on a temporal basis is important for µCHP analysis. A major point of novelty of 
the BIM-G model is that a dynamic link exists, integrating supply calculations and 
demand estimation. This permits the supply:demand matching algorithms to account 
for the effect of previous energy generation, at whatever output level, on the energy 
demand during the preceding iteration.  
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The Supply:Demand matching software routine is central to the modelling and analysis 
methodology, in that it ties together demand modelling, in terms of responsive 
simulation and profile definition, with concept system operation and control. The 
algorithms developed for the Supply:Demand Matching routine approximate the 
performance (in terms of thermal and electrical output, fuel input, interchange with 
storage device and parasitic energy loads) of concept micro-generation systems, on a 
transient basis, in response to signals from control algorithms. As discussed in Section 
1.7, the iterative specification of novel control algorithms in response to performance 
metrics generated during the simulation of previous concept systems is a key objective 
of this research project.  
 
The control algorithms within the Supply:Demand matching procedures dispatch the 
various micro-generation and storage sub-systems, in accordance with the specified 
control strategies, to satisfy the dwelling’s energy demand. These control algorithms 
are specific to the operating regime specified for an individual concept system, but a 
common concept exists between all variations of the control algorithms, in that control 
decisions are made on the bases of sub-system dispatchability and priority. 
 
A dispatchable sub-system is a micro-generation or storage device that can be 
modulated, to increase or decrease output, or even start and stop operation, in 
response to a control signal. Examples of dispatchable micro-generation devices are 
µCHP prime movers (i.e. Stirling Engines, fuel cells, internal combustion engines), 
primary or auxiliary gas boilers, and electrical generators without heat recovery. 
Storage sub-systems, such as thermal storage hot water tank and lead-acid batteries, 
are dispatchable, in that they can be controlled, but are usually constrained to a 
greater extent than micro-generation devices, as they have a finite energy storage 
capacity. 
 
A non-dispatchable sub-system is a micro-generation device that cannot be modulated 
on demand, for technological or operating regime reasons. Examples of technologically 
constrained micro-generation systems are renewable generators, such as solar PV, 
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solar thermal and micro-wind, which rely on the co-incidence of suitable climatic 
conditions to generate specific quantities of electricity or heat. 
 
However, as Voorspools and D’haeseleer [43] argued, the dispatchability of a µCHP 
prime mover will depend on its operating regime and the context of its control system. 
They reason that grid-connected µCHP systems that are controlled solely in the 
context of the dwelling’s load, without control signals from the NEG, will appear as 
non-dispatchable generation to the central controller of the NEG. Furthermore, where 
an operating regime required a prime mover to operate continuously for a pre-
determined time period, or interdict operation for during a time period, the prime 
mover is effectively non-dispatchable during those periods. 
 
The priority of these sub-systems in respect to the control algorithms is dictated by the 
operating regime of a concept system. In the majority of operating regimes, a measure 
of thermal control is implemented, where thermal demand–related control signals are 
used to call on thermal generation, when the output available thermal energy from 
non-dispatchable thermal generation, and thermal storage devices, is insufficient. 
When an operating regime is directed by electrical control signals, then dispatchable 
electrical generation is called upon when renewable electrical generation, and 
electrical storage capacity, is insufficient. In these cases, non-dispatchable generation 
devices have priority by default, as they cannot be “turned off”, although their output 
could technically be diverted to an energy sink and “dumped”. Extractions from 
storage devices are next in the priority list, with dispatchable generation having the 
lowest priority. Energy delivery to the sources of local building demand is prioritised, 
with excess energy delivered to energy stores, exported to the NEG, or dumped to the 
environment, as is appropriate for the form of energy and as dictated by the specific 
operating regime. 
 
Alternative operating regimes prioritise the continuous or constant operation of µCHP 
prime movers, and as such output from non-dispatchable generation is utilised at time 
of supply shortfall, and stored, exported or dumped at times of excess. 
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As alluded to above, the specific operation of the supply:demand matching procedures 
are dependent on the concept system under operation. Therefore, the details of the 
control algorithms that govern supply:demand matching are given in the appropriate 
chapters or sections describing each concept system. 
 
 
2.6 System Performance Analysis 
The final step in the BIM-G modelling and analysis methodology is to quantify the 
performance of concept systems. Therefore a series of Performance Metrics have been 
specified, which are used to compare simulation results for µCHP concept systems 
with the base-case energy system. These performance metrics are presented in Table 
2.12, with associated descriptions and units of measure or merit. Some of these 
metrics are absolute values, which can be compared with the base-case energy 
systems or other concept system. Relative Carbon Savings (RCS), however, are defined 
as the reduction in CO2 emissions for the concept systems relative to the base-case 
energy system. In the investigation of µCHP systems, lifetime-related performance 
metrics are discussed in Section 4.2.2. The metrics are typically presented as either 
daily values (for a particular demand scenario) or annual values (by weighting the 
results of the Primary Demand Scenarios defined in Chapter 3). 
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Performance 
Metric 
Simulation Parameters Units of Measure 
Fuel Consumption Consumption of Natural Gas, which fuel µCHP systems 
and auxiliary boilers 
kWh 
Gross Electrical 
Import 
Electrical Import to dwelling from national grid, as gross 
total of electricity imports  
kWh 
Gross Electrical 
Export 
Electrical Export from dwelling to national grid, as gross 
total of electricity exports 
kWh 
Net Electrical 
Import 
Electrical Import to dwelling from national grid, as total of 
electricity imports net of electrical exports (negative 
indicates net export) 
kWh 
Net Carbon 
Emissions 
Calculated from Natural Gas Consumption & Net Electrical 
Import, where electrical export receives full carbon credit 
kgCO2 
Relative Carbon 
Savings 
Calculated as difference between base-case and concept 
system Net Carbon Emissions, presented as absolute 
value or percentage of base-case net carbon emissions 
kgCO2 or 
% of base-case 
kgCO2 
Average Net 
Electrical Efficiency 
Average Electrical Efficiency of µCHP prime mover, net of 
µCHP & auxiliary parasitic loads 
% (kWh Electrical / 
kWh Fuel) 
Average Net 
Thermal Efficiency 
Average Thermal Efficiency of µCHP prime mover and 
auxiliary boiler, as delivered to Thermal Store 
% (kWh Thermal / 
kWh Fuel) 
Average Electrical 
Storage Round-trip 
Efficiency 
Average Round-trip efficiency of input-storage-extraction 
cycle of electrical storage sub-system 
% (kWh Input 
/ kWh Extracted) 
Prime Mover 
Operating Hours 
The duration of prime mover operation, usually quantified 
on daily basis for design days, and on an annual basis  
Hours/Day or  
Hours/Year 
Prime Mover 
Thermal Cycles 
The quantity of thermal cycles  experienced by the prime 
mover, usually quantified on daily basis for design days, 
and on an annual basis 
Thermal Cycles/Day 
or Thermal 
Cycles/Year 
Table 2.12: Performance Metrics for µCHP systems adopted in BIM-G model 
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3 Defining Primary Demand Scenarios 
3.1 Demand Scenario Generation Methodology 
The initial stage of the Modelling and Analysis Methodology, as described in Chapter 2, 
was the Demand Scenario Generation procedure, during which parameters were 
defined to inform the subsequent stages of the methodology. In this chapter, the 
methodology and assumptions underlying this procedure are defined, and the derived 
Demand Scenarios are presented. 
 
As discussed in Chapter 1, existing demand data is scarce, which limits the number of 
µCHP investigations based on demand datasets with a high temporal precision. As 
discussed in Sections 1.2 and 1.6, some investigators have attempted to create 
bottom-up demand models as an alternative to top-down demand models. In a 
bottom-up demand model, demand profiles are created by considering the energy 
consumption during operation of each appliance, light and other energy consuming 
device, and the factors that drive operation. In order to produce an accurate energy 
demand profile, information on the time-varying load of the device must be available 
and coupled with an in-depth understanding of the frequency, duration, and typical 
timings of usage, across a day, week and year. 
 
The relationship between µCHP system performance and thermal demand, especially 
with regards to thermally constrained operation, has been the topic of many 
investigations, as has been discussed in depth in Section 1.6. In this context, it is 
essential to analyse µCHP systems under various thermal load conditions. Therefore, it 
was crucial to define a set of demand scenarios with a spread of associated daily 
thermal demand profiles. Preliminary research undertaken by the author [1][2] 
highlighted the importance of electrical interchange with the NEG to environmental 
performance results; hence the demand scenarios include variations in daily electrical 
demand profiles. These demand scenarios enable the performance of concept micro-
generation systems to be analysed across daily and temporal variations in thermal and 
electrical demand, collectively or independently. 
 
 Page 129 
Previous studies have estimated annual performance of micro-generation systems 
from a series of “design days”, as discussed in Section 1.6. A similar approach is taken 
during this investigation, with the results of the eight primary demand scenarios 
accumulated in a specific ratio to estimate annual performance. This ratio weights the 
likelihood of occurrence of each climatic variation in demand scenario, using a 
statistical representation of daily average space heating demand derived from the 
climate dataset, and the expected occurrence of weekday and weekend occupancy 
patterns. 
 
Within the remit discussed above, a Demand Scenario Conception Methodology was 
developed (see Figure 3.1) to produce transient electrical demand profiles, and 
transient thermal demand driver profiles. The casual thermal gains profiles due to 
occupants, appliances and lighting, generated by BIM-G as discussed in Sections 3.3.2, 
3.6, & 3.7, was used in a published investigation into the effects of changing casual 
thermal gains from appliances and lighting on domestic overheating and potential 
space cooling requirements [3]. The measured electrical profiles of appliances 
(presented in Section 3.6), as generated during a data acquisition exercise discussed in 
Section 3.6 and Appendix D, were subsequently used by Kilpatrick et al [4] in their 
development of a separation filter designed to disaggregate whole-dwelling electrical 
load profiles into different appliance categories. A simplified version of the 
methodology was applied within the TARBASE project [5], to estimate electrical 
demand values, and synthesise occupancy patterns and casual gain values for use in 
annual steady state thermal demand calculations.  
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Figure 3.1: Demand Scenarios Conception Methodology 
 
A demand profile quantifies time-varying energy demand, with a particular temporal 
precision, over a 24 hour time period. Demand profiles are driven by numerous user 
decisions to operate equipment or services in the dwelling. A narrative is defined for 
each occupancy pattern, describing the actions of the household as a whole (i.e. 
common meal times) and each occupant individually. This narrative describes when 
the occupants undertake the activities broadly defined in Section 3.3.2. A script defines 
when user decisions, within the context of the narrative, trigger events and the nature 
of each event. An event can be the operation of a light, appliance or extractor fan; the 
usage of DHW; or the introduction of additional ventilation to the dwelling (e.g. by 
operating trickle vents). Standby and continuous appliance loads are also represented 
in a script by an associated event.  
 
Events are the basis of the bottom-up approach to demand estimation employed 
within the modelling and analysis methodology. These events describe three discrete 
types of interaction between an occupant and energy consuming device: appliance 
operation, DHW utilisation and controlled ventilation. The nature of individual event 
types are described in the associated sub-sections in this chapter, but the overarching 
concept is that multiple events are arranged to create daily event scripts for each 
dwelling activity. The scripts are translated, with the assistance of supporting data, into 
daily profiles of electrical demand and thermal demand drivers (i.e. ventilation rate, 
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DHW utilisation and casual thermal appliance gains). Throughout the process of event 
scripting, two primary objectives exist. Firstly, incompatible events must not occur 
simultaneously, such as a single-user appliance in use by two occupants at the same 
time, or an occupant performing two exclusive tasks concurrently. Secondly, the final 
profiles must produce demand scenarios which exhibit plausible demand 
characteristics. 
 
When creating scripts, a plausible and logical order of events was defined, in order to 
describe realistic prerequisites for an occupant activity (i.e. need to turn on a light in 
bathroom or kitchen before they use an appliance when there is insufficient daylight, 
or fill and activate the dishwasher after the evening meals have been prepared and 
eaten). As presented in Section 3.10.5, in the synthesized demand profiles, much of 
the electrical and thermal demand is co-incident. This is expected, as space heating is 
required when the building is occupied, and DHW is consumed by occupants only 
when they are in the home. Since the scripts are written to reflect a plausible pattern 
of behaviour arbitrarily defined for the occupants, the majority of appliances, and all 
lights, are used only when the dwelling is occupied.  
 
The aim of demand scenario conception is to compose a series of scripts, define a 
number of simulation parameters for the BIM-G model, and synthesis demand and 
demand driver profiles for design days (as defined in Section 1.6). Demand driver 
profiles are metabolic gains, ventilation rates, DHW usage, external air temperature 
and incident solar radiation. Simulation parameters, such as dwelling size and 
construction, space heating timer, and target thermal comfort temperatures, are 
collated at this point for use in subsequent procedures. In addition, electrical load 
profiles of selected appliances had to be measured, in a very limited sample, due to 
the scarcity of appliance load data. The appliances measured were typically event-
driven, i.e. the user manually switches them on, as opposed to continuous or standby 
loads. However, where insufficient data was available in the literature to estimate 
standby or continuous loads, a sample appliance was measured. A limited temperature 
measurement exercise was undertaken to derive estimated thermal gains profiles from 
appliances. With the exception of “wet” appliances (where a proportion of their 
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electrical energy consumption will exit the dwelling as warm water), most appliances 
were assumed to convert electrical energy to thermal energy entering the dwelling at 
their average rate of electrical consumption. Following the principle of heat rejection 
from boilers and prime movers, as discussed in Section 2.4.2, exponential heating and 
cooling curves were defined to describe the casual heat gain from appliances and 
lighting at the start and end of  a usage event. 
 
The conception of demand scenarios was undertaken in two stages. The initial stage 
identified Primary Demand Scenarios (PDS), as presented in Section 3.9, which were 
designed for use with performance analysis of all concept micro-generation systems. 
Within the domain bounded by these scenarios, a large spread of total thermal 
demand is present, whilst both the distribution of electrical energy requirement 
throughout the day, and the daily total of electrical demand, vary between some of 
these primary scenarios. An approach is defined in Section 3.8 to create annual 
estimates of demand from the Primary Demand Scenarios using weighting factors 
applied to each PDS design day. 
 
Alternative Demand Scenarios were subsequently conceived to investigate the effects 
of demand-side interventions, both positive and negative, on the performance of 
concept micro-generation systems. Whilst these were not applied directly to the 
studies presented in this thesis, the approximate annual differences were used to 
inform the study on the impact of changing annual thermal demand on µCHP, as 
presented in Chapter 6.2. The thermal gain and selected demand driver profiles 
generated for the Alternative Demand Scenarios were used in other studies published 
in the academic literature [3]. 
 
In the upcoming sections, the various data sources and selection processes are 
described, and final results of these selections are presented. The assumptions 
underlying demand scenario conception are discussed in Sections 3.2 to 3.7, and the 
derivation of climate scenarios for design days is presented in Section 3.8. Supporting 
data for the assumed appliance and lighting demand assumptions are discussed in 
Sections 3.6 and 3.7, and appliance load measurements are presented in 3.6. Finally, 
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definitions and comparative assessment of the primary demand scenarios are 
presented in Sections 3.9 and 3.10. 
 
 
3.2 Building Construction 
3.2.1 TARBASE Variant & UK Domestic Sector Energy Demands 
The early stages of the TARBASE project called for the bottom-up definition of building 
energy demand drivers [6]; and quantification of annual energy demand, using steady 
state calculation methods [5]. Analysis of UK domestic sector building stock models [7] 
was undertaken, to understand the distributions of annual thermal and electrical 
demand across dwellings, as plotted in Figure 3.3 and Figure 3.5, and the contribution 
of various construction types to the carbon emissions of the domestic building stock, 
presented in Figure 3.2. Domestic Building Variants were defined using each of the 
four major construction types; detached, semi-detached, terraced and flat; including 
the specification of building fabric elements. 
 
Within the scope of this doctoral project, one of the TARBASE Domestic Building 
Variants was selected as the basis of the demand scenario. The decision to select a 
detached dwelling was two-fold; detached dwellings are the largest contributors to UK 
domestic carbon emissions, as shown in Figure 3.2; and detached buildings are more 
likely to have greater floor areas than other dwelling construction types. With such a 
large dwelling, it is reasonable to assume that the occupying household may be 
economically prosperous [8], and that suitable space is available to house a micro-
generation system. A large building will exhibit a higher thermal demand than a 
similarly constructed and occupied smaller building. Furthermore, an economically 
prosperous household in a large dwelling can be assumed to have a greater likelihood 
of owning and operating more electrical appliances and lighting; hence increasing the 
electrical demand of the dwelling. Mansouri et al [49] agree that increased household 
income can be an indicator of elevated appliance ownership levels. 
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Figure 3.2: Distribution of Domestic Carbon Emissions by Construction Type 
 
Using data derived by the TARBASE project, distributions of UK domestic sector 
electrical consumption (Figure 3.3) and space heating thermal demand (Figure 3.5) 
were created. The estimated annual energy demands for the selected TARBASE 
building variant, calculated using a selection of steady-state methods, are summarised 
in Table 3.1 and indicated on the aforementioned distributions. The space heating 
demand differs from the values (15,240-20,064kWh) presented in Table 2.5 for the 
thermal model validation exercise in Section 2.3.7. The value in Table 3.1 was derived 
from an earlier version of the TARBASE domestic model, where the treatment of solar 
gains differed from version 4, as used in Section 2.3.7. As discussed in Section 2.3.7, it 
is reasonable to expect the BIM-G model and TARBASE model to produce different 
thermal demand results on the basis of differing thermal modelling techniques. 
 
Annual Energy Demand Type Approximate 
Annual Values 
(kWh) 
Space Heating Thermal Demand 18,000 
Domestic Hot Water Thermal Demand 3,400 
Total Thermal Demand 21,400 
Electrical Consumption 4,400 
Table 3.1: Annual Energy Figures from TARBASE Steady State Modelling for Selected Building 
Variant 
 
 Page 135 
Analysis of Figure 3.3 demonstrated that the electrical consumption of the chosen 
TARBASE building variant is representative of the annual consumption of around 30% 
of dwellings, and exhibits above average consumption, as supported by Figure 3.4, 
taken from Hawkes and Leach [9]. 
 
 
Figure 3.3: Distribution of Annual Electrical Consumption in UK Domestic Sector, indicating 
consumption of selected Building Variant, as derived by TARBASE project 
 
 
Figure 3.4: Probability Distribution of Annual Electrical Demand in UK Domestic Sector, 
based on a gamma distribution of electrical demand across the building stock, as defined by 
the parameters indicated. The location of the building variant on the distribution is 
indicated. Distribution adapted from Hawkes & Leach [9] 
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With reference to Figure 3.5, the space heating demand of the building variant is 
situated in the upper end of the distribution, and is representative of between 15-20% 
of UK dwellings. When the distribution of total heat demand (i.e. space heating and 
domestic hot water) for the UK domestic sector (as presented by Mariyappan [10] and 
shown in Figure 3.6) is considered, it is clear that the selected dwelling exhibits higher-
than-average thermal demand, without lying in the tail of the distribution. 
 
 
Figure 3.5: Distribution of Annual Space Heating Thermal Demand in UK Domestic Sector, 
indicating demand of selected Building Variant, as derived by TARBASE project 
 
 
Figure 3.6: Distribution of Annual Heat Demand (Space Heating plus Domestic Hot Water) in 
UK Domestic Sector. Figure taken from Mariyappan [10] 
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In accordance with the arguments presented above, this building has greater-than-
average thermal and electrical demands, which would increase the carbon abatement 
potential of a µCHP system [11] implemented within the dwelling, as compared to 
dwellings with the UK average energy demands. 
 
3.2.2 Physical Building Characteristics 
The definition of the building variant’s physical characteristics, i.e. physical dimensions, 
age and building fabric elements, was undertaken, in collaboration with industry 
partners [4], using building specifications from an established house builder [4], and 
data derived from the Scottish House Condition Survey [12] and English House 
Condition Survey [13]. The physical attributes of the building variant are presented in 
Table 3.2, from which simulation parameters were derived for the Thermal Demand 
Estimation routine. As discussed in Section 2.3.2, these U-values were corrected to 
account for thermal bridging effects before being used as simulation inputs for the 
BIM-G model. 
 
Physical Attribute Value 
Length 8 m 
Width 9 m 
Height to Soffit 6 m 
Total Floor Area 144 m
2
 
Wall Type 
Timber Frame, Clad with Brick, with 50mm Mineral 
Fibre Insulation 
Wall Planar U-Value 0.49 W/m
2
K 
Wall Construction Element U-Value 
(corrected for Doors and Repeating & Non-
Repeating Thermal Bridges) 
0.682 W/m
2
K 
External Door type Solid Wooden Door 
External Door U-Value 3.23 W/m
2
K 
Roof Type Pitched with Tiles, 100mm Glass wool Loft Insulation 
Roof U-Value 0.40 W/m
2
K 
Floor Type Chipboard, with 40mm Mineral Fibre Insulation 
Floor U-Value 0.45 W/m
2
K 
Glazing Type Double Glazed, uPVC 
Glazing Area 43.3 m
2
 
Ratio of Glazing by Orientation N:0%, E:43%, S:23%, W:34% 
Glazing U-Value 2.75 W/m
2
K 
Background Infiltration Rate 0.395 ACH 
Table 3.2: Physical Attributes of Building Variant 
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The layout of the building is illustrated in Figure 3.2, which was used in the ESP-r 
simulation of the building in the BIM-G thermal model validation exercise discussed in 
Section 2.3.7. 
 
 
Figure 3.7: Wireframe representation of Physical Building Variant 
 
3.3 Occupancy Patterns and Metabolic Gains 
3.3.1 Occupancy Patterns 
The behaviour of the occupants (both in terms of their interaction with appliances, 
lighting and DHW outlets, and the temporal configuration of space heating controls) is 
a major driver of thermal and electrical demand. Profiles were created which 
described the occupancy status of each occupant: absent from dwelling; “active” in 
dwelling; asleep in dwelling. In Sections 3.4 to 3.7, the relevance of each occupancy 
status to the associated event scripting is discussed at length, including the reliance of 
certain appliance usage events on active occupancy. By superimposition of all four 
profiles, a dwelling occupancy profile was created that identified periods of “active 
occupancy”, “inactive occupancy” and “absence”. These periods were used to 
dimension the space heating thermal demand periods, as defined in Section 3.9, and 
are used to constrain micro-generation systems functioning within certain operating 
regimes. 
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The definition of a household to occupy the building variant was undertaken with 
three goals in mind; firstly, to represent, in terms of numbers, and preferably 
composition, a significant portion of UK households; secondly, to suit the building 
variant and greater-than-average demands wanted from the building variant; and 
finally, to produce plausible demand profiles. Analysis of the UK General Household 
Survey 2002/03 [14], as presented in Appendix A, suggested that four-person 
households account for around 13%1 of UK households, whilst larger households 
account for less than 6%2 cumulatively. Hence, a household with four members, as 
defined in Table 3.3, was chosen as a compromise between a large household with 
associated demand, and the remit to maximise representation of household stock. The 
decision to specify the household composition of three working adults and one school-
attending child was made in light of research undertaken on the UK Time Use Survey 
2000 [15] that suggested a range of occupancy, and vacancy, durations from both 
schoolchildren and adults. The particular household represents almost 18% of four-
person households, and could be expected to represent a family with a grown-up 
offspring who has remained within the family home. 
 
Occupant Description 
1 Working Adult Male 
2 Working Adult Female 
3 Working Adult Male (Offspring) 
4 School-attending Child 
Table 3.3: Definition of Occupants as used in BIM-G model 
 
Occupancy profiles were created after analysis of the UK Time Use Survey 2000 [15], in 
conjunction with the UK General Household Survey [14], from which distributions (see 
Figure 3.8) of occupant vacancy due to employment (or full-time education) were 
derived. Further analysis of this data showed that the peak of the distribution was 
much greater during weekdays, than weekend days. Two occupancy patterns were 
then defined for each, one that represents weekdays, and another for weekend days, 
where the vacancy durations have been selected from the upper and lower end, 
                                                     
1
 Appendix A, Table B.3 
2
 Appendix A, Table B.3 
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respectively, of the distribution in Figure 3.8. The assumption of two discrete 
occupancy patterns and approximate duration of weekday vacancy is supported [16] 
by similar assumptions within the established BRE Domestic Energy Model (BREDEM). 
 
 
Figure 3.8: Distribution of Occupant Vacancy Periods, generated from analysis of the UK 
Time Use Survey 2000 [15] 
 
The duration of sleeping periods were selected using the distribution in Figure 3.9, 
where longer periods were selected for the child than the adults. As before, the period 
of dwelling nocturnal inactivity was selected with the assumptions of the BREDEM 
model [16] in mind. The particulars of each occupant’s occupancy pattern are given in 
Table 3.4. 
 
Activity Occupant Weekday 
Start Time 
Weekday 
Stop Time 
Weekend 
Start Time 
Weekend 
Stop Time 
Sleeping 1 23:00 07:00 23:00 07:00 
 2 23:00 07:00 23:00 07:30 
 3 23:00 07:00 23:00 08:00 
 4 22:00 07:30 22:30 08:00 
Vacant 1 08:15 17:45 10:00 11:30 
 2 08:30 16:30 13:30 15:30 
 3 07:30 17:15 18:30 21:30 
 4 08:30 16:30 13:30 15:30 
Table 3.4: Occupancy Patterns of Individual Occupants 
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Figure 3.9: Distribution of Occupant Sleeping Periods, generated from analysis of the UK 
Time Use Survey 2000 [15] 
 
The occupancy patterns defined in this section are consistent with the analysis 
undertaken by Agar & Newborough [17] upon a demand dataset, recorded by an 
energy utility in 1996, with annual thermal and electrical demand data for 
approximately 30 UK dwellings. This data had a temporal resolution of 1-minute, 
where the thermal demand recorded was boiler gas consumption, for space heating 
and DHW. They concluded that daily thermal and electrical demand profiles were 
functions of occupancy characteristics, and identified 2 basic types of profile, occurring 
in any home in any season; Type A on a weekday and Type B on a weekend. Despite 
the association with weekday and weekend, they conclude that relative proportions of 
Type A and B profiles are a function of the household’s lifestyle. Type A was 
characterised as unoccupied for several hours per day. Type B was characterised as 
one or more members in residence for 24 hours. 
 
In their µCHP modelling exercise, Hawkes et al [18] used similar operating patterns, 
both in terms of vacancy and sleep durations, and in the split between weekday and 
weekend operating patterns. 
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3.3.2 Metabolic Gains 
Design guide-derived assumptions [19] on task-dependant metabolic heat emission 
were correlated with ASHRAE [20] design estimates on gender and age specific 
emissions to produce specific values of metabolic gains for each occupant whilst 
undertaking a defined type of activity. A range of occupant activities are defined within 
the UK Time Use Survey [15], including “Watching TV”, “Cooking”, “Laundry”, 
“Washing and Dressing”, “Ironing” and “House Cleaning”. Whilst these discrete 
activities were considered when composing a narrative for the occupants, a simplified 
approach was applied to the consideration of metabolic gains. The increased metabolic 
rate of “Active” was used whenever an occupant uses, or interacts with, a domestic 
cleaning appliance (i.e. washing machine, dishwasher or vacuum cleaner), or cooks a 
meal involving the hob or oven. All other activities are classed as sedentary.   
 
Since the BIM-G model does not simulate humidity levels and moisture transfer, for 
reasons discussed in Section 2.3.1, and a disparity of up to 64% exists between total 
and sensible metabolic gains, it was deemed necessary to segregate the sensible and 
latent fractions of the metabolic gain. To this end, activity specific sensible-latent 
metabolic gain ratios were derived from ASHRAE design guide data [20], and applied to 
the calculated metabolic gains. 
 
The metabolic gains to the dwelling, as calculated using the above methodology, are 
detailed in Table 3.5. The metabolic gain corresponding to the “Active” state was 
calculated as the average of the range of metabolic gains for housework. 
 
Activity Adult Male Adult Female Child 
Sleeping 55.4 47.0 41.5 
Sedentary 71.4 60.7 53.6 
Active (Housework, Cooking) 96.2 81.8 72.2 
Vacant 0.0 0.0 0.0 
Table 3.5: Sensible Metabolic Gains (W) by Gender, Age and Activity 
 
Using the occupancy patterns discussed in the previous sub-section, and the values for 
metabolic gains, a metabolic casual thermal gains profile was produced, as visualised in 
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Figure 3.10. It is prudent to note that “active occupancy”, as described in the previous 
sub-section, is distinct from the “active” activity type, as “active occupancy” is a 
dwelling circumstance where at least one occupant is in the “active” or “sedentary” 
state. The time periods with active occupancy are tabulated for weekday and weekend 
occupancy patterns in Appendix B.2.1 and Appendix B.2.2. 
 
 
Figure 3.10: Metabolic Gain Profiles, for entire household, produced for Weekday & 
Weekend Occupancy Patterns 
 
 
3.4 Domestic Hot Water Utilisation 
The use of domestic hot water (DHW) can account for significant proportions of 
domestic energy demand; annually around 22% [21] on average over the domestic 
building stock. It can be difficult to quantify energy use relating to domestic hot water, 
due to heat losses from thermal storage infrastructure shared with space heating 
systems, and electrical balance-of-plant consumption shared with space heating 
systems. This issue complicates the comparative assessments of DHW energy 
consumption between demand scenarios defined in this project. Identifying DHW 
usage is further complicated by the displacement of DHW demand by the inclusion of 
cold-fill washing machines, electric showers or cold-fill dishwashers. This makes it 
difficult to compare synthesis DHW usage profiles with empirical datasets where the 
components of DHW demand have not been defined. 
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The variation of DHW throughout the day, across the week and between seasons is 
difficult to predict because of the quantity of occupant- and building-specific factors 
that drive the magnitude and pattern of consumption. Building factors include draw-
off lengths (i.e. the volume of water in the hot water pipe between the DHW tank or 
combination boiler and the particular DHW outlet in use, the number of type of outlets 
(individual or mixer taps for sinks or showers, bath taps, supplies to dishwashers and 
washing machines). Occupant factors include the number of occupants, typical 
occupancy patterns, effects of their lifestyle, their age, bathing habits, and social or 
cultural expectations. 
 
In the context of µCHP systems, where a thermal demand is required during any 
generation period to maximise carbon abatement potential, DHW utilisation is a 
source of thermal demand which, in the absence of available and robust empirical data 
to the contrary, is assumed to be mostly independent of climatic conditions - as 
opposed to space heating demand. As a thermal store has been specified for the µCHP 
simulations in this project, the sensitivity of µCHP system performance to modest 
changes in the daily distribution of DHW consumption is minimised. DHW still accounts 
for the base-load of thermal demand, with sustained requirements for heat outside of 
the heating season, which halts space heating requirements. 
 
Jordan & Vajen [76] created DHW draw-off profiles to support IEA Task 26 simulation 
studies of solar thermal systems. These profiles were synthesised with 1-minute, 6-
minute and hourly temporal precision, for a period of a year, using probability 
distributions. They defined four categories of DHW load; short (e.g. hand washing), 
medium (e.g. dish washing), bath and shower. For each category, a mean flow rate, 
duration, daily frequency and statistical distribution of flow rates. The first three of 
these variables have been presented in Table 3.6, along with the assumed usage within 
both occupancy scenarios within the BIM-G Model. Jordan & Vajen [76] used an 
assumed daily average consumption of 200 litres, coupled with the distribution of flow 
rates, and a sinusoidal function with an amplitude of ±10 % (of average daily 
consumption), to  generate distributions of flow rates over the day and year. The 
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values used in their DHW load synthesis were drawn from a range of DHW monitoring 
studies in Germany and Switzerland. 
 
Draw-Off Type Bathroom 
Hand Wash 
Kitchen 
Hand 
Wash 
Kitchen 
Dishes 
DHW 
Shower 
Bath Total DHW 
Duration (mins) 1 1 1 5 10  
Rate (l/min) 1 1 6 8 14  
Volume (l) 1 1 6 40 140  
No. of Events 
(Weekday) 
11 11 3 4 0 29 
No. of Events 
(Weekend) 
16 14 4 4 0 38 
Daily Consumption 
(Weekday) (l) 
11 11 18 160 0 200 
Daily Consumption 
(Weekend) (l) 
16 14 24 160 0 214 
Annual 
Consumption (l) 
4998 4067 1127 1372 0 11564 
Table 3.6: Domestic Hot Water consumption, including duration, volume and number of 
draw-off events, and daily and annual consumption volume, as assumed in demand profiles 
 
As Newborough & Probert [48] discussed, DHW consumption data is scarce. The 
profiles synthesised by Jordan & Vajen [76] were used by R. Spur et al [79] and later 
Knight & Ribberink [81] when defining load profiles for IEA Annex 42. The review of 
available DHW measurements by Knight & Ribberink [81] indicated that the majority of 
studies utilised a temporal precision of 60-minute, which is not particularly useful in 
the definition of DHW events in the order of 1-10 minutes. 
 
The DHW profiles for both occupancy patterns are presented in Figure 3.11, based on 
the script of DHW events tabulated in Appendix B.2.3. The load profiles generated for 
use with the BIM-G model assumed that an electric shower was in use instead of a 
shower fed from the DHW system. However, the consumption information in Table 3.6 
is used in the definition of the electrical shower appliance event, as discussed in 
Section 3.6.3. The general theme of increased consumption during early mornings and 
evenings is replicated in the annual accumulation, by hour of day, of DHW 
consumption data recorded in US homes, as used by the NAHB in a DHW heater 
performance study [80]. 
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Figure 3.11: DHW Draw-off Profiles for Weekday & Weekend Occupancy Patterns 
 
 
3.5 Ventilation 
In order to account for ventilation due to opened windows and doors, and trickle 
ventilation devices (such as window vents), the TARBASE project utilises an occupancy 
driven ventilation rate. This ventilation rate, of 0.31 ACH [3], occurs only when the 
dwelling is actively occupied, i.e. some of the occupants are awake. This ventilation is 
in addition to infiltration through (and between) the construction elements of the 
building. Unlike a dynamic model of occupant-controlled ventilation, this approach 
assumes minimal interaction of the occupants with windows and trickle vents. The 
TARBASE approach has been adopted for the BIM-G model, as the production of a 
dynamic-method ventilation profile would require an in-depth understanding of the 
drivers behind occupant-controlled ventilation (for instance moisture control, indoor 
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air quality and thermal comfort) and the development of a suitably complex, multi-
zone air transfer model. It is therefore prudent to note that the ventilation profile is 
the same across the design days for different seasons. It was concluded that, within 
the bounds of a 1-D, single-zone thermal model, the constant air change assumption 
would produce plausible simulation results. 
 
Within the dwelling, the occupants trigger intentional (or scheduled) ventilation, 
corresponding to an activity that produces large volumes of water vapour, for instance 
cooking, showering and bathing. This intentional ventilation is provided through 
extractor fans, where the dwelling variant has been defined to incorporate extractor 
fans in the kitchen and bathroom.  
 
The bathroom extractor fans are triggered by shower or bath usage, where the 
extractor is turned on simultaneously with the shower, and turned off 5 minutes after 
the shower finishes, as per industry-body installer guidance [22]. The kitchen extractor 
fans are triggered by hob or oven usage, where the extractor is turned on 
simultaneously with the first cooking appliance, and turned off 5 minutes after the last 
appliance finishes. The energy loads, consumptions, and usage durations for both 
extractor fans are detailed in Table 3.7. 
 
Appliance Signature ID EF1A EF2A 
Description Bathroom Extractor Kitchen Extractor 
Steady Electric Load (kWe) 0.0140 0.0300 
Steady Heat Emission (kWth) 0.0140 0.0300 
Weekday Usage Duration (h:mm) 0:40 1:00 
Weekday Energy Consumption (kWh) 0.0093 0.0300 
Weekend Usage Duration (h:mm) 0:40 1:40 
Weekend Energy Consumption (kWh) 0.0093 0.0500 
Annual Energy Consumption (kWh) 2.2 12.3 
Table 3.7: Extractor Fan consumption, including daily and annual duration and consumption 
volume, as assumed in demand profiles 
 
The ventilation profiles for both occupancy patterns are compared in Figure 3.12, 
based on the script of ventilation events tabulated in Appendix B.2.6. 
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Figure 3.12: Ventilation Profiles generated for Weekday & Weekend Occupancy Patterns, 
combining occupancy-related background ventilation and extractor fan usage 
 
 
3.6 Appliances 
The nature of electrical demand due to appliances, and indeed artificial lighting, within 
the home is driven by a number of factors, which can be considered as household 
factors or behavioural factors. Household factors tend to influence the cumulative 
appliance consumption of the dwelling, encompassing the ownership of appliances, 
energy efficiency of owned appliances, composition of a household (i.e. quantity of 
occupants at each age, gender and employment status), and socio-economic grouping 
of the occupants (which affects their frugality when using appliances). It is easy to 
comprehend that many of these factors are inter-related, which makes it difficult to 
derive simple relationships between these factors and domestic energy use. The 
relationship between these factors and energy consumption has been investigated 
extensively by others, such as Mansouri et al [58], 40% House [8] and DECADE [60]. 
Multiple studies have been conducted by the Market Transformation Programme (a 
UK government-funded research group to support implementation of energy efficiency 
legislations), and within academia [49][52][58][59], on appliance ownership and 
energy consumption. Analysis by DECC [23], as presented in Table 3.8, estimates the 
contribution of categories of appliances and lighting to a typical dwelling’s appliance 
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and lighting electrical load. It should be acknowledged that these estimates do not 
incorporate personal care appliances and other miscellaneous electric loads (e.g. 
burglar and fire alarms). 
 
Category Contribution to dwelling A&L 
consumption 
Light 17% 
Refrigeration 17% 
Wet Appliances 17% 
Consumer Electronics & ICT 33% 
Cooking 16% 
Total 100% 
Table 3.8: Contribution of appliance and lighting types to the average UK domestic electricity 
consumption for appliances and lighting, as taken from DECC [23] 
 
The frequency of appliance usage is driven by flexible decisions, made on hourly, daily 
and weekly bases [24], hence introducing significant variations in demand throughout 
the day and week, and between seasons. Capasso et al [25] identified a number of 
behavioural functions that drive energy consumption on a time-varying basis. These 
include the availability of an occupant to interact with appliances and lighting, due to 
their presence in the dwelling and whether they are awake, and the ability of 
occupants to interact with various appliances simultaneously, which he termed their 
“human resources”. This concurs with load data analysis by Wright and Firth [26] to 
understand how occupancy contributed to patterns in domestic electrical load profiles, 
and the assumption of Yao & Steemers [24] that most appliances operate when 
occupants are at home and awake. Capasso et al [25] also use Walker’s [27] definition 
of “proclivity” of an occupant to partake in certain activities, such as cooking, personal 
hygiene or entertainment, at any particular time. Research undertaken as part of the 
UK Time Use Survey [15] provides statistical analysis of occupant surveys with profiles 
describing the probability that an occupant will be undertaking a range of activities at 
any particular time of the day. Other behaviour aspects to energy consumption include 
habitual patterns of behaviour and response to external factors such as energy prices 
[47]. An example UK domestic load profile from a measured demand dataset [46] is 
presented in Figure 3.13. 
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Figure 3.13: Example of a domestic electrical load profile for a Sunday, as extracted from the 
a demand measurement dataset, and annotated by Newborough & Augood [46] 
 
As discussed in Chapter 1, detailed demand data is scarce, whether that data is 
consumption patterns with high temporal precision or appliance usage information. 
Even where data exists, new data is required, as it can be very limited (in terms of 
appliance and household samples & technologies) and out of date [36]. A number of 
studies have attempted to draw conclusions from existing datasets to inform 
consumption models, including Paatero & Lund [28], Wright & Firth [26] and others 
[24][28][29][30][31]. Appliance data on ownership, usage and loads, coupled with 
occupancy data and assumptions, have been used to populate various bottom-up 
domestic load models [28][25][24][32][33][34][35]. The majority of domestic energy 
models are stochastic, using a type of probabilistic approach [24][25][28][33][34][35], 
although neural network approaches have been applied [29], and also regression 
analysis of measured demand versus energy drivers [30][32]. 
 
The synthesis of domestic load profiles is a highly complex task, especially since energy 
consumption is linked with a range of subjective lifestyle-driven factors which cannot 
be easily defined with a high level of precision [25]. Stokes et al [33] argues that 
simulated demand profiles are required for renewable energy technology models, due 
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to the limited availability of electrical demand data, and the time and costs involved in 
collecting new data. Expected patterns in consumption have been identified by the 
data analysis studies discussed earlier, and discussed at length by Wood & 
Newborough [47]. They classify components of domestic electricity consumption as 
‘‘predictable’’, ‘‘moderately predictable’’ and ‘‘unpredictable’’. “Predictable” loads are 
typically cyclic loads (such as refrigeration), relatively continuous loads (such as 
broadband routers and alarms) and standby loads. ‘Moderately predictable’’ 
consumption is driven by the habits of occupants, such as typical times when they eat, 
attend to their personal hygiene, undertake housework tasks and relax. Stokes et al 
[33] agree that occupants tend to patterns day-to-day, going to bed and rising at 
similar times across weekdays. “Unpredictable” consumption patterns are driven by 
climatic factors, random variations in occupancy patterns, and other unpredictable 
factors within a simplified load model. 
 
An appliance list was defined similar to that in TARBASE research [5], on the basis of 
appliances typically found in UK dwellings, as shown in Table 3.13. Average annual 
energy consumption figures, by dwelling, were identified from a range of sources as 
discussed in the following sections, and where available, typical usage frequency data. 
As mentioned, all energy consumption data is typically averaged across the UK 
domestic sector, so it is not unreasonable to expect a particular dwelling and 
household to exhibit consumption significantly different from the average. 
 
In order to evaluate micro-generation systems, it is assumed that there is a general 
need to convey information on an annual basis. In addition, the information supporting 
the domestic demand drivers, such as Market Transformation Programme studies, is 
quoted on an annual basis. A design day approach to demand modelling has been 
adopted in the BIM-G model, with a single occupancy pattern used to represent all 5 
weekdays, and a single pattern to represent both weekend days. The extrapolation 
from daily to annual profiles is desired, therefore, in order to ascribe annual demand 
drivers to individual daily demand scenarios, and to estimate annual results of concept 
system performance from an array of daily performance profiles. This extrapolation 
would have two basic dimensions – occupancy pattern and climate - added to which 
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are considerations of annual holidays and intra-daily, i.e. within a discrete 24-hour 
period, storage implications. When considering non-climate dictated usage of 
appliances, lighting or DHW, equation (3.1) is used to calculate annual energy 
consumption of a particular appliance, or indeed the dwelling as a whole. The energy 
consumption of each appliance during each occupancy pattern is calculated as the sum 
of the energy consumption of that appliance during each usage event. The occupants 
of the dwelling are assumed to take annual holidays together, resulting in a number of 
weeks per year where the dwelling is completely unoccupied 24 hours per day. These 
annual holidays are assumed to have reduced energy consumption, where standby-
enabled appliances are turned off, but essential continuous constant operation 
appliances, such as refrigeration equipment, remain active. The duration of the annual 
holiday is assumed as 2 weeks, spread across weekday and weekend days with the 
conventional 5:2 ratio.  
 
      ayWeeksHolidweekendweekdayannual nEEE  52*2*5*     (3.1) 
 
As a consequence of representing 5 days (i.e. during the week) using a single script, the 
BIM-G model does not account for varying appliance use between days within the 
week. This may result in annual consumptions for particular appliances that exceed an 
expected annual total, as it is scripted for 5 days per week instead of the average 
weekly usage frequency of 3 or 4 times per week. With the exception of lighting using 
during daylight hours, the two occupancy patterns do not incorporate seasonal 
variations in appliance usage. Yao & Steemers [24] recognised that some appliance 
usage is linked to season (e.g. slightly increased cooking and indoor entertainment 
activities in winter versus summer months), as supported by analysis of load profiles by 
Wright & Firth [26]. Whilst Hart & Dear [37] identified the response of domestic 
refrigeration consumption to external climate in Australia, a complex methodology 
would have been applied to separate the effect if temperature differential (fridge to 
room) from the other factors that affect consumption, such as door opening, addition 
of warm food, etc. 
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As discussed in Section 3.1, narratives were defined for each occupancy pattern to 
describe sequences of “typical” or “reasonable” behaviour within the home, for 
individuals or groups of occupants. These narratives are used to define appliance, 
lighting, DHW and ventilation usage scripts in the BIM-G model. The narratives are 
based around the periods of active occupancy within the dwelling, as defined earlier in 
this chapter, as presented in Table 3.9 and Table 3.10 . 
 
Sig ID Type Weekday – Occupant 
    1 2 3 4 
Active (1) 
Start 07:44:00 08:16:00 07:16:00 ~ 
Stop 07:54:00 08:26:00 07:26:00 ~ 
Duration 00:10:00 00:10:00 00:10:00 ~ 
Active (2) 
Start 21:17:00 16:30:00 ~ ~ 
Stop 21:22:00 18:15:00 ~ ~ 
Duration 00:05:00 01:45:00 ~ ~ 
Table 3.9: Active Occupancy periods by occupant for weekday occupancy pattern 
 
Sig ID Type Weekend – Occupant 
    1 2 3 4 
Active (1) 
Start 07:59:00 13:20:00 15:30:00 ~ 
Stop 08:09:00 13:30:00 15:40:00 ~ 
Duration 00:10:00 00:10:00 00:10:00 ~ 
Active (2) 
Start 12:30:00 16:40:00 21:30:00 ~ 
Stop 13:30:00 17:40:00 21:40:00 ~ 
Duration 01:00:00 01:00:00 00:10:00 ~ 
Active (3) 
Start 14:25:00 10:40:00 ~ ~ 
Stop 14:45:00 11:25:00 ~ ~ 
Duration 00:20:00 00:45:00 ~ ~ 
Table 3.10: Active Occupancy periods by occupant for weekend occupancy pattern 
 
The scripting of appliances events depends on the type of appliance load, namely: 
 Appliances that are always “on”, or are “on” whenever the appliance is not 
otherwise used for a discretionary event, such as: 
o Continuous (HVAC controls, routers, cordless phones)  
o Standby (of discretionary loads)  
o Cyclic loads (i.e. refrigeration) with limited response to user activity 
 Discretionary loads, triggered by activity, with either: 
o Varying load profiles of set duration (washing machine, dishwasher, 
tumble dryer) 
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o Varying load profiles of user defined duration (hair dryer, electric iron) 
o Steady loads of user defined duration (consumer electronics, lighting, 
extractor fans) 
 
The author measured the load signatures of a number of domestic appliances, with 
high temporal precision, using data acquisition equipment, in order to represent the 
“shape” of the electrical demand profiles resulting from variations in electrical load 
during appliance operation. Surface temperature measurements were also taken of 
some appliances, which were used in conjunction with external studies on casual 
thermal gains from appliances, to produce a transient profile of appliance casual gain. 
This is related to the technique of inferring energy use and duration during usage 
events of industrial plant, as reported by Brown and Wright [38]. The event details for 
appliances with a time carrying load profile are summarised in Table 3.11 and Table 
3.12, and events for appliances with steady loads in Table 3.13 
 
Appliance Event Description Event 
Duration 
(h:mm:ss) 
Event 
Cons. 
(kWh) 
Casual Gain 
Description 
Event 
Casual 
Gain (kWh) 
Electric Oven 200°C 0:46:45 1.117 τ= 2mins 1.117 
Electric Toaster 2 Slices @ Medium 0:02:30 0.060 τ= 30s 0.060 
Microwave oven Full Power - 7mins 00:07:00 0.113 τ= 2mins 0.113 
Fridge Freezer 24hour Cycling 24:00:00 0.719 Steady @ 
average load 
0.719 
Vertical Freezer 24hour Cycling 24:00:00 1.226 Steady @ 
average load 
1.226 
Electric Kettle 1.5l of water (>2 
hours since last use) 
0:05:05 0.158 τ= 1min 0.158 
0.75l of water (>1/2 
hour since last use) 
0:02:30 0.080 τ= 30s 0.080 
Electric Shower 8kW Shower 0:05:00 0.667 τ= 5 mins, 25% 
of input 
0.167 
Hair Straighteners  0:15:30 0.045 τ= 30s 0.045 
Hair Dryer  0:09:55 0.031 τ= 30s 0.031 
Dishwasher Standard Wash 
(55°C) 
1:30:00 0.855 τ= 5 mins, 5% of 
input 
0.043 
Washing Machine 40°C degree Wash 1:01:55 0.549 τ= 2mins, 5% of 
input 
0.027 
Tumble Dryer Full Power 1:26:15 0.929 τ= 2mins, 5% of 
input 
0.046 
Electric Iron Full Power 0:36:10 0.306 τ= 2mins 0.306 
Table 3.11 Appliances with usage events where the electric load varies - event duration, 
energy consumption during event, description of casual gain estimation, and energy released 
as casual gain during and after appliance usage event  
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Appliance Weekday Events Weekend Events Annual 
Energy 
Consumption 
(kWh) 
Annual 
Casual 
Gain 
(kWh) 
Qty Cumulative 
Consumption 
(kWh) 
Qty Cumulative 
Consumption 
(kWh) 
Electric Oven 1 1.117 1 1.117 383.2 383.2 
Electric Toaster 2 0.121 2 0.121 41.4 41.4 
Microwave oven 1 0.113 1 0.113 38.6 38.6 
Fridge Freezer 1 0.719 1 0.719 246.8 246.8 
Vertical Freezer 1 1.226 1 1.226 420.6 420.6 
Electric Kettle 2 0.317 3 0.475 124.2 124.2 
2 0.159 3 0.239 62.3 62.3 
Electric Shower 4 2.667 4 2.667 914.7 228.7 
Hair Straighteners 2 0.089 2 0.089 30.6 30.6 
Hair Dryer 2 0.061 2 0.061 20.9 20.9 
Dishwasher 1 0.855 1 0.855 293.4 14.7 
Washing Machine 1 0.549 1 0.549 188.4 9.4 
Tumble Dryer 1 0.929 1 0.929 318.6 15.9 
Electric Iron 1 0.306 0 0.000 74.8 74.8 
Table 3.12: Overview of usage events where the electric load varies as applied to occupancy 
patterns and annual cumulative figures for electrical consumption and thermal casual gains 
 
Appliance Event 
Description 
Cont. 
Load 
(kWe) 
Weekday Events Weekend Events Annual 
Energy 
Cons. 
(kWh) 
Annual 
Casual 
Gain 
(kWh) 
Duration 
(hh:mm) 
Cons. 
(kWh) 
Duration 
(hh:mm) 
Cons. 
(kWh) 
Audio Device 
(3-off with identical 
usage) 
FM Tuner 0.026 1:00 0.026 2:00 0.052 11.5 11.5 
CD Player 0.028 0:30 0.014 0:30 0.014 4.8 4.8 
Standby 0.009 22:30 0.203 21:30 0.194 68.6 68.6 
Burglar & Smoke 
Alarms 
Continuous 0.0024 24:00 0.058 24:00 0.058 19.8 19.8 
Cordless Telephone Continuous 0.004 24:00 0.096 24:00 0.096 32.9 32.9 
Mobile Telephone 
Charger (4 devices 
with identical usage) 
Charging 0.004 8:00 0.032 8:00 0.032 11.0 11.0 
Standby 0.001 16:00 0.016 16:00 0.016 5.5 5.5 
Broadband Access 
Device  
Continuous 0.0035 24:00 0.084 24:00 0.084 28.8 28.8 
Digital Decoder  Continuous 0.0109 24:00 0.262 24:00 0.262 89.7 89.7 
DVD Player Standby 0.0017 24:00 0.041 24:00 0.041 14.0 14.0 
VCR Standby 0.0096 24:00 0.230 24:00 0.230 79.0 79.0 
Microwave oven Standby 0.005 23:53 0.119 23:53 0.119 41.0 41.0 
Laptop (2 devices 
with identical usage) 
Trickle 
Charge 
0.004 24:00 0.096 24:00 0.096 32.9 32.9 
Games Console On Mode 0.03 1:30 0.045 2:00 0.060 16.9 16.9 
Standby 0.005 22:30 0.113 22:00 0.110 38.3 38.3 
Clock Radio Continuous 0.0023 24:00 0.055 24:00 0.055 18.9 18.9 
Television in Lounge 
26" LCD 
On Mode 0.08 6:30 0.520 6:30 0.520 178.4 178.4 
Standby 0.001 17:30 0.018 17:30 0.018 6.0 6.0 
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Television in 
Bedroom 20" CRT (2 
devices with 
identical usage) 
On Mode 0.09 2:30 0.225 2:30 0.225 77.2 77.2 
Standby 0.003 21:30 0.065 21:30 0.065 22.1 22.1 
Extractor Fan in 
Bathroom 
On Mode 0.014 0:40 0.009 0:40 0.009 3.2 3.2 
Extractor Fan in 
Kitchen 
On Mode 0.03 1:00 0.030 1:40 0.050 12.3 12.3 
Washing Machine Standby 0.0024 22:58 0.055 22:58 0.055 18.9 18.9 
Vacuum Cleaner On Mode 1.6 0:12 0.320 0:00 0.000 78.4 78.4 
Table 3.13: Appliances with steady load events - value of steady load, cumulative duration 
and consumption during weekday operating pattern, weekend operating pattern, and 
annually 
 
The load profiles described in Table 3.11 and Table 3.13 combined, along with lighting 
loads discussed in 3.7, to prepare appliance electrical loads profiles for weekday and 
weekend occupancy patterns, as presented in Figure 3.14. A comparison of appliance 
and lighting casual thermal gains, as driven by climate dependency of lighting 
discussed in Section 3.7.2, are presented in Figure 3.15.  
 
 
Figure 3.14: Dwelling Appliance Electrical Load Profiles for each occupancy pattern 
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Figure 3.15: Comparison of Thermal Casual Gains from Appliances & Lighting, for Weekday 
and Weekend occupancy patterns 
 
3.6.1 Burglar & Smoke Alarms 
The MTP [56] reports that electrical loads range from 1-22W, operating continuously 
throughout the year, are typical for a home security system incorporating both burglar 
and smoke alarm features. It is prudent to note that MTP state that data for these 
appliances have large uncertainties on usage, and hence such a large range of 
consumption. Discussions with a home security installer [55] identified average load of 
approximately 2.4 watts for a modem system, which was used as the assumed 
consumption figure in the BIM-G model. 
 
3.6.2 Catering 
The catering appliances specified included an electric oven, gas hob, microwave oven, 
electric toaster and electric kettle. An electric oven was selected over a gas oven, as 
over 60% of households owned an electric oven by 2006 [53]. Similarly, the MTP claims 
that consumer preference is for gas hobs, rather than electric alternatives, with 
approximately 54% of households owning a gas hob by 2006 [53].   A grill for cooking 
was not specified, a viewpoint supported by the MTP modelling [54], where grill use is 
excluded due to lack of data on the utilisation of that appliance. 
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Mansouri & Newborough [52] identified annual electrical consumption for electric 
ovens (not including microwave ovens) in UK households between 130-800 kWh, with 
an average of approximately 400kWh. A report by the MTP [53] states that the average 
energy consumption per utilisation event is 1.16kWh for an energy class B rated 
appliance (B-rated ovens hold 76% of the 2005 market [54]). During the measurement 
exercise, the oven usage event consumed roughly 1.12kWh, where the oven measured 
did not use a standby mode. With an assumed frequency of 1 event per day, every day 
(except for 2 weeks holidays), the annual consumption of the electric oven in the 
dwelling is calculated as approximately 383kWh. This consumption is within the range 
identified by Mansouri & Newborough, and near the average consumption quoted by 
the MTP. The duration of the measured electrical load profile presented in Figure 3.16 
is 46 minutes and 15 seconds. Utilisation 7 days per week results in a cumulative 
weekly usage of 5.4 hours, which is supported by the majority of respondents in the 
study by Mansouri et al [58]. The total energy consumed during operation was 
assumed to be released as a casual thermal gain using a decaying exponential function, 
as displayed in Figure 3.16. 
 
 
Figure 3.16: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Electric Oven 
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The MTP [53] quote results for gas hobs from the DECADE model, produced as part of 
the EU SAVE project, where the average energy consumption per use as 0.9kWh. They 
also assume that the average number of uses per year is 424, resulting in annual 
energy consumption of 381.6kWh. By assuming that the hob was used once per 
weekday (for evening meals) and twice per day at the weekend (for lunch and evening 
meal), the BIM-G model incorporates 441 uses. Applying the average consumption-
per-use value of 0.9kWh from MTP, the annual gas consumption calculated for the gas 
hob is 396.9kWh of natural gas, with zero electrical consumption (as it was assumed to 
have no standby load). An assumed steady output of 2kWe is taken from Mansouri et 
al’s study [58] on domestic cooking, which was used to calculate the event duration in 
Table 3.14. At 27 minutes, it is within the range of typical usage times (15 to 45 
minutes) between “large” (1.6-3kWe) and small (1-1.5kWe) hobs quoted by Wood & 
Newborough [47]. As the gas hob operates by combusting gas in the open, the thermal 
gain to the dwelling airspace, as presented in Figure 3.17, was assumed to follow the 
start and stop pattern of the hob’s gas consumption. It is acknowledged that some 
energy may be stored in the material of the hob itself, and released slowly over time, 
however this is assumed to be minimal compared to the energy released by the 
combustion products. 
 
Gas Usage & Casual Thermal Gains Signatures 
Description 2kWe Steady Load – same values for casual thermal gain 
Event Duration (hrs) 0:27:00 
Event Energy (kWh) 0.9000 
Qty of Events in WD Scenario 1 
WD Scenario Energy (kWh) 0.9000 
Qty of Events on WE Scenario 2 
WE Scenario Energy (kWh) 1.8000 
Annual Energy (kWh) 396.9 
Table 3.14: Appliance Event Energy Consumption (Natural Gas), Event Duration and Event 
Thermal Gain, with cumulative values calculated for each occupancy pattern and annually 
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Figure 3.17: Thermal Gains Profile estimated for Gas Hob 
 
In 1995, Herring [59] discussed the average annual energy consumption of electric 
toasters, quoting a figure of 12kWh. However, the DECADE model [60] reported the 
steadily increasing energy consumption of electric toasters from 1970 to 1992. It was 
unclear whether this was due to increasing penetration (EST [61] claim that 80% of 
household own toasters by the mid-2000s), increasing load of typical toasters, or 
increased usage. It was assumed that the toaster was used twice, every day, at 
breakfast time. A toaster was monitored during operation at the mid-point setting, 
with a load as presented in Figure 3.18. The event duration of 2.5 minutes was 
consistent with typical usage of 2-10 minutes quoted by Wood and Newborough [47]. 
The total energy consumed during operation was assumed to be released as a casual 
thermal gain using a decaying exponential function, as displayed in Figure 3.19. 
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Figure 3.18: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Electric Toaster 
 
Mansouri & Newborough [49] estimated the average annual electricity consumption of 
microwave ovens as 75 kWh per household, whilst MTP report [51] that the DECADE 
model uses 87kWh and the MTP model uses 91kWh. Data from MTP [53] suggests that 
standby consumptions range from 2W to 6W, whereas the MTP model [53] uses a 
standby figure of 2.6W. This compared with a 5W standby load measured for a sample 
appliance. A 7 minute event duration was selected to agree with data collected by 
Mansouri et al [58], where the majority of usage for the main meal was in the range of 
5 to 10 minutes, and other categories, such as “cooking vegetables”, “warming up” and 
“defrosting”, were dominated by responses in the <5 minutes and 5-10 minutes 
ranges. Using the measured appliance electrical load profile for a 7 minute event, as 
shown in Figure 3.19, the casual thermal gain was estimated by assuming that the total 
electrical energy consumed during the event was released in a manner characterised 
by a decaying exponential function. Assuming the microwave oven is used once per 
day, and that it remains on standby for the remaining time, annual consumption of the 
microwave oven in the dwelling was calculated as 80kWh. 
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Figure 3.19: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Microwave oven during a usage event (i.e. not during standby) 
 
A 1994 study by Mansouri et al [58] found that the average annual consumption of 
electric kettles has remained steady at 250kWh per household since 1987, whilst the 
MTP estimate of 169.6kWh [50]. Wood & Newborough [47] quote kettle usage event 
durations in the range of 2-5 minutes. Load profiles were measured for a cold kettle 
(i.e. several hours since it was last used), filled from the kitchen tap with cold water to 
both full (Figure 3.20) and half capacity (Figure 3.21). The duration of these events was 
2.5 and 5 minutes respectively. A narrative was defined that incorporated an even split 
between event types (half and full capacity), with 4 during a weekday and 6 at the 
weekend. This resulted in 1,568 events per annum, which was consistent with the 
MTP’s assumption of 1,542 events per year [50]. The annual consumption of the 
electrical kettle in the dwelling was calculated as 186.5kWh, between the two 
estimates discussed above. As before, a decaying exponential function as used to 
estimate dissipation of input energy as thermal gain. This assumption does not account 
for the proportion of thermal energy that is contained within the liquid ingested the 
occupants, and then later dissipated in the dwelling and elsewhere. 
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Figure 3.20: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Electric Kettle filled to full capacity 
 
 
Figure 3.21: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Electric Kettle filled to half capacity 
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3.6.3 Electric Shower 
For the primary demand scenarios, an electric shower was selected for use within the 
dwelling, as an MTP policy brief [77] quoted that around 50% of UK dwellings have 
electric showers. It is assumed that each occupant takes a 5 minute shower, once per 
day, every day of the week. This usage pattern agrees with shower utilisation profiles 
created by Jordan & Vajen [76], which were based upon consumption studies carried 
out in Switzerland and Germany. It is assumed that 25% of electrical energy input is 
realised as a casual thermal gain to the dwelling, as estimated within the BREDEM 
model [74], where again a decaying exponential function has been used to 
characterise casual gain. The exponential time constant was derived using temperature 
logging data for an electric shower, as presented in Figure 3.23, where the exterior of 
the shower device’s casing was monitored before, during and after a 5 minute shower 
usage event.  
 
 
Figure 3.22: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Electric Shower 
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Figure 3.23: Temperature monitoring results for electric shower 
 
3.6.4 Hair Care 
Electrical load profiles for a hair dryer and a set of hair straighteners were measured, 
as presented in Figure 3.24 and Figure 3.25. Research undertaken on hair dryers and 
hair straighteners for the TARBASE project [5] suggested that average annual energy 
consumption of each appliance was 36kWh. It is assumed that this consumption is split 
evenly between each working day, for each appliance. From the event consumptions 
calculated in the monitoring exercise, the annual consumption of the hair dryer and 
hair straighteners is calculated as 21kWh and 31kWh respectively. Usage patterns of 
twice per day (corresponding to two occupants) for both appliances were assumed, 
where hair drier use precedes hair straightener use. There is no issue with timing 
between events of the same appliance, as it is assumed that the dwelling contains two 
of each hair care appliance. 
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Figure 3.24: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Hair Dryer 
 
 
Figure 3.25: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Hair Straighteners 
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3.6.5 Home Care & Laundry 
Data extracted from a MTP report [65] indicates average annual consumption of 
284.5kWh for a dishwasher. The annual consumption calculated from a measured 
appliance electrical load signature (Figure 3.26 as 292.4kWh, assuming 1 wash cycle 
per day. The assumed wash cycle frequency is supported by the study by Mansouri et 
al [58], which suggests that over 50% of household utilise their dishwasher in that 
manner. It is assumed that the dishwasher has no standby loads, as it is several years 
old, and the MTP report [65] suggests that only newer dishwashers exhibit standby 
loads. An MTP study on casual thermal gains from appliances [78] concluded that wet 
appliances, including dishwashers, dispose of 95% of electrical energy consumed 
through the wastewater outlet. Using surface temperature measurements of a 
dishwasher in-situ, decaying exponential equations were derived to characterise the 
heating and cooling of the dishwasher’s external casing, and estimate the thermal gain 
profile based on 5% of electrical consumption, as presented in Figure 3.26. 
 
 
Figure 3.26: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Dishwasher 
 
The MTP [66] indicate that the annual electrical consumption of washing machines is 
192kWh or higher, depending on energy rating of appliance. They also claim that 
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washing machines have an average standby load of 2.1W. The annual consumption of 
the washing machine in BIM-G is calculated as 209kWh, using the measured electrical 
load profile presented in Figure 3.27, and assuming 1 wash cycle per day. This usage 
assumption is within the distribution of wash cycles per household presented by 
Mansouri et al [58]. The 5% useful thermal gain to the dwelling was taken from an MTP 
study on casual appliance gains [78]. 
 
 
Figure 3.27: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Washing Machine 
 
The MTP [67] indicates that the average annual consumption of Tumble Dryers is 
318kWh, with no standby loads on older appliances. The annual consumption of the 
tumble dryer in the dwelling is calculated as 318.6kWh, based on the measured load 
profile presented in Figure 3.28, and 1 event per day. The usage pattern was assumed 
to match with the washing machine’s cycles, as limited data exists to quantify number 
of cycles [67]. The 5% useful thermal gain to the dwelling was taken from an MTP 
study on casual appliance gains [78]. 
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Figure 3.28: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Tumble Dryer 
 
The MTP [62] report that vacuum cleaners are used approximately 1 hour per week, 
with an average load of 1.6kW during operation. Within the MTP report, no holiday 
allowance has been used, resulting in a calculated annual consumption of 83kWh. The 
annual consumption of the vacuum cleaner in BIM-G is calculated as 78.4kWh, based 
on 2 weeks of annual holiday for the occupants. The estimated weekly usage from the 
MTP report [62] was divided equally between the working days, to provide 12 minutes 
of continuous usage per day. An argument could be made to split this usage, as the 
vacuum cleaner is moved around the home, but similarly, it could be argued that a 
different area of the dwelling is vacuumed each day. A continuous electrical load 
profile of 1.6kWe is used to represent this appliance’s electrical load signature, as spot 
appliance measurements have demonstrated this to be the case. 
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Figure 3.29: Electrical Load Profile (as estimated) and Thermal Gain Profile (as estimated) of 
Vacuum Cleaner 
 
Herring [59] reports that the average annual energy consumption of electric irons is 
75kWh. The energy consumption of a measured appliance usage event, as presented 
in Figure 3.30, is 0.31kWh. Assuming that this consumption is split evenly between 
each working day, with consideration for 2 weeks annual holiday, the annual 
consumption within the BIM-G model is 76kWh. As with the dishwasher, surface 
temperature measurements were used to derive exponential time constants for 
decaying exponential function to represent heating and cooling curves of the 
appliance. Assuming that all of the electrical consumption is dissipated as heat, the 
thermal gain profile for this appliance was estimated as presented in Figure 3.30. 
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Figure 3.30: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Electric Iron 
 
3.6.6 Home Electronics & ICT 
Several MTP reports [68][69] present results of various studies on television numbers 
and energy consumption by technology type. The 3 televisions were selected for the 
dwelling, as supported by [68], which quotes TV ownership of 2.4 to 2.9 per home. As 
the dwelling is heavily occupied and houses a fairly prosperous household, the 
selection of 3 TVs is not unreasonable, and is applied to other research [3]. 
Furthermore, the report [68] states that there is typically a primary TV, with a screen 
size greater than 24” (LCD appliance in this demand profile), and secondary TVs, with 
screen sizes below 24”. The usage figures of 6.5 hours per day for primary televisions, 
and 2.5 hours per day for secondary televisions, were extracted from the MTP report 
[68] discussed previously. The energy consumptions in standby and operating modes 
were taken from an MTP report [69] that covered televisions on a technology-by-
technology basis. 
 
MTP reports [63] that digital decoders are commonly left turn on 24 hours per day, all 
year, with an average electrical load of 8.56W. Electrical load measurements of a 
sample device confirmed that the load remained fairly steady of 10.6W, which was 
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applied in the BIM-G model. Information on the annual energy consumption of DVD 
Players was very scarce in 2006. A load monitoring exercise showed that a sample DVD 
player consumes 1.7W in standby. The annual consumption of the DVD player in the 
BIM-G model was calculated using this measurement, assuming 24-hour constant 
standby operation. Research undertaken on VCRs for the TARBASE project found that 
annual energy consumption is 84kWh [5]. A continuous electrical load profile is used to 
represent this appliance’s electrical load signature, as measurements of this appliance 
suggest a standby load equal to the annual energy consumption. 
 
Research undertaken on powered audio for the TARBASE project suggested standby 
loads of 10W, and average daily usage from around 1 hour. Using electrical load 
monitoring equipment, several powered audio systems were logged in FM Tuner, CD 
Player and Standby modes. A MTP report [56] supports the standby loads measured 
within this exercise. Three powered audio appliances were chosen: a communal device 
and two assigned to individual occupants (the child and young adult). The electrical 
load signatures used to represent these appliances were continuous loads, with 
associated continuous thermal gains profiles. 
 
The MTP [56] report that the average (over 24 hours) energy consumption of a clock 
radio is 1.5W, resulting in annual consumption of 12.1kWh, assuming that the 
appliance is operated all year round, with no holiday interruption. The annual 
consumption of the alarm clock in the BIM-G model is assumed to equal that quoted 
by MTP. A continuous profile has been selected; even though MTP states that 
electrical load can rise to 4W (from the continuous 2.3W), as the difference is 
insignificant compared to electrical demands totalling several kWe in the dwelling. 
 
Research undertaken on games consoles chargers by TARBASE [5] found that they 
consume 105kWh annually. MTP report [56] on standby consumption states that 
standby loads are between 0 and 12.5W. Load measurements were undertaken on a 
sample games console, as presented in Figure 3.31. Annual consumption of the games 
console in the dwelling is calculated as 65.5kWh, with consideration of reliance of 
television operation. Although significantly less than the TARBASE figure, a range of 
 Page 173 
consumptions are assumed due to the spread of utilisation and unit energy 
consumption of such a device. 
 
 
Figure 3.31: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Games Console 
 
There were two laptops defined for the dwelling variant. The EU Energy Star website’s 
energy calculator for PC equipment quotes an annual energy consumption of 33kWh 
for a laptop. This annual consumption figure was used in the BIM-G, assuming 24 hour 
continuous operation for the charger.  
 
Research undertaken on broadband access devices for the TARBASE project quotes an 
MTP report [64], specifying 31kWh. This was used as the annual consumption of the 
broadband access device in the dwelling, where a continuous, constant electrical load 
profile is used to represent this appliance’s electrical load signature. 
 
The MTP [56] report that mobile phone chargers have a standby load of 1W. This was 
verified by appliance monitoring, and electrical loads during charging were measured 
as 4W. The annual consumption of the household’s stock of 4 mobile telephone 
chargers, used for an average of 8 hours every night, is calculated as 65.9kWh. 
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Research undertaken by the TARBASE project estimated the annual energy 
consumption of cordless telephones as 35kWh [5]. The annual consumption of the 
telephone in the BIM-G model was calculated using the TARBASE figure, and assuming 
24-hour continuous operation. 
 
3.6.7 Refrigeration 
The MTP [57] presented sales-weighted average energy consumptions, by energy 
efficiency rating, for fridge-freezers and freezers in 2006, based from energy label daily 
consumption figures (i.e. lab testing not actual consumption in use). They report that 
fridge-freezer energy consumption varies between 206kWh (A++ rating) and 278.9kWh 
(A rating). The electrical load profile of a sample fridge-freezer was measured for 24 
hours, hence incorporating the standby loads. From the measured load profile in 
Figure 3.32, the annual consumption of the fridge freezer was calculated as 247kWh.  
 
 
Figure 3.32: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Fridge Freezer 
 
The MTP reported 2006 sales-weighted average energy consumption of freezers in the 
UK was 299kWh, with average consumption, per energy rating, ranging from 153-
612kWh [57].  The standby loads are incorporated into the measured electrical load 
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signature (see Figure 3.33), as a 24-hour measurement was logged continuously, 
resulting in an annual consumption of 446kWh. 
 
 
Figure 3.33: Electrical Load Profile (as measured) and Thermal Gain Profile (as estimated) of 
Freezer 
 
 
3.7 Lighting 
Lighting is estimated to account for 17% of UK domestic electricity consumption, as 
estimated at a national level by DECC [23]. Despite the concerns regarding the 
accuracy of this figure in Section 3.6, lighting is still expected to be a major contributor 
to electrical demand. The derivation of lighting demand as discussed in this section 
was undertaken for the TARBASE project [5][6], and used in other published studies 
[3]. Domestic electrical load modelling was discussed in Section 3.6, in all of which the 
timings of individual lighting loads are derived from some form of probability 
distribution. As a narrative of occupant activities is defined within the BIM-G 
methodology to script events for discrete design days, the probabilistic approach used 
by other studies [33][35] would be unsuitable. 
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Stokes et al [33] discuss the relationship between lighting demand and time of day on 
a typical weekday, which is characterised by a peak on the morning and evening, 
corresponding with peak activities within the home. They conclude that no linear 
relationship existing between lighting demand and time of day because of the 
influence of daylight and the behaviour of the occupants, however behaviour of a set 
of occupants tends to follow a regular pattern day-to-day. As discussed in Section 3.6, 
occupancy drives energy consumption patterns, which Richardson et al [35] 
acknowledge as essential for lighting, as they tend not to be operated independently 
of occupants (like a washing machine on timer, for instance). In their stochastic lighting 
load model, Richardson et al [35] weight the frequency of use towards rooms most 
frequently in use at certain times (i.e. kitchen and ding room at meal time or bedrooms 
in the late evening). This is discussed further in Section 3.7.2. 
 
Stokes et al [33] consider annual distribution of lighting demand to have a stronger link 
with climate profiles, and link lighting usage to sunrise and sunset in their load model. 
Richardson et al [35] agree that human perception of natural light level in a building is 
a key factor in the usage of electric lighting, as supported by Yao & Steemers [24]. This 
discussed in the context of seasonally-dependant lighting in Section 3.7.2. 
 
Although there is data available on the distribution of lighting technologies in use in 
the domestic sector, major studies such as those used by the MTP [70] are pre-year 
2000. Attempts to project from MTP using Mintel sales data [72] were unsatisfactory, 
as they do not account for lamp replacement rates or increased lamp numbers per 
dwelling. The assumptions for lighting fixtures present in each variant were made, not 
in an attempt to represent an average home, but to replicate a plausible dwelling. This 
approach was necessary to avoid the distortion of results that is systematic of 
“averaged” data, gleaned from stock models and the like, and to avoid dependence on 
outdated data. A similar approach was taken by Richardson et al [35], where they 
randomly selected a representative set of lighting units of different technologies from 
trade association statistics. On a basis of assumed income and occupant stereotype, 
the building variant was arbitrarily chosen to have implemented the energy efficient 
lighting technologies (i.e. compact fluorescent lamps and low voltage halogen 
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spotlights) to a different extent. It is worth noting that the lighting demand profile 
assumptions were made in 2004/05, before energy efficient lighting technologies were 
as prevalent as today, partially because of legislation banning certain General Lighting 
Service (GLS) lamps from sale in the UK [71]. 
  
3.7.1 Lighting Requirements & Technologies 
There are three main requirements for lighting provision in a dwelling; minimum 
illuminance levels, minimum colour rendering index (CRI) and colour temperature 
(CCT). Light is not only a requirement for safety and use of household amenities, but 
for the perceived comfort of the occupants. The accepted measure of light provision is 
the average light delivered (lumens) per unit area of the dwelling (m2), which is 
typically referred to as the lux level (1 lux = 1 lumen/m2). The distribution and control 
of light are important factors in comfort. 
 
The required lighting provision in each zone of the dwelling is quoted in industry 
design guides [73], along with daily average hours of lighting expected in that dwelling 
zone, and these are presented in Table 3.15. The light intensity required from the light 
source in each zone was calculated using the floor area of each zone multiplied by the 
minimum required illuminance. 
 
Dwelling 
zones 
Minimum 
Illuminance 
(lux) 
Zone 
Floor 
Area (m
2
) 
Light 
Intensity 
(Lumens) 
Light 
Usage 
(hrs/day) 
Minimum 
CRI 
Suitable 
CCT 
Hall 150 8 1,200 4 
>80 
(Allows 
accurate 
colour 
judgements 
to be made) 
“Warm” 
light 
preferable 
(Ideally 
around 
3,000K) 
Lounge 150 36 5,400 3.9 
Landing 150 8 1,200 3.5 
Dining 100 8 800 1.9 
Kitchen 300 20 6,000 1.5 
Bedrooms 50 48 2,400 0.9 
Bathrooms 150 16 2,400 0.5 
Table 3.15: Light requirements of each dwelling zone, as derived from CIBSE design guide 
[73] and calculation of required light intensity from minimum illuminance level and floor are 
of each zone 
 
The lighting technologies considered when defining a lighting demand profile are 
presented in Table 3.16. It was assumed that the vast majority of light, as of 2005, was 
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supplied by GLS incandescent bulbs, due to their overwhelming market share [70]. In 
an attempt to limit the myriad of lamp options for the simple lighting model, GLS 
lighting was represented solely by a 60W lamp, as it was the predominate GLS lamp 
[70]. The circuit efficacy (lumens per total watt input), light point power (lamp + 
ballast), light output, CRI and CCT assumed for all 2005 lighting technologies are shown 
in Table 3.16 
 
Lighting Technology Circuit 
Efficacy 
(lm/W) 
Circuit 
Power 
(W) 
Lamp 
Output 
(Lumens) 
Colour 
Rendering 
Index 
Colour 
Temperature 
(K) 
GLS 13 60 780 90-100 2800 
Low Voltage Halogen 20 25 500 90-100 3000 
CFL 55 18 1098 80-100 ~3000 
Table 3.16: Lighting technologies considered in the definition of the lighting demand profile 
 
Several energy efficient technologies, that were still fairly niche in 2005, were defined, 
namely Low Voltage Halogen and Compact Fluorescent Lamps (CFL). The performance 
of these technologies was chosen to reflect average values [70]. The resultant 
requirement for light was calculated using utilisation factor, as defined in the design 
guides [73] as the amount of light from lamp directed towards useful illumination of 
room & occupant’s activities. The resultant lighting loads, lamp rating and annual 
energy consumption is presented in Table 3.17 
 
Dwelling 
Area 
Floor 
Area 
(m
2
) 
CIBSE 
Illum. 
(lux) 
Light 
Intensity 
(Lumens) 
Use per 
Day 
(Hrs) 
Bulb 
Type 
Util. 
factor 
Lamp 
Load 
(W) 
Daily Energy 
Consumption 
(Wh) 
Annual 
Energy 
Cons. (kWh) 
Hall 8 150 1200 4 CFL 0.7 40 87.3 48 
Lounge 36 150 5400 3.9 CFL 0.7 100 382.9 208 
Landing 8 150 1200 3.5 CFL 0.7 40 76.4 42 
Dining 8 100 800 1.9 GLS 0.7 60 116.9 64 
Kitchen 20 300 6000 1.5 Halogen 0.7 300 450.0 245 
Bedrooms 48 50 2400 0.9 GLS 0.7 180 166.2 90 
Bathroom 16 150 2400 0.5 GLS 0.7 180 92.3 50 
Table 3.17: Lighting requirement, and resultant loads and energy consumption for dwelling 
 
3.7.2 Scheduling & Climate Dependency of Lighting Demand 
The lighting script was written to reflect the activities of the occupants, as described by 
the occupancy patterns described in Section 3.3.1, specifically the periods of active 
 Page 179 
occupancy by each occupant as tabulated in Appendices B.2.1 and B.2.2. The lighting 
electrical load profiles for the weekday and weekend occupancy patterns, during the 
Winter or Extreme Winter climate scenarios, are presented in Figure 3.34 and Figure 
3.35 respectively, based on the script of lighting events tabulated in Appendix B.2.5. 
The adopted spread of lighting usage is consistent with that reported by Hawkes et al 
[18] in their µCHP modelling exercise. On weekdays, the majority of lighting usage is 
for bathroom, kitchen and bedrooms in the morning. In the late afternoon and 
evening, lighting use is expected to transition from the kitchen (to prepare evening 
meal), to the dining room (to eat), and then to the living room and bedrooms (for 
leisure time and bedtime routines).  
 
 
Figure 3.34: Lighting electrical demand profile for primary demand scenarios using weekday 
occupancy pattern and winter or extreme winter climate scenarios 
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Figure 3.35: Lighting electrical demand profile for primary demand scenarios using weekend 
occupancy pattern and winter or extreme winter climate scenarios 
 
A climate dependency was introduced within the lighting demand profiles, as it was 
understood that lighting demand is a function of daylight [33][35]. It should be noted 
that lighting usage is also a strong function of occupant behaviour, i.e. despite 
sufficient daylight an occupant may leave a light on or turn it on out of habit. However, 
seasonal dependence of lighting demand was a simple method to introduce a limited 
degree of variation in electrical demand profiles between seasons, due to the scarcity 
of data to support seasonal dependence assumptions for the appliances discussed in 
Section 3.6. 
 
Climate Daylight 
Start 
Time 
Daylight 
End 
Time 
Hours of 
Daylight 
Reduction 
vs. 
Summer 
Impact on 
Weekday 
(hh:mm:ss) 
Impact on 
Weekend 
(hh:mm:ss) 
Summer & High Summer 05:56:18 17:55:22 11:59:04 - - - 
Shoulder 06:22:22 17:46:49 11:24:27 00:34:37 00:08:33 00:08:33 
Extreme Winter & Winter 09:05:32 14:52:22 05:46:50 06:12:14 02:55:22 05:08:32 
Table 3.18: Times of sufficient daylight levels to forego artificial lighting, for each climate 
scenario, with relative durations compared to summer scenarios for each occupancy pattern 
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On the basis that the occupants will forego the use of artificial lighting when sufficient 
daylight is available, the lighting electrical demand profiles for both weekday and 
weekend profiles were adjusted using the daylight times in Table 3.18. These profiles 
are plotted for both occupancy patterns in Figure 3.36, comparing the climate 
scenarios. 
 
 
Figure 3.36: Comparison of Seasonal Lighting Profiles, for Weekday and Weekend occupancy 
patterns 
 
 
3.8 Climate Scenarios 
The climate data was derived from CIBSE Test Reference Year 2005 for Edinburgh, 
which is a composite of typical months of climate data from the period 1983 to 2004 
[39]. These CIBSE Test Reference Year data files have been used on the TARBASE 
project for 14 locations around the UK. The climate dataset includes hourly values for 
external dry bulb air temperature, and both global and diffuse solar irradiance on a 
horizontal surface. The former variable is used directly by the BIM-G model’s Thermal 
Demand Estimation routine, whilst a solar irradiance model was developed, based on 
CIBSE [40] and ASHRAE [41] methodologies, to utilise the latter variables. This model 
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estimates solar irradiance on the vertical surfaces of the dwelling, in each of the 
primary compass directions, from the CIBSE climate dataset’s solar variables. 
 
 
Figure 3.37: Distribution of Climatic Variables, Daily Averaged External Dry Bulb Air 
Temperature and Daily Total Orientation Averaged Solar Irradiance, for CIBSE Test Reference 
Year 2005, Edinburgh 
 
If the daily average of the external dry bulb air temperature is calculated, and plotted 
alongside the total orientation-averaged Solar Irradiance values for the selected 
annual climate dataset, a distinct distribution of each variable is seen (Figure 3.37). In 
order to understand the relationship resulting from the interaction of these climatic 
variables, on the daily space heating demand of the dwelling, a relationship was 
derived, using results (Table 3.19) from BIM-G simulations undertaken using a range of 
synthetic daily climate profiles. These synthetic profiles were constructed from 7 daily 
solar profiles, and 7 daily external temperature profiles, all of which are evenly 
distributed across the appropriate range of climatic variable values. 
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 0.5 1 1.5 2 2.5 3.0 3.5 
-3.2 109.0 102.6 96.2 90.3 84.3 78.5 70.6 
-0.9 97.7 92.5 86.8 80.8 76.2 68.6 60.6 
3.1 78.8 73.7 67.7 61.6 56.0 49.6 41.7 
6.9 61.1 56.1 49.3 43.7 36.5 30.9 22.9 
10.9 41.7 37.9 29.3 23.8 17.2 11.6 5.9 
14.8 20.7 14.0 12.4 8.0 7.1 0.0 1.9 
18.8 8.7 5.7 2.6 2.0 0.0 0.0 0.0 
Table 3.19: Daily Space Heating Thermal Demand (kWh), as simulated by BIM-G model, for 
each Synthetic Climate Profile described by a value of both Daily Total Solar Irradiance and 
Daily Average External Air Temperature, investigated for the Weekday Occupancy Pattern 
 
Using a multiple linear regression technique and the solver function in MS Excel, 
equation (3.2) was derived to characterise the aforementioned relationship. The 
Simulated Daily Space Heating Thermal Demand (kWh), QSHd, is a function of Daily 
Average External Dry Bulb Air Temperature (°C), Teda, and Daily Total Orientation 
Averaged Solar Irradiance (kWh/m2), Sda. 
 
  951.9801.009.10584.4597.002.0 22  edadadaedadaedaSHd TSSTSTQ  (3.2) 
 
When quantifying the statistical robustness of this equation in comparison to the 
matrix of simulated data in Table 3.19, it is important to consider the significance of 
those matrix values equal to zero. The detailed simulation results for these synthetic 
climate profiles show that average internal temperatures during TDPs can exceed the 
comfort and space heating set-point temperatures. In effect, the occupants may wish 
the dwelling to be cooled during these days, i.e. the space heating thermal demand 
may be negative. In reality, this cooling may be achieved by increasing the ventilation 
rate of the building, for instance by opening windows. As the simulations results 
presented in Table 3.19 quantify the gross demand for space heating only, and not a 
net thermal heating and cooling demand, they are limited to a minimum value of zero. 
The derived relationship, however, is not limited in kind, so statistical analysis should 
be confined to results greater than zero, in order to gain an accurate measure of 
statistical robustness. With such an argument in mind, Figure 3.38 shows the 
coefficient of determination (R2) correlation between simulated and calculated results, 
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using equation (3.2), is 99.85%, in comparison to 96.58% if such reasoning is 
overlooked.  
 
 
Figure 3.38: Comparison of Calculated and Simulated Daily Space Heating Thermal Demand 
(kWh), plotted for all synthetic climate profiles described by the values of Daily Total Solar 
Irradiance and Daily Average External Air Temperature in Table 3.19 (referred to as matrix 
values), with trend lines for all matrix values and for matrix values that are greater than zero 
 
Equation (3.2) was then applied to the daily-averages for the climate dataset to 
produce an annual distribution of space heating thermal demand, see Figure 3.39, as 
simulated using the weekday occupancy pattern only. It should be noted that for 
approximately 10% of the year, or around 36 days, the building exhibits zero space 
heating demand or less, if the space heating system attempts to achieve 21C 
throughout the TDPs. If this period was to be taken as the length of this non-heating 
season, it would be in disagreement with Dickson et al [42] who assumes heating 
season lengths of 3-4 months, depending on climate, and both Hawkes et al [18] and 
De Paepe [45] who assume 3 months in their modelling exercises. It is assumed, after 
analysis of average dwelling temperatures in BRE’s Domestic Energy Fact File [43], that 
during the summer months, people may tolerate internal temperatures below the 
nominal comfort temperature for portions of the TDPs, as a result of disabling their 
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space heating system, and allowing the dwelling internal temperature to free-float. 
Without adequate data to quantify the tolerance of occupants to free-floating, a study 
was undertaken to ascertain the sensitivity of heating season length to changes in the 
minimum tolerable daily average internal air temperature, calculated across the TDPs 
of a simulation profile. 
 
 
Figure 3.39: Annual Distribution of Calculated Daily Space Heating Thermal Demand (kWh), 
for the Weekday Occupancy Pattern, using the relationship defined in equation (3.2) 
 
The aforementioned study entailed re-simulation of the synthetic climate profiles 
tabulated in Table 3.19, with the space heating systems operating regime suitably 
altered, such that no space heating was delivered to the dwelling. The ensuing 
temporal simulation results depicted the free-floating internal temperature – the 
averages of which, as calculated across each profile’s TDPs, are presented in Table 
3.20. 
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 0.5 1 1.5 2 2.5 3.0 3.5 
-3.2 0.9 1.8 3.0 4.9 5.8 7.0 8.1 
-0.9 2.7 3.7 4.9 6.8 7.7 8.9 10.0 
3.1 6.3 7.3 8.5 9.5 11.2 12.5 13.5 
6.9 9.8 10.8 12.0 13.9 14.7 16.0 17.0 
10.9 13.3 14.2 15.4 17.3 18.2 19.4 20.5 
14.8 16.9 17.8 19.0 20.9 21.8 23.0 24.1 
18.8 20.2 21.2 22.3 24.2 25.1 26.4 27.4 
Table 3.20: Simulated Average Free-Floating Internal Air Temperature during TDPs, for each 
Synthetic Climate Profile, tabulated per Daily Total Irradiance and Daily Average External Air 
Temperature, for the Weekday Occupancy Pattern 
 
Multiple linear regression analysis was performed on this data, to create a relationship 
between climate variables and average free-floating internal air temperature during 
TDPs. Using this relationship, the length of the heating season can be calculated, see 
Table 3.21, under the assumption that it is driven by the occupant’s tolerance of 
average free-floating internal air temperatures. The length of the heating season is a 
function of the local climate, and hence location. As this investigation uses a climate 
file for Edinburgh, the length of heating season would be longer than averages for the 
UK or England.  
 
Minimum Average 
Temperature (C) 
Heating Season 
(days) 
Non- Heating 
Season (days) 
Heating Season 
Length (% of year) 
21 331 34 10% 
20.5 327 38 12% 
20 313 52 17% 
19.5 299 66 22% 
19 287 78 27% 
18.5 276 89 32% 
18 268 97 36% 
17.5 262 103 39% 
17 251 114 45% 
Table 3.21: Heating Season Length vs. Minimum Average Free-Floating Internal Air 
Temperature 
 
After a brief review of the available literature, no specific data on the tolerable non-
heated temperatures during the UK summer climate was found. However, studies by 
Summerfield et al [44], and Shorrock and Utley [43], both concluded that average 
internal occupied temperatures were in the range of approximately 19-20C. 
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Therefore, the heating season length for the simulated dwelling, within the climate 
dataset described previously, was assumed as 313 days, corresponding to that 
calculated from the minimum average free-floating temperature of 20C. That is, the 
heating season length has been determined on the basis that the occupant will 
tolerate an internal temperature (during periods where the building is normally 
heated, i.e. the TDPs) as low as 20°C before switching the space heating system on. 
 
Applying the heating season length assumption discussed previously to the annual 
distribution of calculated space heating demand in Figure 3.39, where the space 
heating demand of those days exhibiting average free-floating temperatures of 20C or 
above was assumed to be zero, a distribution of heating-only space heating demand 
was generated, see Figure 3.40. With the goal of selecting representative Climate 
Scenarios, five “typical” climate days were selected from the previous set of synthetic 
daily climate profiles, which were representative of particular regions of the 
distribution, as marked on Figure 3.40. 
 
 
Figure 3.40: Annual Distribution of Calculated Daily Space Heating Thermal Demand (kWh), 
for the Weekday Occupancy Pattern, adjusted for Heat Generation only during Heating 
Season, where the red lines indicate the Daily Space Heating Thermal Demand (kWh) – i.e. 
the value on the y-axis – as simulated for Design Days using the indicated climate scenario  
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Using Microsoft Excel’s Solver feature, the frequency (i.e. number of days per year) of 
each Climate Scenario (except for those corresponding to zero Space Heating Demand, 
whose frequency is explicitly specified by the heating season length discussed 
previously) required to synthesise an Annual Thermal Demand for Space Heating equal 
to that calculated by summation of the distribution in Figure 3.40, was estimated 
(Table 3.22). 
 
Climate Scenario Daily Solar 
Irradiance 
(kWh) 
Daily 
Average 
Temp (C) 
SH 
Demand 
(kWh) 
Frequency 
(Days) 
Weight Total SH 
Demand of 
Scenario 
(kWh) 
Extreme Winter (EWin) 0.511 -3.2 109.0 1 0.0027 109 
Winter (Win) 0.511 3.1 78.8 69.3 0.1900 5461 
Shoulder (Sh) 1.489 6.9 49.3 177.9 0.4875 8767 
Summer (Sum) 2.488 10.9 17.2 64.7 0.1774 1110 
High Summer (HSum) 2.488 16.8 0 52 0.1425 0 
Table 3.22: Climate Scenarios, and associated Daily Solar Irradiance, Daily Average External 
Temperature, Space Heating Demand (kWh), Frequency, and Weighting Factor, with Total 
Space Heating Demand Attributed to each Climate Scenario 
 
The hourly values of external air temperature and solar irradiance are plotted for each 
climate scenario in Figure 3.41 to Figure 3.45. 
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Figure 3.41: Hourly climate values used for Extreme Winter climate scenario with External 
Air Temperature (T_Ext) and Solar Irradiation on Vertical Surface from North, South, East & 
West facing surface (S_South, S_North, S_East, S_West) 
 
 
Figure 3.42: Hourly climate values used for Winter climate scenario with External Air 
Temperature (T_Ext) and Solar Irradiation on Vertical Surface from North, South, East & 
West facing surface (S_South, S_North, S_East, S_West) 
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Figure 3.43: Hourly climate values used for Shoulder climate scenario with External Air 
Temperature (T_Ext) and Solar Irradiation on Vertical Surface from North, South, East & 
West facing surface (S_South, S_North, S_East, S_West) 
 
 
Figure 3.44: Hourly climate values used for Summer climate scenario with External Air 
Temperature (T_Ext) and Solar Irradiation on Vertical Surface from North, South, East & 
West facing surface (S_South, S_North, S_East, S_West) 
 
 Page 191 
 
Figure 3.45: Hourly climate values used for High Summer climate scenario with External Air 
Temperature (T_Ext) and Solar Irradiation on Vertical Surface from North, South, East & 
West facing surface (S_South, S_North, S_East, S_West) 
 
The climate scenario selection methodology described in this section evolved from the 
simple selection of daily-averaged External Air Temperature and total orientation-
averaged Solar Irradiance values typical of Winter, Shoulder and Summer seasons, as 
used in preliminary investigations [1][2]. It was deemed necessary to define additional 
climate scenarios in order to investigate µCHP performance when thermal demand is 
limited to DHW provision, and to provide a design day with very high thermal demand, 
in order to facilitate analysis of µCHP performance versus thermal demand. 
 
 
3.9 Primary Demand Scenarios 
The conception of a demand scenario relies upon an understanding of the demand 
drivers acting upon the dwelling. The majority of these demand drivers are related to 
the behaviour or decisions of the occupants; whilst the rest are uncontrollable, such as 
building construction and climate. For reasons explained in the previous sections, the 
composition of the household and the construction of the dwelling were selected prior 
to demand scenario conception, and held constant throughout. As a method of 
representing the effects of the remaining occupant-related demand drivers, two 
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occupancy patterns have been specified; identified by the “type” of day they may 
typically represent for the chosen household; Weekday and Weekend. The features of 
these occupancy patterns, and data analysis undertaken to derive them, are discussed 
in Section 3.3, but in essence they represent a day with and day without a significant 
period of dwelling vacancy. 
 
Each member of the household was assigned an occupancy pattern, relative to the 
appropriate demand scenario. These occupancy patterns have been segregated on the 
assumption that during a weekday, all occupants vacate the dwelling to attend places 
of employment or education, on a largely concurrent basis. In contrast, the occupancy 
profile of the dwelling during a weekend day comprises short vacancy periods, where 
the dwelling is partially or fully occupied at any point in time. The duration of these 
vacancy periods was informed by analysis of the UK Time Use Survey 2000 [15], where 
distributions of vacancy periods for members of households with a similar composition 
were produced. 
 
There are two daily script types selected to represent the dwelling variant: Weekday 
and Weekend. The former represents a “standard” working day, where all occupants 
are absent from the dwelling, attending their place of work or educational institution. 
The duration of these absences are selected using data derived from the UK General 
Household Survey and the UK Time Use Survey 2000, from which ranges of vacancy 
durations were extracted. The latter represents a “standard” weekend day, where the 
dwelling is occupied by at least one person at all times, although individual occupancy 
is intermittent. 
 
Finally, the variation in the remaining demand driver, climate, is represented by five 
daily climate scenarios, as derived using the methodology presented in Section 3.8. 
 
Through combination of these occupancy patterns and climate scenarios the Primary 
Demand Scenarios, as presented in Table 3.23, are constructed. 
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Primary Demand 
Scenario 
Climate Scenario Occupancy 
Pattern 
Frequency 
(Days/yr) 
Annual Weighting 
Factor 
WD-EWin Extreme Winter Weekday 0.7 0.0020 
WE-EWin Extreme Winter Weekend 0.3 0.0008 
WD-Win Winter Weekday 49.5 0.1357 
WE-Win Winter Weekend 19.8 0.0543 
WD-Sh Shoulder Weekday 127.1 0.3482 
WE-Sh Shoulder Weekend 50.8 0.1393 
WD-Sum Summer Weekday 46.2 0.1267 
WE-Sum Summer Weekend 18.5 0.0507 
WD-HSum High Summer Weekday 37.1 0.1018 
WE-HSum High Summer Weekend 14.9 0.0407 
Table 3.23: Occupancy Pattern, Climate Scenario, and Annual Weighting Factor of Primary 
Demand Scenarios 
 
The resultant Thermal Demand Periods, for timing of space heating and DHW service 
requirements, are presented in Table 3.24 for each occupancy pattern of primary 
demand scenario. They are fairly consistent with the assumptions of both De Paepe et 
al [45] and Hawkes et al [18]  in their µCHP modelling exercises. De Paepe et al defined 
TDPs of 6am-8am and 5pm-10pm on weekdays, and 7am-10pm on weekends. Hawkes 
et al defined TDPs of 6am-9am and 6pm-11pm on weekdays, and 8am-11pm on 
weekends. 
 
Occupancy Pattern 
Period A Start 
Time 
Period A Stop 
Time 
Period B Start 
Time 
Period B Stop 
Time 
Weekday 06:00 08:30 16:00 23:00 
Weekend 06:00 23:00 ~ ~ 
Table 3.24: Thermal Demand Periods used for Space Heating Timer, by Occupancy Pattern 
 
 
3.10 Base-Case Demand and CO2 Emissions 
3.10.1 Specifications of Base-Case Energy System 
The specification of the base-case energy system, including transient performance 
characteristics, is discussed in Section 2.4. 
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3.10.2 Simulation Methodology for Primary Demand Scenarios 
The Supply:Demand Matching procedure of the BIM-G model was tailored to the 
operation of the base-case energy system, and simulations were performed for each of 
the primary demand scenarios. In order to retain a measure of comparability between 
the results of each scenario, normalisation of initial values of simulation variables was 
required. For each climate scenario, the 10 daily pre-simulation loops were performed, 
as discussed in Section 4.2.4, which allowed the fabric and space heating distribution 
system values to reach an approximate equilibrium, which would reflect their values in 
real-life. These values were subsequently applied as start-up values for both occupancy 
patterns, such that the primary demand scenarios that share a climate scenario also 
share the aforementioned start-up values.  
 
Perhaps more significantly, variations in DHW tank temperatures, as found after the 
aforementioned pre-simulation loops, if applied to other demand scenarios, could 
alter values of daily demand by several percent. Since the pre-simulation loops are 
necessary for realistic simulation, yet the consecutive occurrence of identical climate 
and occupancy demand drivers is not, it was decided to normalise the initial DHW tank 
temperature across all primary demand scenarios. 
 
3.10.3 Thermal Demand Profiles 
The building’s thermal demand at every time-step is calculated by the supply:demand 
matching and building heat balance algorithms discussed in Section 2.3. The thermal 
demand profile is specific to not only the demand scenario, building construction, and 
space heating distribution system, but to the thermal energy system (e.g. boiler and 
thermal storage) and control & operating regimes in use. The thermal energy system 
responds to control signals (from air and water temperature sensors and timers) which 
decide if thermal output from the heat generator and/or thermal storage is required. 
This response is governed by the thermal output capacity of the generator or thermal 
storage, start-up profile of the generator, and other control restrictions (such as part-
load levels and minimum run-times). 
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Figure 3.46: Thermal Demand profile for Weekday-Extreme Winter (WD-EWin), 
disaggregated by Space Heating & DHW 
 
 
Figure 3.47: Thermal Demand profile for Weekend-Extreme Winter (WE-EWin), 
disaggregated by Space Heating & DHW 
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The simulation results presented in Table 3.25 detail the thermal demands for each 
primary demand scenario, along with the contribution of each scenario’s thermal 
demand to the annual total. 
 
 Daily Scenario Results Annual Impact of Demand Scenario 
Demand 
Scenario 
Space 
Heating 
Demand 
(kWh) 
DHW 
Demand 
(kWh) 
Total 
Thermal 
Demand 
(kWh) 
Fuel 
Used 
(kWh) 
Space 
Heating 
Demand 
(kWh) 
DHW 
Demand 
(kWh) 
Total 
Thermal 
Demand 
(kWh) 
Fuel 
Used 
(kWh) 
HSum-WD 0.0 12.1 12.1 14.3 0  448  448  530  
Sum-WD 19.9 12.0 31.9 36.4 922  553  1,475  1,683  
Sh-WD 53.6 12.1 65.7 74.1 6,811  1,536  8,347  9,420  
Win-WD 85.1 12.1 97.2 110.4 4,213  599  4,812  5,470  
EWin-WD 114.9 12.1 127.1 144.4 82  9  91  103  
HSum-WE 0.0 13.6 13.6 16.4 0  202  202  244  
Sum-WE 20.9 13.5 34.4 39.7 387  249  636  734  
Sh-WE 67.7 13.6 81.3 91.9 3,442  690  4,132  4,673  
Win-WE 112.9 13.5 126.4 143.4 2,236  268  2,504  2,841  
EWin-WE 153.6 13.5 167.1 190.4 44  4  48  54  
Annual N/A N/A N/A N/A 18,137  4,557  22,694  25,752  
Table 3.25: Thermal Demand (kWh) and Boiler Fuel Consumption (kWh) for the Simulation 
results for Base-case Energy System, operating under all Primary Demand Scenarios, with 
annual contribution to annual results, where demand is disaggregated by space heating 
(input to radiator network) & DHW (input to tank) 
 
Between all 10 primary demand scenarios, the total thermal demand varies between 
12.1 to 167.1 kWh. This provides a number of thermal demand scenarios with which to 
assess µCHP performance. As illustrated in Figure 3.5, the annual space heating 
demand calculated for the building variant is larger than the peak value in the national 
distribution of annual demand, whilst remaining close enough to the maxima so as not 
to be considered an outlier. 
 
3.10.4 Electrical Demand Profiles 
The building’s electrical profile is synthesised from static and dynamic elements. The 
electrical loads for ventilation and appliance loads, as described in Sections 3.5 and 3.6 
respectively, are particular to an occupancy pattern, i.e. weekday or weekend. Lighting 
loads were specified based on occupancy pattern and climate scenario, as discussed in 
Section 3.7. When the supply:demand matching function of the BIM-G model is 
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executed, electrical loads, both standby & control and operating, for the boiler and 
space heating pumps, are dynamically added to the pre-defined demand profile, to 
generate the building’s electrical demand profile. 
 
The electrical demand profiles for Extreme Winter and High Summer climate scenarios, 
for Weekday and Weekend occupancy profiles respectively, are plotted in Figure 3.48 
and Figure 3.49. Within the TDPs (i.e. when the space heating system is controlled to 
satisfy demand), the electrical load is higher during the Extreme Winter climate 
scenario ,as the boiler fires and space heating pumps are active in order to satisfy 
thermal demand. As the space heating system is switched off during the High Summer 
climate scenario, the heating systems electrical load is limited to boiler standby & 
control loads, and short periods of boiler operation to satisfy provision.  
 
 
Figure 3.48: Electrical Demand Profile for WD-EWin (Weekday-Extreme Winter) and WD-
HSum (Weekday-High Summer) Primary Demand Scenarios 
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Figure 3.49: Electrical Demand Profile for WE-EWin (Weekend-Extreme Winter) and WE-
HSum (Weekend-High Summer) Primary Demand Scenarios 
 
The electrical demand profile for a different energy system will differ from those of the 
base-case energy system, due to different standby & control and operating loads, and 
a different profile of generator operation due to different thermal output capacity, 
thermal storage, control restrictions and start-up behaviour. However, the distribution 
of electrical consumption within and without TDPs is summarised in Table 3.26. 
Without the integration of electrical storage, any thermal load following µCHP system 
will be limited to displacing electrical demand within the TDPs. 
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Demand 
Scenario 
Electrical Consumption in TDP Electrical Consumption Outwith TDP 
SHDS & 
Boiler 
Other Total SHDS & 
Boiler 
Other Total 
(kWh) (kWh) (kWh) (%) (kWh) (kWh) (kWh) (%) 
HSum-WD 0.16 8.36 8.52 72% 0.14 3.19 3.34 22% 
Sum-WD 0.26 8.36 8.62 72% 0.14 3.19 3.34 22% 
Sh-WD 0.43 8.54 8.97 73% 0.14 3.19 3.34 21% 
Win-WD 0.59 9.26 9.85 75% 0.15 3.19 3.34 20% 
EWin-WD 0.75 9.26 10.01 75% 0.14 3.19 3.34 20% 
HSum-WE 0.24 10.85 11.09 89% 0.07 1.36 1.43 10% 
Sum-WE 0.35 10.85 11.19 89% 0.07 1.36 1.43 10% 
Sh-WE 0.57 10.86 11.43 89% 0.07 1.36 1.43 10% 
Win-WE 0.80 12.24 13.03 90% 0.07 1.36 1.43 9% 
EWin-WE 1.02 12.24 13.26 90% 0.07 1.36 1.43 9% 
Table 3.26: Electrical Demand (kWh) for each Primary Demand Scenario, disaggregated 
between dynamic demand (from heating system) and pre-defined demand (form lights, 
appliances & ventilation), and split by period consumed (within & without TDP) 
 
The cumulative electrical consumption towards annual demand, from each Primary 
Demand Scenario, is presented in Table 3.27. As illustrated in Figure 3.3, the annual 
electrical demand calculated for the building variant corresponds with a value slightly 
greater than the maxima of the national electrical demand distribution. 
 
 Daily Scenario Results Annual Impact of Demand Scenario 
Demand 
Scenario 
Heating 
System 
Electrical 
Demand 
(kWh) 
Other 
Electrical 
Demand 
(kWh) 
Total 
Electrical 
Demand 
(kWh) 
Heating 
System 
Electrical 
Demand 
(kWh) 
Other 
Electrical 
Demand 
(kWh) 
Total 
Electrical 
Demand 
(kWh) 
HSum-WD 0.30 11.55 11.86 11  429  440  
Sum-WD 0.40 11.55 11.96 19  534  553  
Sh-WD 0.57 11.73 12.30 73  1,491  1,564  
Win-WD 0.74 12.45 13.18 36  617  653  
EWin-WD 0.90 12.45 13.34 1  9  10  
HSum-WE 0.31 12.21 12.52 5  181  186  
Sum-WE 0.42 12.21 12.62 8  226  233  
Sh-WE 0.64 12.22 12.86 33  621  654  
Win-WE 0.87 13.60 14.46 17  269  287  
EWin-WE 1.09 13.60 14.69 0  4  4  
Annual N/A N/A N/A 202 4,381 4,583 
Table 3.27: Electrical Demand (kWh) for the Simulation results for Base-case Energy System, 
operating under all Primary Demand Scenarios, with annual contribution to annual results, 
disaggregated by heating system (boiler operating, pump, and standby & control loads) and 
other loads (lights, appliances & ventilation fans) 
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3.10.5 Co-incidence of Thermal & Electrical Demand 
The co-incidence of thermal and electrical demand was plotted for the climate 
scenario with highest thermal demand (Extreme Winter). Referring to both occupancy 
profiles, Figure 3.50 (weekday) and Figure 3.51 (weekend), it is important to note that 
whilst thermal demand and high (i.e. non-base-load) electrical demand is typically 
linked to the same TDPs, this does not guarantee co-incidence of demand. The cyclic 
nature of thermal input demand from water-based heating systems drives boilers to 
cycle during a TDP. It is also important to remember that occupants may trigger high 
magnitude, long duration electrical loads before leaving the building, or even by timer. 
This is demonstrated in Figure 3.50, where a washing machine started several minutes 
before the end of the TDP, therefore the majority of electrical consumption for that 
appliance occurs when thermal demand is zero. 
 
 
Figure 3.50: Thermal and Electrical demand profiles for base-case energy system operating 
under Extreme Winter - Weekday primary demand scenario 
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Figure 3.51: Thermal and Electrical demand profiles for base-case energy system operating 
under Extreme Winter - Weekend primary demand scenario 
 
The thermal and electrical demand profiles for both High Summer climate demand 
scenarios, where thermal demand is due to domestic hot water only, is presented in 
Figure 3.52 and Figure 3.53. Due to the limited thermal demand, co-incidence of 
thermal and electrical demand is dramatically reduced in comparison to the Extreme 
Winter demand scenarios. 
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Figure 3.52: Thermal and Electrical demand profiles for base-case energy system operating 
under High Summer - Weekday primary demand scenario 
 
 
Figure 3.53: Thermal and Electrical demand profiles for base-case energy system operating 
under High Summer - Weekend primary demand scenario 
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The heat-to-power ratio for the Extreme Winter, Shoulder, and High Summer primary 
demand scenarios are plotted in Figure 3.54, Figure 3.55 and Figure 3.56 respectively. 
The effect of frequent cycling apparent in the Extreme Winter plot is due to the space 
heating temperature control, as it responds to both internal air temperature and SHDS 
return temperature. This cycling reduces in frequency for the shoulder PDS, as the 
milder climate reduces heat loss, therefore increasing the time taken for the internal 
air temperature to decay from the space heating cut-off temperature to the trigger 
temperature. The cycling that remains in the High Summer PDS is due to the DHW 
Tank, as it call for heat input due to DHW consumption and standing heat losses.  
 
 
Figure 3.54: Heat-to-Power Ratio of Demand for Weekday-Extreme Winter and Weekend-
Extreme Winter Primary Demand Scenarios 
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Figure 3.55: Heat-to-Power Ratio of Demand for Weekday-Shoulder and Weekend-Shoulder 
Primary Demand Scenarios 
 
 
Figure 3.56: Heat-to-Power Ratio of Demand for Weekday-High Summer and Weekend-High 
Summer Primary Demand Scenarios 
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A µCHP operating regime could potentially use the instantaneous heat-to-power ratio 
as a control signal, to decide whether the prime mover or auxiliary boiler should be 
started to satisfy demand. An advanced variant of such an operating regime could 
feature an intelligent control system that has been pre-trained with a relationship 
linking the typical durations of high heat-to-power ratio to external temperature. Such 
a feature could be used to reduce the frequency of thermal cycling of a prime mover, 
by ensuring that it starts only when a particular range of heat-to-power ratio is likely to 
be maintained. 
 
3.10.6 Carbon Footprint 
In Table 4.5, carbon performance figures are presented for the base-case energy 
system operating under each primary demand scenario, along with the contribution to 
the annual carbon footprint from each scenario. 
 
  Daily Scenario Results Annual Impact of Demand Scenario 
Demand 
Scenario 
Frequency 
(Days per 
Annum) 
Natural 
Gas 
Carbon 
Emissions 
(kgCO2) 
Electrical 
Import 
Carbon 
Emissions 
(kgCO2) 
Total 
Carbon 
Emissions 
(kgCO2) 
Natural 
Gas 
Carbon 
Emissions 
(kgCO2) 
Electrical 
Import 
Carbon 
Emissions 
(kgCO2) 
Total 
Carbon 
Emissions 
(kgCO2) 
HSum-WD 37.1 2.7 5.1 7.8 101 189 290 
Sum-WD 46.2 6.9 5.1 12.1 312 238 558 
Sh-WD 127.1 14.1 5.3 19.4 1,790 672 2,462 
Win-WD 49.5 21.0 5.7 26.7 1,039 281 1,320 
EWin-WD 0.7 27.4 5.7 33.2 20 4 24 
HSum-WE 14.9 3.1 5.4 8.5 46 80 126 
Sum-WE 18.5 7.5 5.4 13.0 140 100 240 
Sh-WE 50.8 17.5 5.5 23.0 888 281 1,169 
Win-WE 19.8 27.2 6.2 33.5 540 123 663 
EWin-WE 0.5 36.2 6.3 42.5 10 2 12 
Annual 365 N/A N/A N/A 4,893 1,971 6,864 
Table 3.28: Carbon Emissions (kg CO2) for the Simulation results for Base-case Energy 
System, operating under all Primary Demand Scenarios, with annual contribution to annual 
results 
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4 Thermal Load Following Micro-CHP Systems 
4.1 Introduction 
The development of micro-CHP systems has encompassed several prime mover 
technologies, as discussed in Section 1.4, where ICE-based systems have accounted for 
most sales to date, whilst SE, PEM and SOFC prime movers account for the majority of 
development activities. When selecting a prime mover for a µCHP system, operational 
performance, system lifetime and flexibility of application are important alongside the 
issues of practicality and cost, as discussed in Section 1.4. 
 
The current norm for domestic µCHP systems (in many countries) is some form of 
heat-led control, typically achieved by applying thermal load following operating 
regimes, as justified in Section 1.5. To effectively load follow, a prime mover must be 
capable of relatively quick start-up, fast load changes and relatively high efficiency 
across a wide range of part-load conditions. Fuel cell technologies, whilst having high 
part-load efficiencies, may take a long time to start-up due to the time for the fuel 
processing subsystem to reach operating temperature or restrictions on stack 
temperature ramp rates to prevent damage. The thermal cycling of fuel cells, to follow 
minimal load conditions, is understood to have prohibitive lifetime restrictions and 
significant efficiency penalties. Furthermore, there may be challenges in recovering 
heat at a useful temperature (i.e. higher than the thermal storage temperature) for 
PEM-based systems, especially at part-load or during start-up. The electrical output of 
ICEs respond quickly to changes in load, however their thermal output typically lags 
behind any increases in electrical load. The feasible part-load range of ICE-based µCHP 
is understood to be limited to 50-100%. Both of these factors may limit the proportion 
of thermal demand met from the prime mover versus an auxiliary boiler. Thermal 
cycling has not been identified as a major restriction to operating lifetimes of ICE-
based µCHP systems. 
 
There are a number of SE-based µCHP systems on the market, within utility and 
manufacturer field trials, or in laboratory testing and development. Whilst the 
expected electrical efficiencies of SE-based systems will not exceed those of FCs, they 
 Page 214 
have the potential to compete with current and proposed ICE-based designs. Unlike 
FCs, SEs can be thermally cycled, with a modest transient performance penalty during 
start-up. However, whilst thermal cycling has been identified as a driver of SE lifetime, 
SEs are understood to be capable of achieving 6,000 thermal cycles or more, an order 
of magnitude higher than many FC technologies. Once a SE (of appropriate design) has 
reached operating temperature, it can be modulated to load conditions over a wide 
range, with a response rate quicker than FC-based µCHP systems. 
 
It is argued that SE-based µCHP systems are well-placed to operate under a thermal 
load following regime, although the effects of system design (i.e. rated output 
capacities and efficiencies) on performance and lifetime need to be understood.  
 
In scoping the investigation of thermal load following SE µCHP, desirable outcomes of 
an SE µCHP control strategy were identified as critical to the goal of creating a low-
carbon energy system, namely: 
 Maximise average net electrical and thermal efficiencies during operation (as 
calculated on a daily or annual basis) to increase CO2 emission reductions 
 Minimise thermal cycling in order to increase prime mover operating lifetime, 
and to reduce the impact of transient performance penalties during start-up 
on average efficiencies 
 Minimise auxiliary thermal generation and maximise use of prime mover 
thermal output, which would increase the run-time and electrical generation 
of a thermally-constrained µCHP system 
 Balance the maximisation of operating duration of prime movers with 
cumulative operating hours lifetime constraint, particularly in periods where 
increased runtime provides minimal CO2 reductions due to thermal dumping 
and/or low electrical efficiency 
 Minimise thermal dumping, where excess thermal generation from the prime 
mover is dumped to atmosphere, as it cannot be utilised or stored at that time  
 Maximise electrical output to provide a system with increased electrical export 
(at the expense of increase thermal dumping and increased fuel consumption) 
for systems with a suitable net electrical efficiency 
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The seasonal and occupancy dependence of any identified relationships was identified 
as an important part of the investigation, as it may lead to the combination of 
operating regimes during different seasons or occupancy patterns, in order to 
maximise performance and lifetime.  
 
In this chapter, methodology and results are presented for an investigation of various 
design variants of a SE-based µCHP system controlled using the thermal load following 
operating regime. The total carbon footprint of the system, incorporating fuel 
consumption of the prime mover and auxiliary boiler, and import and export of 
electricity from/to the NEG is quantified for each design variant. The carbon footprints 
of the µCHP systems were compared with the base-case energy system (as discussed in 
Section 4.3), and relative carbon savings (versus the base-case) were calculated. The 
major factors affecting prime mover lifetime, namely thermal cycling and cumulative 
operating duration, are investigated for each design variant. In the investigation of 
µCHP system performance and lifetime, various control methods are identified to 
improve performance and lifetime, which are explored in this and following chapters. 
Finally, novel performance analysis methodologies are devised and applied to 
simulation results, in order to understand the sizing of µCHP systems versus thermal 
demand scenarios. 
 
 
4.2 Stirling Engine Micro-CHP Simulation Methodology 
4.2.1 System Design 
The µCHP concept systems investigated in this chapter integrated a Stirling Engine 
prime mover with an auxiliary boiler, with the same performance and operating 
constraints as the condensing boiler defined for the base-case energy system (see 
Section 2.4.5), and a thermal store, as defined in Section 2.3.5. 
 
As discussed in Section 2.4.6, a number of design variants were specified with values of 
net electrical output (Pe) and net electrical efficiency (ηe) between 0.5kWe to 5kWe (in 
0.5kWe steps) and 15% to 35% (in 5% steps), respectively. 
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4.2.2 System Lifetime 
As discussed in Section 1.4, there are two major factors understood to affect SE 
lifetime, namely thermal cycling and cumulative operating duration, both of which 
could constrain the real-life operation of µCHP systems [1][2]. These factors were 
discussed for SEs in Section 1.4.2, and for other prime mover technologies in the 
remaining sub-sections of Section 1.4. The relationship between Relative Carbon 
Savings (RCS) and these lifetime issues is vitally important, and is used to limit studies, 
in this and following chapters, to prime mover design variants with suitably low 
thermal cycling. 
 
Defining a lifetime limit for thermal cycling is very difficult, primarily because of a 
scarcity of data. Sunpower [3] report a SE design life in excess of 40,000 hours, with 
systems under test having completed over 2,000 thermal cycles, but do not define an 
expected limit for thermal cycling. Solo Kleinmotoren [4] notes that more than one 
thermal cycle per day would unacceptably limit the lifetime (and efficiency) of their 
µCHP system’s prime mover. With expected lifetimes of at least 10 years [5][6], and 
assumed operation 365 days per year, one cycle per day would result in lifetime of 
circa 3,650 cycles. Private communications [7] with an energy utility engineer trialling 
µCHP suggests that Stirling Engines can tolerate approximately 6,000 thermal cycles, 
for a variety of materials and bonding issues.  
 
The lifetime estimates discussed in Section 1.4.2 are typically between 20,000 to 
40,000 hours, although prototype lifetimes of 50,000 hours, 70,000 hours and 150,000 
were reported. Lifetime is a function of cumulative operating hours, thermal cycling, 
and other real-life operating conditions. It is therefore reasonable to assume that 
systems operating outside of controlled laboratory conditions may experience shorter 
lifetimes than selected prototypes that are reported on in the public domain. With 
Onovwiona & Ugursal [6] expecting FPSE technologies to achieve operating lifetimes of 
10 years, and Sunpower [5] expecting to exceed that figure, a cumulative operating 
duration lifetime of 20,000-40,000 hours fits with the annual duration results reported 
in Section 4.3.7 (2,000-3,500 hours). This is in line with Kaarsberg et al’s [8] 
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expectations that service intervals of 3,500-5,000 hours are to be greater than 1 year 
of “economic” operation. 
  
4.2.3 Demand Scenarios 
Primary Demand Scenarios (as defined in Section 3.9) combine 5 seasonal climate 
profiles with 2 occupancy profiles to create 10 daily demand scenarios (for space 
heating, DHW & electricity). For the majority of µCHP system concepts, simulations 
were undertaken for all Primary Demand Scenarios. 
 
Considering the Heating Season (as defined in Section 3.8), it was prudent to perform 
simulations for the demand profiles incorporating “Summer” and “High Summer” 
climate profiles without the provision of space heating. This reflects the expected 
behaviour of many occupants wherein space heating controls are switched off for 
many months over summer, regardless of occasional periods of low temperature that 
would normally result in a demand for space heating [9]. In their investigation of 
thermal load following SE-, ICE- and FC-based µCHP, De Paepe et al [10] incorporated a 
non-heating season in their control regime, in that the space heating was switched off 
for 4 months over the summer season.  
 
4.2.4 Pre-simulation Start-up Procedure 
A pre-simulation start-up procedure is required in order to produce realistic initial 
values of simulation variables used in the finite element analysis algorithms. These 
values include internal air temperature, thermal store water temperature, wall 
element surface temperatures, SHDS temperatures, and time elapsed since shutdown 
of prime mover and auxiliary boiler. The procedure involves the execution of a daily 
simulation for 10 consecutive days, using the same Primary Demand Scenario and 
system design. The values of the aforementioned variables at the end of this 10-day 
period are used as the initial values for subsequent simulations. 
 
As the temperatures will be affected by the climatic conditions, the pre-simulation 
procedure is performed for each seasonal climate profile of a given system concept. 
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The initial values are then used for all designs variants, and both occupancy profiles for 
that seasonal climate profile. 
 
4.2.5 Significance of Simulation Results 
There are challenges inherent in comparing carbon savings results produced from 
discrete simulation runs. The actual thermal demand of the building depends on the 
temperature at which the internal air volume is maintained. The temperature profile is 
dependent on the supply:demand matching performed by the simulation algorithms 
every time step. Differences between temperature profiles generated by different 
simulations will result in variations in thermal demand, even if the temperatures 
experience by the synthetic occupants are within the defined control and acceptability 
boundaries. 
 
The energy system does not satisfy building demand directly, but via a thermal store 
and SHDS. Any difference in temperature, between the start and end of the simulation 
period, of the thermal store and SHDS elements, represents energy stored within these 
simulated elements. Indeed, thermal energy can also be stored within the simulated 
wall element (as discussed in Section 2.3.2). A similar issue was tackled by Hawkes et al 
[11] in their µCHP optimisation modelling exercise, where they used a number of 
design days, as adopted in this investigation. Their optimisation constraints required 
that stored energy in the thermal store was zero at midnight, i.e. it had a state-of-
charge of zero, to avoid transfer between days (and hence seasons). This was easily 
implemented as they did not consider the temperature of the thermal store, instead 
implementing a simple state-of-charge energy balance, nor did they consider the 
response of demand to supply, as they used fixed hourly demand profiles pre-defined 
by simulation. Like Hawkes et al, it is assumed that any additional energy in the 
thermal store at the end of the simulated design day, calculated using the difference in 
thermal store temperature pre- and post-simulation, is discarded. However, any 
shortfall in thermal store energy, i.e. thermal store temperature is lower post-
simulation than pre-simulation, is ignored in the quantification of performance 
metrics. Analysis of the simulation results shows that any shortfalls are typically less 
than 1% of thermal demand on the simulation day. 
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A number of simulations were undertaken, using a range of daily demand scenarios, 
CHP prime mover design variants, operating regimes and control variations. Any of 
these factors could result in a difference in stored thermal energy, or temperature 
profile, as discussed above. If this is coupled with the inherent uncertainty in simulated 
thermal demand and energy system performance, as discussed in Section 2.3.7, then it 
is appropriate to define a confidence limit for any simulation results. To this end, it was 
assumed that RCS of at least 10% can be treated as significant, i.e. little confidence can 
be placed in the benefit of systems with positive savings below 10%, or the dis-benefit 
of systems with savings between 0 and -10% (i.e. carbon penalties). 
 
4.2.6 Operating Regimes 
As the investigation progressed, a number of operating regimes were defined to 
address the operational aspects discussed in Section 4.1. These operating regimes, as 
discussed in the relevant sections of Chapters 4 and 5, are: 
 Thermal Load Following (TLF) 
 Continuous Operation over Thermal Demand Periods (CsO-TDP) 
 Continuous Operation over Daily Demand Periods (CsO-DDP) 
 Continuous Operation over 24 hours (CsO-24hr) 
 Constant Operation (CtO) 
 
The results of the investigation of the Thermal Load Following operating regime are 
presented in this chapter, as this is reflective of the rationale applied to many previous 
µCHP studies, as discussed in Sections 1.5 and 1.6.  
 
4.2.7 Seasonal Control Variations 
Under all operating regimes, the µCHP system will attempt to supply thermal energy 
for all space heating and DHW loads throughout the heating season, and all DHW loads 
throughout the non-heating season (as represented by the High Summer climate 
profile; refer to Section 3.8 for details). Several control variations were considered for 
all operating regimes, in an attempt to maximise efficiency during operation, 
collectively referred to as Restriction Seasonal Operation (RSO). The control variations 
considered are:  
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 Prime mover operates during heating season only; auxiliary boiler provides 
DHW during non-heating season – referred to as Restricted Seasonal Operation 
– No High Summer (RSO-NoHSum) 
 Prime mover does not operate during the Summer or High Summer climate 
profiles; auxiliary boiler provides DHW at those times - Restricted Seasonal 
Operation – No Summer (RSO-NoSummer) 
 
In Section 5.3, the concept of dynamically varying operating regime by season is 
addressed, as an alternative to RSO, hence creating an annual control scheme. 
 
4.3 Thermal Load Following Stirling Engine Micro-CHP Results 
4.3.1 Concept System Attributes 
The first operating regime investigated was Thermal Load Following (TLF). In this 
regime, the µCHP prime mover is switched on and off in response to the temperature 
of the thermal store, which in turn is driven by the demand of the SHDS and DHW 
usage. The µCHP system is controlled to allow operation only during the thermal 
demand periods, as defined in Table 3.24. Operation of the prime mover and auxiliary 
boiler are triggered, and the prime mover modulated in the steps pre-defined in 
Section 2.4.4, using the thermal store control temperatures in Table 2.4. 
 
4.3.2 Carbon Saving Results for Primary Demand Scenarios 
The basis of this thesis is that the most important performance metric for a µCHP 
system is carbon reduction versus the base-case domestic energy system. Simulations 
were undertaken for each of the 10 primary demand scenarios (PDSs), as defined in 
Section 3.9, for all the design variants discussed in Section 2.4.6. The RCS for the 
scenarios with weekday and weekend occupancy patterns are presented in Figure 4.1 
and Figure 4.2 respectively. The values plotted are tabulated in Appendix E.1. 
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Figure 4.1: Relative Carbon Saving vs. Base-case energy system (%) for each design variant, 
for each Weekday  PDS, for SE-TLF concept system 
 
 
Figure 4.2: Relative Carbon Saving vs. Base-case energy system (%) for each design variant, 
for each Weekend  PDS, for SE-TLF concept system 
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There are several comparisons that can be drawn between the results of each Primary 
Demand Scenario. There appears to be relationships between: prime mover rated 
electrical output (and hence rated thermal output) and RCS; thermal demand and 
relative carbon saving; prime mover ƞe and RCS. The RCS are either insignificant, or 
represent carbon penalties, for all design variants during PDSs with low thermal 
demand. Systems with rated electrical output below 2kWe exhibit similar carbon saving 
performance, as do systems with ƞe below 30% for all but the Winter and Extreme 
Winters PDSs (with their high thermal demand). 
 
The first and seconds relationships are both easy understood. Under thermal load 
following operation, greater cumulative thermal demand will require the prime mover 
to operate either longer or closer to full load, hence increasing electrical output and 
increasing efficiencies. As the thermal capacity of the prime mover increases with Pe 
(assuming that the electrical and heat recovery efficiencies remain the same), a prime 
mover under TLF operation would either operate for a shorter period or at lower load, 
hence decreasing electrical output and efficiencies. 
 
The second relationship is influenced by electrical efficiency; presumably for two 
reasons. First, the thermal capacity of a prime mover will decrease with increasing 
electrical efficiency (assuming the heat recovery efficiency remains constant, as it does 
in this investigation), which should allow thermally-constrained µCHP systems to 
operate for longer. Secondly, increased electrical efficiency will reduce the fuel 
consumption of the prime mover. 
 
Furthering the understanding of these relationships would support some form of 
design optimisation. Referring to each PDS in Figure 4.1 and Figure 4.2, the maximum 
RCS, within each PDS, for a µCHP system with a given net electrical efficiency occurs at 
a specific net electrical output. This electrical output increases independently with net 
electrical efficiency and thermal demand (i.e. between each PDS). However, this 
relationship is not consistent between the High Summer (HSum) and Summer (Sum) 
primary demand scenarios, for all but the 35% ƞe design variants, as can be seen by 
referring to Table 4.1.  
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Design Variant Relative Carbon Savings (% of Base-Case CO2) 
Pe-ηe HSum-WD Sum-WD WD Difference HSum-WE Sum-WE WE Difference 
0.5kW-15% -0.5 -2.8 -2.3 -0.4 -2.6 -2.2 
1kW-15% -0.2 -3.3 -3.1 -1.9 -5.8 -3.9 
2kW-15% -2.7 -8.9 -6.3 -7.9 -15.2 -7.3 
3kW-15% -5.8 -15.5 -9.7 -13.3 -23.6 -10.3 
4kW-15% -10.6 -22.3 -11.7 -18.1 -31.0 -12.8 
5kW-15% -14.1 -28.2 -14.1 -22.7 -37.7 -15.0 
0.5kW-20% 0.1 -1.0 -1.1 0.7 -0.4 -1.1 
1kW-20% 1.1 -0.8 -1.8 1.3 -1.2 -2.4 
2kW-20% 0.3 -2.5 -2.8 -3.1 -7.3 -4.3 
3kW-20% -1.3 -7.3 -6.0 -7.6 -14.5 -6.9 
4kW-20% -3.5 -12.3 -8.8 -11.6 -20.6 -9.0 
5kW-20% -7.6 -17.6 -10.0 -15.3 -26.4 -11.2 
0.5kW-25% 0.7 0.2 -0.5 3.6 0.6 -3.1 
1kW-25% 2.3 2.1 -0.2 3.3 2.9 -0.4 
2kW-25% 3.0 1.7 -1.2 1.4 -1.0 -2.4 
3kW-25% 1.6 -1.2 -2.8 -2.8 -7.0 -4.1 
4kW-25% 0.5 -4.6 -5.1 -6.4 -12.4 -6.0 
5kW-25% -0.3 -8.7 -8.4 -9.5 -17.4 -7.9 
0.5kW-30% 1.0 0.7 -0.3 3.0 1.2 -1.7 
1kW-30% 2.1 4.2 2.1 5.1 5.8 0.7 
2kW-30% 4.5 4.9 0.5 5.6 4.5 -1.1 
3kW-30% 4.3 4.1 -0.2 1.8 0.2 -1.6 
4kW-30% 3.4 1.5 -2.0 -1.6 -4.9 -3.3 
5kW-30% 2.7 -1.3 -4.0 -4.5 -9.3 -4.9 
0.5kW-35% 0.4 1.3 0.9 3.5 1.9 -1.6 
1kW-35% 3.8 6.1 2.3 6.6 7.7 1.1 
2kW-35% 5.9 8.9 3.1 8.4 9.4 1.0 
3kW-35% 6.9 8.5 1.6 6.8 6.5 -0.3 
4kW-35% 6.5 7.6 1.1 3.4 2.8 -0.6 
5kW-35% 5.8 5.1 -0.7 0.5 -1.7 -2.2 
Table 4.1: Comparison of RCS between HSum-WD & Sum-WD and HSum-WE & Sum-WE, for 
all design variants 
 
As discussed in Section 4.2.7, the CHP system does not have a space heating load to 
satisfy during HSum, whilst it does during Sum, even if it is very low; 20kWh (WD) and 
21kWh (WE). Further investigation identified that the low space heating demand, as 
satisfied from the thermal store, resulted in increased thermal cycling of prime mover 
and longer operation at part-load when operating under the Summer PDS, as opposed 
to High Summer. The reduction of useful energy output during warm-up periods (as 
driven by thermal cycling) and reduced thermal and electrical efficiencies during part-
load operation resulted in decreased RCS (during Sum versus HSum) for many system 
design variants. This also explains the wider distribution between RCS values in Sum-
WD than HSum-WD; the trend is that distribution narrows with increasing demand. 
With the significantly larger space heating demand associated with the Shoulder PDS, 
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the prime mover can operate for long enough to provide larger RCS for specific system 
design variants. 
 
The interaction between thermal demand and the potential thermal supply of a µCHP 
prime mover is important in understanding the relationship between Pe, RCS and 
thermal demand, as previously discussed in this section. The position and magnitude 
of the RCS maxima (for any combination of ƞe and thermal demand) previously 
discussed is affected by this interaction, as is the magnitude of RCS (either positive or 
negative) for system design variants diverging from these maxima. This will be 
explored in further detail in Section 4.3.9. 
 
Finally, by comparing the RCS results presented in Figure 4.1 and Figure 4.2, the effect 
of the occupancy pattern (i.e. Weekday vs. Weekend) is apparently limited to the 
difference in thermal demand (as a daily total), as no major differences are apparent 
because of the temporal basis (i.e. shape) of the demand. However, further 
investigation identified that WE PDSs resulted in increased thermal cycling of prime 
mover and longer operation at part-load compared to WD PDSs. These effects were 
especially prevalent at low ƞe, and at high electrical output. The resultant reduction in 
prime mover efficiencies limited the increase in RCS due to increased thermal demand 
between WD and WE PDSs. 
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4.3.3 Annual Carbon Savings Results & Seasonal Operation 
In the previous section, simulation results for µCHP systems operating within discrete 
24-hour demand scenarios were presented. In practice, the important performance 
metrics for end-users must be calculated for annual operation. Estimated annual 
results were calculated by amalgamating results from each primary demand scenario 
using the weighting factors in Table 3.23, and are presented in Figure 4.3. 
 
 
Figure 4.3: Annual RCS for SE TLF µCHP system, with the indicated contribution from each 
climate and assumed significance limits 
 
The results presented in Figure 4.3 illustrate that significant carbon saving is possible 
within the design boundaries. It is prudent to note that design variants with ƞe below 
30% demonstrated insignificant relative carbon savings, and indeed significant relative 
carbon penalties in some cases, whilst carbon savings for design variants with rated 
net electrical output below 2kWe also showed insignificant results. 
 
It is also apparent that the primary demand scenarios for the Winter and Shoulder 
climate make the largest contribution to carbons savings (or penalties). In some cases, 
operation during the High Summer and Summer climate scenarios may incur a carbon 
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penalty for a design variant with significant carbon savings due to performance during 
the remaining climate scenarios. This prompted an investigation of Restricted Seasonal 
Operation (RSO) applied to the TLF operating regime, where the prime mover is 
restricted during High Summer (and optionally Summer) climate scenarios. Thermal 
demand would therefore be met by the auxiliary boiler, with performance 
characteristics identical to the base-case energy system (hence providing neither 
carbon saving or penalty). The results of this investigation are presented in Figure 4.4. 
 
 
Figure 4.4: Annual RCS, for SE TLF µCHP system, where the prime mover operation has been 
completely restricted during the indicated climate scenarios (High Summer & Summer), 
along with assumed significance limits 
 
Admittedly, the RSO of prime mover operation increases significant relative carbon 
savings for the 5kWe-30% design variant only, and in fact decreases significant RCS for 
other design variants with ƞe equal to 30% and 35%. However, the magnitude of these 
RCS decreases (several percentage points) is particularly interesting, as it suggests that 
(in the case of the climate data used in these simulations) reduction of prime mover 
operation from 365 to 248 days per year has a minimal effect on annual RCS for 
desirable design variants. This is discussed further in the context of prime mover 
lifetime in Section 4.3.8. 
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4.3.4 Carbon Saving Attribution 
The concept of carbon abatement due to µCHP system operation is reliant on the 
utilisation of both heat and power production; hence requiring thermal and electrical 
generation levels with a magnitude equal to, or less than, the local thermal and 
electrical demands, and temporal co-incidence of supply and demand. With the 
addition of a thermal store, the need for co-incident utilisation of heat and power is 
diminished, although an efficiency penalty is accrued in relation to the temporal 
separation of thermal generation and thermal utilisation. The prevailing logic in the 
field of micro-generation in general has been to utilise the NEG as an unlimited source 
and sink of electricity, with the assumption that electrical export directly replaces an 
equal amount of centralised generation at the grid’s average carbon intensity; hence 
decoupling on-site electrical generation from electrical demand. This presumption 
holds as long as no constraints exist on electrical imports and exports to and from the 
grid; either in terms of technological barriers, technologically-demanded legislative 
measures, economic incentives to reduce import, or economic penalties to dissuade 
export.  
 
The common theme of carbon accounting approaches relating to µCHP systems in 
particular, and indeed micro-generation in general, is that carbon saving calculations 
are made with a base-case which describes the status quo currently in effect in relation 
to energy supply provision. In the case of domestic buildings, and this research project, 
the base-case is commonly quoted as a gas-fired boiler for thermal provision, with a 
connection to the NEG for electrical provision. The associated carbon footprint of the 
base-case is therefore the sum of the simple products of thermal and electrical 
demands with their associated carbon intensities. 
 
Calculation of the carbon footprint of a µCHP system is slightly more complex, as it 
constitutes the carbon attributed to prime mover fuel consumption, auxiliary boiler 
fuel consumption, displacement of electrical import from NEG, and the carbon credit 
associated with electrical export to the NEG. This export carbon credit accounts for the 
displacement of central generation elsewhere on the NEG, with the aforementioned 
assumption of average NEG carbon intensity. The carbon saving, or indeed penalty, 
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associated with a µCHP system is then calculated as the difference in carbon 
footprints. 
 
When analysing the operational results of µCHP systems, it is usually desired to 
quantify the proportion of carbon footprint, and savings, resulting from the 
mechanisms of electrical import displacement, electrical export carbon credit, and 
displacement of thermal-only generation. The ambiguity of carbon accounting 
methods in relation to µCHP systems is the attribution of carbon emissions from prime 
mover and auxiliary fuel consumption against each of the aforementioned 
mechanisms. A variety of attribution methods could be conceived, primarily motivated 
by the manner in which combined heat and power generation is perceived; i.e. as 
thermal generation with electricity as an incidental by-product, as electrical generation 
with useful thermal energy as a by-product, or as intentional production of both 
energy forms with some other proportional split of generation significance.  
 
In the analysis presented below, the carbon footprint of the µCHP system is 
disaggregated by the three mechanisms discussed above, and presented as 
proportions of the base-case carbon footprint. The attribution of carbon to each 
mechanism can be summarised as: 
 Thermal Generation Displacement (TGD), calculated using equation (4.1), is the 
difference between boiler fuel consumption in the base-case (FauxBC) and 
auxiliary fuel consumption of the µCHP system (FauxCHP), multiplied by the 
carbon intensity of the fuel (CIfuel) 
 Electrical Import Displacement (EID), calculated using equation (4.2), is the 
reduction of gross electrical import (as opposed to net import defined in 
Section 1.6) to the dwelling from the NEG, between the base-case (Qeig-BC) and 
concept system (Qeig-CHP), multiplied by the carbon intensity of the NEG (CIgrid) 
 Electrical Export Credit (EEC), calculated using equation (4.3), is the gross 
electrical export of the dwelling to the NEG (Qeeg-CHP), multiplied by the carbon 
intensity of the NEG (CIgrid) 
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 Additional Fuel Consumption (ACF), calculated using equation (4.4), is the 
prime mover fuel consumption (FCHP), multiplied by the carbon intensity of the 
fuel (CIfuel) 
 
  fuelauxCHPauxBC CIFFTGD *        (4.1) 
 
 gridCHPeigBCeig CIQQEID *)(          (4.2) 
 
 gridCHPeig CIQEEC *         (4.3) 
 
fuelCHP CIFACF *          (4.4)
 
 
Figure 4.5 shows that the cumulative effect of the Electrical Import Displacement and 
Electrical Export Credit mechanisms with the additional fuel required for the µCHP 
system result in carbon penalties. Only once the Thermal Generation Displacement 
mechanism is considered, for the design variants under investigation, can the net 
footprint of the system µCHP provide a relative carbon saving. 
 
This behaviour is expected, as the carbon intensity of generated electricity (CIgen), in 
the case of the particular µCHP design variants under investigation, is greater than that 
of the NEG. This stems from the underlying relationship between carbon intensity and 
ƞe, where the former is equal to the carbon intensity of the fuel multiplied by the ƞe of 
the generator for the form of energy in question. Mathematical analysis of this 
relationship, using the established carbon intensities of the natural gas fuel 
(CIfuel=0.19kgCO2/kWh) and NEG (CIgrid=0.44kgCO2/kWh), stipulate that ƞe below 44.2% 
will result in generated electrical carbon intensities exceeding that of the NEG. 
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Figure 4.5: Annual Amalgamation of Relative Carbon Savings and constituents mechanisms, 
disaggregated by ηe 
 
4.3.5 Thermal Generation Displacement 
The relationship between Thermal Generation Displacement (TGD) and Rated Net 
Electrical Output (Pe), see Figure 4.6, is indicative of several constraints on the carbon 
saving potential of a concept µCHP system. Within the boundaries of the design 
options investigated, the RCS due to TGD appears to saturate for each ηe design option 
at a value between 45%-51%.  
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Figure 4.6: Relative Carbon Saving due to Thermal Generation Displacement vs. Net Electrical 
Capcity of Prime Mover for all design variants, disaggreagted by ƞe 
 
Plotting TGD versus the Thermal Output Capacity (Pth) of each design variant, as shown 
in Figure 4.7, suggests that the saturation previously identified is due to the 
relationship between TGD and Pth. Further analysis identified that 71% of the base-
case carbon footprint was due to gas consumption to satisfy thermal demand. In the 
context of Figure 4.7, RCS due to TGD appears to saturate at approximately 72% of the 
thermally-derived carbon footprint of the base-case energy system.  
 
 
Figure 4.7: Relative Carbon Saving due to Thermal Generation Displacement vs. Thermal 
Output Capacity of Prime Mover for all design variants 
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In order to understand if this is related to thermal demand, the results for each design 
variant simulation, under Summer, Shoulder, Winter and Extreme Winter demand 
scenarios were analysed. As illustrated in Figure 4.8, the saturation level for Relative 
Carbon Saving due to Thermal Generation Displacement appears to increase with 
thermal demand. 
 
 
Figure 4.8: RCS due to Thermal Generation Displacement vs. Rated Thermal Output of Prime 
Mover, plotted for Weekday primary demand scenarios (except High Summer) 
 
In Figure 4.9, the RCS is plotted versus the ratio between potential daily thermal supply 
and base-case thermal demand (QthDemand-BC). This novel metric, referred to a Potential 
Thermal Supply:Demand Ratio (PTSDR), is calculated using equation (4.5), where the 
prime mover’s rated thermal capacity (Pth) is multiplied by the cumulative duration of 
the thermal demand periods (tTDP), and divided by the thermal demand experienced by 
the same scenario using the base-case energy system. 
 
 
BCthDemand
TDPth
Q
tP
PTSDR


*
        (4.5)
 
 
For simulations where PTSDR is greater than unity, the Relative Carbon Saving due to 
Thermal Generation Displacement begins to approach a maximum, after a dip. This 
maximum increases with thermal demand. 
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Figure 4.9: RCS due to Thermal Generation Displacement vs. PTSDR (Potential Thermal 
Supply:Demand Ratio), plotted for Weekday Primary Demand Scenarios (except H. Summer) 
 
Further analysis identified that the design variants with the largest offset of auxiliary 
fuel consumption do not always have a large RCS. Indeed, as Figure 4.10 shows, the 
design variants with significant carbon penalties have the highest RCS due to Thermal 
Generation Displacement. Therefore, whilst Thermal Generation Displacement is a 
significant factor in overall RCS, it does not dominate other components of RCS. 
 
 
Figure 4.10: Relative Carbon Saving of each design variant, operating on an annual basis, vs. 
RCS due to Thermal Generation Displacement 
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As the relationship between Relative Carbon Savings and design variants is complex, as 
is the relationship between Relative Carbon Savings and RCS due to Thermal 
Generation Displacement, it was prudent to investigate further. The aforementioned 
carbon savings were plotted versus the PTSDR, as a measure of design variant, in 
Figure 4.11. It is now clear to see that attempting to increase the RCS due to 
displacement of thermal generation by increasing the thermal output of the prime 
mover does not result in increased RCS, once the ratio of potential thermal 
supply:demand increases much past unity.  
 
 
Figure 4.11: Relative Carbon Saving (RCS) of each design variant, operating on an annual 
basis, and RCS due to Thermal Generation Displacement, vs. PTSDR 
 
It was already understood that design variants with large rated thermal outputs would 
be required to modulate or thermally cycle more frequently than lower capacity prime 
movers (under the same thermal demand conditions). This can be confirmed by 
considering Figure 4.12. 
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Figure 4.12: Prime Mover Duration at Load Conditions (hours annually) and RCS vs. Prime 
Mover Thermal Capacity (kWth) 
 
When Figure 4.12 is re-plotted using PTSDR instead of thermal capacity, as in Figure 
4.13, then distribution of significant and non-significant RCS results around a ratio of 
0.5 to 1.5 is easily comprehended. From examination of Figure 4.13, it is clear that RCS 
are influenced by at least two factors. At a macro-scale, RCS is a function of PTSDR, 
where no significant RCS are found for design variants with a PTSDR below 0.5 or 
above 1.5. For design variants with similar PTSDR, there is a spread of RCS, which is 
due to differences in ƞe, where higher ƞe results in increased RCS. 
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Figure 4.13: Prime Mover Duration at Load Conditions (hours annually) and RCS vs. PTSDR 
(prime mover to base-case thermal demand) 
 
For design variants with apparently significant carbon savings, it is still relevant to 
understand the proportion of thermal output satisfied by the auxiliary boiler. In Figure 
4.14, the remaining auxiliary fuel consumption that remains to be displaced is plotted 
for the 8 design variants with significant RCS over an annual period. The spread of total 
annual runtimes (across all load conditions) suggests that some design variants could 
perhaps displace additional auxiliary thermal generation by increasing run-times. 
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Figure 4.14: Duration of Prime Mover at Load Conditions (hours annually) and Auxiliary 
thermal generation remaining to be displaced versus RCS for 8 design variants 
 
If the prime mover can satisfy a larger proportion of thermal demand than observed in 
the simulations discussed above, then RCS should increase, so long as the decreased 
reliance on axillary generation do not decrease system efficiency. Alternative operating 
regimes investigated in the remainder of this chapter aim to decrease reliance on 
auxiliary generation. 
 
To conclude, within the control limitations provided by the TLF operating regime, it is 
impossible to displace all of the thermal generation from the gas boiler (71% of the 
base-case carbon footprint in this investigation). It is postulated that 100% of potential 
thermal carbon footprint displacement is, in practice, impossible in the concept 
systems discussed, due to several factors: the constraints on the thermal capacity of 
µCHP prime mover, as opposed to the base-case thermal generator, especially for 
prime movers with high rated ƞe or low Pe; the differing start-up conditions of prime 
movers and thermal-only generators; and the occurrence of instantaneous thermal 
demands of sufficient magnitude to trigger auxiliary thermal generation in addition to 
the prime mover. 
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4.3.6 Electrical Import Displacement & Electrical Export Credit 
As discussed in Section 4.3.5, a µCHP system without electrical storage, operating 
under a thermal load following regime, can only attempt to satisfy some of the 
electrical demand during the TDP. The electrical demand within the TDPs, for the 
demand profiles generated for the base-case energy system, was between 72-90%, as 
shown in Table 3.26. This equated to an average load throughout the TDPs of the 
primary demand scenarios of 0.7-1.1kWe. On an annual basis, 78% of electrical 
demand was consumed during the TDPs, with an average load during TDPs of 0.8kWe. 
 
Investigation of displacement of electrical import across all simulated design variants, 
as presented in Figure 4.15, revealed that less than 50% of import was displaced, even 
when the rated electrical output of the prime mover was significantly larger than the 
average demand. The design variants with higher ƞe consistently displaced more 
import, regardless of rated electrical output. The proportion of displacement peaks at 
a particular value of rated electrical output for each ƞe family. The value of Pe where 
this maxima occurs increases with electrical efficiency. By scrutinising Figure 4.16, this 
maxima appears to correspond to a particular prime mover thermal capacity. 
   
 
Figure 4.15: Proportion of base-case electrical Import displaced by each design variant of SE 
µCHP system operating annually in Thermal Load Following regime, disaggregated by ƞe 
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Since electrical imports account for 29% of the base-case annual carbon footprint, RCS 
due to Electrical Import Displacement are less than 14%, as shown in Figure 4.16. 
 
 
Figure 4.16: RCS due to Electrical Import Displacement (% of base-case CO2) versus Prime 
Mover Thermal Capacity (kWth), for each design variant of SE TLF µCHP 
 
Similar to the Relative Carbon Saving due to Thermal Generation Displacement (as 
discussed in Section 4.3.5), Figure 4.17 illustrates that RCS due to Electrical Import 
Dispalcement are significant for PTSDRs between 0.5 and 1.5. The operation of prime 
movers with thermal capacities above approximately 8kWth (i.e. ratios above 1.5) is 
dominated by warm-up (where heat is generated, but not electricity), and part-load 
modulation (where electrical and thermal output is lower than rated values). 
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Figure 4.17: Prime Mover duration at load conditions (hours/year) and RCS due to Electrical 
Import Displacement (% of BC CO2) vs. Prime Mover Thermal Capacity (kWth) and PTSDR 
 
Figure 4.18 demonstrations that, like Electrical Import Displacement, the design 
variants with higher ƞe consistently displaced more import, regardless of rated 
electrical output. Unlike, electrical import, however, electrical export increases with 
prime mover rated electrical output, until eventually tending to a maximum. This is in 
line with expectations, as increased Pe (with the same net electric and heat recovery 
efficiencies) results in increased thermal capacity, which will eventually limit run-time 
of the SE TLF µCHP prime mover.  
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Figure 4.18: Electrical Export from building with thermal load following SE µCHP system, as a 
percentage of base-case electrical demand 
 
Figure 4.19 shows that as prime mover thermal (and therefore electrical) capacity 
increases, so does RCS due to electrical export credit, with a steeper slope for higher 
ƞe. However, as discussed in Section 4.3.5, thermal generation displacement will 
eventually saturate, and provide marginal additional carbon savings to offset the 
increasing carbon penalty of additional fuel consumption, as illustrated in Figure 4.5.  
 
 
Figure 4.19: RCS due to Electrical Export Credit (% of base-case CO2) versus Prime Mover 
Thermal capacity (kWth), for each design variant 
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In Figure 4.20, the RCS due to both electrical import and export are plotted against the 
RCS of the µCHP system. It is interesting to note that the RCS for design variants with 
35% ƞe tends to a maximum, even as the RCS due to electrical generation increases. 
This is due to the carbon intensity of generated electricity (CIgen, as driven by ƞe and 
CIfuel) exceeding that of the NEG (CIgrid). As proven in Section 4.3.5, as thermal 
generation displacement (as the system-level carbon saving it provides) does not 
increase indefinitely with prime mover capacity (either thermal or electrical). 
 
 
Figure 4.20: Relative Carbon Saving due to Electrical Import Displacement plus Electrical 
Export Credit (% of base-case CO2) versus RCS (% of base-case CO2) for each design variant 
 
Even if the carbon intensity of generated electricity was lower than CI grid, the RCS will 
be limited, even for high electrical efficiencies, by the run-time restrictions inherent to 
the thermal load following operating regime. This would suggest that alternative 
operating regimes could allow high thermal capacity µCHP systems to deliver higher 
RCS, whenever CIgen < CIgrid, by allowing the production of excess thermal generation 
and hence more electricity.  
 
4.3.7 Load Conditions 
In the previous sections, the correlation of load conditions with thermal capacity of the 
design variant has been discussed on an annual basis. Figure 4.12 and Figure 4.13 
presents the duration under each load condition and relative carbon saving, for each 
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design variant on an annual basis. From those graphs, it is apparent that similar levels 
of relative carbon saving are achievable from prime movers with low thermal capacity 
(where operation at 100% load dominates), and high thermal capacity (where warm-
up and part-load operation dominates). 
 
This concept is explored further in Figure 4.21, looking at estimated annual results, for 
the 8 design variants with significant (>10%) RCS. As expected, total operating hours 
decrease with thermal capacity of the prime mover, as understood by considering 
design variants with different electrical capacities but the same ƞe, or with different ƞe 
but the same Pe.  
 
 
Figure 4.21: Duration of Prime Mover at Load Conditions (hours annually), Auxiliary thermal 
generation displaced, Generated Electricity, and prime mover fuel consumption vs. RCS for 8 
design variants 
 
In order to understand the relationship between load condition and thermal demand, 
investigation of load conditions for each design variant under every demand scenario 
was undertaken. It is interesting to note that the spread of PTSDRs over which 
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significant RCS occur is wider for primary demand scenarios with weekend occupancy 
patterns (Figure 4.23) than for weekday occupancy patterns (Figure 4.22).  
 
 
Figure 4.22: Prime Mover Duration at Load Conditions (hours daily) and RCS versus PTSDR 
(prime mover to base-case thermal demand) for all Weekday PDS and design variants under 
investigation 
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Figure 4.23: Prime Mover Duration at Load Conditions (hours daily) and RCS versus PTSDR 
(prime mover to base-case thermal demand) for all Weekend PDS and design variants under 
investigation 
 
To understand the variation of load conditions with thermal demand for a particular 
design variant, the 5kWe-35% variant was investigated further. Considering the results 
for the WE-EWin scenario in Figure 4.24, it is apparent that higher thermal demand 
does not consistently result in increased run-time at 100% output. 
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Figure 4.24: Duration of Prime Mover at Load Conditions (hours daily), Auxiliary thermal 
generation displaced, Generated Electricity, prime mover fuel consumption, and BC Thermal 
Demand (kWh) versus RCS for 5kWe-35% design variant for each PDS 
 
The relationship between load conditions and Restricted Seasonal Operation (a 
concept introduced in Section 4.3.3) was investigated. In Figure 4.25 and Figure 4.26, 
the annual duration at each load condition, and relative carbon saving, was plotted for 
the 8 design variants with significant RCS (as introduced previously). Additionally, the 
corresponding results for RSO were plotted as hatched columns.  Figure 4.25 compares 
12-months of operation with RSO without High Summer primary demand scenarios 
(RSO-NoHSum), whilst Figure 4.26 compares with RSO without Summer and High 
Summer primary demand scenarios (RSO-NoSummer). 
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Figure 4.25: Duration of Prime Mover at Load Conditions (hours/year) versus Relative Carbon 
Saving (% of BC), for 8 design variants (with indicated rated net electrical output and rated 
ƞe), comparing 12-month operation (solid bars) versus RSO-NoHSum (hatched bars) 
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Figure 4.26: Duration of Prime Mover at Load Conditions (hours/year) versus Relative Carbon 
Saving (% of BC), for 8 design variants (with indicated rated net electrical output and rated 
ƞe), comparing 12-month operation (solid bars) versus RSO-NoSummer (hatched bars) 
 
The results presented in Figure 4.25 suggest that marginal reductions in cumulative 
prime mover operating duration can be made, whilst marginally decreasing RCS. Of 
more relevance are the results in Figure 4.26, which show that significant reductions in 
cumulative prime mover operating duration are possible with minimal corresponding 
reductions in RCS. This has implications for the operating lifetime of the prime mover 
and balance-of-plant, which is reasonably expected to be limited by total operating 
hours, amongst other factors. 
 
4.3.8 Thermal Cycling & Prime Mover Lifetime 
As discussed in Section 4.2.2, prime mover and balance-of-plant operating lifetime, 
that is the time before replacement or major overhaul, is limited by a number of 
operational factors. The relative impact of these factors will be technology specific, 
however it is understood that Stirling Engines are sensitive to the number of thermal 
cycles and cumulative operating duration. 
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If a target prime mover lifetime of 5 years were to be set, then the 6,000 thermal cycle 
lifetime limit assumption made in Section 4.2.2 would require that the quantity of 
thermal cycles does not exceed an average of 3.3 thermal cycles per day. To 
understand the frequency of daily thermal cycles for thermal load following operation, 
this was plotted for each design variant, operating for every primary demand scenario, 
in Figure 4.27. Whilst significant RCS and infrequent thermal cycling (<4 per day) are 
achievable by design variants operating in certain demand scenarios, a significant 
proportion of simulation results with significant carbon savings report thermal cycles 
of between 4-12 per day, in excess of the arbitrary limit discussed previously.   
 
 
Figure 4.27: Quantity of Thermal Cycles (cycles/day) and Relative Carbon Saving (% of base-
case) for each design variant, operating for every primary demand scenario 
 
Thermal cycling, and associated RCS, was then investigated on an annual basis, for 
each design variant, as presented in Figure 4.28. None of the design variants with 
significant RCS have accumulated less than 1,200 thermal cycles per annum, which 
relates to the 5 year lifetime discussed previously. As ƞe increases, so does the 
frequency of thermal cycling, whilst thermal cycling increases with increasing electrical 
(and hence thermal) rated capacity. As electrical rated outputs (for a particular ƞe) 
increases above that corresponding to maximum RCS, there is a diminishing increase in 
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frequency of thermal cycling. This diminishing effect does not correspond exactly with 
the maximum RCS, but appears to correspond to PTSDR values above 1.5. 
 
 
Figure 4.28: Annual Thermal Cycles and annual RCS (% of base-case) for each design variant 
 
The increase on RCS due to RSO has already been investigated in Section 4.3.3, as has 
the effect of RSO on reduced operating duration in Section 4.3.7. The thermal cycling 
of the two alternative RSO options, RSO-NoHSum and RSO-NoSummer, were 
investigated for the 30% ƞe (Figure 4.29) and 35% ƞe (Figure 4.30) design variants. As 
Figure 4.30 illustrates, reductions in thermal cycling to between 1,000-1,200 cycles per 
annum is achievable with the RSO-NoSummer operating restriction, with a minimal 
decrease in RCS. 
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Figure 4.29: Annual Thermal Cycles and annual RCS for 30% ƞe design variants without RSO 
(12 Months), with RSO during High Summer, and with RSO during High Summer and Summer 
 
 
Figure 4.30: Annual Thermal Cycles and annual RCS for 35% ƞe design variants without RSO 
(12 Months), with RSO during High Summer, and with RSO during High Summer and Summer 
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The effect of RSO on prime mover lifetime and relative carbons savings was analysed 
for the 8 design variants with significant RCS. Assuming that a SE prime mover is 
limited to 6,000 thermal cycles, Figure 4.31 shows that restricting all summer 
operation can provide significant extensions to prime mover lifetime with minimal 
reduction of relative carbon savings, where the latter can be seen clearly in Figure 4.4. 
 
 
Figure 4.31: Lifetime of SE Prime Mover (years), assuming a limit of 6,000 thermal cycles, and 
RCS (% of BC CO2), for each design variant with significant (>10%) RCS 
 
By referring to Figure 4.32, it is easy to visualise the relationship between RSO and 
frequency of thermal cycling, for systems controlled by each RSO. It confirms that 
design variants with 30% ƞe may achieve significant RCS with thermal cycling 
frequencies well under 2,000 per annum. 
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Figure 4.32: RCS (% of BC CO2) versus annual frequency of thermal cycling, for each design 
variant with significant (>10%) RCS, compared under all modes of RSO 
 
The concept of thermal cycle and total prime mover operating duration lifetime 
limitations is combined in Figure 4.33. This draws upon the results of run-time analysis 
for RSO, as presented in Figure 4.25 and Figure 4.26. The relationship between thermal 
cycles and operating hours may prove to be important in assessing the operation costs 
of various prime mover technologies (and associated balance-of-plant). 
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Figure 4.33: Lifetime of SE Prime Mover (years), for a range of thermal cycle lifetime limits, 
and cumulative operating duration experienced over prime mover lifetime (000’s hours), for 
the 3kWe-35% design variant, under all RSO scenarios: None (12 months), No High Summer 
Operation (No HSum) and No Summer Operation (No Summer) 
 
4.3.9 Carbon Saving vs. Thermal Demand 
Each of the primary demand scenarios used thus far has a unique profile of thermal 
demand, in terms of daily magnitude and temporal distribution. The same statement 
can be made of the associated results for carbon saving calculations, for each of the 30 
design variants, when considered on a scenario-by-scenario basis. Derivation of 
guidance information, for interested stakeholders, on appropriate µCHP design 
decisions is an aim of this project. The panacea in this regard would be a numerical 
relationship between the relative carbon saving achievable by certain design 
variations, relative to other design variations, and all relevant system design factors 
and complex demand descriptors. This, unfortunately, is unrealistic, for several basic 
reasons: the number of terms in such a relationship would be unwieldy, hence 
resulting in a large combined error; complex demand descriptors would require 
retroactive quantitative analysis of detailed demand information, which is typically 
unavailable for domestic buildings; and finally, these demand descriptors would be far 
too specific to apply to the dwelling in question at another moment in time, or indeed 
any other dwelling. 
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Potential Thermal Supply:Demand Ratio of the prime mover was introduced in Section 
4.3.5 as metric to describe matching of prime mover thermal capacity to thermal 
demand. This metric has been calculated for each design variant, under all primary 
demand scenarios, operating without RSO. These have been plotted individually for 
each value of rated ƞe, as presented in Figure 4.34, Figure 4.35, Figure 4.36, Figure 
4.37, and Figure 4.38. The maximum RCS for each set of design variants (by ƞe) 
increases with thermal demand of the primary demand scenario. The maximum RCS 
for each PDS corresponds to a value of PTSDR, typically between 0.5 and 1.5, where 
the RCS maxima occurs at higher PTSDR values for PDSs with higher thermal demand. 
As ƞe increases, the magnitude of the RCS maxima increases, as do other RCS values. 
 
 
Figure 4.34: RCS vs. PTSDR, for all 15% ƞe design variants, disaggregated by PDS, with RSO-
NoSummer 
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Figure 4.35: RCS vs. PTSDR, for all 20% ƞe design variants, disaggregated by PDS, with RSO-
NoSummer 
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Figure 4.36: RCS vs. PTSDR, for all 25% ƞe design variants, disaggregated by PDS, with RSO-
NoSummer 
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Figure 4.37: RCS vs. PTSDR, for all 30% ƞe design variants, disaggregated by PDS, with RSO-
NoSummer 
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Figure 4.38: RCS vs. PTSDR, for all 35% ƞe design variants, disaggregated by PDS, with RSO-
NoSummer 
 
It is interesting to examine the relationship between RCS and PTSDR at the level of an 
individual primary demand scenario. As each PDS has a different thermal demand 
profile, driven by climate and occupancy pattern, the daily total thermal demand can 
be used a substitute for considering µCHP performance in dwellings of differing 
thermal demands. This has been plotted for the weekday and weekend occupancy 
patterns, for Extreme Winter, Shoulder and Summer climate scenarios, in Figure 4.39, 
Figure 4.40, Figure 4.41, Figure 4.42, Figure 4.43, and Figure 4.44. The maximum value 
of RCS for design variants with a common ƞe appear to correspond to a particular value 
of PTSDR that changes between primary demand scenarios. During the extreme Winter 
PDSs, the value of PTSDR that corresponds to maximum RCS does not appear to have 
been reached for 30% and 35% ƞe families. This suggests that a system with Pe>5kWe 
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would be required to maximise RCS for 30% and 35% ƞe design variants with those 
PDS. The value of PTSDR that corresponds to the RCS maxima increases as the thermal 
demand of the PDS decreases. The magnitude of RCS increases with both thermal 
demand of PDS and ƞe for each design variant. It is important to note, however, that 
many design variants, especially those with lower ƞe, result in relative carbon penalties 
(versus the base-case energy system), even in PDSs with high thermal demand. During 
the summer months, none of the design variants achieve significant RCS, and indeed 
many produce carbon penalties during operation. This supports the concept of RSO, as 
introduced in Section 4.3.3. 
 
 
Figure 4.39: RCS versus PTSDR, for the Extreme Winter-Weekday PDS, for all design variants, 
disaggregated by rated ƞe, with RSO-NoSummer 
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Figure 4.40: RCS versus PTSDR, for the Extreme Winter-Weekend PDS, for all design variants, 
disaggregated by rated ƞe, with RSO-NoSummer 
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Figure 4.41: RCS versus PTSDR, for the Shoulder-Weekday PDS, for all design variants, 
disaggregated by rated ƞe, with RSO-NoSummer 
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Figure 4.42: RCS versus PTSDR, for the Shoulder-Weekend PDS, for all design variants, 
disaggregated by rated ƞe, with RSO-NoSummer 
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Figure 4.43: RCS versus PTSDR, for the Summer-Weekday PDS, for all design variants, 
disaggregated by rated ƞe, with RSO-NoSummer 
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Figure 4.44: RCS versus PTSDR, for the Summer-Weekend PDS, for all design variants, 
disaggregated by rated ƞe, with RSO-NoSummer 
 
The plots of PTSDR versus relative carbon saving is presented for each mode of RSO in 
Figure 4.45, Figure 4.46, and Figure 4.47. The thermal demand indicated on each graph 
is the thermal demand present during the seasons that the RSO mode allows prime 
mover operation, which acts as the maximum auxiliary thermal generation that the 
prime mover could displace throughout the year. 
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Figure 4.45: RCS (% of base-case CO2) versus PTSDR for all design variants, disaggregated by 
rated ƞe, with no RSO-NoSummer 
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Figure 4.46: RCS (% of base-case CO2) versus PTSDR for all design variants, disaggregated by 
rated ƞe, with RSO-NoHSum 
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Figure 4.47: RCS (% of base-case CO2) versus PTSDR for all design variants, disaggregated by 
rated ƞe, with RSO-NoSummer 
 
The RCS for the modes of RSO are compared in Figure 4.48. As seasonal restriction is 
introduced for High Summer, and subsequently extended to include Summer PDSs, the 
PTSDR corresponding to the maximum RCS (for design variants of common ƞe) shifts 
towards lower values. For design variants with ƞe of 25% or more, RSO reduces peak 
RCS, whilst peak RCS appears to increase for design variants with ƞe below 25%. 
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Figure 4.48: RCS (% of base-case CO2) versus PTSDR for all design variants, disaggregated by 
rated ƞe, comparing RSO: None (12 months), No High Summer Operation (No HSum) and No 
Summer Operation (No Summer) 
 
 
4.4 Discussion & Conclusions 
In this chapter, simulation results and analysis of the transient operation of thermal 
load following µCHP systems were presented and discussed. The simulation routines 
for thermal demand estimation and supply:demand matching were previously 
discussed in Chapter 2, and the definition methodology for demand scenarios was 
discussed in Chapter 3. The simulation and analysis methodology for µCHP is discussed 
in Section 4.2, and the base-case energy system was previously discussed in Section 
2.4. The investigation results for thermal load following µCHP are presented and 
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discussed in Section 4.3, along with the details of several novel performance analysis 
methodologies for µCHP systems, and a control & operating approach to optimise 
carbon saving and prime mover lifetime. 
 
Due to the frequency of prime mover thermal cycling observed in the simulation 
results for a thermal load following µCHP system, it is understood that this operating 
regime is incompatible with prime movers requiring longer start-up periods, or with 
greater restrictions in thermal cycles before replacement or major refurbishment. This 
would preclude the application of the thermal load following operating regime to 
currently developed FC technologies, as was discussed in Section 4.1. 
 
The relative carbon savings results for each primary demand scenario (PDS), as 
presented in 4.4.2, revealed that some design variants do not provide relative carbon 
savings in many of the demand scenarios. Depending on design variant and PDS, RCS of 
approximately 40% can be achieved, as could maximum carbon penalties of 40%. The 
main driver of this research is to identify the potential of μCHP to reduce CO2 
emissions. Design variants that exhibit relative carbon penalties are not only 
unsuitable from an environmental performance perspective, but would increase 
primary energy consumption, and likely increase household energy costs.  Analysis of 
the scenario-level simulation results indicates that RCS (as a percentage) increases 
with thermal demand. That is, not only does the absolute value of carbon savings 
increase between PDS’s with increased thermal demand, but the percentage of the 
PDS’s carbon footprint that can be saved increases as the thermal demand of a PDS 
increases.  
 
Carbon Saving Attribution was introduced in Section 4.3.4 as a novel µCHP 
performance analysis methodology, with specific investigation of several constituent 
values: 
 Thermal Generation Displacement, whose interaction with design variants and 
RCS is investigated in Section 4.3.5 
 Electrical Import Displacement and Electrical Export Credit, whose interaction 
with design variants and RCS is investigated in Section 4.4.6 
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Potential Thermal Supply:Demand Ratio of prime movers was introduced in Section 
4.3.5 as metric to describe matching of prime mover thermal capacity to thermal 
demand. Analysing RCS results with this metric allowed a set of design variants with 
the top-ranking RCS to be predicted for each demand scenario. These top-ranked 
design variants consistently have a potential thermal supply:demand ratio between 
0.5-1.5, where such ratios are possible due to the particular thermal demands and 
design variants under investigation. The magnitude of relative carbons savings 
increases with thermal demand, and the value of PTSDR corresponding to the RCS 
maxima increases with thermal demand. This has consequences for the optimal sizing 
of µCHP systems between dwellings with different values of annual thermal demand. 
 
Applying the Carbon Saving Attribution methodology to simulation results provided 
several significant conclusions: 
 RCS results reported are heavily reliant on Electrical Export Credit – without it, 
none of the design variants would save carbon, as the carbon intensity of the 
NEG and natural gas fuel used in the investigation is too low for electrical 
output alone to provide carbon savings. This would be the case even if the 
operational ƞe of the prime mover equals rated ƞe (which is technically 
impossible) 
 For the design variants and demand scenarios investigated, the RCS due to 
Thermal Generation Displacement (i.e. reduced boiler fuel consumption) 
appear to saturate with increasing thermal capacity, and also with increasing 
potential thermal supply:demand ratio 
 RCS due to Electrical Import Displacement appears to saturate with increasing 
rated electrical output, and appears to reach maximum values for potential 
thermal supply:demand ratios between 0.5-1.1 
 For the design variants and demand scenarios investigated, the RCS due to 
Electrical Export Credit appear to saturate with increasing electrical capacities 
for design variants with lower ƞe. It is expected that RCS for design variants 
with much higher ƞe will also  saturate with rated electrical output 
 In order to increase the point of saturation for Thermal Generation 
Displacement, either control restrictions (additional to those inherent to the 
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simulated control regime) need to be applied to the auxiliary boiler, or 
alternative operating regimes for the prime mover are required to limit thermal 
cycling and/or shift operation from part-load to full load conditions 
 In order to increase the point of saturation for Electrical Import Displacement, 
or alternative operating regimes for the prime mover are required to limit 
thermal cycling and/or shift operation from part-load to full load conditions 
 
Restricted Seasonal Operation (RSO) was introduced in Section 4.3.3 as a control 
approach to optimising carbon saving and prime mover lifetime, where the importance 
of lifetime is discussed in Section 4.3.8. By applying RSO to µCHP control & operating 
regimes, prime mover operation is excluded in seasons where carbon penalties occur, 
whilst decreasing annual operating duration and cumulative annual thermal cycles. 
The carbon savings benefits are particularly prevalent in systems with limited carbon 
savings (and even carbon penalties); although the approach increases the already 
significant RCS for the 4kWe-30% & 5kWe-30% design variants. Some design variants 
with high ƞe provide RCS in all primary demand scenarios; therefore RSO would reduce 
carbon savings, however would also decrease annual thermal cycling and operating 
hours. 
 
The duration at prime mover load conditions, for design variants with significant 
annual RCS, was presented in Sections 4.3.5 and 4.3.6. In Section 4.3.7, the 
relationship between total prime mover operating duration (at any load condition) and 
RCS was investigated, for both daily and annual scenario, incorporating RSO. The 
results of the daily analysis show a general trend of decreasing run-time with 
increasing potential thermal supply:demand ratio, and decreasing run-time with 
decreasing thermal demand. This causes some design variants operating under low 
demand scenarios to produce run-times much lower than would otherwise be 
expected from their PTSDR alone. 
 
Thermal cycling of the prime mover was explored in detail in Section 4.3.8, where it 
becomes clear that thermal cycling can differ dramatically between design variants 
with very similar RCS. It is believed that the frequency of thermal cycling is a function 
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of both electrical efficiency and potential thermal supply:demand ratio. Understanding 
the effect on thermal cycling frequency for design variants which provide marginal 
increases in RCS will be important in the design ad specification of µCHP systems with 
low operating costs and high return on investment (both financial and embodied 
carbon). Based on an assumed limitation of 6,000 thermal cycles before a SE requires 
replacement or extensive overhaul, prime mover lifetimes of up-to 6 years were 
achievable (with 11.2% RCS), where the 5kWe-35% design variant with maximum RCS 
(20.4%) had a lifetime of 1.2 years. 
 
The scope for alternative µCHP operating regimes has already been discussed in the 
context of increasing RCS due to Thermal Generation Displacement and Electrical 
Import Displacement. Such alternative operating regimes, as introduced in Section 
4.2.6, would aim to reduce thermal cycling, hence increasing prime mover lifetime. 
 
Perhaps the most important conclusion of this chapter is that, even after applying 
restricted seasonal operation, significant (i.e. >10%) RCS are achievable, for the annual 
demand scenario used in this investigation, for only 8 out of 30 design variants. These 
µCHP prime mover design variants with a thermal load following operating regime 
have net electrical rated efficiencies of 30% or 35%, rated electrical capacities between 
2-5kWe, and provide RCS of between 10.5-20.4% of base-case CO2. 
 
After the investigation underpinning this chapter was completed, it was clear that 
alternative µCHP operating regimes may provide increased RCS, whilst increasing 
prime mover lifetime by decreasing thermal cycling. These alternative operating 
regimes are defined and investigated in Chapter 5. 
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5 Alternative Operating Regimes for Micro-CHP Systems 
5.1 Introduction 
An investigation into alternative CHP operating regimes, to address the issues outlined 
in Section 4.4, is presented in this chapter. This investigation includes the seasonal 
combination of operating regimes to maximise RCS and lifetime of prime movers. The 
applicability of alternative and combined operating regimes to various prime mover 
technologies, with a range of electrical efficiencies and associated operational 
constraints, is discussed. 
 
As discussed in Sections 1.4 and 4.1, fuel cell technology has already been applied to 
µCHP systems, with resulting net electrical efficiencies greater than the 35% design 
variants investigated in Chapter 4, potentially exceeding 50%. It was shown in Chapter 
4 that RCS increases with ƞe for the thermal load following operating regime. However, 
Apfel et al [1] point out that SOFCs, with a lifetime limitation on thermal cycles of 
below 100, may require an operating regime which forces the prime mover to operate 
continuously. Whilst other predictions of FC lifetimes discussed in Section 1.4.3 were 
not as restrictive regarding cumulative thermal cycling, it is likely to be 1 or 2 orders of 
magnitude less than the Stirling Engine technology investigated in the previous 
chapter. Reducing thermal capacity alone does not reduce thermal cycling 
dramatically, as Section 4.3.8 reported that the 0.5kWe-35% SE design variant 
exhibited hundreds of thermal cycles per annum. 
 
Aside from lifetime constraints, the performance penalties associated with the long 
cold-start periods of FCs and fuel-processing sub-systems may necessitate alternative 
operating regimes. Regardless of prime mover technology, there are technical and 
economic challenges in the definition of control algorithms that balance environmental 
performance with factors driving prime mover lifetime. This becomes less of an issue 
for µCHP systems with electrical generation carbon intensities lower than that of the 
NEG, as addressed in Section 6.4. Otherwise, the thermal (and hence electrical) 
capacity of the prime mover must be carefully specified to ensure that sufficient 
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proportions of its thermal output is used to displace auxiliary boilers, or the relative 
carbon savings from the µCHP system will be significantly diminished. 
 
 
5.2 Alternative Operating Regimes 
5.2.1 Summary of Alternative Operating Regimes 
A number of alternative operating regimes have been considered in this chapter, 
although many more have been conceived, particularly combining features of the 
regimes listed below.  
 Continuous Operation over Thermal Demand Periods (CsO-TDP) 
 Continuous Operation over Daily Demand Periods (CsO-DDP) 
 Continuous Operation over 24 hours (CsO-24hr) 
 Constant Operation (CtO) 
 
Details of these operating regimes are provided in the corresponding sub-sections that 
follow. The performance and lifetime of dynamically combining operating regimes on a 
seasonal basis to devise an annual control regime is considered in Section 5.3. 
 
5.2.2 Carbon Intensity of Generated Electricity 
If the µCHP system was only to supply useful electricity, then we would consider the 
carbon intensity of its net generated electricity, CIgen, using equation (5.1). Selection of 
the appropriate value of ƞe is vital to the prediction of carbon intensity. The rated 
value of ƞe would never be achieved in practice, due to start-up losses and part-load 
inefficiencies. However, using typical estimates for operational ƞe (i.e. replace the 
design value of ƞe with a value reflective of average operation), equation (5.1) allows 
estimated µCHP-generated electricity CI to be calculated. 
 
CIgen = CIfuel / ƞe         (5.1) 
 
However, in most situations, some proportion of a µCHP system’s heat output will be 
useful. This usefulness could be defined as either displacing alternative thermal 
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generation to satisfy the pre-determined thermal comfort and/or DHW requirements, 
or providing additional comfort to occupants. In the context of CO2 emissions 
reduction, a narrow definition of usefulness would be appropriate, i.e. the 
displacement of fuel for thermal generation otherwise consumed by the base-case 
energy system. 
 
There are several approaches to discussing the carbon intensity of a µCHP system. The 
carbon intensity of the (net) generated electricity could be adjusted to include a 
'credit' for the thermal generation displaced. Alternatively, the CI of the displaced 
thermal generation could be 'credited' with the electrical generation. The suitability of 
either approach depends upon the context of any subsequent analysis, i.e. if the 
control regime under assessment is designed to prioritise electrical or thermal 
generation. 
 
The effective operational carbon intensity, CIen-eff-op, of net generated electricity from 
the µCHP system could be estimated using equation (5.2). However, this equation 
incorporates net electrical energy generated, Qe, and reduction in auxiliary thermal 
generation between µCHP and base-case energy system, ΔQaux. Therefore, it is difficult 
to calculate effective electrical CI outside the context of simulation results or recorded 
operational data, unlike equation (5.1). 
 
CIen-eff-op = (FCHP*CIfuel) / (Qe + ΔQaux)       (5.2) 
 
The difference between the effective operational CI of generated electricity and the CI 
of grid electricity (CIgrid) is plotted versus RCS in Figure 5.1. The data plotted relates to 
each design variant of the TLF SE µCHP system reported in Chapter 4, operating under 
each PDS. As expected, relative carbon savings (as opposed to carbon penalties) occur 
whenever CIen-eff-op < CIgrid. By normalising the RCS against kWh of electrical generation, 
as plotted in Figure 5.2, it is apparent that the much of the spread in RCS (at similar 
values of CIen-eff-op) is due to the cumulative electrical generation of the µCHP. As 
discussed in Section 4.3, electrical generation under a TLF operating regime is limited 
by the thermal demand and the heat-to-power ratio of the system. Equation (5.2) 
constitutes a simplified approach, as it considers the reduction in output from the 
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auxiliary thermal generator. In reality, the direct driving factor for carbon emissions is 
the fuel consumption of the auxiliary generator, which is predicated by the output and 
average thermal efficiency over the operating period. This explains the simulation 
results with CIen-eff-op < CIgrid that exhibit relatively low RCS in Figure 5.1 and Figure 5.2. 
 
 
Figure 5.1: Difference between  effective operational CI of generated electricity (CIen-eff-op) 
and CIgrid, vs. RCS, for each SE TLF design variant 
 
 
Figure 5.2: Difference between effective operational CI of generated electricity (CIen-eff-op) and 
CIgrid, vs. RCS normalised by kWh of generated electricity, for each SE TLF design variant 
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The effective carbon intensity, CIen-eff, of net generated electricity from the µCHP 
system could be defined in a manner that uses design values to estimate the CI for a 
µCHP system operating with ideal performance. CIen-eff is calculated using equation 
(5.3) on the assumption that 100% of the prime mover’s thermal output will displace 
the same amount of output from auxiliary boiler (unless the demand is smaller than 
the cumulative daily output from the prime mover). Equation (5.3) assumes that the 
reduction in auxiliary fuel consumption, ΔFaux, is calculated from ΔQaux using a pre-
determined thermal efficiency of the auxiliary boiler. It also assumes that the prime 
mover achieves the design value of ƞe during operation. As with equation (5.2), the 
incorporation of Qe requires some estimate of total operation (i.e. cumulative duration 
at load conditions) across the calculation period. As discussed later, however, effective 
CI can be used to assess operational performance versus design performance to 
understand the ability to predict operational µCHP performance. 
 
CIen-eff = (CIfuel / ƞe) - [(ΔFaux*CIfuel) / Qe]      (5.3) 
 
If a relationship could be found between rated thermal and/or electrical output of a 
µCHP system, the typical proportion of auxiliary thermal generation displaced, and the 
thermal and/or electrical demand that the CHP system is intended to satisfy, perhaps 
an estimative method could be created to predict the CI of µCHP-generated electricity. 
This would allow designers and specifiers to understand the minimum operational ƞe 
required from a µCHP system, within a demand scenario defined by the 
aforementioned relationship, to produce electricity with certain CI. This CI could then 
be used to decide if and when the µCHP system should run in an electric-led operating 
regime, i.e. because the value of CIen-eff is less than grid average or less than the CI of 
some other grid-connected generator that may otherwise be switched on. 
 
It may, however, not be desirable to operate a µCHP system in an electric-led manner. 
This could be for economic reasons related to fuel and maintenance costs, i.e. the 
£/kWh of electricity generated, once transmission and distribution costs are included, 
exceeds that of alternative grid-connected generators. In this case, consideration of 
electrical or thermal CI as separate values may be redundant, as carbon savings from 
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µCHP systems are reliant on both generated electricity and displaced auxiliary thermal 
generation. 
 
The concept of µCHP system carbon intensity (CIsystem) could be introduced, where the 
cumulative CI of the µCHP system (prime mover and auxiliary thermal generator) is 
divided by the combined electrical and thermal output of the µCHP system (i.e. prime 
mover and auxiliary). In this case, the carbon footprint would be equal to the 
combined fuel consumption of the µCHP system minus the net electrical generation of 
the µCHP system (regardless of whether this is exported to the NEG or displaces 
import of electricity from the NEG). The calculation for CIsystem is presented in equation 
(5.4), but as with equations (5.2) and (5.3), it incorporates variables that would be 
difficult to estimate prior to operation or simulation. 
 
CIsystem = [(Fsystem*CIfuel) - (Qe*CIgrid)] / (Qe + Qth-system)    (5.4) 
 
If we compare the operational effective CI (Figure 5.3) with the effective CI derived 
from design values (Figure 5.4), we notice several major differences. The effective CI 
under operation is higher than the CI calculated from design values for all design 
variants, but CIs are much higher than expected for design variants with rated 
electrical output above 2kWe. After investigating the simulation results, it is 
understood that the difference between design and operational effective CI is due to 
thermal demand saturation. As shown in Section 4.3.5, as the PTSDR increases for a set 
of design variants under a common demand scenario, Thermal Generation 
Displacement eventually saturates once the PTSDR exceeds 1. As illustrated in Figure 
5.5, for several sets of design variants, the reduction in effective CI with increasing 
rated electrical output is curtailed once PTSDR exceeds 1. Furthermore, as discussed in 
Section 4.3.5, once PTSDR exceeds approximately 1.5, the RCS begin to decline. 
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Figure 5.3: Difference between effective operational CI of generated electricity and CIgrid, vs. 
RCS normalised by kWh of generated electricity, for TLF SE µCHP design variants with ƞe=30% 
& 35% 
 
 
Figure 5.4: Difference between effective CI of generated electricity and CIgrid, vs. RCS 
normalised by kWh of generated electricity, for TLF SE µCHP design variants with ƞe=30% & 
35% 
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Figure 5.5: PTSDR and RCS vs. the difference between the effective CI of generated electricity 
and CIgrid, for design varaints with ƞe= 25%, 30% & 35% 
 
5.2.3 Thermal Dumping with Micro-CHP 
The concept of thermal dumping, sometime referred to as thermal surplus, was 
introduced in Section 1.5 as a control strategy to allow prime movers to continue 
generation despite satisfying the thermal demand or reaching the limit of thermal 
storage capacity. As discussed in Section 1.6, many investigations of µCHP 
performance have elected to restrict thermal dumping, even though it could be 
achieved by mechanically increasing convection of air across a heat exchanger, and 
subsequently venting this warm air to the atmosphere, as theoretically implemented 
by Hawkes & Leach [2]. 
 
Thermal dumping has been investigated for both thermal and electrical load following 
operating regimes [3][4], in order to maximise electrical load following potential or 
minimise thermal cycling. Peacock & Newborough [4] reported that whilst thermal 
dumping would reduce the annual thermal cycling frequency of a 1kWe 15% ƞe SE 
µCHP system from 1,898 to 1,182, RCS would reduce from 10% to -3%. 
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Thermal dumping would be advantageous once the µCHP system can generate 
electricity with an effective CI less than CIgrid. The trade-off between maximising 
electrical generation and minimising system efficiency due to increased thermal 
dumping was discussed in Section 4.1. Considering equation (5.3) for a design variant 
of a fixed fuel type and ƞe, can be rearranged to produce equation (5.5), which must be 
valid for generated electricity to have CI lower than CIgrid.  
 
(ΔFaux  / Qe) > [(1 - ƞe) – (CIgrid / CIfuel)]      (5.5) 
 
Table 5.1 has been populated using the values of CIfuel = 0.19kgCO2/kWh and CIgrid = 
0.43kgCO2/kWh. The carbon intensity of net generated electricity where the thermal 
output of the prime mover is not used, CIne, is calculated on the assumption that the 
prime mover achieves the rated value of ƞe. The ratio of required displacement of 
auxiliary fuel consumption to generated electricity, ΔFaux/Qe, in order for the effective 
CI of µCHP-generated electricity to achieve grid parity is shown in Table 5.1. Once the 
ratio has been adjusted for thermal efficiency of auxiliary generation, ƞth-aux, it 
translates to the ratio ΔQaux/Qe, and eventually prime mover heat-to-power ratio. 
 
ƞe (%) 15% 20% 25% 30% 35% 40% 45% 50% 55% 
CIne (kgCO2/kWhe) 1.27 0.95 0.76 0.63 0.54 0.48 0.42 0.38 0.35 
ΔFaux / Qen (kWhth/kWhe) 4.40 2.74 1.74 1.07 0.59 0.24 -0.04 -0.26 -0.44 
Table 5.1: Ratio of required displacement of auxiliary fuel consumption to generated 
electricity, ΔFaux/Qe, in order for the effective CI of µCHP-generated electricity to achieve grid 
parity, based on the CI of net generated electricity where the thermal output of the prime 
mover is unused, CIne, for rated values of ƞe 
 
Analysis of Table 5.1 suggests that a natural gas-fired µCHP system with ƞe (during 
operation) of approximately 44.2% will generate electricity with a carbon intensity 
equal to CIgrid. For such a design variant, it would be advantageous to operate the 
system for as long as possible, in order to displace as much auxiliary thermal 
generation as possible (as limited by the transient magnitude of thermal demand and 
the prime mover’s peak thermal output). 
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5.2.4 Continuous Operation for Thermal Demand Period (CsO-TDP) 
The research presented in Chapter 4 identified that TLF SE µCHP systems exhibit a high 
frequency of thermal cycling, compared with assumed lifetime limit of 6,000 cycles. 
Thermal cycling of the prime mover was found to introduce electrical and thermal 
inefficiencies, as fuel is combusted for the sole purpose of raising the SE’s hot end to 
operating temperature. The transient thermal output limitations during start-up 
limited the proportion of auxiliary thermal generation that was displaced by the prime 
mover. These issues limited RCS for all design variants. 
 
An operating regime was devised that forces the prime mover to operate continuously 
during the TDPs, whilst retaining the ability to modulate in response to thermal 
demand (or more specifically thermal store temperature), where excess thermal 
energy is dumped to the environment. This operating regime is referred to in 
subsequent analysis as Continuous Operation for Thermal Demand Period (CsO-TDP). 
 
Thermal cycling is dramatically reduced versus the TLF operating regime, with 2 
thermal cycles per weekday, and 1 thermal cycle per day at the weekend. If RSO is not 
enforced, this would result in 626 cycles per annum, however, as discussed in Chapter 
4, some form of RSO would likely be applied in practice. Thermal cycling frequency 
under No-HSum and NoSummer RSO would drop to 537 and 436 cycles per annum, 
respectively, resulting in over 10 years of operation within the 6,000 cycles lifetime 
limit. 
 
Cumulative operating duration will be significantly increased with this operating 
regime, as the prime mover operates 9.5 hours each weekday, and 17 hours per day at 
the weekend. This results in cumulative annual operation of 4,250 hours without RSO, 
or 3,645 hours and 2,891 hours respectively with No-HSum and NoSummer RSO. 
However, assuming the limit on cumulative operating duration is 20,000-40,000 hours, 
as discussed in Section 4.2.2, this operating regime should result in lifetimes in excess 
of 10 years.  
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This operating regime should be compatible with prime mover technology that can 
tolerate hundreds of thermal cycles per annum (as opposed to several thousand for 
TLF). Most prime movers would likely be compatible, with the exception of high 
temperature FCs such as SOFC. Excessive efficiency penalties due to the time and 
energy involved in PEM start-up cycles could be avoided by de-coupling reformer 
operation from the stack, where the reformer starts in advance of the TDP, storing any 
produced hydrogen awaiting the start-up of the stack itself. As discussed in Section 
1.4.3, PEM prime movers have been reported with ƞe between 43-48%. If ƞe>44.2% is 
achieved during operation in commercially available systems, there will be no carbon 
penalty associated with thermal dumping, as the CI of generated electricity is less than 
CIgrid without using the recovered thermal output. The only barrier for non-SE 
technologies is the requirement for modulation. The RCS results plotted in Figure 5.5 
and Figure 5.6 were simulated using the SE-based µCHP system defined in Section 2.4, 
with fixed electrical modulation steps of 40% and 70% of rated output. 
 
 
Figure 5.6: RCS for each design variant, during Weekday Primary Demand Scenarios for SE-
based µCHP system with CsO-TDP operating regime 
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Figure 5.7: RCS for each design variant, during Weekend Primary Demand Scenarios, for SE-
based µCHP system with CsO-TDP operating regime 
 
In comparison to the RCS results for the same design variants with TLF operating 
regime, as presented in Figure 4.1 and Figure 4.2, the RCS have increased for demand 
scenarios for high thermal demand (from 39.3% under TLF to 43.6% under CsO-TDP for 
the 35%-5kWe variant during EWin-WE), and decreased for those with low thermal 
demand (from 2.2% under TLF to -0.1% under CsO-TDP for the 20%-1kWe variant 
during Sh-WD). This is due to thermal dumping during design days with low thermal 
demand. With reference to Table 5.1, it is clear that to achieve a positive RCS even 
design variants with 35% ƞe need to displace auxiliary fuel consumption (between BC 
and µCHP scenarios) to the value of 59% of the cumulative electrical generation during 
the design day. 
 
The RCS for all design variants of the SE µCHP system operating under the CsO-TDP 
operating regime, without RSO, are presented in Figure 5.8. When compared to the 
results for the TLF operating regime in Figure 4.3, it is clear that the RCS for 7 of the 8 
top-performing design variants have increased, where 2kWe-30% no longer has 
significant RCS. The RCS for the other design variants have decreased. This is true for 
all modes of RSO. 
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Figure 5.8: RCS for each µCHP design variant operating under ‘Continuous Operation for 
Thermal Demand Period’ operating regime without RSO 
 
5.2.5 Continuous Operation for Daily Demand Period (CsO-DDP) 
The logical extension to the previous operating regime is to avoid the thermal cycle 
between morning and afternoon TDPs during weekdays. As before, the prime mover 
can modulate in response to thermal output, but cannot switch off from the start of 
the first TDP to the end of the final TDP during a design day. Excess thermal energy 
that cannot be stored is dumped to the environment. The frequency of thermal cycling 
is reduced to 365, 313 and 248 per annum, for no RSO, No-HSum RSO and No-Summer 
RSO respectively. Cumulative operating duration would increase to 6,205 hours, 5,321 
hours and 4,220 hours for those RSO options. 
 
As with the CsO-TDP operating regime, this Continuous Operation for Daily Demand 
Period (CsO-DDP) operating regime is compatible with prime mover technologies that 
support modulation, and can tolerate hundreds of thermal cycles per annum. 
However, this operating regime is suited to prime movers with higher ƞe, and hence 
lower heat-to-power ratios, as the increased thermal dumping reduces RCS of SE µCHP 
versus TLF systems, as illustrated in Figure 5.9 and Figure 5.10. 
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Figure 5.9: RCS for design variant, during Weekday Primary Demand Scenarios, for SE µCHP 
system with CsO-DDP operating regime 
 
 
Figure 5.10: RCS for design variant, for Weekend Primary Demand Scenarios, for SE µCHP 
system with CsO-DDP operating regime 
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The RCS for all design variants of µCHP system operating under the CsO-DDP operating 
regime, without RSO, are presented in Figure 5.11. When compared to the results for 
the TLF operating regime in Figure 4.3, it is clear that the RCS for all design variants 
have decreased. Using this operating regime, only 3 design variants have significant 
RCS, compared to 8 with the other operating regimes, as is the case for RSO modes. 
 
 
Figure 5.11: RCS for SE µCHP design variants with 30% & 35% ƞe with ‘Continuous Operation 
for Daily Demand Period’, operating regime without RSO 
 
5.2.6 Continuous Operation over 24 hours (CsO-24hr) 
An operating regime was devised to be compatible with prime movers with lifetimes 
limited to several tens or hundreds of thermal cycles. In the Continuous Operation 
over 24 hours (CsO-24hr) regime, the prime mover can modulate to follow thermal 
demand, but cannot switch off throughout its annual operating schedule. This 
operating schedule is determined by the mode of RSO, the requirements for 
maintenance, and sustained building vacancies (i.e. holidays) where the user switches 
the µCHP system off. The resulting frequency of thermal cycling is the order of 1-5 
cycles per annum, and with the anticipated RSO of No-Summer, the annual operating 
duration would be 5,958 hours. 
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The limited set of simulation results presented in Figure 5.12 and Figure 5.13 prove 
that such operating regimes are not suitable for prime movers with low ƞe, due to high 
levels of thermal dumping. The auxiliary Thermal Generation Displacement from 35% 
ƞe design variants is sufficient to provide RCSs, so long as the prime mover thermal 
efficiency is sufficiently high. As shown in Table 2.11, design variants with low Pe have 
a relatively wide margin between net and gross electrical efficiencies, hence reducing 
thermal efficiencies (versus design variants with high Pe) significantly. 
 
 
Figure 5.12: RCS or each design variant, during Weekday Primary Demand Scenarios, for SE 
µCHP system with CsO-24hr operating regime 
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Figure 5.13: RCS or each design variant, during Weekend Primary Demand Scenarios, for SE 
µCHP system with CsO-24hr operating regime 
 
The RCS for the 35% and 15% ƞe design variants of µCHP system operating under the 
CsO-24hr operating regime, without RSO, are presented in Figure 5.14. When 
compared to the results for the TLF operating regime in Figure 4.3, it is clear that no 
design variants of the SE µCHP system have significant RCS. It is only once RSO-
NoSummer is applied that significant RCS results are found, for the 4kWe-35% and 
5kWe-35% design variants. 
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Figure 5.14: RCS for the 15% and 35% ƞe SE µCHP design variants, with ‘Continuous 
Operation for Daily Demand Period’ operating regime without RSO 
 
5.2.7 Constant Operation (CtO) 
The ‘Constant Operation’ operating regime requires that the prime mover operate at 
100% output throughout the year, unless constrained by RSO. However, the poor RCS 
results presented in Section 5.2.6 for a similar regime (CsO-24hr) wherein the primer 
move is allowed to modulate indicate that such an operating regime would not provide 
significant RCS for the scenarios and design variants under investigation. With the ƞe 
and heat-to-power ratios of the design variants investigated in this thesis, even a 
0.5kWe prime mover, which would generate less electricity than daily dwelling 
demand, would fail to provide RCS. 
 
A significantly different thermal demand may allow such an operating regime to 
deliver significant RCS, but a suitable thermal storage system would be required to 
match constant output with varying load. If an alternative low-carbon fuel was used, a 
concept explored in Section 6.4.1, perhaps such an operating system would be 
feasible. This links with the concept of effective CI of µCHP-generated electricity, as 
discussed in Section 5.2.2. Considering the requirements for utilisation of thermal 
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output in Table 5.1, this operating regime may deliver significant RCS for prime movers 
with increased ƞe, and/or when CIgrid is much higher (a concept explored in Section 
6.4.2). 
 
5.2.8 Comparing Operating Regimes 
Selected µCHP design variants for the alternative operating regimes that reported 
significant RCS, without RSO, are compared in Figure 5.15. As discussed in Section 
5.2.4, RCS have increased for 7 out of the 8 top performing design variants by 
switching to the ‘Continuous Operation for Thermal Demand Period’ operating regime. 
 
 
Figure 5.15: Annual RCS for selected SE µCHP design variants, operating under Thermal Load 
Following (TLF), Continuous Operation during Thermal Demand Periods (CsO-TDP), or 
Continuous Operation throughout Daily Demand Period (CsO-DDP) operating regimes, where 
the contribution from each climate is indicated, along with assumed significance limit 
 
As discussed in the relevant sections for each alternative operating regime, the annual 
frequency of thermal cycling has reduced dramatically for the alternative regimes 
presented in Figure 5.16. 
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Figure 5.16: Annual Frequency of Thermal Cycling and RCS for selected SE µCHP design 
variants, operating under Thermal Load Following (TLF), Continuous Operation during 
Thermal Demand Periods (CsO-TDP), or Continuous Operation throughout Daily Demand 
Period (CsO-DDP) operating regimes, where the contribution from each climate is indicated, 
along with assumed significance limit 
 
The impact of operating regimes on thermal cycling is compared in Figure 5.17 with 
the associated RCS for the 35% ƞe design variants with highest RCS. The difference in 
both thermal cycling and RCS between CsO-24hr and all other operating regimes is 
readily apparent. The results also suggest that environmental performance of 4kWe-
5kWe 35% ƞe design variants is improved by switching operating regimes from TLF to 
CsO-TDP, unlike variants with small electrical capacities. 
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Figure 5.17: RCS  vs. annual frequency of thermal cycling, for SE µCHP design varaints with 
ƞe= 35% and Pe=2-5kWe, comparing between operating regimes 
 
The RCS results for the top performing 35% ƞe design variants under TLF, CsO-TDP, 
CsO-DDP and CsO-24hr operating regimes are plotted in Figure 5.18 versus cumulative 
annual operating duration. For 2kWe and 3kWe design variants, moving from the TLF to 
CsO-TDP regime, a small decrease in operating duration is achievable with small and 
marginal RCS penalties, respectively. For the 4kWe design variant, a marginal decrease 
in duration and a marginal increase in RCS result from such a change in operating 
regime. For the 5kWe design variant, there is a small increase in both operating 
duration and RCS. For all design variants, applying CsO-DDP and CsO-24hr result in a 
significant increase in operation duration and decrease in RCS. 
 Page 296 
 
Figure 5.18: RCS vs. cumulative annual operating duration, for SE µCHP design varaints with 
ƞe= 35% and Pe=2-5kWe, comparing between operating regimes 
 
 
5.3 Combining Operating Regimes 
5.3.1 Seasonal Combination of Operating Regimes 
In the investigation of operating regimes presented thus far, the concept of restricted 
seasonal operation has been explored. It may be feasible to implement an external 
control signal (such as current or previous day or week’s average external air 
temperature) to select an operating regime for the prime mover. This approach is 
already widely used, especially in commercial buildings, for space heating and boiler 
controls such as weather compensation and optimised start controls. In the former, 
the flow temperature in space heating circuits is reduced in response to higher 
external air temperatures, in order to reduce cycling of the boiler. Optimised start 
controls determine when to start the boiler to achieve a set-point temperature by the 
start of the TDP using the external air temperature are the learned response of the 
building’s internal temperature to heat input. 
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Such a seasonal combination of operating regimes could be used maximise RCS or 
lifetime, or achieve a suitable trade-off between these performance metrics, as 
investigated in the following sub-sections. 
 
5.3.2 Effect on Carbon Savings 
RCS, for selected design variants, with several combined operating regimes are 
presented in Figure 5.19. The operating regime which resulted in maximum RCS was 
dynamically selected during each climate scenario (i.e. the same regime was applied to 
weekday and weekend occupancy patterns) for each design variant with ƞe >=30%. 
 
 
Figure 5.19: RCS results for selected SE µCHP design variants with seasonal combinations of 
operating regimes incorporating Thermal Load Following (TLF), Continuous Operation during 
Thermal Demand Periods (CsO-TDP), or Continuous Operation throughout Daily Demand 
Period (CsO-DDP) 
 
The RCS of 30% ƞe design variants under TLF, CsO-TDP and the corresponding 
combined operating regime are presented in Figure 5.20. The TLF operating regime 
achieves maximum RCS for design variants with Pe <3kWe, although the improvements 
in RCS are very small. 
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Figure 5.20: RCS, and improvement of combined operating regime over the best performing 
operating regime for that design variant, vs. prime mover rated Pe, for SE µCHP design 
variants with ƞe=30%, operating under Thermal Load Following (TLF), Continuous Operation 
during Thermal Demand Periods (CsO-TDP),  and combined operating regime 
 
The RCS of 35% ƞe design variants under TLF, CsO-TDP, CsO-DDP and the 
corresponding combined operating regime are presented in Figure 5.21. The TLF 
operating regime achieves maximum RCS for all design variants, however the 
improvements are marginal or all variants, especially with Pe <3kWe. 
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Figure 5.21: RCS, and improvement of combined operating regime over the best performing 
operating regime for that design variant, vs. prime mover rated Pe, for SE µCHP design 
variants with ƞe=35%, operating under Thermal Load Following (TLF), Continuous Operation 
during Thermal Demand Periods (CsO-TDP), Continuous Operation throughout Daily Demand 
Period (CsO-DDP), and combined operating regime 
 
5.3.3 Effect on Thermal Cycles 
The annual frequency of thermal cycling, for selected design variants, with several 
combined operating regimes are presented in Figure 5.22, with the seasonal 
combination of operating regimes presented in Figure 5.20 and Figure 5.21. 
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Figure 5.22: Annual frequency of thermal cycling  for SE µCHP design variants with ƞe=30% & 
35%, with combined operating regimes incorporating Thermal Load Following (TLF), 
Continuous Operation during Thermal Demand Periods (CsO-TDP) and Continuous Operation 
throughout Daily Demand Period (CsO-DDP) 
 
The optimised seasonal combination presented in Figure 5.23 provides less frequent 
thermal cycling for a minimal reduction in RCS. However, some attention would need 
to be paid to the process for defining combined operating regimes, to ensure that an 
acceptable trade-off between increased carbon saving and reduced thermal cycling is 
maintained. 
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Figure 5.23: Annual frequency of thermal cycling for SE µCHP design variants with ƞe=30% & 
35%, with optimised (to reduce thermal cycling) combined operating regimes incorporating 
Thermal Load Following (TLF), Continuous Operation during Thermal Demand Periods (CsO-
TDP) and Continuous Operation throughout Daily Demand Period (CsO-DDP) 
 
The annual frequency of thermal cycling of 30% ƞe design variants under TLF, CsO-TDP 
and the corresponding combined operating regime are presented in Figure 5.24, along 
with RCS for each operating regime. The reduction in thermal cycling frequency for the 
combined operating regime versus the TLF operating regime, indicated by the line 
series, is substantial for design variants with Pe>2kWe. This would increase lifetime of 
up to a factor of 5. The RCS is marginally increased for those design variants if the 
combined operating regime is implemented. 
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Figure 5.24: Annual frequency of thermal cycling and RCS vs. rated Pe, for SE µCHP design 
variants with ƞe=30%, operating under Thermal Load Following (TLF), Continuous Operation 
during Thermal Demand Periods (CsO-TDP), and combined operating regime, indicating the 
reduction in thermal cycling between TLF and combined operating regime 
 
The annual frequency of thermal cycling of 35% ƞe design variants under TLF, CsO-TDP, 
CsO-DDP and the corresponding combined operating regime are presented in Figure 
5.25, along with RCS for each operating regime. The reduction in thermal cycling 
frequency for the combined operating regime versus the TLF operating regime is again 
substantial for design variants with Pe>2kWe. This would increase lifetime of up to a 
factor of 5. The RCS is marginally increased for the 3kWe and 4kWe design variants, and 
significantly increased for the 5kWe design variant, if the combined operating regime is 
implemented. 
 
 Page 303 
 
Figure 5.25: Annual frequency of thermal cycling and RCS  vs. rated Pe, for SE µCHP design 
variants with ƞe=35%, operating under Thermal Load Following (TLF), Continuous Operation 
during Thermal Demand Periods (CsO-TDP), Continuous Operation throughout Daily Demand 
Period (CsO-DDP), and combined operating regime, indicating the reduction in thermal 
cycling between TLF and combined operating regime 
 
5.3.4 Effect on Load Duration 
The annual cumulative operating durations of 30% ƞe design variants under TLF, CsO-
TDP and the corresponding combined operating regime are presented in Figure 5.25, 
along with RCS for each operating regime. The dynamically-combined operating 
regime differentiates from TLF for design variants with Pe>1kWe, resulting in increasing 
operating duration (versus TLF) as Pe increases. This would likely decrease operating 
duration-driven lifetime by a marginal amount for engine-based prime movers. 
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Figure 5.26: Annual cumulative operating duration and RCS vs. rated Pe, for SE µCHP design 
variants with ƞe=30%, operating under Thermal Load Following (TLF), Continuous Operation 
during Thermal Demand Periods (CsO-TDP) and combined operating regime, indicating the 
increase in operating duration between TLF and combined operating regime  
 
The annual cumulative operating durations of 35% ƞe design variants under TLF, CsO-
TDP and the corresponding combined operating regime are presented in Figure 5.27, 
along with RCS for each operating regime. The dynamically-combined operating 
regime differentiates from TLF for all design variants, resulting in increasing operating 
duration (versus TLF) as Pe increases above 1kWe or when Pe=0.5kWe. This would likely 
decrease operating duration-driven lifetime by a marginal amount for engine-based 
prime movers. 
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Figure 5.27: Annual cumulative operating duration and RCS  vs. rated Pe, for SE µCHP design 
variants with ƞe=35%, operating under Thermal Load Following (TLF), Continuous Operation 
during Thermal Demand Periods (CsO-TDP), Continuous Operation throughout Daily Demand 
Period (CsO-DDP) and combined operating regime, indicating the increase in operating 
duration between TLF and combined operating regime 
 
 
5.4 Discussion & Conclusions 
In this chapter, simulation results and analysis of the transient operation of µCHP 
systems under various alternative operating regimes were presented and discussed. 
The concept of carbon intensities of µCHP-generated electricity was discussed in 
Section 5.2.2, and the consequences of thermal dumping were discussed in Section 
5.2.3. Furthermore, the concept of dynamically-combining operating regimes, based 
on season (i.e. primary demand scenario) was investigated. Whilst initial investigations 
concluded that these alternative operating regimes would result in reduced relative 
carbon savings (or increased relative carbon penalties), the effect on thermal cycling 
frequency and cumulative operating regimes was quantified. 
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Changing the TLF SE µCHP concept system reported in Chapter 4 to utilise the 
Continuous Operation for Thermal Demand Period (CsO-TDP) operating regime results 
in annual increases in RCS for 7 top-performing design variants. All other design 
variants report decreased RCS. This can be understood with reference to results for 
each design day, where the RCS have increased for demand scenarios for high thermal 
demand, and decreased for those with low thermal demand. This is due to thermal 
dumping during design days with low thermal demand. 
 
With CsO-TDP, the annual frequency of thermal cycling drops to 626, 537 and 436 
cycles/annum, respectively, for None, No-HSum and No-Summer RSO conditions. 
Cumulative annual operation with the CsO-TDP operating regime was 4,250, 3,645 and 
2,891 hours, respectively, with None, No-HSum and No-Summer RSO.  Whilst this 
results in increased annual operating durations for the majority of design variants, 
especially without No-Summer RSO, lifetime due to cumulative operation (based on a 
limitation of 20,000-40,000 hours), should be similar to that due to thermal cycling. 
 
Annual results for the Continuous Operation for Daily Demand Period (CsO-DDP) 
operating regime report decreased RCS (versus TLF) for all design variants. Indeed, only 
3 top-performing design variants retain significant annual RCS. Annual thermal cycling 
frequency drops to 365, 313 and 248 cycles/annum, respectively, for None, No-HSum 
and No-Summer RSO conditions. Cumulative annual operation with the CsO-TDP 
operating regime increased significantly to 6,205, 5,321 and 4,220 hours, respectively, 
with None, No-HSum and No-Summer RSO. Prime movers operating under CsO-DDP 
would likely be lifetime-limited by cumulative operating duration, as opposed to 
thermal cycling (based on a limitation of 20,000-40,000 hours and 6,000 cycles). 
 
The Continuous Operation over 24 hours (CsO-24hr) operating regime was conceived 
for prime mover technologies that could tolerate 10’s or hundreds of thermal cycles 
before replacement. With the anticipated RSO of No-Summer, the annual operating 
duration would be 5,958 hours, where annual thermal cycling would result from 
maintenance or sustained building vacancies. The operating regime results in 
decreased RCS, such that no design variants have significant RCS. Once RSO-
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NoSummer is applied, significant RCS results are reported for the 4kWe-35% and 
5kWe-35% design variants. 
 
A Constant Operation (CtO) operating regime was defined, with thermal cycling and 
cumulative operating durations like CsO-24hr, but without the efficiency penalty of 
part-loading. However, initial calculations identified that even low Pe design variants 
would result in excessive thermal dumping, due to the ƞe and heat-to-power ratios of 
the design variants investigated. In order to achieve an effective CI of µCHP-generated 
electricity (as discussed in Section 5.2.2) lower than CIgrid, either prime movers with 
increased ƞe or higher CIgrid would be required. 
 
Much of the comparative analysis of operating regimes was confined to the design 
variants with 30% and 35% ƞe, as the remaining design variants exhibited insignificant 
RCS or carbon penalties.  
 
TLF and CsO-TDP operating regimes were combined, on the basis of season, to 
maximise RCS for design variants with 30% ƞe; and with TLF, CsO-TDP and CsO-DDP for 
the 35% ƞe variants. The combined regimes increase RCS for 30% ƞe variants with Pe 
<3kWe, and for all 35% ƞe design variants, although the improvements in RCS are 
marginal. 
 
Combining regimes to minimise thermal cycling delivers substantial reductions for 
design variants with Pe>2kWe, resulting in marginally increased RCS for those design 
variants, and indeed significantly increased RCS for the 35%-5kWe variant. The 
cumulative operating duration is increased, for the combined operating regimes versus 
TLF, for all 30% & 35% variants, except for 30%-0.5kWe, 30%-1kWe and 35%-1kWe.  
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6 Alternative Scenarios: Demand & Carbon Intensities 
6.1 Introduction 
This chapter focuses on alternative scenarios that are external to the design of the 
µCHP system, in order to quantify the impact on relative carbon savings and prime 
mover lifetime. Changes to cumulative annual thermal demand are studied, in order to 
further the understanding of µCHP system performance under various demand 
conditions. Whilst the previously presented studies have addressed the matching of 
µCHP system design variants with thermal demand, it is important to consider the 
performance of µCHP in a future context. Systems installed now, or in the near future, 
may be expected to achieve relative carbon savings despite changes to demand as 
driven by technological or behavioural factors. The impact of changing carbon 
intensities of fuel (for µCHP and base-case boiler) and electricity from the NEG is 
assessed in Section 6.4. Understanding the sensitivity of µCHP-derived relative carbon 
savings to external factors, such as those carbon intensities, would serve to increase 
confidence in what is likely to be a long-term financial investment in a µCHP system. 
 
The investigation of µCHP systems presented in Chapters 4 & 5 do not incorporate 
electrical load following operating regimes, hence the prime mover is controlled in 
relation to thermal demand only. As this research considers the carbon savings due to 
electrical import displacement and electrical export to be interchangeable, as 
discussed in Section 4.3.6, changes to the electrical demand profile will not have a 
direct effect on system performance and associated carbon savings. It should be 
noted, however, that as electrical load profiles change, the knock-on changes to casual 
thermal gains from lights and appliances will have a marginal effect on thermal 
demand, which in turn will have a marginal effect on carbons savings. However, within 
the restricted time available for this project, evaluation of µCHP performance under 
changes to the electrical demand profile was not undertaken. 
 
Alternative electrical demand profiles, with the associated casual gains profiles, were 
prepared using th BIM-G model and subsequently applied in a published investigation 
into domestic space cooling requirements within the TARBASE project [1]. Examples of 
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alternative demand scenarios are listed in Table 6.1, with a short description of the 
impact on electrical and thermal demand. 
 
Scenario Description 
2030 Electrical 
Demand Decrease 
Proliferation of LED lighting by 2030 reduces Electrical Demand, and 
associated casual gain 
2030 Electrical 
Demand Increase 
Electrical Demand decrease from LED’s countered by Consumer Electronics 
increase, and Drinks Fridge introduction 
2030 Electrical Profile 
change with Base-load 
Decrease 
Replacement of Cyclic Refrigeration with Stirling Coolers, and proliferation of 
LED’s lower electrical base-load, whilst consumer electronics increases result 
in zero net electrical demand decrease 
2030 Building Fabric 
Improvement 
TARBASE interventions on building fabric reduces Thermal Demand 
2030 Climate Change Climate files adjusted using UK CIP algorithms exhibit higher temperatures, 
hence lowering Thermal Demand 
Increasing Comfort 
Temperature 
Increase target Internal Air Temperature, and hence Thermal Demand 
Electric Showers Replacement of DHW Shower with Electric Shower, and the subsequent 
reduction of thermal demand, and increase in electrical demand 
Table 6.1: Examples of Alternative Demand Scenarios 
 
Changes to annual thermal demand were investigated, as reported in Section 6.3, by 
applying alternative annual weighting factors to the simulation results for the Primary 
Demand Scenario design days. This study explores the effect of increasing and 
decreasing thermal demand by 10% and 20%, due to fabric improvement of thermal 
comfort changes, on the carbon savings and thermal cycling of the µCHP system. 
 
It is acknowledged that significant changes in the magnitude and daily distribution of 
thermal and electrical demand, as could technically be achieved in households [2], 
would likely have a significant effect on µCHP performance, as reported elsewhere 
[3][4]. It is recommended that future research consider the full effect of future 
technological improvements and appliance ownership on demand profiles, and the 
result effect on µCHP performance. 
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6.2 Drivers for Thermal Demand Changes 
6.2.1 Summary of Thermal Demand Drivers 
Demand drivers that effect thermal demand within the dwelling can loosely be 
categorised as those that significantly alter the shape of the demand profile, i.e. the 
distribution of demand across the day or year, and those that broadly offer a 
percentage reduction across the day or year. 
 
Demand Drivers likely to affect the shape of daily demand profiles: 
 Change from boiler-supplied showers to electric showers 
 Alternative occupants 
 Alternative occupancy patterns 
 Alternative thermal demand periods 
 
Demand Drivers likely to affect the distribution of annual demand profiles: 
 Alternative occupancy patterns 
 Climate Change 
 
Demand Drivers likely to affect the magnitude of demand profile, but not necessarily 
the generic shape or distribution of demand: 
 Building Fabric Improvements 
 Change in Building Air-tightness 
 Changing Space Heating Set-point Temperatures 
 Alternative Location (i.e. Climate) 
  
6.2.2 Electric Showers 
It is understood that around 50% of UK dwellings have electric showers [5], although 
the Primary Demand Scenarios investigated in previous chapters use showers supplied 
by the thermal store. Switching to electric showers would change the shape of thermal 
and electrical demand profile within the context of a dwelling with a µCHP system. 
Non-electrically heated showers result in high thermal extraction rates from the 
thermal store. The PDS assume shower event durations of 5 minutes, once per day, 
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which is supported by Jordan & Vajen [6], where all 4 occupants shower within an hour 
or so on weekday mornings. This can rapidly lower the thermal store’s water 
temperature, especially on winter mornings where the store is already taxed to 
provide energy for the space heating system. The control system, in this investigation, 
responds to low storage temperatures by activating the auxiliary boiler alongside the 
prime mover. In milder climates, the shower DHW load on the thermal store provides 
an opportunity for the prime mover to operate at full or part load for a sustained 
period. Shifting to electric showers would eliminate this thermal demand, potentially 
introducing increased thermal cycles of TLF µCHP systems, and introducing more part-
load operation of the prime mover within operating regimes that allow it. Future 
research could address the effect on µCHP performance due to the change from 
shower showers supplied by the thermal store to electrical showers. 
 
 
6.3 Impact of Thermal Demand Changes on Micro-CHP Performance 
6.3.1 Changes to magnitude of Annual Demand 
In order to estimate annual performance of the µCHP and base-case systems, Primary 
Demand Scenarios were assigned an annual weighting factor, as presented in Table 
3.23. To investigate µCHP systems under different annual demand scenarios, these 
weighting factors were altered to produce scenarios with a 10% and 20% increase, and 
a 10% and 20% decrease, in thermal demand. The new and existing weighting factors 
are presented in Table 6.2. 
 
Thermal 
Demand 
High Summer Summer Shoulder Winter Extreme 
Winter 
(kWh) (%) WD WE WD WE WD WE WD WE WD WE 
22,694 0 10.2% 4.1% 12.7% 5.1% 34.8% 13.9% 13.6% 5.4% 0.2% 0.1% 
24,963 +10% 9.2% 3.7% 10.1% 4.1% 31.3% 12.5% 19.5% 7.8% 1.4% 0.5% 
27,233 +20% 8.1% 3.3% 8.9% 3.5% 25.4% 10.2% 26.2% 10.5% 2.8% 1.1% 
20,425 -10% 14.7% 14.9% 30.9% 10.9% 0.1% 5.9% 6.0% 12.4% 4.3% 0.0% 
18,155 -20% 19.3% 7.7% 17.4% 6.9% 26.3% 10.5% 8.4% 3.4% 0.0% 0.0% 
Table 6.2: Annual weighting factors, as applied to each PDS, for original, increased and 
decreased thermal demand scenarios 
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The annual electrical demand will vary slightly (0.5%-2.2%) with thermal demand, due 
to the thermal-demand-driven electrical load of the SHDS pumps and boiler parasitic 
load whilst firing, and the climate-dependent lighting profile. The carbon footprint of 
the base-case energy system operating under each thermal demand scenario is 
presented in Table 6.3. 
 
Thermal Demand Gas Electricity 
(kWh) (%) (kWh) (kgCO2) (kWh) (kgCO2) 
22,694 0 25,752 20,344 4,580 1,970 
24,963 +10% 28,328 22,379 4,629 1,990 
27,233 +20% 30,903 24,413 4,681 2,013 
20,425 -10% 23,177 18,310 4,550 1,957 
18,155 -20% 20,602 16,275 4,521 1,944 
Table 6.3: Annual energy and CO2 values calculated for the base-case energy system 
operating in each thermal demand scenario 
 
The impact of changing thermal demand on RSO was evaluated, as will be discussed in 
the upcoming sections. As each RSO restricts the prime mover’s operation within 
certain seasons, the annual thermal demand that the prime mover could potentially 
satisfy is also restricted. For reference, the annual thermal demand calculated for the 
alternative demand scenarios, under each RSO mode, is presented in Table 6.4. 
 
RSO Thermal Demand for each RSO (kWh) 
 No RSO No-HSum No-Summer 
(%) (kWh) (kWh) (kWh) 
0 22,694 22,045 19,934 
10% 24,963 24,250 21,927 
20% 27,233 26,454 23,921 
-10% 20,425 19,841 17,941 
-20% 18,155 17,636 15,947 
Table 6.4: Annual thermal demand for each annual scenario under each RSO mode 
 
Thermal demand decreases of 10% and 20% were selected on the basis of research, 
published by the author and others as part of the TARBASE project, identifying 
technological interventions to reduce the carbon footprint of buildings.  This research 
identified many building fabric measures that could easily deliver that magnitude of 
savings. Alternatively, such savings could be due to reduction in set-point 
temperatures, or a different demand scenario in terms of building, occupants, or 
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occupant behaviour. Thermal demand increases of 10% and 20% were defined for 
consistency of comparison when investigating µCHP performance with changing 
thermal demand. 
 
6.3.2 Relative Carbon Savings for Thermal Load Following Operation 
The effect of annual demand changes on µCHP RCS and thermal cycling was 
investigated for the SE µCHP system with the TLF operating regime, under each RSO 
mode. Analysis of the results plotted in Figure 6.1, Figure 6.2 and Figure 6.3 show that 
with or without RSO, the RCS tends to increase with thermal demand. 
 
 
Figure 6.1: RCS for each design variant, operating without RSO, comparing each annual 
thermal demand scenario 
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Figure 6.2: RCS for each design variant, operating under RSO-NoHSum, comparing each 
annual thermal demand scenario 
 
 
Figure 6.3: RCS for each design variant, operating under RSO-NoSummer, comparing each 
annual thermal demand scenario 
 
The results in Figure 6.1 to Figure 6.3 suggest that the relationship between annual 
RCS (from weighted PDS results) and annual thermal demand (from weighted PDS 
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results) is not linear. To evaluate this relationship, a new performance metric was 
defined: ‘Specific Relative Carbon Savings’ (% of BC CO2/MWhth), calculated as RCS per 
MWh of Annual Thermal Demand.  The metric was calculated for the results plotted in 
Figure 6.1, as presented in Figure 6.4. The value of the Specific RCS metric increases 
with absolute annual thermal demand for low ƞe (15% and 20%) design variants. For 
the remaining design variants, Specific RCS either increases or decreases with absolute 
annual thermal demand. It is postulated that this is a simulation artefact due to the 
determination of new annual weighting factors for Primary Demand Scenarios. For 
particular design variants, the simulation results for specific PDS may report a RCS that 
deviates from the expected correlation with daily thermal demand. As the weighting 
factors are applied to 10 design days (i.e. the PDS), and small deviations in a single PDS 
are readily magnified by the annual weighting factors. This should be taken into 
account when considering the marginal RCS results presented in Section 6.3.3. 
 
 
Figure 6.4: Specific RCS (% of BC CO2/MWhth) for each design variant, operating without RSO, 
and each annual thermal demand scenario 
 
6.3.3 Marginal effect on Relative Carbon Savings for TLF Operation 
The marginal change in relative carbon saving due to changing thermal demand, as a 
percentage of RCS experienced during the original thermal demand scenario, is plotted 
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in Figure 6.5. It is interesting to note that a 20% increase in thermal demand can 
decrease RCS by approximately 4%, in the worst case, and increase RCS by 42%, in the 
best case. The analysis supports the earlier conclusions drawn in Section 4.3.9, that 
peak relative carbon saving, as a percentage of base-case carbon footprint, increases 
with thermal demand. The marginal change in RCS increases with rated electrical (and 
thermal) output, but decreases with net electrical capacity. 
 
 
Figure 6.5: Marginal change in RCS (as % of RCS experience during original thermal demand 
scenario) due to change in annual thermal demand scenario, for 30% and 35% ƞe design 
variants, operating without RSO 
 
Similar analysis was undertaken for system operating under RSO, as presented in 
Figure 6.6 and Figure 6.7 where the relationships between change in RCS and both Pe 
and ƞe are skewed. In order to understand the observed behaviour further, it was 
decided to analyse the RCS from the thermal demand scenarios using the potential 
thermal supply:demand ratio, which is discussed in the next section. 
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Figure 6.6: Marginal change in RCS (as % of RCS experience during original thermal demand 
scenario) due to change in annual thermal demand scenario, for 30% and 35% ƞe design 
variants, operating under RSO-NoHSum 
 
 
Figure 6.7: Marginal change in RCS (as % of RCS experience during original thermal demand 
scenario) due to change in annual thermal demand scenario, for 30% and 35% ƞe design 
variants, operating under RSO-NoSummer 
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6.3.4 Potential Thermal Supply:Demand Ratio and Changing Demand 
The analysis presented in Figure 6.8 to Figure 6.12 was undertaken to understand the 
relationship of the Specific Relative Carbon Saving (% of BC CO2/MWhth) with Potential 
Thermal Supply:Demand Ratio for each design variant. As with early analysis discussed 
in Section 4.3.9, specific RCS peaks at a given value of PTSDR. As thermal demand 
increases, this maxima shift towards lower values of PTSDR, and vice versa. Counter-
intuitive, however, is the observation that the peak specific RCS is smallest for the 
original demand, i.e. it increases with both increasing and decreasing thermal demand. 
It is suspected that this is an artefact of the re-weighting process, as discussed in 
Section 6.3.2, as it is unlikely that the magnitude of thermal demand originally 
investigated is concurrent with a minima in a notional relationship of specific RCS 
versus thermal demand. 
 
 
Figure 6.8: Specific RCS (% of BC CO2/MWhth) versus PTSDR, for each design variant with 15% 
ƞe, comparing each thermal demand scenario 
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Figure 6.9: Specific RCS (% of BC CO2/MWhth) versus PTSDR, for each design variant with 20% 
ƞe, comparing each thermal demand scenario 
 
 
Figure 6.10: Specific RCS (% of BC CO2/MWhth) versus PTSDR, for each design variant with 
25% ƞe, comparing each thermal demand scenario 
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Figure 6.11: Specific RCS (% of BC CO2/MWhth) versus PTSDR, for each design variant with 
30% ƞe, comparing each thermal demand scenario 
 
 
Figure 6.12: Specific RCS (% of BC CO2/MWhth) versus PTSDR, for each design variant with 
35% ƞe, comparing each thermal demand scenario 
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6.3.5 Thermal Cycling & Changing Thermal Demand 
As discussed in Section 4.3.8, it is important to consider prime mover thermal cycling 
alongside RCS, due to the impact of thermal cycling on prime mover lifetime, and 
hence operation and maintenance costs. The effect of changing thermal demand on 
thermal cycling was assessed for the 8 top-performing TLF SE µCHP design variants, 
operating under each RSO mode. The effect on the alternative and combined 
operating regimes investigated in Chapter 5 was not studied, as these regimes are 
inherently restricted to specific daily frequency of thermal cycling. 
 
 
Figure 6.13: Annual Frequency of Thermal Cycles and the RCS, for 8 design variants, 
operating under each RSO, for the original Thermal Demand Scenario 
 
Comparing the thermal cycling with the original thermal demand (Figure 6.13) with the 
increased demand scenarios (Figure 6.14 and Figure 6.15), the frequency of thermal 
cycling appears to decrease with increasing demand for 7 out of 8 design variants. This 
relationship would be explained by a greater annual contribution of PDSs with low 
frequency thermal cycling (i.e. winter climate). The 5kWe-30% design variant, whose 
thermal cycling increased by approximately 1% with a 10% growth in thermal demand, 
displayed much more frequent thermal cycling during the winter primary demand 
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scenarios, as shown in Figure 4.28. As the winter climate scenarios have a larger 
annual weighting factor in the increased demand scenarios, this behaviour is intuitive.  
 
 
Figure 6.14: Annual Frequency of Thermal Cycles and the RCS, for 8 design variants, 
operating under each RSO, for the +10% Thermal Demand Scenario 
 
 
Figure 6.15: Annual Frequency of Thermal Cycles and the RCS, for 8 design variants, 
operating under each RSO, for the +20% Thermal Demand Scenario 
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Comparing the thermal cycling with the original thermal demand (Figure 6.13) with the 
decreased demand scenarios (Figure 6.16 and Figure 6.17), the frequency of thermal 
cycling increases (by up to 1%) for the 2kWe-30%, 2kWe-35% & 3kWe-35% design 
variants, and decreases significantly for the remaining design variants. Again this can 
be explained by reference to Figure 4.28, where the 3 design variants in question have 
a comparatively low frequency of thermal cycling, and a different distribution of 
thermal cycling throughout the year. 
 
 
Figure 6.16: Annual Frequency of Thermal Cycles and the RCS, for 8 design variants, 
operating under each RSO, for the -10% Thermal Demand Scenario 
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Figure 6.17: Annual Frequency of Thermal Cycles and the RCS, for 8 design variants, 
operating under each RSO, for the -20% Thermal Demand Scenario 
 
 
6.4 Changing Carbon Intensities 
6.4.1 Low-Carbon Fuel 
Investigation thus far has considered natural gas, with a carbon intensity of 
0.19kgCO2/kWh, as the fuel source of both the base-case and µCHP energy systems. If 
alternative, low-carbon fuels were to be used in place of natural gas, such as biogas or 
hydrogen-enriched natural gas, this would affect the relative carbon savings presented 
in this thesis. In the Netherlands, a 3-year field trial of hydrogen mixing within the local 
natural gas network was undertaken [7]. By the end of the trial, a number of boilers, 
µCHP systems and cookers were operating on a mixture of 80% natural gas & 20% 
hydrogen, by volume. Associated lab tests were undertaken with up to 30% hydrogen, 
however, there are concerns regarding safety and leakage by hydrogen permeation 
through pipework and joints if applied to existing infrastructure [7]. Harrison [8] claims 
that research by the UK’s natural gas grid operator indicates that up to 18% of the UK’s 
natural gas consumption could be derived from renewable gas, disregarding crop-
derived bio-methane. 
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The relative carbon savings discussed in this thesis are quoted as percentage of base-
case carbon footprint (in kgCO2). This footprint includes natural gas consumption for 
the boiler, and electrical imports from the NEG with CIgrid of 0.43 CO2/kWh. 
 
A brief sensitivity study was undertaken, to understand the effect on RCS due to a 
switch (of both base-case and µCHP system) to fuels with a range of lower carbon 
intensities. The results of this study are presented for the 8 top-performing design 
variants, using TLF operating regime, with RSO-NoSummer RSO. The range of carbon 
intensities studied ranges from 0kgCO2/kWh (corresponding to hydrogen created using 
a zero-carbon energy source) to the approximate CI of natural gas, 0.19kgCO2/kWh. To 
put this in context, the carbon intensities of the 20%, 30% and 41% mixture of 
hydrogen to natural gas (by volume) discussed previously are 0.176kgCO2/kWh, 
0.167kgCO2/kWh and 0.156kgCO2/kWh, respectively. Where technical barriers exist for 
the widespread provision of high hydrogen content fuel from nationwide 
infrastructure, or issues with combusting hydrogen-rich fuels for existing heat 
generators, a local hydrogen generation and storage system could be installed to serve 
specifically-designed µCHP prime movers, auxiliary boilers and presumably cooking 
appliances. 
 
The annual carbon footprint of the base-case energy system, split between heating 
fuel and electrical import, is presented in Table 6.5. As the heating fuel accounts for 
71% of the original carbon footprint of the base-case, the overall carbon footprint is 
very sensitive to changes in heating fuel CI. 
 
Fuel Carbon 
Intensity 
Base-case 
Gas 
Base-case 
Electricity 
Base-case Total 
(kgCO2/kWh) (kgCO2) (%) (kgCO2) (%) (kgCO2) (% of Original) 
0.19 4,893 71% 1,971 29% 6,864 100% 
0.15 3,863 66% 1,971 34% 5,834 85% 
0.1 2,575 57% 1,971 43% 4,546 66% 
0.05 1,288 40% 1,971 60% 3,258 47% 
0 0 0% 1,971 100% 1,971 29% 
Table 6.5: Carbon footprint of base-case energy system for a range of heating fuel CIs 
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The relative carbon savings, versus the base-case carbon footprint as calculated using 
the corresponding fuel CI, for each of the 8 top-performing design variants is 
presented in Table 6.6. RCS can increase by approximately a factor of 14. However, it is 
more relevant to consider the absolute carbon savings, which can increase by a factor 
of 4 over the original CIfuel scenario. 
 
Pe 
(kWe) 
Ƞe 
(%) 
Carbon Intensity of Fuel (kgCO2/kWh) Carbon Intensity of Fuel (kgCO2/kWh) 
0.19 0.15 0.1 0.05 0 0.19 0.15 0.1 0.05 0 
Relative Carbon Savings (% of BC CO2) Absolute Carbon Savings (kgCO2) 
2 30 10% 16% 27% 47% 93% 663 910 1,220 1,530 1,839 
5 30 13% 21% 36% 63% 125% 886 1,217 1,631 2,045 2,459 
2 35 14% 23% 41% 73% 146% 961 1,366 1,873 2,379 2,886 
3 30 11% 21% 40% 74% 152% 757 1,229 1,820 2,411 3,002 
4 30 11% 18% 30% 51% 100% 771 1,025 1,343 1,662 1,980 
3 35 16% 24% 40% 69% 136% 1,070 1,410 1,833 2,257 2,681 
4 35 19% 29% 48% 83% 164% 1,275 1,686 2,200 2,713 3,227 
5 35 20% 32% 54% 93% 185% 1,360 1,840 2,440 3,040 3,640 
Table 6.6: Relative Carbon Savings (% of BC CO2) and Absolute Carbon Savings (kgCO2) for the 
8 top-performing TLF SE µCHP design variants, operating with RSO-NoSummer 
 
The novel analysis methodology introduced in Section 4.3.4, Carbon Saving Attribution, 
allows this increase in absolute carbon savings to be explained. Figure 4.5 illustrates 
that, using the original value of CIfuel (0.19kgCO2/kWh), the 8 prime mover design 
variants in question provided RCS despite a carbon penalty of between 45-85% of 
base-case carbon footprint due to additional fuel consumption of the µCHP system 
(versus the base-case boiler). This carbon penalty scales linearly with CIfuel, however 
the RCS due to thermal generation displacement, electrical import displacement and 
electrical export credit is static. The net result is that additional carbon savings are 
achieved by using fuel with lower carbon intensity. 
 
The switch to low-carbon fuel could also allow design variants, which did not provide 
significant carbon savings with natural gas, to produce significant levels of RCS. This 
includes the 0.5kWe systems, which have between 426 and 629 thermal cycles per 
annum with RSO-NoSummer. This is dramatically lower than the annual frequency of 
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thermal cycling (1,005-5,534 cycles per annum) experienced by the 8 design variants 
discussed in Table 6.6, almost doubling predicted lifetime of the prime mover. 
 
6.4.2 National Electricity Grid 
Prior investigations presented in this thesis have assumed that the carbon intensity of 
electricity imported from the NEG, CIgrid, is 0.43kgCO2/kWh. This was selected as it was 
used as the emission factor of grid electricity by UK government for calculating 
emission savings, as discussed in Section 1.1. This is based upon the estimated long-
term marginal factor. However, the UK government, and its various quangos1, have 
since regularly published new factors for use with government funded consultancy 
projects, with 0.525kgCO2/kWh in-use as of February 2012.  
 
The effect of varying CIgrid on the 8 top-performing design variants, using thermal load 
following operating regime with the RSO-NoSummer seasonal restriction was studied. 
To put the range of assessed grid CIs in context, Harrison [8] claims that the CI of 
central electricity generation displaced by µCHP is generally taken to be 
0.568kgCO2/kWh. He quotes the 2009 UK average grid electricity CI as 0.51kgCO2/kWh, 
with a peak marginal CI of 0.80kgCO2/kWh. 
 
The annual carbon footprint of the base-case energy system, split between heating 
fuel and electrical import, is presented in Table 6.7. As electricity accounts for 29% of 
the original carbon footprint of the base-case, the overall carbon footprint is not as 
sensitive to changes in CIgrid as it is for heating fuel. 
 
Grid CI Base-case Gas Base-case Electricity Base-case Total 
(kgCO2/kWh) (kgCO2) (%) (kgCO2) (%) (kgCO2) (% of Original) 
0.43 4,893 71% 1,971 29% 6,864 100% 
0.50 4,893 68% 2,292 32% 7,185 105% 
0.55 4,893 66% 2,521 34% 7,414 108% 
0.40 4,893 73% 1,833 27% 6,726 98% 
0.35 4,893 75% 1,604 25% 6,497 95% 
0.30 4,893 78% 1,375 22% 6,268 91% 
Table 6.7: Carbon footprint of base-case energy system for a range of grid CIs 
                                                     
1
 DEFRA, DECC, Carbon Trust 
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The relative carbon savings, versus the base-case carbon footprint as calculated using 
the corresponding grid carbon intensity, for each of the 8 top-performing design 
variants is presented in Table 6.8. RCS can increase by a factor of 2 (for CIgrid = 
0.55kgCO2/kWh), or decrease by 82% (for CIgrid = 0.3kgCO2/kWh). However, it is more 
relevant to consider the absolute carbon savings, which can increase by 111% (for 
CIgrid=0.55kgCO2/kWh), or decrease to the point of carbon penalty (for CIgrid = 
0.3kgCO2/kWh). 
 
Pe 
(kWe) 
Ƞe (%) Carbon Intensity of Grid (kgCO2/kWh) Carbon Intensity of Grid (kgCO2/kWh) 
0.43 0.50 0.55 0.40 0.35 0.30 0.43 0.50 0.55 0.40 0.35 0.30 
Relative Carbon Saving (% of BC CO2) Absolute Carbon Saving (kgCO2) 
2 30 10 13 16 8 5 2 663 962 1,176 535 321 107 
5 30 13 18 21 11 7 2 886 1,286 1,572 714 428 142 
2 35 14 20 24 11 7 1 961 1,431 1,767 760 424 89 
3 30 11 17 22 8 3 -2 757 1,246 1,595 547 198 -151 
4 30 11 15 18 9 6 3 771 1,093 1,323 632 402 172 
3 35 16 21 25 13 9 4 1,070 1,507 1,819 883 571 260 
4 35 19 25 29 16 10 5 1,275 1,800 2,176 1,050 675 300 
5 35 20 27 32 16 11 4 1,360 1,952 2,376 1,106 682 259 
Table 6.8: Relative Carbon Savings (% of BC CO2) and Absolute Carbon Savings (kgCO2) for the 
8 top-performing TLF SE µCHP design variants, operating with RSO-NoSummer 
 
The novel analysis methodology introduced in Section 4.3.4, Carbon Saving Attribution, 
allows this increase in absolute carbon savings to be explained. Figure 4.5 illustrates 
that, using the original value of CIgrid (0.43kgCO2/kWh), the combined relative carbon 
saving from electrical import displacement and electrical export credit, for the 8 prime 
mover design variants in question, was 30-58% of base-case carbon footprint. As the 
RCS due to thermal generation displacement and additional fuel consumption of the 
µCHP system remains constant, altering the CI of the grid (which is used to calculate 
the electrical carbon savings) will alter total RCS. 
 
A decrease in CIgrid would reduce the RCS to insignificant levels for those design 
variants, from the 8 investigated, with lowest annual frequency of thermal cycling. This 
would negatively impact the lifetime of the prime mover. Increasing CIgrid to 
0.55kgCO2/kWh would increase the RCS of the 1kWe-35% design variant to significant 
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levels, which makes a prime mover with less than 500 annual thermal cycles feasible 
from a carbon saving standpoint. 
 
 
6.5 Discussion & Conclusions 
In this chapter, alternative scenarios that are external to the design of the µCHP 
system are discussed and investigated, specifically changing annual thermal demand 
and changing carbon intensities of fuel and NEG-derived electricity. 
 
Regardless of RSO, RCS tends to increase with thermal demand. As the relationship 
between RCS and thermal demand was understood to be non-linear, a performance 
metric was defined; Specific Relative Carbon Savings (% of BC CO2/MWhth). Analysis of 
simulation results with the new metric were inconclusive, as some design variants 
show increasing Specific RCS with increasing thermal demand, and others decreasing 
Specific RCS. However, as this relationship does not correspond with the ƞe families of 
design variant, further investigation suggests that this is a modelling artefact derived 
from the weighting of design days. In general, it can be concluded that µCHP is  
appropriate for dwellings with large thermal demand, and less so for dwelling with 
lower thermal demand. 
 
Analysis of Marginal Relative Carbon Savings revealed that a 20% increase in annual 
thermal demand could result in a 4% to 42% (of RCS in original scenario) increase in 
RCS. This supported the earlier conclusion that the relationship between RCS and 
thermal demand was non-linear, hence prompting analysis of Specific RCS versus 
Potential Thermal Supply:Demand Ratio. As with early analysis discussed in Section 
4.3.9, specific RCS peaks at a given value of PTSDR. As thermal demand increases, this 
maxima shift towards lower values of PTSDR, and vice versa. Counter-intuitive, 
however, is the observation that the peak specific RCS is smallest for the original 
demand, i.e. it increases with both increasing and decreasing thermal demand. It is 
suspected that this is an artefact of the re-weighting process (versus the original 
annual weighting factors), as discussed in Section 6.3.2, as it is unlikely that the 
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magnitude of thermal demand originally investigated is concurrent with a minima in a 
notional relationship of specific RCS versus thermal demand. 
 
The frequency of thermal cycling appears to decrease with increasing demand for 7 
out of 8 design variants. As the winter climate scenarios have a larger annual weighting 
factor in the increased demand scenarios, compared with the original weighting factor, 
this behaviour is intuitive. As annual thermal demand decreases, the frequency of 
thermal cycling increases (by up to 1%) for the 2kWe-30%, 2kWe-35% & 3kWe-35% 
design variants, and decreases significantly for the remaining design variants. Again 
this can be explained by reference to Figure 4.28, where the 3 design variants in 
question have a comparatively low frequency of thermal cycling, and a different 
distribution of thermal cycling throughout the year. The sensitivity of the thermal 
cycling frequency to thermal demand is relatively low, and hence unlikely to 
dramatically alter prime mover lifetime due to thermal demand changes over time. 
 
A switch from natural gas to a lower carbon fuel, as assessed in Section 6.4, would 
allow design variants that did not provide significant carbon savings with natural gas to 
produce significant levels of RCS. This includes the 0.5kWe systems, which have 
between 426 and 629 thermal cycles per annum with RSO-NoSummer, which is 
dramatically lower than the annual frequency of thermal cycling experienced by the 8 
design variants discussed in Table 6.6, almost doubling predicted lifetime of the prime 
mover. The RCS of the design variants that otherwise exhibited significant carbon 
savings increases linearly with decreasing CIfuel, related to the additional µCHP system 
fuel consumption (versus base-case).  
 
In a future context, decreased CI of a NG/hydrogen fuel mixture could be due to 
localised hydrogen production and storage, or centralised (or distributed) production 
with subsequent injection into the natural gas network. Whilst a modest dilution of 
natural gas with hydrogen will lower carbon intensity, the quantity of hydrogen 
required to achieve a substantially lower carbon intensity fuel than natural gas is very 
high. This would require substantial electrical energy inputs to an electrolyser, which is 
infeasible due to the limited capacity of renewable generators (e.g. solar PV and micro-
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wind) that could be installed on typical dwellings (especially those in an urban 
context). Large scale hydrogen production would be easier to achieve with larger 
generators (e.g. marine power or wind farms) than at distributed scale. 
 
The effect of changing CIgrid on the RCS was evaluated for the 8 top-performing design 
variants, as presented in Section 6.4.2. Due to the large contribution of electrical 
export and electrical import displacement on RCS for those design variants, increasing 
CIgrid results in significantly increasing RCS. The increased values of CIgrid investigated 
are within the range understood to relate to central generation plant that would 
actually be displaced by µCHP. It is prudent to note that reducing CIgrid by just over 20% 
is sufficient to render all design variants without significant RCS. This is especially 
relevant when considering the potential for widespread adoption of µCHP as grid 
carbon intensity either decreases due to increased renewable generation, or increases 
due to retired nuclear generation or replacement of gas-fired central generation with 
coal due to security of supply concerns. 
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7 Electrical Storage Sub-Systems and Carbon Security 
7.1 Introduction 
In this chapter, the opportunities available to increase Carbon Security through 
integration of on-site electrical storage into µCHP systems are investigated. By 
application of a transient lead-acid battery performance model [1][2], as developed by 
the author in collaboration with others, the environmental performance penalties 
associated with displacing additional electrical import using an electrical storage sub-
system are calculated. Furthermore, the concept of storing excess electricity as 
hydrogen, for later use as µCHP fuel source, by application of electrolysis is explored. 
With the introduction of energy storage in the form of hydrogen, the concept of daily, 
weekly and seasonal storage durations is explored. Various operating regimes, 
seasonal operating restrictions, and control strategies are considered for selected 
µCHP system design variants from Chapters 4 & 5, to maximise both environmental 
performance and carbon security. 
 
The interactions of specific µCHP concept systems that include electrical storage with 
on-site renewable generation are investigated, using solar PV generation profiles 
created by application of an existing micro-generation model [3]. By combining several 
forms of micro-generation with on-site storage, the concept of an autonomous home 
energy system is introduced. 
 
The assumption thus far in this thesis has been that electrical export to the NEG will 
displace centrally generated electricity of the same carbon intensity as imported 
electricity. This is the basis of the Electrical Export Credit (EEC) defined in Section 4.3.4, 
where the relationship between EEC and Relative Carbon Savings (RCS) was explored in 
Section 4.3.6. However, many publications [4][5][6][7][8]have addressed the issue of 
marginal generation, i.e. the central generation that may be displaced as micro-
generation causes electrical import to buildings to decrease and electricity to be 
exported to the NEG. The study presented in Section 6.4.2 identified the effect of 
changing grid carbon intensity on the RCS estimated for SE-based µCHP systems 
operated in a thermal load following manner. That study could be extended to 
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consider the time-varying grid carbon intensity, in response to changes in the grid-
connected generation mix. 
 
It has been identified that the mass deployment of domestic µCHP systems with high 
levels of electrical export (or indeed other electrical micro-generation technologies) 
can lead to other issues. The problematic effect of voltage rise in the low voltage (LV) 
distribution network, due to up-stream flow from buildings to LV transformers, has 
been discussed by other studies [9][10]. As the penetration level of distributed micro-
generation increases, regulatory action may eventually be required to restrict, or 
smooth on a temporal basis, electrical export from buildings. 
 
Indeed, from the perspective of the consumer, high levels of electrical export may be 
economically disadvantageous, due to low export prices paid by their utility. The UK 
Feed-In Tariff, which subsidised micro-generation systems, guarantees an export rate 
of 3.1p/kWh in early 2012, which is a fraction of typical import prices for domestic 
consumers (9-14p/kWh). Whilst there are cost (both capital and maintenance) 
implications of electrical storage, and energy losses due to the round trip efficiency 
(RTE) of the storage and reconversion processes, there may be an economic 
justification to store electrical energy instead of exporting it, should the import price 
be sufficiently greater than the export price. 
 
Finally, on-site storage of electricity may offer consumers a measure of energy 
security, in that an appropriately configured system may be capable of operating 
without availability of the NEG. This may be particularly important for those dwellings 
in areas with low NEG reliability (e.g. in remote locations, or where there are capacity 
constraints), or for all grid-connected dwellings if there were fuel issues for central 
generation plant.  
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7.2 Battery Storage 
7.2.1 Introduction 
A model of a lead-acid battery storage system, with 1-minute temporal precision, was 
developed by the author and others, the basis of which was previously published 
[1][2]. In summary, the battery model considers the state of charge (SoC) for a defined 
capacity of battery bank, with limited maximum charge and discharge rates linked to 
capacity. The RTE is calculated from cumulative charge and discharge, and is driven by 
the load-dependent charge controller efficiency. 
  
A weekly demand profile was synthesised from 5 weekday and 2 weekend design days, 
using BIM-G generated electrical demand data for the primary demand scenarios 
relating to extreme winter and shoulder, averaged to 1-minute intervals (as this was 
the temporal precision of the previously-developed battery model). Weekly SE µCHP 
generation profiles were created in the same manner for the 5kWe-35% design variant 
with the thermal load following operating regime and the 2kWe-35% design variant 
operating under CsO-TDP. 
 
A Solar PV generation profile, for a 2.5kWe peak output system, interpolated from 60-
minute to 1-minute, was extracted from previously published research using the 
battery model [1][2]. The Solar PV model was developed by an MSc student [3], and 
was based upon the angular solar irradiance model created to process climate scenario 
data for BIM-G. The input climate data was based on the same Edinburgh climate file 
as used for the primary demand scenarios in BIM-G. 
 
The battery store is designed to absorb as much export (from the µCHP/solar PV 
Renewable Energy System) as can be accepted by the charge controller, due to state of 
charge and maximum charge current. The electrical capacity of the batteries is sized to 
displace all electrical import from the NEG, as discussed in Section 7.2.4. 
 
7.2.2 Supply & Demand Scenarios Investigated 
Eight scenarios were defined, combining dwelling energy supply system and primary 
demand scenarios as presented in Table 7.1. The cumulative, peak and total electrical 
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demand over each week is compared with the cumulative generation of the available 
supply technologies in Table 7.1. The peak output of the TLF µCHP design variant 
exceeds the peak load of all demand profiles, and the cumulative output of both µCHP 
systems exceeds demand in all scenarios. 
 
Climate Operating 
Regime 
Design 
Variant 
Solar PV 
System 
Demand Generation (kWh) 
Total 
(kWh) 
Peak 
(kW) 
Average 
(kW) 
CHP  PV 
Shoulder TLF 5kWe-35% 2.5kWp 91.2 4.07 0.54 210.1 54.3 
Shoulder TLF 5kWe-35% None 91.2 4.07 0.54 210.1 0.0 
Ex Winter TLF 5kWe-35% 2.5kWp 101.2 4.56 0.60 365.8 11.4 
Ex Winter TLF 5kWe-35% None 101.2 4.56 0.60 365.8 0.0 
Shoulder CsO-TDP 2kWe-35% 2.5kWp 96.8 4.02 0.58 135.8 54.3 
Shoulder CsO-TDP 2kWe-35% None 96.8 4.02 0.58 135.8 0.0 
Ex. Winter CsO-TDP 2kWe-35% 2.5kWp 99.1 4.55 0.59 159.5 11.4 
Ex. Winter CsO-TDP 2kWe-35% None 99.1 4.55 0.59 159.5 0.0 
Table 7.1: Weekly Demand statistics and cumulative generation values for SE µCHP system 
and Solar PV system, for a selection of primary demand scenarios and a selection of design 
varaints operating under TLF or CsO-TDP operating regimes 
 
The energy demand satisfied by the dwelling energy system is compared with the NEG 
import and export in Table 7.2, where no battery storage is specified. In this case, a full 
electrical export credit would be applied to the relative carbon savings calculation. 
 
Climate Operating 
Regime 
Design 
Variant 
Solar PV 
System 
Demand 
(kWh) 
Generation (kWh) Demand Satisfied by (kWh) Export 
(kWh) CHP PV CHP & 
PV  
Battery Grid 
Import 
Sh TLF 5kWe-35% 2.5kWp 91.2 210.1 54.3 56.7 0.0 34.4 207.6 
Sh TLF 5kWe-35% None 91.2 210.1 0.0 42.8 0.0 48.3 167.2 
EWin TLF 5kWe-35% 2.5kWp 101.2 365.8 11.4 84.8 0.0 16.5 292.4 
EWin TLF 5kWe-35% None 101.2 365.8 0.0 80.7 0.0 20.6 285.1 
Sh CsO-TDP 2kWe-35% 2.5kWp 96.8 135.8 54.3 69.9 0.0 26.9 120.2 
Sh CsO-TDP 2kWe-35% None 96.8 135.8 0.0 51.2 0.0 45.5 84.6 
EWin CsO-TDP 2kWe-35% 2.5kWp 99.1 159.5 11.4 72.6 0.0 26.5 98.2 
EWin CsO-TDP 2kWe-35% None 99.1 159.5 0.0 68.6 0.0 30.5 90.9 
Table 7.2: Weekly breakdown of demand as satisfied from SE µCHP system and Solar PV 
system, battery storage and import from NEG, with indicated export to the NEG, for a 
selection of PDSs and design varaints with TLF or CsO-TDP operating regimes 
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7.2.3 Integration of Electrical Storage to Energy System 
A battery storage system was then defined for each scenario, by an iterative approach, 
to achieve grid independence in terms of import. It should be noted, however, that the 
system exports surplus generation to the grid once the battery store has reached 100% 
SoC. The losses due to storage and subsequent re-conversion to mains voltage a.c. 
electricity presented in Table 7.3 represent a reduction in electrical export, with a 
corresponding reduction in EEC for RCS calculations. 
 
Climate Operating 
Regime 
Design 
Variant 
Solar PV 
System 
Demand 
(kWh) 
Generation (kWh) Losses 
CHP PV (kWh) (%) 
Sh TLF 5kWe-35% 2.5kWp 91.2 210.1 54.3 11.5 25% 
Sh TLF 5kWe-35% None 91.2 210.1 0.0 13.3 22% 
EWin TLF 5kWe-35% 2.5kWp 101.2 365.8 11.4 4.5 22% 
EWin TLF 5kWe-35% None 101.2 365.8 0.0 5.2 20% 
Sh CsO-TDP 2kWe-35% 2.5kWp 96.8 135.8 54.3 10.4 28% 
Sh CsO-TDP 2kWe-35% None 96.8 135.8 0.0 16.5 27% 
EWin CsO-TDP 2kWe-35% 2.5kWp 99.1 159.5 11.4 10.9 29% 
EWin CsO-TDP 2kWe-35% None 99.1 159.5 0.0 12.2 29% 
Table 7.3: Weekly losses from battery storage compared with cumulative genration from SE 
µCHP system and Solar PV system, and elctrical demand, for a selection of PDSs and design 
varaints with TLF or CsO-TDP operating regimes 
 
The reductions in relative carbon savings due to battery storage losses for the µCHP-
only scenarios are presented in Table 7.4. The high losses experienced by the µCHP 
system with CsO-TDP operating regime translates into significant reductions in RCS. 
 
Climate Operating 
Regime 
Design 
Variant 
Losses RCS (% of BC CO2) 
(kWh) (%) Without 
Storage 
With 
Storage 
Reduction 
Shoulder TLF 5kWe-35% 13.3 22% 19% 15% 4% 
Ex Winter TLF 5kWe-35% 5.2 20% 30% 29% 1% 
Shoulder CsO-TDP 2kWe-35% 16.5 27% 13% 8% 5% 
Ex Winter CsO-TDP 2kWe-35% 12.2 29% 12% 10% 2% 
Table 7.4: Impact of battery storage losses on RCS of selected µCHP design variants 
 
The profiles of electrical demand satisfied by the renewable energy system (RES), 
battery storage, and grid import are presented in Figure 7.1 to Figure 7.8 for each 
scenario. The value of electrical import is constantly equal to zero, as expected, but 
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there are significant levels of export to the NEG in every scenario. This exported energy 
could not be absorbed by the battery store as the state of charge was at 100%, or the 
electrical current generated was greater than the maximum charge current of the 
batteries. When the RES incorporates a solar PV system, there is a substantial quantity 
of export, and direct contribution to meet demand, during the daytime. The µCHP 
system selected contributes to export and demand during early morning, evenings and 
weekends. 
 
 
Figure 7.1: Electrical demand satisfied by the renewable energy system (RES), i.e. SE-TLF-
5kWe-35% µCHP and solar PV, battery storage and NEG import, and electrical export to NEG, 
for Week with Shoulder climate 
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Figure 7.2: Electrical demand satisfied by the RES (SE-TLF-5kWe-35% µCHP), battery storage 
and NEG import, and electrical export to NEG, for Week with Shoulder climate 
 
 
Figure 7.3: Electrical demand satisfied by the RES (SE-TLF-5kWe-35% µCHP and solar PV), 
battery storage and NEG import, and electrical export to NEG, for Week with Extreme Winter 
climate 
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Figure 7.4: Electrical demand satisfied by the RES (SE-TLF-5kWe-35% µCHP), battery storage 
and NEG import, and electrical export to NEG, for Week with Extreme Winter climate 
 
Figure 7.5: Electrical demand satisfied by the RES (SE-CsO-TDP-2kWe-35% µCHP and solar 
PV), battery storage and NEG import, and electrical export to NEG, for Week with Shoulder 
climate 
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Figure 7.6: Electrical demand satisfied by the RES (SE-CsO-TDP-2kWe-35% µCHP), battery 
storage and NEG import, and electrical export to NEG, for Week with Shoulder climate 
 
 
Figure 7.7: Electrical demand satisfied by the RES (SE-CsO-TDP-2kWe-35% µCHP and solar 
PV), battery storage and NEG import, and electrical export to NEG, for Week with Extreme 
Winter climate 
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Figure 7.8: Electrical demand satisfied by the RES (SE-CsO-TDP-2kWe-35% µCHP), battery 
storage and NEG import, and electrical export to NEG, for Week with Extreme Winter climate 
 
The supply and export load profiles for a concurrent weekday and weekend demand 
scenario are presented in Figure 7.9 to Figure 7.16 for each generation/storage 
scenario defined in Table 7.1. It is interesting to compare the export profile between 
systems with and without solar PV, as the electrical export during the day on the 
weekday increases significantly. Without solar PV, the µCHP system operating under 
the TLF and CsO-TDP regimes will rely upon battery storage for the majority of the 7.5 
hours that elapses between thermal demand periods. 
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Figure 7.9: Electrical demand satisfied by the RES (SE-TLF-5kWe-35% µCHP and solar PV), 
battery storage and NEG import, and electrical export to NEG, for Weekday and Weekend 
day with Shoulder climate 
 
 
Figure 7.10: Electrical demand satisfied by the RES (SE-TLF-5kWe-35% µCHP), battery storage 
and NEG import, and electrical export to NEG, for Weekday and Weekend day with Shoulder 
climate 
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Figure 7.11: Electrical demand satisfied by the RES (SE-TLF-5kWe-35% µCHP and solar PV), 
battery storage and NEG import, and electrical export to NEG, for Weekday and Weekend 
day with Extreme Winter climate 
 
Figure 7.12: Electrical demand satisfied by the RES (SE-TLF-5kWe-35% µCHP), battery storage 
and NEG import, and electrical export to NEG, for Weekday and Weekend day with Extreme 
Winter climate 
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Figure 7.13: Electrical demand satisfied by the RES (SE-CsO-TDP-2kWe-35% µCHP and solar 
PV), battery storage and NEG import, and electrical export to NEG, for Weekday and 
Weekend day with Shoulder climate 
 
 
Figure 7.14: Electrical demand satisfied by the RES (SE-CsO-TDP-2kWe-35% µCHP), battery 
storage and NEG import, and electrical export to NEG, for Weekday and Weekend day with 
Shoulder climate 
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Figure 7.15: Electrical demand satisfied by the RES (SE-CsO-TDP-2kWe-35% µCHP and solar 
PV), battery storage and NEG import, and electrical export to NEG, for Weekday and 
Weekend day with Extreme Winter climate 
 
 
Figure 7.16: Electrical demand satisfied by the RES (SE-CsO-TDP-2kWe-35% µCHP), battery 
storage and NEG import, and electrical export to NEG, for Weekday and Weekend day with 
Extreme Winter climate 
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7.2.4 Discussion of Battery Sizing & Lifetime 
Appropriate sizing of the battery system, in terms of both batteries and charge 
controller, is important to maximise RTE and minimise cost [2]. The maximum charge 
and rate is limited by charge capacity in the model to ensure reasonably high charge 
efficiencies. It is not strictly necessary to capture peak output from on-site generation, 
so long as electrical import is completely displaced. Indeed, capturing more energy 
than is required (after accounting for storage and re-conversion losses) would serve to 
decrease RTE, due to standing losses in SoC. The SoC is maintained above 20% to 
prevent damage due to deep discharge, hence maintaining battery lifetime. Indeed, 
SoC seldom falls much below 89% during the scenarios assessed. Lead acid batteries, 
as used in this simulation exercise, whilst relatively cheap, offer relatively low 
volumetric energy densities. The required storage volume would have to be 
considered before battery storage could be implemented in a domestic environment. 
 
The characteristics of the battery stores sized for each scenario are presented in Table 
7.5. Interestingly, the maximum charge power is significantly less than the total rated 
power of the dwelling energy system in all but one case (CsO-TDP µCHP without solar 
PV during Shoulder climate). Whilst the maximum discharge power quoted in Table 7.5 
is less than peak demand, the demand peaks occur when the µCHP system is 
generating electricity, hence no import is required. It should be noted that the battery 
model used 1-minute profiles for demand and generation. In reality, for the storage 
system to avoid grid imports, very fast-response capacitive storage would need to be 
integrated within the charge controller. 
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Climate Operating 
Regime 
Design 
Variant 
Solar PV 
System 
Max 
Battery 
Capacity 
(Wh) 
Max 
Charge 
Power 
(kW) 
Max 
Discharge 
Power 
(kW) 
Average 
Battery 
SOC (%) 
Sh TLF 5kWe-35% 2.5kWp 500 2.1 4.2 98% 
Sh TLF 5kWe-35% None 500 2.1 4.2 94% 
EWin TLF 5kWe-35% 2.5kWp 400 1.68 3.36 97% 
EWin TLF 5kWe-35% None 400 1.68 3.36 96% 
Sh CsO-TDP 2kWe-35% 2.5kWp 450 1.89 3.78 98% 
Sh CsO-TDP 2kWe-35% None 500 2.1 4.2 91% 
EWin CsO-TDP 2kWe-35% 2.5kWp 400 1.68 3.36 97% 
EWin CsO-TDP 2kWe-35% None 400 1.68 3.36 95% 
Table 7.5: Battery characteristics as selected to completely displace grid imports with 
average State of Charge (SoC), for a selection of primary demand scenarios and a selection of 
SE µCHP design varaints operating under TLF or CsO-TDP operating regimes, with and 
without a Solar PV system 
 
 
7.3 Hydrogen Storage 
7.3.1 Introduction 
The concept of storing electricity, as generated on-site by a micro-generation system, 
has been explored in previous studies [11][12][13][14]. Best & Riffat [11] investigated a 
µCHP concept incorporating an ORC engine supplied with heat from a solar thermal 
collector. Excess electricity was then converted to hydrogen and oxygen by 
electrolysis, which is stored for later recombination in a fuel cell to provide electricity 
when the solar collector output is low. They discussed the addition of a wind turbine to 
generate additional electricity, and a gas burner to provide additional heat for the ORC 
engine. This concept could be adapted for a prime mover primarily or solely fuelled by 
natural gas, and the wind turbine replaced with other micro-generation technologies, 
such as solar PV. 
 
Energy storage as hydrogen is a flexible option, as it can be utilised as a prime mover 
fuel (either by combustion or within a fuel cell), or combusted as a heating or cooking 
fuel. As discussed in Section 6.4, hydrogen could be co-combusted with natural gas 
(NG), although there may be limitations with existing combustion appliances and gas 
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distribution infrastructure. In addition, hydrogen could be stored for transfer into a 
hydrogen or bi-fuel vehicle. 
 
Converting surplus electricity to hydrogen by electrolysis of water has an inherent 
efficiency dependent on the full load, part load and transient performance 
characteristics of the electrolyser, as well as any parasitic loads relating to the storage 
of hydrogen. Unless the hydrogen is to be immediately mixed into a fuel stream, it is 
usually compressed for storage, due to the low volumetric energy density of gaseous 
hydrogen. In this study, a constant electrolyser and storage efficiency of 70% has been 
considered, although more detailed analysis would require the transient and part load 
performance characteristics to be defined. 
 
Hydrogen storage was investigated on a weekly and seasonal basis. In the weekly 
study, the weekly 1-minute export profiles for the SE µCHP, as defined in the previous 
section, were considered alongside the µCHP system fuel consumption profile. Each 
timestep, surplus electricity, otherwise exported, is assumed to be converted to 
hydrogen by a 70% efficient electrolyser. The storage capacity was not fixed, but store 
extraction (to supply the µCHP system) was fixed based on a maximum hydrogen 
content of a H2-NG mixture. Any surplus hydrogen that remains in storage at the end 
of each week is carried forward into seasonal analysis. 
 
The hydrogen content, by energy, was varied between 18%, 12% and 7%, where the 
values correspond to 40%, 30% and 20% mixture by volume. Pure hydrogen can be 
directly utilised by PEM prime movers, improving electrical efficiency as the reformer is 
not required. As an external combustion engine, Stirling Engines are capable of 
combusting pure hydrogen, with an appropriate burner design. However, it was 
outside the scope of this investigation to determine whether a single burner (for the 
SE) could accommodate a wide range of fuel mixtures from 100% NG to 100% H2. It is 
assumed, therefore, that the SE µCHP system and auxiliary boiler would be limited to 
the 18%, 12% and 7% H2 mixtures. 
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A µCHP system incorporating two prime movers could be defined, where the hydrogen 
fuel supplies a low output, high efficiency PEM-based µCHP system designed to satisfy 
electrical base-load. To fuel such a system, hydrogen could also be generated from 
natural gas using a reformer, as typically incorporated in a NG-fired PEM-based µCHP 
system. The thermal energy required for reformation of NG is typically provided by 
combustion of off-gas from the PEM stack. However, if thermal energy at a suitable 
temperature was recovered from a high temperature fuel-cell or engine, then a 
proportion of the H2 content in the off-gas could be recovered, increasing electrical 
efficiency. If this recovered thermal energy was otherwise surplus from the main (as 
opposed to base-load) prime mover that was controlled by an operating regime that 
required thermal dumping. The hydrogen storage would de-couple the PEM stack from 
the reformer, reducing transient performance constraints, increasing load response 
and part load electrical efficiencies. 
 
The seasonal H2 storage investigation quantified the capacity of store required to 
buffer surplus H2 from shoulder profiles to winter and to summer. 
 
The relative carbon savings (% of base-case CO2) were quantified with hydrogen 
storage for each of the SE µCHP scenarios defined in the previous section. This is 
compared with the reduction in RCS versus the non-storage (export) scenarios. It is 
expected that due to the difference in carbon intensity between grid electricity (which 
forms the basis of the EEC) and the fuel displaced by generated hydrogen (i.e. natural 
gas), that the RCS would be decreased significantly. This reduction in RCS will be 
further exacerbated by the electrolyser efficiency, which introduces a reduction in 
stored hydrogen versus electricity available for export or electrolysis. 
 
7.3.2 Weekly Results 
The stored energy content of hydrogen for the three fuel mixtures discussed in Section 
7.3.1 is compared for each weekly scenario in Figure 7.17 to Figure 7.20. Regardless of 
scenario, the high H2 fuel mixture results in negligible storage carried forward to the 
next week, suggesting that surplus H2 would not be available for storage and 
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subsequent use in later seasons. The low H2 fuel mixture results in significant volumes 
of H2 carried forward to the next week, regardless of season. 
 
 
Figure 7.17: Energy Content of Stored Hydrogen (kWh) during Extreme Winter week for 
2kWe-35% SE µCHP with CsO-TDP operating regime, comparing limit of hydrogen content (% 
by energy) within µCHP fuel mixture 
 
 
Figure 7.18: Energy Content of Stored Hydrogen (kWh) during Shoulder week for 2kWe-35% 
SE µCHP with CsO-TDP operating regime, comparing limit of hydrogen content (% by energy) 
within µCHP fuel mixture 
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Figure 7.19: Energy Content of Stored Hydrogen (kWh) during Extreme Winter week for 
5kWe-35% SE µCHP with TLF operating regime, comparing limit of hydrogen content (% by 
energy) within µCHP fuel mixture 
 
 
Figure 7.20: Energy Content of Stored Hydrogen (kWh) during Shoulder week for 5kWe-35% 
SE µCHP with TLF operating regime, comparing limit of hydrogen content (% by energy) 
within µCHP fuel mixture 
 
The relative carbon savings for the scenarios are compared in Table 7.6 between 
hydrogen storage and the original case where electrical surplus is exported and EEC is 
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assigned to the dwelling’s carbon footprint. Due to the high reliance of RCS on EEC, as 
discussed in Sections 4.3.4 and 4.3.6, for the design variants investigated, the RCS is 
heavily penalised with hydrogen storage. Indeed, in all but one scenario, significant 
carbon savings are diminished to carbon penalties.  
 
Climate Operating 
Regime 
Design 
Variant 
RCS with 
EEC 
RCS with 
H2 Storage 
RCS 
Difference 
Shoulder TLF 5kW-35% 35% -16% -50% 
Ex Winter TLF 5kW-35% 45% -4% -49% 
Shoulder CsO-TDP 2kW-35% 21% -5% -25% 
Ex Winter CsO-TDP 2kW-35% 17% 1% -16% 
Table 7.6: RCS for selected weekly scenarios compared with and without hydrogen storage 
 
7.3.3 Seasonal Results 
As discussed in Section 7.3.2, there is a significant difference in the energy content of 
hydrogen, at the end of each weekly scenario, depending on the limit on hydrogen 
content imposed on the µCHP fuel mixture. As seen in Table 7.7, when compared with 
the µCHP fuel consumption for each weekly scenario, the energy content stored for 
the 7% and 12% mixtures is almost insignificant. Increasing the mixture of H2 allowed 
in the fuel will eventually result in the exhaustion of the hydrogen store by the end of 
the week, as seen for most scenarios in Table 7.7. 
 
Climate Operating 
Regime 
Design 
Variant 
Energy Content of Store at End of 
Week (kWh) 
 
7% 
Hydrogen 
12% 
Hydrogen 
18% 
Hydrogen 
µCHP Fuel 
(kWh) 
Shoulder TLF 5kW-35% 60.1 16.7 0.1 877 
Ex Winter TLF 5kW-35% 94.7 23.4 0.8 1,523 
Shoulder CsO-TDP 2kW-35% 13.6 3.0 0.0 745 
Ex Winter CsO-TDP 2kW-35% 13.6 3.0 0.0 1,300 
Table 7.7: Energy content of stored hydrogen at end of each weekly scenario and µCHP 
system fuel consumption during each weekly scenario 
 
The concept of seasonal storage was studied, where the stored hydrogen from a 
shoulder season (i.e. autumn) is carried over into winter, or stored hydrogen in winter 
carried over into spring. The results presented in Table 7.8 show that less than 10% of 
fuel consumption for the following season would be carried forward from the season 
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before. The stored energy content of hydrogen would be increased if another micro-
generation system, such as the solar PV system studied in Section 7.2, were 
incorporated in a dwelling energy system. 
 
Climate Operating 
Regime 
Design 
Variant 
Season 
Length 
(Weeks) 
Energy Content of Store at End of 
Season (kWh) 
 
7% 
Hydrogen 
12% 
Hydrogen 
18% 
Hydrogen 
µCHP Fuel 
(kWh) 
Shoulder TLF 5kW-35% 13 781 217 1 11,401 
Ex Winter TLF 5kW-35% 10 947 234 8 15,226 
Shoulder CsO-TDP 2kW-35% 13 177 39 0 9,690 
Ex Winter CsO-TDP 2kW-35% 10 136 30 0 12,997 
Table 7.8: Energy content of stored hydrogen at end of each season, based on weekly 
scenario results, and associated µCHP system fuel consumption during each season  
 
 
7.4 Discussion & Conclusions 
Battery storage was investigated for two µCHP design variants, of different rated 
electrical output and operating regime, operating under 2 weeks comprising Extreme 
Winter or Shoulder primary demand scenarios. Home energy system scenarios were 
investigated where a solar PV system is included, and the batteries were sized to 
reduce electrical import to zero (although it is assumed capacitive storage would 
satisfy large peak loads shorter than 5 seconds). 
 
The round-trip electrical losses from the battery system resulted in 20-29% losses (of 
the energy sent to storage), reducing RCS by 1-5% (of BC CO2). However, this may be 
acceptable in situations where electrical export is technically undesirable or financially 
disadvantageous versus a reduction in electrical import. 
 
The concept of hydrogen storage was explored in Section 7.3, where export electricity 
was converted to hydrogen by electrolysis. This hydrogen was mixed with natural gas, 
within 3 potential limits of mixture by volume, to create low-carbon fuel mixtures. This 
fuel is then used to fuel the prime mover and auxiliary boiler. Under each mixture 
limit, the energy content of storage hydrogen was simulated for two µCHP design 
variants operating during the weekly demand scenarios discussed above. Where the 
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µCHP system can tolerate an 18% mixture of hydrogen content (by energy), negligible 
hydrogen energy is carried forward at the end of the weekly scenarios. Where 
hydrogen content is restricted to 7% (by energy), which corresponds with 20% mixture 
by volume, significant amounts of energy remains in storage at the end of the week. 
 
This energy could be transferred between seasons, i.e. shoulder season into winter or 
winter into spring, is quantified. However, the results presented in Table 7.8 show that 
less than 10% of fuel consumption for the following season would be carried forward 
from the season before. In order to utilise this hydrogen on-site, however, the 
restriction of maximum H2 in the fuel mixture would have to be relaxed at some point 
in time.  An alternative would be to inject the excess hydrogen into the national gas 
network, which could conceivably be preferable (to national grid operators) to 
electrical export in certain situations. From the perspective of net carbon footprint, 
however, this would likely be an unattractive option due to the high carbon intensity of 
grid electricity compared with natural gas. However, as the paradigm of electrical 
export credit relies upon the assumption that electrical generation, of assumed carbon 
intensity, will be displaced by this export, export of hydrogen may be appropriate if the 
exported electricity does not displace central fossil fuel generation.  
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8 Conclusions 
8.1 Introduction 
In this chapter, major conclusions of the research project are summarised, and future 
research themes are introduced. 
 
 
8.2 Conclusions 
The BIM-G model was developed to investigate the supply:demand matching between 
µCHP output and thermal and electrical dwelling demand, with 5-second temporal 
precision, incorporating energy storage devices and adaptable controls. The BIM-G 
model generates demand profiles using 1-D thermal simulation using finite difference 
analysis, and bottom-up synthesis of electrical load and casual gains from appliances, 
lighting & occupants linked to scripts of occupant events. 
  
Carbon Saving Attribution was introduced in Section 4.3.4 as a novel µCHP 
performance analysis methodology, with specific investigation of several constituent 
values: 
 Thermal Generation Displacement, whose interaction with design variants and 
relative carbon savings is investigated in Section 4.3.5 
 Electrical Import Displacement and Electrical Export Credit, whose interaction 
with design variants and relative carbon savings is investigated in Section 4.3.6 
 Additional Fuel Consumption of prime mover versus base-case energy system 
(which is a carbon penalty) 
  
Potential Thermal Supply:Demand Ratio of prime movers was introduced in Section 
4.3.5 as a metric to describe the matching of prime mover thermal capacity to thermal 
demand. The relationship between PTSDR and relative carbon savings, and the 
attribution of RCS, suggests that PTSDR would be useful in the specification and design 
of a µCHP for a known annual thermal demand. The largest values of RCS, within a set 
of prime mover design variants, occurs when the value of PTSDR is between 0.5-1.5. 
 Page 359 
  
The RCS (as both an absolute and specific value) increases as thermal demand 
increases. However, even with increased thermal demand, it is important to match the 
thermal output of the prime mover with the demand to maximise RCS. In Chapter 5, 
the concept of effective carbon intensity of µCHP-generated electricity was introduced 
as a means of understanding the impact of thermal dumping on RCS. The study 
concluded that, for the µCHP design variants investigated, auxiliary fuel consumption 
needs to be displaced by a minimum of 59% of the net electrical energy generated in 
order to achieve a positive RCS. However, if net electrical efficiency was increased 
above 44.2%, thermal output need not be used for the µCHP to provide relative carbon 
savings. 
  
In order to improve µCHP annual RCS and prime mover lifetime, several control 
approaches were studied. Restricted Seasonal Operation, which restricts prime mover 
operation during non-heating season (High Summer climate scenario), or during all low 
thermal demand days (High Summer and Summer climate scenarios), was applied to 
avoid operation of the prime mover when relative carbon savings are negative or when 
the frequency of thermal cycling is high (with limited benefit to CO2 savings). 
Restricted operation had the added benefit of reducing annual operating duration, 
which would increase lifetime, and potentially reduce maintenance requirements. 
  
Options to store excess electrical energy, otherwise exported to the NEG, were 
investigated in Chapter 7, including lead acid batteries and production of hydrogen by 
electrolysis for later use as a fuel. However, the penalties involved in storage had a 
significant impact on RCS for the investigated design variants. This was expected, as 
the top-performing design variants were found to rely heavily on the assumption that 
export electricity displaces centrally-generated electricity with the same carbon 
intensity. 
  
Alternative Operating Regimes were defined and investigated for SE-based µCHP 
systems in Chapter 5, namely: 
 Continuous Operation over Thermal Demand Periods (CsO-TDP) 
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 Continuous Operation over Daily Demand Periods (CsO-DDP) 
 Continuous Operation over 24 hours (CsO-24hr) 
 Constant Output (CtO) 
  
The impact of these operating regimes on RCS is varied across the design variants, 
however CsO-TDP is the only regime where increased RCS are reported for any design 
variant. As with the Thermal Load Following operating regime, maximum RCS 
corresponds with a range of PTSDR values approximately between 0.5-1.5. All 
operating regimes provide a significant reduction in thermal cycling, which would 
increase prime mover lifetime despite the significant increase in cumulative annual 
operating duration. 
  
The effect of combining operating regimes on a seasonal basis was investigated for 
selected design variants. Marginal increases in RCS and marginal reductions in thermal 
cycling frequency were reported for some (but not all) design variants, suggesting that 
such control methodologies are sensitive to the matching of design variants to thermal 
demand. 
  
The effective carbon intensity study suggests that a high ƞe prime mover using the 
Constant Output operating regime, coupled with sufficient thermal storage, could 
provide relative carbon savings. In contrast to other operating regimes, the lack of 
modulation and frequent thermal cycling avoids performance and lifetime penalties 
that were identified with certain fuel cell technologies. 
  
The various studies presented in this thesis attest that both relative carbon savings 
from µCHP systems, and prime mover lifetimes, are sensitive to the matching of supply 
and demand. Changing operating regimes or control approaches alters the relationship 
between potential thermal supply and thermal demand, where matching thermal 
energy is essential under the paradigm of full carbon credit for electrical export. The 
results suggest that designs of Stirling Engine-based µCHP systems need to achieve a 
rated ƞe of almost 30% before they will achieve significant (>10%) relative carbon 
savings. Indeed, µCHP systems with lower ƞe, or a rated thermal output that is poorly 
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matched to thermal demand, are likely to achieve very modest or negative savings. 
Advocating µCHP systems of such designs is likely to increase the carbon footprint of 
the dwelling (despite any financial savings that can be made), and therefore future 
legislative or regulatory measures that prohibit such installations should be enforced. 
 
Encouragingly, this investigation suggests that relative carbon savings over 23% could 
be achieved by a SE prime mover of 35% rated net electrical efficiency, after selecting 
the appropriate rated electrical output and applying a combined operating regime. In 
order to achieve substantial relative carbon savings, a Stirling Engine prime mover with 
exceptionally high (in the context of SE technology) net electrical efficiency would be 
required.  
 
 
8.3 Future Research 
A number of research themes have been identified, during the execution of this 
doctoral project, which would merit investigation in the future. 
  
The BIM-G model could be applied to the investigation of other micro-generation 
technologies in conjunction with storage technologies, including: 
 Hydrogen as a means of storing excess electrical generation from on-site 
renewables (e.g. solar PV and micro-wind) that would otherwise be exported, 
where the hydrogen is used to decarbonise the boiler and cooking fuel source 
 Integration of on-site renewable electricity generation with electrical heat 
pump, and potentially battery storage, as a means of utilising electrical export 
to satisfy thermal demand 
 
The investigation of alternative prime movers, utilising technologies such as fuel cells, 
with the associated improvements in electrical efficiencies, and challenges related to 
start-up profiles and thermal cycle limitations. It is suggested that the following 
themes be investigated in the future: 
 Investigate other prime movers in detail, especially with regards to start & stop 
profiles for fuel cells 
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 Investigate fuel cell prime movers with de-coupled operation of fuel cell and 
reformer, i.e. incorporating a hydrogen buffer vessel 
 Investigate the ‘Constant Operation’ operating regime for prime movers with 
higher electrical efficiencies than those studied in this project, identifying the 
magnitude of thermal dumping for various prime mover electrical capacities, 
and its effect on effective carbon intensity of generated electricity 
 Investigate dual prime movers within a µCHP system, of similar or different 
technologies, where a low Pe prime mover is controlled to meet the base-load, 
and another responds to periods of increased demand 
  
Control changes, and especially control flexibility throughout the seasons, may present 
a major opportunity to increase carbon savings from µCHP systems, as they already do 
for traditional thermal generation technologies. Among the control changes for future 
investigation are: 
 Investigate control system techniques to optimise performance during 
restricted operation regimes 
 Investigate optimised start controller, to optimise start time of space heating to 
minimise auxiliary boiler operation 
 Investigate whether compensation control techniques for space heating, where 
space heating flow temperature is adjusted to optimise efficiency of operation 
 Investigate thermal store control techniques, perhaps incorporating weather 
compensation for storage temperature 
 
The impact of temporal precision (of the modelling and simulation technique) on the 
reported relative carbon savings and frequency of prime mover thermal cycling could 
be investigated in subsequent research. If temporal precision cold be relaxed (versus 
the 5 seconds used by the BIM-G model), this would reduce the challenges with 
synthesising or recording demand data when analysing a range of demand scenarios. 
  
Thermal storage is essential in order to maximise prime mover run-time or useful 
recovery of thermal output for space heating and DHW purposes. Some topics to 
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consider for future research on the improved carbon savings due to alternative 
thermal storage are listed below: 
 Investigate multiple thermal storage vessels, to provide flexible storage 
capacity across the seasons, minimising standing losses 
 Investigate alternative thermal storage options, such as phase change materials 
 Investigate reformer and hydrogen storage as a means of utilising excess 
thermal output to generate carbon-free fuel for prime mover from natural gas, 
as either for direct use with fuel cell, or mix with natural gas for combustion 
  
The effect of thermal demand on µCHP performance and lifetime has been discussed 
at length in this thesis. However, future research could consider the following: 
 Investigate the performance and lifetime of prime movers on the basis of 
altered shape of thermal demand profiles, due to factors such as: 
o Alternative occupants 
o Alternative occupancy patterns 
o Alternative thermal demand periods 
o Switch of shower DHW supply from thermal store to electric showers 
 Investigate effect of thermal demand on alternative operating regimes and 
prime movers 
 Investigate the potential for prime movers to displace auxiliary thermal 
generation under different thermal demand scenarios, expanding on the 
relationship between PTSDR and “% of thermal generation displacement” 
explored in Section 4.3.5 
  
In the wider context of financial viability of µCHP operation, and potential effects on 
NEG due to export power flows, the potential to reduce electrical export from µCHP 
without significantly reducing CO2 savings or lifetime should be studied. This could 
entail to investigation of operating regimes and control techniques that respond to 
both thermal and electrical demand.
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Appendix A Household Definition Study 
A.1 Appendix Overview 
This appendix is a reformatted version of the internal report produced by the student 
for the TARBASE project. This report was titled “Vector Classification of Households - 
Analysis of the UK General Household Survey”, and was originally distributed in April 
2005. 
 
A.2 Report Abstract 
This report details the work undertaken to classify the households described in the UK 
Government’s General Household Survey 2002-2003. The purpose of these 
classifications is identified in the context of the overall goal of Occupancy 
Classifications. The final vector classification system created in this exercise was used 
to produce a list of the 18 most prevalent household classifications, which jointly cover 
90.31% of UK households. 
 
A.3 Background 
The General Household Survey (GHS) is a yearly survey commissioned by the Office of 
National Statistics (ONS). The remit of the work is to survey households (and their 
members) who cumulatively cover a spectrum of racial, economic, social and 
geographical locations. Although the GHS covers England, Scotland and Wales, the 
Scottish Executive commissions a similar survey for the confines of Scotland – the 
Scottish Household Survey (SHS). 
 
A.4 Survey Details 
The GHS data, which is available for download from the “UK Data Archive” (www.data-
archive.ac.uk), is available as a Tab Delaminated file, which can be opened and 
manipulated with Excel. The dataset contains four files, two of which are not of 
interest, as they cover views on local authorities and details on sport and leisure 
activities. The two files which were analysed are detailed in Table A.1. 
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File Name Description No. of 
Records 
No. of 
Fields 
Key 
Field(s) 
ghs02clienthhld Household records, with details of 
Household Reference Person (HPR) 
8620 203 HSerial 
ghs02client Individual records, detailing each person in 
every household described in file above 
20149 1460 HSerial 
PersNo 
Table A.1: General household Survey data files analysed, with key field names, and indicated 
quantity of records and fields 
 
The “Household Serial Number” (HSerial) is common to both files, and therefore used 
to identify the records in “ghs02client” that corresponded to a record in 
“ghs02clienthhld”. 
 
The survey results are weighted, so that each record represents a proportion of the 
population, as estimated from the national census information. It is the weighted 
results (in the “Weight02” field) which are of interest to this report. 
 
A.5 Data Analysis Goals 
The objective of this exercise was to classify households – by size, composition and 
occupancy. In order to swiftly and accurately analyse the GHS data, a loose plan was 
drawn up. Further research into analysis methods necessitated an overhaul of this plan 
– in order to improve on accuracy – and it is the revised method which is detailed in 
this report. 
 
Through data analysis, we sought to achieve the following goals: 
1. Summarize the Number of HH’s in “ghs02client” which match every available 
combination of Number of Adults and Number of Adults, producing ‘Full HH 
Size & Composition Categories’. 
2. Reduce ‘Full HH Size & Composition Categories’ to ‘Selected HH Size & 
Composition Categories’. 
3. Filter the data in “ghs02client” to include only those who are ‘Out of HH’. 
4. Produce results for all occupancy ratios of all ‘Selected HH Size & Composition 
Categories’. 
5. Reduce results to ‘Final HH Size & Composition Categories’. 
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6. Produce “Vector System of HH Occupancy Classification” and summarize 
Number of HH’s in each Vector category. 
 
A.6 Data Analysis & Results 
A.6.1 Analysis Step 1 
As the “ghs02client” data file had too many fields for either MS Access or MS Excel to 
import, it was necessary to select which fields were imported. A total of 33 fields were 
imported, although many of these are intended for future use. Table A.2 details the 
fields analysed at this time: 
 
Field Name Description 
Hserial Household Serial Number 
PersNo Person Number within HH 
NumAdult Number of Adults in HH 
NumChild Number of Children in HH 
Weight02 Weighting of Person’s response towards national total 
EcstILO Harmonised Economic Status (Inland Revenue Office definitions) 
Table A.2: Fields analysed from “ghs02client” data file during investigation 
 
A query in MS Access produced the sum totals of “Weight02” of every combination of 
“NumAdult” & “NumChild” – producing ‘Full HH Size & Composition Categories’, 
shown in Table A.3. The “HH Weight” is calculated using equation (A.1). 
 
HH Weight = Weight02 / (NumAdult + NumChild)    (A.1) 
 
Full  HH 
Category 
NumAdult NumChild No. of People No. of HH’s % of National HH 
Total 
a 1 0 7,535,771 7,535,771 30.72% 
b 1 1 1,551,569 775,784 3.16% 
c 1 2 1,366,591 455,530 1.86% 
d 1 3 578,024 144,506 0.59% 
e 1 4 239,140 47,828 0.19% 
f 1 5 31,372 5,229 0.02% 
g 1 6 19,758 2,823 0.01% 
h 2 0 15,585,655 7,792,828 31.77% 
i 2 1 5,162,932 1,720,977 7.02% 
j 2 2 7,051,225 1,762,806 7.19% 
k 2 3 2,374,853 474,971 1.94% 
l 2 4 613,740 102,290 0.42% 
m 2 5 212,636 30,377 0.12% 
n 2 6 53,432 6,679 0.03% 
o 2 7 19,295 2,144 0.01% 
p 3 0 5,061,247 1,687,082 6.88% 
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q 3 1 2,183,589 545,897 2.23% 
r 3 2 1,056,972 211,394 0.86% 
s 3 3 331,772 55,295 0.23% 
t 3 4 61,627 8,804 0.04% 
u 3 5 78,931 9,866 0.04% 
v 3 6 56,342 6,260 0.03% 
w 3 7 19,435 1,944 0.01% 
x 4 0 2,673,875 668,469 2.73% 
y 4 1 776,336 155,267 0.63% 
z 4 2 301,309 50,218 0.20% 
aa 4 3 149,196 21,314 0.09% 
ab 4 4 25,485 3,186 0.01% 
ac 5 0 704,179 140,836 0.57% 
ad 5 1 185,078 30,846 0.13% 
ae 5 2 73,931 10,562 0.04% 
af 5 3 20,624 2,578 0.01% 
ag 6 0 155,404 25,901 0.11% 
ah 6 1 64,583 9,226 0.04% 
ai 7 0 47,217 6,745 0.03% 
aj 7 1 28,170 3,521 0.01% 
ak 7 3 57,884 5,788 0.02% 
al 8 0 32,298 4,037 0.02% 
am 8 1 28,918 3,213 0.01% 
  Totals 56,570,394 24,528,793 100.00% 
Table A.3: HH Size & Composition Categories, indicated by quantity of resident adults and 
children, using weighting factors to calculate the quantity of people and households within 
each category, with percentage of national total of households within each category  
 
A.6.2 Analysis Step 2 
By elimination of marginal categories, a table of ‘Selected HH Size & Composition 
Categories’ was produced, as shown in Table A.4. 
 
Category NumAdult NumChild % of HH’s No. of HH’s 
A 1 0 30.72% 7,535,771 
B 1 1 3.16% 775,784 
C 1 2 1.86% 455,530 
D 2 0 31.77% 7,792,828 
E 2 1 7.02% 1,720,977 
F 2 2 7.19% 1,762,806 
G 2 3 1.94% 474,971 
H 3 0 6.88% 1,687,082 
I 3 1 2.23% 545,897 
J 3 2 0.86% 211,394 
K 4 0 2.73% 668,469 
L 4 1 0.63% 155,267 
   Totals 96.97% 23,786,778 
Table A.4: Household Size & Composition Categories selected for further investigation 
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A.6.3 Analysis Step 3 
The “ghs02client” file was filtered in MS Access, to include only those persons who 
could reasonably be assumed to be vacant from the home for regular periods on 
weekdays. The variables defined in the “EcstILO” field that were selected by the filter 
are presented In Table A.5. 
 
Variable 
Code 
Description 
1 Working (including Unpaid) 
2 Government School with Employment 
3 Government School at College 
9 Student 
Table A.5: Variables selected from “EcstILO” field in “ghs02client” file to represent people 
reasonable expected to be absent from the home for regular periods on weekdays 
 
A.6.4 Analysis Step 4 
The filtered data was then split by NumAdult and exported to MS Excel, where logic 
routines were added to separate HH’s with different ratios of vacant-to-present adults. 
The weighting was sub-totalled for each ratio, and the results used to produce the 
following tables of ‘Selected HH Size & Composition Categories’: 
 
Cat. Num 
Adult 
Num 
Child 
No. HH’s 0 Present 1 Present 2 Present 3 Present 4 Present 
A 1 0 7,535,771 3,282,233 4,253,538    
B 1 1 775,784 480,620 295,165    
C 1 2 455,530 260,435 195,095    
D 2 0 7,792,828 3,476,519 1,517,516 2,798,792   
E 2 1 1,720,977 1,106,503 499,860 114,614   
F 2 2 1,762,806 1,208,395 477,067 77,345   
G 2 3 474,971 257,703 183,280 33,988   
H 3 0 1,687,082 828,658 415,233 306,104 137,087  
I 3 1 545,897 319,999 167,883 50,854 7,161  
J 3 2 211,394 90,701 80,639 33,374 6,681  
K 4 0 668,469 367,935 131,432 116,148 29,258 23,696 
L 4 1 155,267 64,521 44,421 31,401 11,877 3,047 
  Totals 23,786,77
8 
11,744,22
3 
8,261,129 3,562,619 192,063 26,743 
Table A.6: Selected HH Size & Composition Categories, with quantities of resident adults and 
children, and number of UK households which each day-time occupancy level relates to for 
each household Size & Composition category 
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Cat. 
Num 
Adul
t 
Num 
Child 
No. HH’s 0 Present 1 Present 2 Present 3 Present 4 Present 
A 1 0 30.72% 13.38% 17.34%    
B 1 1 3.16% 1.96% 1.20%    
C 1 2 1.86% 1.06% 0.80%    
D 2 0 31.77% 14.17% 6.19% 11.41%   
E 2 1 7.02% 4.51% 2.04% 0.47%   
F 2 2 7.19% 4.93% 1.94% 0.32%   
G 2 3 1.94% 1.05% 0.75% 0.14%   
H 3 0 6.88% 3.38% 1.69% 1.25% 0.56%  
I 3 1 2.23% 1.30% 0.68% 0.21% 0.03%  
J 3 2 0.86% 0.37% 0.33% 0.14% 0.03%  
K 4 0 2.73% 1.50% 0.54% 0.47% 0.12% 0.10% 
L 4 1 0.63% 0.26% 0.18% 0.13% 0.05% 0.01% 
  Totals 96.97% 47.88% 33.68% 14.52% 0.78% 0.11% 
Table A.7: Selected HH Size & Composition Categories, with quantities of resident adults and 
children, and percentage of total UK households which each day-time occupancy level 
relates to for each household Size & Composition category 
 
A.6.5 Analysis Step 5 
Those cells in Table A.7 that are darkened out were disregarded in the creation of the 
‘Final HH Size & Composition Categories’. The percentage of households covered by 
the final categories is 90.31%. 
 
A.6.6 Analysis Step 6 
A vector system to classify each category was designed, based upon three variables: x, 
y and z, combining to produce a vector (x,y,z). Details of these variables are given in 
Table A.8. 
 
Variable Description Values 
X 
Number of Adults vacant from home for regular intervals on weekdays. 
Duration, Start & Stop Times will fall randomly with predetermined ranges. 
0, 1, 2, 
3 or 4 
y 
Number of Adults present in home continually on weekdays. 
Short vacancies from the home, of random duration, will fall at random. 
0, 1 or 
2 
z 
Number of Children vacant from home for regular intervals on weekdays. 
Duration, Start & Stop Times will fall randomly with predetermined ranges. 
Any model will account for term time variation by emulating behaviour of the ‘y’ 
Variable. 
0, 1, 2 
or 3 
Table A.8: Description of each variable within the vector for classifying households, as design 
during this investigation and discussed in this section  
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Table A.9 lists all the permutations taken forward by the “Vector System of HH 
Occupancy Classification”. 
 
Vector (x,y,z) % HH’s 
(1,0,0) 13.38% 
(2,0,0) 14.17% 
(3,0,0) 3.38% 
(4,0,0) 1.50% 
(0,1,0) 17.34% 
(0,2,0) 11.41% 
(1,1,0) 6.19% 
(1,2,0) 1.25% 
(2,1,0) 1.69% 
(1,0,1) 1.96% 
(1,0,2) 1.06% 
(2,0,1) 4.51% 
(2,0,2) 4.93% 
(2,0,3) 1.05% 
(3,0,1) 1.30% 
(0,1,1) 1.20% 
(1,1,1) 2.04% 
(1,1,2) 1.94% 
Totals 90.31% 
Table A.9: All permutations of households identified in this investigation, defined by vector 
classification (a concept discussed in the previous section), that were subsequently 
considered for bottom-up domestic demand research as art of the TARBASE project 
 
A.7 Conclusions 
The objective of this exercise was to produce a classification system (and list of most 
common classifications) for UK household size, composition and occupancy. The 
source data was the UK General Household Survey, as published by the Office of 
National Statistics. 
 
A vector classification system has been produced, which is based upon three 
predefined variables; x, y & z. Using this vector system, 18 classification “Vectors” have 
been identified, which cover 90.31% of UK households (according to GHS weighting). 
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A.8 Further Work 
There are two suggestions at present for future work that would expand upon this 
exercise. 
 Examine the Scottish Household Survey and the location parameters of the 
General Household Survey (UK Wide), in order to examine regional variations in 
HH size, composition & occupancy 
 Examine projections on the GHS, to predict HH size, composition & occupancy 
through to 2030 – the reach of the Carbon Vision projects 
 
A.9 References 
General Household Survey 2002 -2003: Datafiles, Data Dictionaries & User Guide 
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Appendix B Demand Profile Event Scripting Assumptions 
B.1 Appendix Overview 
In this appendix, a selection of the assumptions underpinning the event scripting for 
demand profile synthesis are presented. 
 
B.2 Common to all Demand Profiles 
B.2.1 Weekday Occupancy 
Sig ID Type Weekday - Occupant 
    1 2 3 4 
Sleeping 
Start 23:00:00 23:00:00 23:00:00 22:00:00 
Stop 07:00:00 07:00:00 07:00:00 07:30:00 
Duration 08:00:00 08:00:00 08:00:00 09:30:00 
Vacant 
Start 08:15:00 08:30:00 07:30:00 08:30:00 
Stop 17:45:00 16:30:00 17:15:00 16:30:00 
Duration 09:30:00 08:00:00 09:45:00 08:00:00 
Active (1) 
Start 07:44:00 08:16:00 07:16:00 ~ 
Stop 07:54:00 08:26:00 07:26:00 ~ 
Duration 00:10:00 00:10:00 00:10:00 ~ 
Active (2) 
Start 21:17:00 16:30:00 ~ ~ 
Stop 21:22:00 18:15:00 ~ ~ 
Duration 00:05:00 01:45:00 ~ ~ 
Active (3) 
Start ~ ~ ~ ~ 
Stop ~ ~ ~ ~ 
Duration ~ ~ ~ ~ 
 
B.2.2 Weekend Occupancy 
Sig ID Type Weekend - Occupant 
    1 2 3 4 
Sleeping 
Start 23:00:00 23:00:00 23:00:00 22:30:00 
Stop 07:00:00 07:30:00 08:00:00 08:00:00 
Duration 08:00:00 08:30:00 09:00:00 09:30:00 
Vacant 
Start 10:00:00 13:30:00 18:30:00 13:30:00 
Stop 11:30:00 15:30:00 21:30:00 15:30:00 
Duration 01:30:00 02:00:00 03:00:00 02:00:00 
Active (1) 
Start 07:59:00 13:20:00 15:30:00 ~ 
Stop 08:09:00 13:30:00 15:40:00 ~ 
Duration 00:10:00 00:10:00 00:10:00 ~ 
Active (2) 
Start 12:30:00 16:40:00 21:30:00 ~ 
Stop 13:30:00 17:40:00 21:40:00 ~ 
Duration 01:00:00 01:00:00 00:10:00 ~ 
Active (3) 
Start 14:25:00 10:40:00 ~ ~ 
Stop 14:45:00 11:25:00 ~ ~ 
Duration 00:20:00 00:45:00 ~ ~ 
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B.2.3 DHW Event Scripting 
Bathroom Hand Washing Draw-Offs 
 
Event 
Weekday 
tEvent_Start 
Weekday 
tEvent_Stop 
Weekend 
tEvent_Start 
Weekend 
tEvent_Stop 
1 07:01:00 07:02:00 07:24:00 07:25:00 
2 07:16:00 07:17:00 07:54:00 07:55:00 
3 07:27:00 07:28:00 08:49:00 08:50:00 
4 07:55:00 07:56:00 09:24:00 09:25:00 
5 16:49:00 16:50:00 10:56:00 10:57:00 
6 18:57:00 18:58:00 12:27:00 12:28:00 
7 19:43:00 19:44:00 13:11:00 13:12:00 
8 20:28:00 20:29:00 14:37:00 14:38:00 
9 22:58:00 22:59:00 16:51:00 16:52:00 
10 22:49:00 22:50:00 18:34:00 18:35:00 
11 21:56:00 21:57:00 20:18:00 20:19:00 
12 ~ ~ 21:56:00 21:57:00 
13 ~ ~ 22:49:00 22:50:00 
14 ~ ~ 22:58:00 22:59:00 
15 ~ ~ 08:22:00 08:23:00 
16 ~ ~ 20:34:00 20:35:00 
 
Kitchen Hand Washing Draw-Offs 
 
Event 
Weekday 
tEvent_Start 
Weekday 
tEvent_Stop 
Weekend 
tEvent_Start 
Weekend 
tEvent_Stop 
1 07:26:00 07:27:00 08:01:00 08:02:00 
2 07:45:00 07:46:00 08:11:00 08:12:00 
3 07:51:00 07:52:00 09:05:00 09:06:00 
4 07:57:00 07:58:00 09:16:00 09:17:00 
5 08:03:00 08:04:00 09:18:00 09:19:00 
6 17:20:00 17:21:00 12:30:00 12:31:00 
7 17:40:00 17:41:00 16:40:00 16:41:00 
8 18:48:00 18:49:00 17:02:00 17:03:00 
9 18:51:00 18:52:00 21:36:00 21:37:00 
10 18:59:00 19:00:00 11:31:00 11:32:00 
11 21:20:00 21:21:00 18:06:00 18:07:00 
12 ~ ~ 17:54:00 17:55:00 
13 ~ ~ 10:57:00 10:58:00 
14 ~ ~ 15:19:00 15:20:00 
 
Kitchen Dishes/Food Prep Draw-Offs 
 
Event 
Weekday 
tEvent_Start 
Weekday 
tEvent_Stop 
Weekend 
tEvent_Start 
Weekend 
tEvent_Stop 
1 17:31:00 17:32:00 12:31:00 12:32:00 
2 18:01:00 18:02:00 12:51:00 12:52:00 
3 21:49:00 21:50:00 16:53:00 16:54:00 
4 ~ ~ 21:37:00 21:38:00 
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B.2.4 Appliance Event Scripting (Weekday only) 
Steady Loads with Standby 
      
Sig 
ID 
WD Qty 
Apps 
WE Qty 
Apps 
WD 
nEvents 
WE 
nEvents 
Weekday tEvent_Start 
Notes 1 2 3 4 
GC1A 
1 1 
1 2 16:33:00 ~ ~ ~ bedroom 
   
17:32:55 ~ ~ ~ 
 MT1A 
4 4 
1 1 23:00:00 23:00:00 23:00:00 23:00:00 
 
   
07:00:00 07:00:00 07:00:00 07:00:00 
 PA1A 
3 3 
1 1 07:02:00 19:57:00 18:51:00 ~ lounge 
   
08:01:55 20:56:55 19:50:55 ~ bedroom 
PA1B 1 1 17:31:00 19:24:00 17:17:00 ~ 
 
   
18:00:55 19:53:55 17:46:55 ~ 
 TV1A 
1 1 
2 2 07:29:00 17:25:00 ~ ~ lounge 
   
08:28:55 22:54:55 ~ ~ 
 TV2A 
2 2 
1 1 16:32:00 20:28:00 ~ ~ bedroom 
   
19:01:55 22:57:55 ~ ~ 
  
Event Signature Only 
  
Sig ID 
Weekday tEvent_Start 
1 2 3 4 
DW1A 21:21:00 ~ ~ ~ 
EI1A 16:49:00 ~ ~ ~ 
EK1A 07:45:00 18:26:00 ~ ~ 
EK1B 07:01:00 16:32:00 21:22:00 ~ 
EO1A 17:27:00 ~ ~ ~ 
ES1A 07:04:00 07:17:00 07:28:00 07:56:00 
ET1A 07:17:00 07:46:00 ~ ~ 
GH1A 17:45:00 ~ ~ ~ 
HC1A 08:00:00 08:13:00 ~ ~ 
HC2A 07:35:00 08:03:00 ~ ~ 
MV1A 18:05:00    
TD1A 19:05:00 ~ ~ ~ 
VC1A 16:35:00 ~ ~ ~ 
WM1A 08:26:00    
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B.2.5 Lighting Event Scripting (Weekday only) 
Lighting 
Sig 
ID 
WD Qty 
Apps 
WE Qty 
Apps 
WD 
nEvents 
WE 
nEvents 
Weekday tEvent_Start 
1 2 3 4 5 6 7 8 
LBA1 1 1 4 4 07:04:05 07:15:05 07:26:05 07:54:05 ~ ~ ~ ~ 
     
07:13:00 07:24:00 07:35:00 08:03:00 ~ ~ ~ ~ 
LBA2 1 1 8 14 22:57:00 22:48:00 21:55:00 22:53:00 16:48:00 18:56:00 19:42:00 21:17:00 
          23:00:00 22:51:00 21:58:00 22:56:00 16:51:00 18:59:00 19:45:00 21:20:00 
LHA 1 1 4 5 07:00:05 17:00:05 21:30:05 22:30:05 ~ ~ ~ ~ 
     
08:30:00 18:30:00 22:00:00 23:00:00 ~ ~ ~ ~ 
LLA 1 1 4 5 07:00:05 17:00:05 21:30:05 22:30:05 ~ ~ ~ ~ 
          08:30:00 18:00:00 22:00:00 23:00:00 ~ ~ ~ ~ 
LDI 1 1 1 1 18:00:05 ~ ~ ~ ~ ~ ~ ~ 
     
19:00:00 ~ ~ ~ ~ ~ ~ ~ 
LKI 1 1 7 5 07:00:05 07:16:05 07:44:05 08:23:05 17:00:05 21:17:05 21:48:05 ~ 
          07:07:00 07:26:00 08:01:00 08:28:00 18:16:00 21:27:00 21:53:00 ~ 
LLO 1 1 2 2 07:28:05 19:00:05 ~ ~ ~ ~ ~ ~ 
     
08:29:00 22:53:00 ~ ~ ~ ~ ~ ~ 
LBE1 1 1 4 5 07:00:05 07:24:05 16:31:05 22:50:05 ~ ~ ~ ~ 
          07:15:00 08:15:00 16:32:00 23:00:00 ~ ~ ~ ~ 
LBE2 1 1 4 4 07:00:05 07:09:05 20:20:05 22:55:05 ~ ~ ~ ~ 
     
07:02:00 07:16:00 20:30:00 23:00:00 ~ ~ ~ ~ 
LBE3 1 1 4 4 07:30:05 08:03:05 19:23:05 21:48:05 ~ ~ ~ ~ 
          07:33:00 08:29:00 20:59:00 22:00:00 ~ ~ ~ ~ 
 
B.2.6 Ventilation Event Scripting 
Sig ID 
Weekday tEvent_Start Weekend tEvent_Start 
1 2 3 4 1 2 3 4 
EF1A 07:04:00 07:17:00 07:28:00 07:56:00 07:04:00 07:17:00 07:28:00 07:56:00 
 Starts with Shower 07:13:55 07:26:55 07:37:55 08:05:55 07:13:55 07:26:55 07:37:55 08:05:55 
EF2A 17:27:00 ~ ~ ~ 17:27:00 ~ ~ ~ 
 
18:26:55 ~ ~ ~ 18:26:55 ~ ~ ~ 
 
  
Page 376 
Appendix C Demand Profile Summary Data 
C.1 Appendix Overview 
In this appendix, summaries of the electrical and DHW demand profiles, and casual 
gains profiles are presented for the Winter climate scenario. 
 
C.2 Winter Weekday Summary Tables 
Weekday Total Electrical Demand Summary 
   Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 12.4486 0.5187 6.3911 0.0937 8% 
Sleeping 1.5447 0.1932 0.3830 0.1081 50% 
Vacant 1.9096 0.2387 6.2198 0.0937 4% 
Actively Occupied 8.9943 1.1247 6.3911 0.0961 18% 
Weekday Lighting ONLY Electrical Demand Summary 
   Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 1.6403 0.0683 0.6265 0.0000 11% 
Sleeping 0.0003 0.0000 0.1822 0.0000 0% 
Vacant 0.0001 0.0000 0.0436 0.0000 0% 
Actively Occupied 1.6399 0.2051 0.6265 0.0000 33% 
Weekday Total Thermal Gains 
Summary 
    Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 16.2899 0.6787 7.4140 0.1772 9% 
Sleeping 3.1102 0.3889 0.5756 0.3887 68% 
Vacant 1.4421 0.1803 0.2772 0.1772 65% 
Actively Occupied 11.7376 1.4677 7.4140 0.1772 20% 
Weekday Appliances & Lighting ONLY Thermal Gains Summary 
  Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 12.8366 0.5349 7.1441 0.1772 7% 
Sleeping 1.5142 0.1893 0.3761 0.1892 50% 
Vacant 1.4421 0.1803 0.2772 0.1772 65% 
Actively Occupied 9.8804 1.2355 7.1441 0.1772 17% 
Weekday Metabolic ONLY Thermal Gains Summary 
   Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 3.4533 0.1439 0.2819 0.0000 51% 
Sleeping 1.5960 0.1996 0.1995 0.1995 100% 
Vacant 0.0000 0.0000 0.0000 0.0000 0% 
Actively Occupied 1.8573 0.2322 0.2819 0.0000 82% 
Weekday DHW Summary 
    Period Total (l) Average (l) Peak (l) Minimum (l) Load Factor 
Daily 3.3333 0.1389 9.0000 0.0000 2% 
Sleeping 0.0000 0.0000 0.0000 0.0000 0% 
Vacant 0.0000 0.0000 0.0000 0.0000 0% 
Actively Occupied 3.3333 0.4168 9.0000 0.0000 5% 
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C.3 Winter Weekend Summary Tables 
Weekend Total Electrical Demand Summary 
   Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 13.5955 0.5665 6.3526 0.0961 9% 
Sleeping 1.5455 0.1933 0.3961 0.1081 49% 
Vacant ~ ~ ~ ~ ~ 
Actively Occupied 12.0500 0.7532 6.3526 0.0961 12% 
Weekend Lighting ONLY Electrical Demand Summary 
   Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 2.2000 0.0917 0.6727 0.0000 14% 
Sleeping 0.0002 0.0000 0.1360 0.0000 0% 
Vacant ~ ~ ~ ~ ~ 
Actively Occupied 2.1998 0.1375 0.6727 0.0000 20% 
Weekend Total Thermal Gains Summary 
   Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 20.1472 0.8395 6.6081 0.3435 13% 
Sleeping 3.4361 0.3895 0.5532 0.3887 70% 
Vacant ~ ~ ~ ~ ~ 
Actively Occupied 17.0327 1.0646 6.6081 0.3435 16% 
Weekend Appliances & Lighting ONLY Thermal Gains Summary 
  Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 14.9484 0.6229 6.3262 0.1772 10% 
Sleeping 2.4268 0.1899 0.3537 0.1892 54% 
Vacant ~ ~ ~ ~ ~ 
Actively Occupied 13.4298 0.8394 6.3262 0.1772 13% 
Weekend Metabolic ONLY Thermal Gains Summary 
   Period Total (kWh) Average (kW) Peak (kW) Minimum (kW) Load Factor 
Daily 5.1988 0.2166 0.3030 0.1428 71% 
Sleeping 2.3087 0.1996 0.1995 0.1995 100% 
Vacant ~ ~ ~ ~ ~ 
Actively Occupied 3.6028 0.2252 0.3030 0.1428 74% 
Weekend DHW Summary 
    Period Total (l) Average (l) Peak (l) Minimum (l) Load Factor 
Daily 3.5667 0.1486 8.0000 0.0000 2% 
Sleeping 0.0000 0.0000 0.0000 0.0000 0% 
Vacant ~ ~ ~ ~ ~ 
Actively Occupied 3.5667 0.2229 8.0000 0.0000 3% 
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C.4 Winter Summary Charts 
 
Figure C.1: Electrical demand profile (except for heating system loads), thermal gains profile, 
and DHW extraction profile for primary demand scenarios using weekday occupancy pattern 
and winter or extreme winter climate scenarios 
 
Figure C.2:  Electrical demand profile (except for heating system loads), thermal gains profile, 
and DHW extraction profile for primary demand scenarios using weekday occupancy pattern 
and winter or extreme winter climate scenarios 
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Appendix D Appliance Data Acquisition Exercise 
D.1 Appendix Overview 
In this appendix, details are presented of the appliance data acquisition exercise to 
measure electric load profiles and estimate casual thermal gain profiles. 
 
D.2 Summary of Experimental Method 
To perform electrical load measurements, a current transformer (CT) was clamped 
around the live conductor of a modified mains extension cable. The CT was connected 
to the voltage input channel of an OWL data logger. Voltage measurements were 
achieved using a plug-in energy monitor, where instantaneous voltage readings were 
recorded at the beginning and end of each load measurement. Power was calculated 
retrospectively from the 5-second current readings and average of the two 
instantaneous voltage readings in a spreadsheet. 
 
To record temperature, T-type thermocouples were bonded inside a light-weight 
plastic hemisphere to minimise radiative heat transfer to the surface of the 
thermocouple. The thermocouple was attached at the centre point, pointing toward 
the centre of a notional sphere, where the tip of the thermocouple would reach the 
centre the notional sphere. A number of holes were drilled in the hemisphere to allow 
free air circulation. The exterior of the hemisphere was coated with reflective foil to 
minimise radiative heat transfer to the sphere. The sphere was temporarily bonded to 
the measurement surface (on the appliance) so as to avoid introducing additional 
thermal mass around the tip of the thermocouple. The thermocouple was attached to 
a thermocouple-specific port on a multi-channel Squirrel 800 data logger (S/N: 
K80602001) that was configured to measure the voltage across the thermocouple. The 
data logger software converted the 5-second voltage readings to °C automatically. 
 
D.3 Summary of Appliances under Investigation 
The appliances that were measured during the electrical load monitoring exercise are 
listed in Table D.1, where those that were included in the temperature monitoring 
exercise are indicated by a shaded row.  
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Signature 
ID 
Date Signature Description App. Category Manufacturer & Model Logger S/N 
WM1A 31/08/05 
Prog. 4 - Rapid Wash, 
40°C - "Quick Wash" 
Option 
Washing Machine Beko WMA 15105 (Eco Case) 28364 
WM1B 31/08/05 
Immediately after 
previous identical cycle 
- Prog 4 - Rapid Wash, 
40°C - "Quick Wash" 
Option 
Washing Machine Beko WMA 15105 (Eco Case) 28364 
WM1C 01/09/05 
Prog 6 - 60°C - "Quick 
Wash" Option  
Washing Machine Beko WMA 15105 (Eco Case) 28367 
WM1D 01/09/05 
Immediately after 
previous identical cycle 
- Prog 6 - 60°C - "Quick 
Wash" Option  
Washing Machine Beko WMA 15105 (Eco Case) 28367 
RF1A 31/08/05 
24 hours of normal 
operation - no 
additional loading - 
normal withdrawal 
only 
Fridge Freezer Beko Fridge Freezer 28364 
EK1A/B 01/09/05 
1.5l (2hrs since lasts) & 
0.75l (30mins last use) 
Electric Kettle Kenwood 2 litre Kettle 28367 
DD1A 11/02/05 
Continuous Operating 
Load (Average) 
Digital Decoder Hauppauge DEC 1000 28367 
TV1A/B 11/02/05 
Standby / Continuous 
Operation with 
Variable Volume Level 
Television Philips Matchline Classic  (26” LCD) 28364 
VR1A 11/02/05 Standby Load Video Recorder Philips VR 757 28536 
DP1A 11/02/05 Standby Load DVD Player Samsung DVD-709 28364 
PC1A 08/09/05 
Printer Standby, 
Laptop On & 
Broadband Connected 
PC System 
Apple iBook G4 14" (On charger & On), HP 
PSC1215 Multifunction & Netgear DG834G 
Wireless Broadband Router 
28364 
HC1A 23/09/05 
Standard Straightening 
Event 
Hair Care Remington Hair Straighteners 28536 
GC1A/B 27/09/05 
Standby / Active & 
Playing Game 
Games Console Sony PlayStation 2 28537 
PA1A 27/09/05 Standby Load Powered Audio Kenwood Hi-Fi Component System NV-301 28367 
PA1B 27/09/05 
Playing CD - Constant 
Volume 
Powered Audio Kenwood Hi-Fi Component System NV-301 28367 
PA1C 27/09/05 
FM Tuner - Constant 
Volume 
Powered Audio Kenwood Hi-Fi Component System NV-301 28367 
- 27/09/05 Failed Measurement Tumble Dryer Linda's Tumble Dryer 28536 
EI1A 27/09/05 Full power Electric Iron Morphy Ricahrds Breeze 40311 28536 
PT1A 27/09/05 
Made about 15mins of 
calls 
Powered Telephony BT Synergy Cordless Phone 28537 
MP1A 27/09/05 
Did Not Work!!!! - 
Phone On 
Mobile Phone Nokia 3310 Charger 28536 
TV1A/B 02/06/06 
Standby & Continuous 
Operation 
Television Bush (20” CRT) 28364 
TD1A 13/02/06 Full Load Tumble Dryer Hotpoint K80602001 
ES1A 02/09/06 
Mid-range temp & 
maximum flow rate 
Electric Shower Mira Sport 8kW K80602001 
DW1A 14/02/06 Std Wash (55°C) Dishwasher Hoover - AAA Total Dry Whisper DT999 K80602001 
MV1A/B 02/11/06 Full power Microwave oven Panasonic Dimension 4 Genius (850W) K80602001 
RF2A 04/02/06 24 hours Freezer Phillips VR 757 28537 
ET1A 04/09/06 2 Slices @Medium Electric Toaster Kenwood 2 slice 28536 
Table D.1: Details of logged appliance measuremens (as opposed to instantaneous 
monitoring, including appliance make & model, and logger serial number
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Appendix E Tabulated Simulation Results 
E.1 Relative Carbon Saving Results for SE-TLF 
Pe-ɳe HSum-WD Sum-WD Sh-WD Win-WD EWin-WD 
0.5kW-15% -0.5% -2.8% -1.8% -0.5% -1.7% 
1kW-15% -0.2% -3.3% -0.1% 2.6% 0.4% 
2kW-15% -2.7% -8.9% -4.5% 6.4% 6.1% 
3kW-15% -5.8% -15.5% -13.8% -6.3% 6.0% 
4kW-15% -10.6% -22.3% -21.5% -12.5% -1.7% 
5kW-15% -14.1% -28.2% -30.1% -18.8% -6.9% 
0.5kW-20% 0.1% -1.0% -0.9% -0.7% -1.2% 
1kW-20% 1.1% -0.8% 2.2% 2.9% 1.0% 
2kW-20% 0.3% -2.5% 4.4% 9.5% 6.3% 
3kW-20% -1.3% -7.3% -1.6% 8.7% 13.8% 
4kW-20% -3.5% -12.3% -8.2% 0.0% 13.5% 
5kW-20% -7.6% -17.6% -14.3% -5.0% 9.0% 
0.5kW-25% 0.7% 0.2% -0.5% -0.5% -0.9% 
1kW-25% 2.3% 2.1% 3.4% 3.3% 1.5% 
2kW-25% 3.0% 1.7% 7.8% 10.1% 6.3% 
3kW-25% 1.6% -1.2% 8.4% 15.6% 13.2% 
4kW-25% 0.5% -4.6% 3.2% 16.5% 19.9% 
5kW-25% -0.3% -8.7% -2.2% 5.1% 19.6% 
0.5kW-30% 1.0% 0.7% -0.1% -0.5% -0.7% 
1kW-30% 2.1% 4.2% 4.0% 3.4% 1.8% 
2kW-30% 4.5% 4.9% 10.4% 11.0% 6.8% 
3kW-30% 4.3% 4.1% 14.0% 16.9% 13.1% 
4kW-30% 3.4% 1.5% 13.8% 23.6% 19.1% 
5kW-30% 2.7% -1.3% 9.5% 22.7% 24.9% 
0.5kW-35% 0.4% 1.3% -0.8% -0.4% -0.7% 
1kW-35% 3.8% 6.1% 4.6% 3.4% 2.1% 
2kW-35% 5.9% 8.9% 12.7% 11.3% 7.7% 
3kW-35% 6.9% 8.5% 17.4% 18.2% 13.1% 
4kW-35% 6.5% 7.6% 20.3% 23.5% 19.2% 
5kW-35% 5.8% 5.1% 20.4% 31.0% 25.3% 
Table E.1: Data plotted in Figure 4.1 - Relative Carbon Saving vs. Base-case energy system (%) 
for each design variant, for each Weekday  PDS, for SE-TLF concept system 
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Pe-ɳe HSum-WE Sum-WE Sh-WE Win-WE EWin-WE 
0.5kW-15% -0.4% -2.6% -1.7% 2.0% 2.8% 
1kW-15% -1.9% -5.8% -0.9% 6.2% 6.8% 
2kW-15% -7.9% -15.2% -7.8% 2.9% 12.4% 
3kW-15% -13.3% -23.6% -19.3% -6.4% 0.2% 
4kW-15% -18.1% -31.0% -28.7% -15.7% -8.4% 
5kW-15% -22.7% -37.7% -38.1% -25.4% -15.8% 
0.5kW-20% 0.7% -0.4% -0.3% 2.3% 3.2% 
1kW-20% 1.3% -1.2% 1.8% 6.8% 7.3% 
2kW-20% -3.1% -7.3% 0.8% 14.3% 14.9% 
3kW-20% -7.6% -14.5% -5.0% 6.4% 17.8% 
4kW-20% -11.6% -20.6% -12.7% 0.2% 8.5% 
5kW-20% -15.3% -26.4% -20.1% -7.0% 0.3% 
0.5kW-25% 3.6% 0.6% 0.7% 2.6% 3.2% 
1kW-25% 3.3% 2.9% 5.2% 8.0% 7.4% 
2kW-25% 1.4% -1.0% 7.7% 15.9% 15.7% 
3kW-25% -2.8% -7.0% 4.2% 20.3% 22.2% 
4kW-25% -6.4% -12.4% -0.2% 12.8% 24.9% 
5kW-25% -9.5% -17.4% -7.0% 7.0% 17.3% 
0.5kW-30% 3.0% 1.2% 1.3% 2.5% 3.3% 
1kW-30% 5.1% 5.8% 6.4% 8.1% 7.8% 
2kW-30% 5.6% 4.5% 12.4% 17.3% 16.1% 
3kW-30% 1.8% 0.2% 12.6% 24.9% 23.9% 
4kW-30% -1.6% -4.9% 10.1% 27.9% 30.8% 
5kW-30% -4.5% -9.3% 6.7% 20.2% 34.7% 
0.5kW-35% 3.5% 1.9% 1.9% 2.3% 3.3% 
1kW-35% 6.6% 7.7% 8.1% 8.7% 7.8% 
2kW-35% 8.4% 9.4% 15.5% 18.7% 16.7% 
3kW-35% 6.8% 6.5% 18.6% 27.0% 24.8% 
4kW-35% 3.4% 2.8% 19.5% 34.5% 32.3% 
5kW-35% 0.5% -1.7% 16.7% 36.7% 39.3% 
Table E.2: Data plotted in Figure 4.2 - Relative Carbon Saving vs. Base-case energy system (%) 
for each design variant, for each Weekend  PDS, for SE-TLF concept system 
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Pe-ɳe 12 Months RSO-NoHSum RSO-NoSummer 
0.5kW-15% -1.2% -1.2% -1.0% 
1kW-15% 0.3% 0.5% 1.1% 
2kW-15% -3.1% -2.8% -1.7% 
3kW-15% -12.8% -12.9% -12.2% 
4kW-15% -20.4% -20.7% -20.1% 
5kW-15% -28.2% -28.7% -28.4% 
0.5kW-20% -0.4% -0.4% -0.3% 
1kW-20% 2.2% 2.4% 2.8% 
2kW-20% 4.3% 4.8% 6.0% 
3kW-20% -0.5% -0.1% 1.2% 
4kW-20% -7.3% -7.2% -6.1% 
5kW-20% -13.3% -13.3% -12.4% 
0.5kW-25% 0.2% 0.2% 0.1% 
1kW-25% 3.9% 4.1% 4.3% 
2kW-25% 7.8% 8.2% 9.3% 
3kW-25% 8.3% 9.0% 10.6% 
4kW-25% 4.6% 5.1% 6.8% 
5kW-25% -1.9% -1.7% -0.3% 
0.5kW-30% 0.5% 0.5% 0.4% 
1kW-30% 4.7% 4.8% 4.8% 
2kW-30% 10.4% 10.9% 11.7% 
3kW-30% 13.3% 14.1% 15.7% 
4kW-30% 13.9% 14.9% 17.0% 
5kW-30% 10.5% 11.3% 13.4% 
0.5kW-35% 0.4% 0.4% 0.2% 
1kW-35% 5.6% 5.6% 5.5% 
2kW-35% 12.7% 13.1% 13.6% 
3kW-35% 16.9% 17.6% 18.9% 
4kW-35% 19.5% 20.5% 22.6% 
5kW-35% 20.3% 21.5% 24.1% 
Table E.3: Data plotted in Figure 4.4 - Relative Carbon Saving vs. Base-case energy system (%) 
for each design variant, as calculated for annual operation with Restricted Seasonal 
Operation (RSO) modes: None (12 Months), No High Summer (RSO-NoHSum) and No 
Summer (RSO-NoSummer) 
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E.2 Comparing Operating Regimes 
Operating 
Regime 
Thermal Cycling 
Frequency 
(cycles/year) 
2kW-35% 3kW-35% 4kW-35% 5kW-35% 
TLF 1,005 11.2%    
TDP 447 10.2%    
DDP 269 8.8%    
24hr 1 5.5%    
TLF 1,208  15.6%   
TDP 447  15.3%   
DDP 269  12.9%   
24hr 1  8.4%   
TLF 2,589   18.6%  
TDP 447   19.2%  
DDP 269   16.2%  
24hr 1   10.4%  
TLF 4,255    19.8% 
TDP 447    22.1% 
DDP 269    17.8% 
24hr 1    10.9% 
Table E.4: Data plotted in Figure 5.17 - RCS  vs. annual frequency of thermal cycling, for SE 
µCHP design varaints with ƞe= 35% and Pe=2-5kWe, comparing between operating regimes 
 
Operating 
Regime 
Thermal Cycling 
Frequency 
(cycles/year) 
2kW-35% 3kW-35% 4kW-35% 5kW-35% 
TLF 1,005 11.2%    
TDP 447 10.2%    
DDP 269 8.8%    
24hr 1 5.5%    
TLF 1,208  15.6%   
TDP 447  15.3%   
DDP 269  12.9%   
24hr 1  8.4%   
TLF 2,589   18.6%  
TDP 447   19.2%  
DDP 269   16.2%  
24hr 1   10.4%  
TLF 4,255    19.8% 
TDP 447    22.1% 
DDP 269    17.8% 
24hr 1    10.9% 
Table E.5: Data plotted in Figure 5.18 - RCS vs. cumulative annual operating duration, for SE 
µCHP design varaints with ƞe= 35% and Pe=2-5kWe, comparing between operating regimes 
 
