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Abstract 
This study investigates the hypothesis that the important aspects of the patch-clamp 
technique for detailed electrophysiological studies of neurons can be miniaturised and 
scaled down to micron-size silicon-based microstructures. The work strives to emulate 
the important characteristics that this electrophysiological method offers for the study 
of network behaviour of in-vitro cell cultures to improve upon the current limitations of 
multi-electrode-array (MEA) design. 
The first part of the study focused on the preparation and assessment of healthy and 
viable cell cultures of primary rat cortical neurons for the study of network behaviour. 
Cultures were grown on silicon surfaces of varying composition and roughness to test 
the feasibility of integrating these cultures on silicon-based electronic devices. Also, the 
health and viability of neurons growing on non-transparent silicon substrates have been 
assessed by detailed histological analysis and cell counting using standard 
immunofluorescence techniques. Neurons extracted from various ganglia of the pond 
snail Ljmnaea stagnalis have been prepared for patch-clamping using established 
dissection, isolation and enzymatic digestion protocols. 
The second part of the project concentrated on formulating a theory of gigascal 
formation during patch-clamping by a critical review of the literature. The critical 
factors for highly resistive seal formation were identified and realised on prototype 
devices, including the patch aperture length and physical nature of the aperture surface. 
The physical natures of S10 2 and Si3N4 (and modifications by boron deposition) were 
investigated by wettability experimentation. A relationship between interactive 
molecular surface energy and the wetting angle was obtained from an established 
theoretical wetting model. 
The third part of this study focused on the geometric properties of microfabricated 
apertures. Apertures were modified by deposition techniques to increase the radius of 
curvature of the edge profile, thereby mimicking a rounded glass pipette opening. An 
image analysis algorithm was developed to quantify the radius of curvature of the cross-
section profile from atomic force microscopy (AFM) data. A second algorithm was 
developed to quantify the circularity error of the aperture top-view by analysis of the 
profile texture. The profile was exacted after the application of contrast enhancement 
and edge-detection filters from scanning electron microscopy (SEM) image data. 
Lastly, patch-clamp electrodes have been successfully integrated into planar silicon-
based devices. This work presents the first patch-clamp microstructure capable of being 
scaled to a 100-.im inter-nodal spacing for construction of MEA designs. The electrical 
performances have been tested and found to be comparable to that of conventional 
borosilicate patch pipettes of similar aperture diameter. A base unit to contain the 
silicon devices and provide suction has been designed and produced. 
At the time of writing, electrophysiological recordings from Ljimnaea stagnalis neurons 
have not been achieved. Seal resistances 600 MQ have been recorded, but it remains 
unclear whether patch-clamp recordings from neurons can be achieved using silicon-
based microfabricated apertures. 
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1 	Introduction 
The expansion of research in neuroscience in the last 20 years has extended current 
understanding of consciousness, perception, and decision making processes in the brain 
[1]. The central nervous system carries out these complex processes using continuous 
synaptic activity and spiking events between millions of neurons. Neuronal networks 
facilitate distinct and important behavioural patterns and rhythms of the organism [2]. 
However, the current understanding of how these neuronal networks in the brain 
facilitate the mental and physiological attributes of the organism is incomplete. There 
are many ongoing investigations into the underlying molecular and sub-cellular 
mechanisms that affect neuronal computation. Bio-physical models and simulations of 
these neuronal networks (and neuronal properties) have been researched extensively [3]. 
Cellular mechanisms may affect firing thresholds and patterns of neurons and moderate 
network activity [4]. However, electrophysiological recordings have not yet identified 
the information processing and computation of sub-threshold activity that constitute a 
living neuronal network that these biophysical models suggest. Neurological studies are 
limited by the resolution at which neuronal activity can be detected for a given location 
and epoch. To date, only synaptic activity of pairs of neurons in living neuronal 
networks has been achieved [5]. 
The investigation into the information processing, synaptic activity and neuronal 
computation of in-vitro living neuronal networks may give support to a biophysical 
model of computational neuroscience. This can only be achieved if single synaptic 
events can be mapped to many individual neurons of known morphology. The location 
of active synapses and the observation of cellular morphology are possible from 
neuronal cultures. The principles of network behaviour and models of these systems 
from vertebrate and invertebrate neurons might mimic conditions found in the brain. It 
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is likely that the synaptic connections of two-dimensional structures will be found to be 
similar to the neural connections with the organism. 
Thus, the study of dissociated neuronal cultures in-vitro promises an advancement of 
understanding of network behaviour. 	Specifically, the principles of neuronal 
computation performed in a network can be investigated. 	Also, certain 
neuropathogenic disorders such as Alzheimer's disease, epileptogenesis [6] and 
schizophrenia may be modelled in an in-vitro neuronal network. Also, the real-time 
computation of neurons and its influence in a network could be compared to current 
models like Hebbian and Anusymmetric Hebbian learning [7;8]. Synaptic and network 
formation during development may be studied by control of the environmental 
conditions. Also, the study of these functional networks may help determine to what 
extent the brain is "hard-wired". Current research and intuition suggests that the 
nervous system has inherently "plastic" structures in which the continuous monitoring 
of the use and disuse determines which connections will be the weakest and the 
strongest, a process loosely called synaptic "learning" [9]. 
Bio-electronic devices are routinely utilised in the study of neuroscience. There are two 
fundamental ways of investigating neuronal properties using microelectronics: (a) 
hardware implementation and software modelling of neuronal behaviour and theory (i.e. 
artificial neural networks) and (b) coupling of living neurons/tissue to electronic 
circuitry (i.e. patch-clamping and multi-electrode array (MEA) devices). To allow 
bidirectional communication between an electrical circuit and a living cell, it is necessary 
to establish a coupling of neuronal activity to an electrical signal. Hence, neuronal 
activity would produce a change to the electrical signal, and electrical voltages and 
currents would produce synaptic and action potentials. How this coupling is achieved is 
vitally important for increased signal-to-noise ratio, probability of coupling, 
minimisation of leakage current and overall response of the system. 
Studies of ionic conduction of nerve cells, particularly the pioneering work of Hodgkin, 
Huxley and Katz, have greatly advanced the understanding of the ionic nature of 
neuronal function [10-13]. Many studies of neuronal activity and network behaviour use 
conductive electrodes to detect individual electrical signals. Advances in cell culturing 
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and multi-electrode device fabrication have provided an additional pathway to the 
detailed study of living neuronal networks [14-16]. To date, many attempts to 
investigate in-vitro network activity involve multiple planar surface electrodes to link 
electrical connections to nerve cells, coupled resistively or capacitively to the neuron for 
extracellular measurements [17]. 
For example, multi-electrode-array (MEA) devices made with up to 60 channels 
(electrodes) or more offer a significant bandwidth of data extraction to distinguish 
network behaviour (e.g. circadian rhythms and differentiating firing patterns in 
dissociated cell cultures of bippocampal neurons) [18;19]. Also, long-term neurological 
studies can be conducted for periods up to months. However, using these devices, it is 
difficult to map and isolate single synaptic events to individual cells and synapses. 
Typically, only spiking events are measured. Other evidence suggests this approach has 
problems regarding cell/substrate adhesion and the proximity between the nerve cell 
and electrode [20]. Furthermore, it has been suggested that neurons do not form ion 
channels well along the contact surface, decreasing the quality of electrode recordings 
[21]. 
At the time of writing, there is new academic and commercial interest in integrating 
MEA and patch-clamp technology into a single planar-clamp device, featuring a novel 
hybrid neuro-electronic coupling [22]. Such a device would retain the advantages of 
high bandwidth extraction and precision patching measurements: including high seal 
resistance (1-10 G2), simultaneous recordings from a dense region of interest, single-
channel resolution and direct observations/ mapping of neuronal circuits. This 
configuration would allow, for example, studies of network behaviour and computation 
produced by synaptic activity or noise injection only theorized by mathematical models 
[23]. Also, this hybrid device would have the advantage of being operated by technical 
personnel other than a trained specialist in the field of patch-clamping. 
Patch-clamping presents some problems and disadvantages compared to MEA 
recordings that need to be addressed. For example, the duration of a patch-clamp 
recording is limited due to the dialysis of intracellular medium. Typically, recording 
times up to six or more hours can be expected, and perforated patch-clamping may 
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extend this time limitation only slightly. Therefore, it would not be feasible to use 
integrated patch array recordings for extended recording times currently offered by 
MEA devices. Generally, examining the neuronal activity of one, two or three patched 
neurons is not an easy task. Positioning patch pipettes is difficult because the 
positioning devices are bulky and are sensitive to vibration from the surrounding 
environment. To date, up to three neurons have been recorded simultaneously using 
conventional sharp or patch micropipette recordings to study synaptic transmission [24]. 
To fabricate planar patch-clamp microstructures in silicon-based platforms, the use of 
semiconductor processing techniques with the incorporation of MEMS technology 
(Micro-Electro-Mechanical-Systems) is a logical choice. These technologies are capable 
of fabricating a multitude of geometric configurations in the bulk substrate, including: 
aperture openings, membranes and micro-channels. The mass production of patch 
electrodes embedded into silicon devices has advantages over traditional glass pipette 
blowing and making. For example, high-throughput useable devices would allow patch-
clamping of many cells in a short period of time. 
Today, single patch-clamp microstructures are being produced in industry primarily for 
pharmacological studies. The high throughput is extremely desirable in drug screening 
and pharmacology, because many cells with specific receptor expression need to be 
pooled. Also, a qualified and trained scientist is not needed with these devices, where a 
technician can easily run a robotic machine that performs patch-clamping of cells 
automatically. The major companies specialising in patch clamping technology at the 
time of print include: Cytocentrics (http://www.cytocentrics.com ); Axon Instruments0 
(now a subsidiary of Molecular Devices Corp.); Aviva Biosciences © 
(http://www.avivabio.com ); MultiChannelSystems © (http://www.multichannelsystems); 
Sophion Biosciences© (http://www.sophion.dk) and Nanion Technologies0 
(http://www.nanion.de). Today, commercial machines include the: PatchExpressTM, Q-
PatchTM [25] and RoboocyteTM [26]. These platforms are offered from: Axon 
Instruments0, Sophion© and Multi-Channel-Systems 0 respectively. Currently, Nanion 
Technologies0 is using glass substrates as opposed to silicon, in the hope that improved 
electrode performance can be achieved. 
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This study investigates the hypothesis that the important aspects of the patch-clamp 
technique can be miniaturised and scaled down to micron-size silicon-based 
microstructures. The work will strive to emulate the important characteristics that this 
electrophysiological method offers to extend the study of network behaviour of in-vitro 
cell cultures. The study focuses on the investigation and experimentation of a single 
integrated patch-clamp electrode to simplify the testing and modifications of the design 
prototype. The answer to this hypothesis may depend upon the type of cell used and 
the physical characteristics (aperture diameter) of the microstructure. This study 
concentrates on the use of snail neurons from Lymnaea stagnalis for patch-clamping and 
rat cortical neurons for cell culturing. Whole-cell patch-clamp recordings of these 
neurons have been achieved and published [24;27-30}. The silicon microstructure 
characteristics sought were based upon those of standard borosilicate patch pipettes for 
use in patch-clamp recordings. 
The outline for this thesis is highlighted by chapter in the points below: 
• Chapter 1 - This chapter discusses the background and motivation to the study 
of neuronal function. It introduces the types of study currently undertaken, 
advantages and limitations thereof, including the use of in-vitro neuronal cultures 
and MEA devices. The possibility of fabricating an array of patch-clamp 
microstructures is introduced. 
• Chapter 2 - This chapter discusses the background and theory of patch-
clamping. The relevant electrical diagrams are given, including a critical 
assessment and literature search of patch-formation theory. The critical factors 
of patch-formation are identified. 
• Chapter 3 - This chapter outlines the essential techniques for cell culturing and 
snail preparations. The techniques include: immunohistology, dissociated 
culture preparation and assessment techniques for culture health and vitality. 
The patch-clamp recordings were taken by Dr. John Curtis as part of the team 
project. 
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• Chapter 4 - This chapter focuses on surface analysis measurements, including 
surface energy by wettability experimentation, surface roughness by atomic force 
microscopy, and tests on cell adhesion in culture. The concept of wettability is 
introduced, and theories are explained to correlate preferential cell growth to 
various surface types. The cell culture preparation and analysis was performed 
by Dr. John Curtis as part of the team project. 
• Chapter 5 - This chapter introduces the development of a new algorithm to 
quantify the circularity of an object. The chapter includes results on the 
algorithm tested on fabricated apertures in Chapter 7. Two types of circularity 
are assessed. 
• Chapter 6 - This chapter focuses on the curvature profiling of the aperture. It 
includes the developed algorithm to find the locate and quantify of curvature 
from an AFM dataset. It explains how de-focused lithographic exposure and 
process parameters alter the curvature characteristic of the microstructure. 
Chapter 7 - This chapter discusses the micro fabrication and assessment of two 
versions of the patch-clamp microstructure. The fabrication steps and platform 
developments and given. The electrical characteristics are given for both devices 
and compared to standard borosilicate glass pipettes. 
• Chapter 8 - This chapter highlights the overall conclusions formed from this 
work. 
• Appendix - The scripts used in Chapter 6 are given in A.1, along with the SEM 
images of the apertures in A.2. The process parameters are located in Appendix 
A.3. 
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2 	Theory and Background of Patch Clamping and Seal 
Formation 
2.1 	Introduction to Patch Clamping 
2.1.1 	History and Background 
To undertake a design of a microstructure to facilitate "gigaseal" formation successfully 
at the neuron-silicon junction, the most logical approach is to investigate how these 
seals are formed with glass microelectrodes using the patch clamp method introduced 
by Sackmann and Neher in 1976 [31]. Once a theoretical understanding is established, 
an attempt can be made to create microstructures with properties supporting theoretical 
claims in forming seals to obtain highly resistive (l G) electophysiological  
recordings from neurons using silicon devices. If such devices are realisable, it is 
conceivable that many recording sites could be integrated on a single planar-patch chip 
for multi-channel recording. 
The patch clamp method using glass microelectrodes has been practiced extensively 
since its invention. The technique is straightforward and very well documented [32-34]. 
As originally developed in 1976, the patch clamp method enabled the first recordings to 
be made of pico-amp resolution of ion conduction of individual ion channels [31]. 
Patch electrodes have tip diameters small enough (typically I -5tm) to measure ion 
conduction of single cells. An electrode is positioned appropriately by pressing the 
pipette tip against a cell, typically called "on-cell", or "loose-cell" patching. Henceforth, 
this configuration will be referred to "loose-cell" in this work (see Figure 2.1.1a). This 
process introduces a resistive seal of approximately 50 MQ between electrode and the 
cell bath. Current traces feature deflections of 5-10 pA over periods of approximately 
10-50 ms. The deflections were interpreted as single-channel events opening and 
closing. The difficulty in interpreting data in this patch configuration was limited by the 
background noise level of the measured ion conduction. Furthermore, the quality of 
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these recordings is dependent on many factors throughout the patch clamp electrical 
circuit (including the headstage circuitry, amplifier equipment, and quality of the 
electrode). Assuming all component circuitry to be of sufficient quality, the leakage 
current between cell and electrode is a primary source of low signal input (this applies to 
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Figure 2.1.1: Patch-clamp configurations and corresponding electrical circuit 
diagrams. Three configurations of the patch-clamp method-loose-cell, on-cell and whole-
cell-are depicted in figures (a), (b) and (c) respectively. Electrical circuit diagrams for 1) 
loose-cell or on-cell and 2) whole-cell configurations are given in figures (d) and (e) 
respectively. Electrical components included in the circuits are: membrane resistance (RM), 
resting potential (ER), membrane capacitance (CM), seal resistance (RSEAL) and pipette 
access resistance (RACCESS). The membrane is modelled as an AC parallel circuit. 
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In 1980, the patch clamp method was improved by establishing a closer and more stable 
contact between pipette and cell by applying slight negative pressure (0.02-0.03 arm) 
inside the pipette [351. The pressure gradient is able to suck a portion of the cell, or 
"bleb", into the pipette tip [36]. (This configuration is called "on-cell," see Figure 
2.1.1b). The tighter contact reduces the leakage current between the electrode and cell-
bath, thereby decreasing the background noise significantly. The seal resistance can be 
any value up to 100 GQ, and thus termed a "gigaseal." This discovery has led to higher 
resolution recordings of ionic current (especially useful in single-channel recording), and 
the ability to measure the total ionic conduction by controlling the intracellular voltage 
potential by means of voltage clamping in the whole-cell configuration [ 351 (see Figure 
2.1.lc). 
2.1.2 	Electrical Circuitry of Patched Cell 
A patch configuration takes the form of an RC electrical circuit. The tip of the glass 
pipette is positioned in the cell bath, normally set to ground voltage potential. A small 
capacitance C is introduced between the patch and extracellular solutions from the 
pipette wall, typically around 5-10 pF. (The thickness and properties of the glass and/or 
the application of SylgardTM will change this capacitive value. A capacitance 
compensation circuit can be utilised to reduce the circuit capacitance to a minimum 
[32].) A voltage l/'(t) mmnd is applied to inject current inside the cell (provided that a 
proper whole-cell configuration is achieved and the seal resistance R,. 1 is large). The 
acceptable cell membrane capacitance is estimated at I 1iF/cm 2 , published as 0.81 
1.iF/cm2 in [37]. 
A membrane potential is established from the ionic concentration and electrical 
gradients between the interior and exterior of the cell. The primary ions that influence 
the membrane potential at any time are K, Cl and Na. The membrane potential for 
individual ions can be quantified by the Nernst equation below [38]. 
R . T 
1 
 [ion - concentration ]exterior
Equation 2.1 .2a 	E,0 
= Z . F [ion - concentration ]jnterjor  
where R is the universal constant (8.314 Joules/(mole x K)), T is the absolute 
temperature in degrees Kelvin, Z is the charge number of the ion, and F is the Faraday 
constant (96,500 C° / mole) 
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The resting potential is typically around -60 mV, but can range from -40 to -75 mV. 
The membrane voltage potential is constantly changing owing to the opening and 
closing of selective ion channels embedded in the lipid-bilayer. These mechanisms 
account for action potentials, excitatory and inhibitory post-synaptic responses. Patch 
clamping allows the observation of these events, and also of single ion-channel events. 
The Goldman-Hodgkin-Katz equation can be used to quantify the membrane voltage of 
a neuron. The equation quantifies the membrane voltage potential by combining the 
Nerst equation from all primary ions in signal transduction, given below [38]: 
R . T 
In 
PK  [K + ]ex, + Na [Na + 'en + K [Cl Equation 2.1.2b 	V. = 	
PK[K] fl(  + PNa[Na]it  + PC, [ClJ 1 
where PK, P\-, and 12K  are permeability values for the respective ions at any given time. 
0+ 
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Figure 2.1.2: Electrical model and schematic diagram of a patched neuron 
in the whole-cell configuration with pictorial detail of each component 
location. 
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2.2 Review of Modern Patch Clamping Methods with Planar Devices 
Patch-clamping has evolved with modern advances in micro fabrication technology. For 
example, modern implementations of glass pipettes have been fabricated in MEMS 
microstructures since the year 2000. These recent advancements have been critically 
reviewed and analysed. Many discrepancies were noted, including: (a) the type of cell or 
vesicle used; (b) the value of seal resistance obtained; and (3) the type of surface used. 
To date, no patch recordings from a living neuron from microstructures have been 
achieved. 
In the year 2000, N. Fertig, J. C. Behrends et ai. published a paper detailing a 
microstructure used to stabilise a rat striatum cell for electrophysiological recording 
purposes [39]. The structure consisted of a backside silicon etched cavity and a free-
standing suspended 0.12-.im thick Si 3N4 membrane (see Fig. 7.2.2a for a pictorial 
example). No detailed recordings were given in the study, suggesting that a gigaohm 
seal is not achievable with a thin layer membrane and/or the use of rat striatum cells 
used in the experiment. We speculate that the thin silicon nitride layer does not support 
gigaseal formation from the critical analysis of patch theory in Section 2.3.3. 
The same year, a study was peformed on a similar microstructure with giant lipid 
vesicles by C. Schmidt, M. Mayer and H. Vogel [40]. Here, the surface was modified 
chemically with the addition of poly-L-lysine or 4-aminobutyldimethylmethoxysilane, 
creating an excess of positive charge on the surface. It was hypothesised that positive 
charges resulted in formation of electrostatic bonds with the net negatively charged lipid 
vesicle. Highly resistive seals up to 200 Gc2 were obtained. This was the first 
publication to report successful measurement single ion-channel recordings from 
biological tissue on a planar microfabricated device. It is particularly noted that no 
living cells or neurons were tested, only lipid vesicles. 
The electrical performance and microstructure of the planar device was improved in the 
year 2002 by N. Fertig, Ch. Meyer et al. with the use of glass material [41]. Glass 
properties, discussed in Section 2.4.1, include a smaller dielectric constant, e = 3.9, 
compared to silicon = 10. The patch aperture length was extended to approximately 
80 p.m by thinning the glass by HF etching. A single gold atom from a linear accelerator 
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was used to form a cylindrical aperture. The capacitance of the device was measured at 
- 1 pF, smaller and therefore superior to the capacitance values of the silicon 
microstructure discussed above. Stable gigaohm seals up to 100 GQ and single ion-
channel events were observed when patching with lipid vesicles. 
The first whole-cell recordings from a planar device were obtained from this glass 
microstructure discussed in the preceding paragraph by a study conducted by N. Fertig, 
R. Blick and J. Behrends [42]. CHO cells [43] were tested and seals (not gigaseals 
necessarily) were obtained (the value of the seal resistance was not given). In this 
experiment, whole-cell configuration patch recordings were achievable by positioning 
and sucking the cell into the glass aperture made by the gold ion beam. Ionic current 
was recorded from Ca  2*  -activated K '-channels. Also, it was possible to block the 
current by application of charybdotoxin to the extracellular medium. This experiment 
gives support for the ability to conduct pharmacological studies. 
From refinements of the same technique discussed above, a more detailed study was 
published detailing on-cell patch recordings with CHO cells [44]. Single-ion channel 
events were recorded from BK-type potassium channels. Seal resistances were typically 
found to be between 2-5 G, and occasionally up to 25 GQ. It is speculated that 
whole-cell recordings, as opposed to on-cell recordings, may be more difficult to 
achieve using these microstructures. 
In the year 2002, K. Kiemic and F. Sigworth were able to form gigaseals with micro 
moulded planar electrodes made from a silicone elastomer polydimethylsioxane 
(PDMS) [45]. To form the patch aperture, a conventional glass patch pipette was pulled 
using standard pulling techniques and used as a master mould. Next, PDMS was 
poured around the pipette and cured. After curing, the glass pipette was removed, and 
the PDMS mould was sliced perpendicularly at 200-ltm steps. A slice revealing the 
opening of the aperture was selected and positioned on a solid glass substrate with a 
hole punch. The hole allowed the filling of the bottom cavity with patch solution and 
forms an electrical circuit. Gigaseals ~!1 GQ were obtained in the "on-cell" 
configuration with Xenopus oocytes 0.7-1 mm in diameter. To achieve gigaseal 
formation, PDMS surfaces were subjected to an oxygen plasma for a duration up to 60 
min @ 100 watts. This treatment increased the hydrophilicity of the surface (to be 
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discussed in Chapter 3). The change in hydrophilicity was found to be only temporary. 
However, it has been reported that permanent hydrophilic PDMS surfaces can be 
obtained [461.  Seven of the 13 devices tested and subjected to oxygen plasma achieved 
gigaseals; and zero out of four devices not subjected to oxygen plasma did not achieve 
gigaseal formation. 
A review of progress in planar patching with microstructures was published in 2002 by 
F. Sigworth and K. Klemic [47]. They speculated that difficulties in patching onto cells 
with free-standing S1N 4 membranes exist because of the sharp sidewalls and insufficient 
contact area for proper seal formation. it was hypothesised that sub-gigaseal seal 
resistances is due from surface roughening after HF etching the amorphous quartz 
substrate. We speculate that roughening increases the ability for ions to "tunnel" more 
easily between the cell membrane and aperture wall (discussed in more detail in Section 
2.3.4). 
Finally, a modified version of a silicon based planar patch electrode was produced by B. 
Matthews and J. W. Judy and reported in 2003 [481. Here, the thin silicon nitride layer 
was replaced by a 30-p.m thick bulk silicon layer. This was achieved by chemical wet-
etching a V-shaped groove from the backside of the wafer and terminating the etch 
process at a precise time, thereby leaving a portion of the silicon bulk unetched at the 
topside. A 3-p.m diameter patch aperture was formed by deep silicon etching from the 
topside. The study did not report on any attempts at electrophysiological recording. 
This lengthened patch aperture resembles device version II that was fabricated in this 
project (see Section 7.3). 
2.3 	Critical Assessment of Patch Formation Theory 
2.3.1 	Theory of Seal Formation in Patching 
For engineering purposes, it is important to understand what causes a high-seal 
resistance between glass and pipette. Unfortunately at the time of writing, the exact 
nature of gigaseal formation is not entirely understood, although various theories have 
been put forward to explain it [36;49-52]. These theories do not all agree about the 
exact nature of the sealable region. Since the knowledge of the phenomenon of gigaseal 
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formation is incomplete, a critical review of the possible theories associated with it is 
necessary. 
Knowledge of the separation distance between cell membrane and glass pipette can 
contribute to a theory for gigaseal formation [53]. In 1983, Corey and Stevens 
developed a mathematical model to solve for the separation distance between cell 
membrane and glass (discussed in further detail in Section 2.3.3. This separation 
distance was calculated to be H 10 A, and approximated down to I A (atomic 
dimensions) for seal resistances ?10 GQ [49]. From this atomic scale distance, it was 
suggested that chemical bonding between the glass surface and lipid bilayer accounts for 
this close surface apposition. [49]. 
However, in 1984, Sachs performed a series of measurements on patches using 
experimental techniques for seal resistance, noise characteristics and ion conduction of 
channel events [51]. A new model was presented that accounted for these observations. 
According to this model, small ionic pathways are present between glass and the lipid 
bilayer. Sachs theorised that no chemical bond occurs between membrane and glass, 
unlike Corey and Steven's postulation [49]. However, it must be stressed that this 
theory does not rule out the possibility of chemical bonding present elsewhere in the 
sealable area. The absence of chemical bonding seems unlikely due to the high 
mechanical and electrical stability offered by the patch method. 
During 1990, Sokabe and Sachs studied the detailed structure of patches using light 
microscopy [36]. They discovered that the portion of the cell sucked into the pipette is 
not just membrane, but also contains cytoplasm, organelles and vesicles. Once a seal is 
formed, positive pressure can decrease the length of the patch significantly without the 
loss of a seal. They suggested that the high-seal resistance is distributed throughout the 
length of the patch and that the seal resistance per unit length is very high. 
In 1991, a technique to study the structure of the patch in greater detail was made 
possible by freeze fixating a patch cell inside a glass pipette and then performing a high-
voltage electron microscopy (HVEM) analysis on the specimen [52]. Despite the 
enhanced detail that HVEM offered and advances in freezing techniques, a 
measurement on the separation distance between glass and membrane was 
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unachievable. The same year, Sokabe, Sachs and Jing performed an analysis of time-
lapse photography of the patching process using light-microscopy [50]. This 
information supported a theory that, duringgigaseal formation, the lipid bilayer moves 
up the glass pipette while a separate sealable region remains stationary. It was suggested 
that membrane proteins attach to the glass, or "denature", and anchor and support the 
lipid to move up the pipette [50]. However, because highly resistive (?1 G) patch-
clamping onto phospholipids is possible, this data cannot be taken to imply that 
membrane proteins are necessary for highly resistive seal formation. It may be possible 
that chemical bonding to either membrane protein or the lipid bilayer can form and 
maintain gigaseals. Alternatively, a wholly new explanation may be required to model 
the patching process. 
2.3.2 	Application of gigaseal formation theory to microstructures 
All the theories of gigaseal formation mentioned above indicate the use of a material of 
high surface energy (such as glass, to be discussed in Chapter 4), even though the 
phenomenon is not entirely understood. However, one study in 1989 by P. Coleman 
and R. Miller indicated that hydrophobic pipette surfaces (produced by dipping in 
hexamethyldisilizane solution) were able to form gigaseals, without the use of fire-
polishing the tip [54]. Chemical bonding (including any denaturing of proteins) may 
play a significant role in seal formation. If this is true, the surface chemistry will greatly 
influence what types of interactions and forces occur. It was shown that the addition of 
a high concentration (10 mM) of Ca to the extracellular solution improves the 
probability of patch formation [55]. Therefore, high-energy surfaces may promote salt-
bridge formation between cell membrane and glass (see Section 2.4.2). Furthermore, 
high-energy surfaces, despite the formation of highly resistive seals, may contribute to 
the great mechanical and electrical stability involved in tightly patched cells. It is 
plausible that low-energy surfaces such as PDMS [56] ('r21 dynes/cm; cited in [57] 
p.2672) will decrease the probability of seal formation in the desirable >1 GQ range 
[45]. 
The following paragraphs present a critical review of a biophysical model of seal 
formation for the application of engineering patch microstructures on silicon planar 
devices. Here, it is critical to examine the physical characteristics of the patch electrode 
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in conjunction with the different biophysical models of gigaseal formation already 
outlined. For engineering applications using MEMS, it is critically important to estimate 
a sufficient tip length L to facilitate gigaseal formation. 
2.3.3 Electrochemical and Biophysical Model of Seal 
The input (access) resistance of a glass microelectrode is determined by the tip shape 
and diameter. Usual values are between 1-4 M2 [58]. In practice, however, the access 
resistance can be any value up to 10 MQ. Close proximity between the cell membrane 
and an appropriate amount of glass surface reduces the leakage ion conduction between 
the pipette patch solution and bath solution (this leakage value is also dependent on ion 
concentration gradients of bath solution and pipette). This resistive pathway can be 
modelled as a conductor inside the glass microelectrode. Generally, the resistance R of a 
fluid of conductivity o through a known area (a width U7 multiplied by a height 
1-1) and length L is given by the following equation: 
Equation 2.3.3a 	
R = p L 
A conduction 
Thus, the resistivity of the seal is proportional to the resistivity of the patch solution and 
length of the conductor (tip shape), and inversely proportional to the cross-sectional 
area of ionic flow. A typical 150 mM saline patch solution, for example potassium 
chloride (KC1) solution, has a resistivity of e = 51 Ohm• cm at room temperature [31. 
For the application of patching, a schematic diagram is given outlining the physical 
geometry of the seal, shown in Figure 2.3.2. 
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A 
Figure 2.3.2: Cross section of patched cell membrane inside pipette inner wall. The 
key is as follows: L is the length of the patched membrane, W is the circumference of the 
patched membrane, H is the separation distance between the membrane and inner wall, 
AfldCth is the area of the ionic pathway, Asea j is the area of the patched membrane, r0 
and rnom  are the radii of the membrane at the tip of the pipette and point extruded into the 
pipette. 
If the cylindrical sealed area A,kd  is uniformly distributed around the axis of the pipette, 
knowledge of the separation distance H (distance between membrane and glass) can be 
useful in approximating a sufficient patch aperture length L A5kd  is governed by the 
equality L (the length of isolated lipid-bilayer) times IV (the average circumferential 
width of the pipette tip). The width W is equal to 2 r. Thus, a useful substitution 
can be made and Equation 2.3.3a can be modified to produce Equation 2.3.3b: 
p•L 	pL 2 
Equation 2.3.3b 	 R seal 	
H Asealed H 
Previous studies have approximated the sealed area of patched cells. For example, it is 
possible to form a 2 GQ patch seal by isolating a section of spherical rat muscle cell 
[53]. It is assumed that the properties of these cells (for purposes of patching, i.e. 
membrane properties) are similar to neuronal cells. For one experiment, the patch 
length was 3.75 jim as measured from the top hemisphere of the membrane to the tip 
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opening (the actual length of membrane in contact with glass is approximately 3 rim) 
inside the pipette [53]. Equation 2.3.3b can be modified to find the separation distance 
between glass and membrane. The method described here (outlined elsewhere) is 
rewritten to introduce an engineering perspective on patching in general (glass and novel 
microstructures) [49]. Taking into account the geometry of this pipette (a general 
geometry for patch pipettes), we can model the volume of the isolated cell as a 
sectioned cone with two slices perpendicular to its axis. Using this model, the equation 
for the surface area of the lipid-bilayer in close proximity with the glass walls (A,) is: 
Equation 2.3.3c 	 = 2z ( 
r_to +rp 	houo,n 
) L 
Applying this equation to the above example, the sealed area of the bleb is calculated to 
be: 
A sealed = 2,r• 
( (1 .25jon+ 0.5/tm)) 
. (3 1wn) = 1 6.49n 2 
The seal resistance in this example was approximately 2 GQ. Therefore, the equation 
can be solved for the surface separation H for the given patch resistance. Solving for H, 
the equation becomes: 
Equation 2.3.3d 
H = 	
p - L2 	= (510x 1O 3 .pi). (3)2 
= 1.39x10 4 wn = 1.39A 
A sealed Rç1 	(16.49 1wn) . (2x10 9 Q) 
The surface-to-surface separation distance of this patched cell in a glass micropipette 
was calculated to be H = 1.39 A. This example patch measurement was part of a larger 
study. After patching a total of seven spherical rat muscle cells with identical pipettes, 
the average value of A 14 = 14 ± 5 m 2 [53]. Assuming a seal resistance of 2 G, the 
value of L is governed by the inequality in Equation 2.3.3e. 
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Equation 2.3.3e 	L >_ 
A cealed 
(2k) . (OP 
+ rbortom ) 
2 
= (14±5iin2 ) 
(2i) (0.875pn) 
i.e. 	L ~!2.55±O.91j.on 
A boundary can be set on H by inserting the calculated range of L into Equation 2.3.3d. 
Assuming the same pipette shape throughout the experiment with ç, = 0.875 and seal 
resistance of 2 GQ, the calculation is as follows: 
H 	
p•L = 	p• L 	= (510x10 3 .an)(2.55on±0.911ton) 
W •R, 1 27rra .e  •Rseal 	 (5.50wn)(2x109) 
i.e. 	H = 1. 18A ± 0.42A 
Generally, the average separation distance of two hydrophilic surfaces (e.g. lipid and 
glass) under no external forces in saline solution is measured to be between 20-50 A 
[59]. However, this separation distance is made considerably smaller in the patching 
process by applying negative pressure. Here, the bleb can be sucked into the pipette 
with the cell surface in much closer proximity to the interior walls. The separation 
distance (-1 A) is of atomic-scale, as the above model suggests. 
Thus, the dependence of newly formed electrostatic chemical bonds to form and 
maintain gigaseals, over the entire length of the patch, is supported by this small 
separation distance. To facilitate gigaseals in the range of (2-100 Ge), the sealable area 
is made considerably greater (and therefore the length L of the patched membrane 
increases along the pipette), or the average separation distance is much less than H 
calculated in the previous example; or in theory it could be a combination of both 
phenomena. Figure 2.3.3 is a graph relating the length of isolated membrane as a 
function of seal resistance, assuming that H falls within the value of 1.18 A ± 0.42 A. 
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Figure 2.3.3: Theoretical value of patched membrane length vs. seal 
resistance (under bounded separation distance M. The red and blue dotted 
lines represent upper and lower bounds (2.05 A < H < 0.51 A) of the expected 
patch length for any given seal resistance. For many gigaohm seals, the length 
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2.3.4 Atomic distance considerations for patch formation theory 
The juxtaposition of cell membrane and the interior of the glass wall dictates the 
likelihood and degree of leakage current. If leakage current is present, ions are moving 
bi-directionally inside the sealable region to some extent. Again, the separation distance 
between cell membrane and glass wall was calculated to be H = 1.18 A ± 0.42 A, on the 
scale of atomic distance. Sodium, chloride and potassium ions will not move easily 
through the sealable area unless the separation distance is greater or approximately equal 
to the covalent radius of these individual ions. The covalent radii of ions used in 
channels expressed on the cell membrane are approximately: Na = 1.54 A, K = 
2.03 A and Cl- = 0.99 A. With the presence of hydration shells (electrostatic bonding of 
water molecules), water molecules orient themselves around these ions with typical radii 
of up to approximately 2-10 A [60]. Hence, it is speculated that the separation distance 
over local atomic distances varies, assuming some non-uniformity of cell membrane 
composition and protein distribution. Thus, ions may be able to "tunnel" through the 
formation of channels within the sealable region, as evidenced from Sachs' model [51]. 
Without the tunnelling effect, it is unlikely that voltage gated responses could he 
measured from ion channels residing in the sealable region. 
This juxtaposition of membrane and wall, along with the small separation distance, also 
dictates the likelihood and types of interactions and electrostatic forces within the 
sealable region. For example, hydrogen bonds typically have bond lengths of —2.5 A. If 
hydrogen bonding is the only contributor to gigaseal formation, then a separation 
distance of —P1 A is implausible. Thus, other types of bonding must be present. It is 
speculated that the presence of dispersion forces along the glass surface is also an 
important contributor to small leakage currents. 
2.4 	Physical and Chemical Properties of Patch Materials 
As discussed above, gigaseal formation is dependent on the close proximity of two 
surfaces: glass and the exterior cell lipid-bilayer or membrane. From this perspective, 
producing gigaohm seals in planar silicon patch devices will require using materials with 
surfaces feasible for supporting and maintaining a separation distance of atomic scale. 
To facilitate the phenomenon of sealing in MEMS devices, suitable candidate materials 
21 
Chapter 2— Theoy and Background of Patch Clamping and Seal Formation 
should have some properties similar to glass to support chemical bonding. Thus, a 
reasonable first step toward material fabrication is to study the physical structure and 
composition of the glass used in manufacturing glass capillary tubes for pipette puffing 
(and any changes of structure thereafter). If the physical and chemical nature of glass is 
understood, devices can be tailored to feature similar properties of glass to form 
gigaseals similar to or better than those found in glass microelectrodes. 
2.4.1 The Composition and Structure of Glass 
Silica (silicon dioxide) is the primary substance used to make glass. The physical state of 
glass contains some properties of solids (crystals in this case) and liquids. The physical 
structure of glass is very irregular and disorganised on a large-scale distance. On a 
small-scale distance, glass forms regular and organised tetrahedral structures. Unlike the 
crystalline structure in quartz, there exists no general (long-term) ordering of atomic 
structure in glass, but chains or ordered structures exist locally. Glass consists of a 
random distribution of silica and possibly other impurities (such as boron or sodium), 
needed for specific applications. Glass is made by melting these constituents together 
and immediately supercooling the mixture to prevent the molecules forming an ordered 
lattice structure and crystallising. By supercooling the mixture, the molecules are 
randomly bonded together without any general ordering or orientation. This process of 
supercooling produces the unique properties of glass. [61] 
To make patch pipettes from glass capillaries of an appropriate tip shape and size, glass 
(in the initial form of a capillary tube) is heated beyond its melting point in the middle of 
the tube and simultaneously pulled apart with equilateral velocity. After some maximum 
velocity setting, the pulling stops momentarily as the glass is supercooled below the 
melting point. Supercooling the glass prevents the glass from forming a more ordered 
crystal lattice structure. The process is repeated until a particular shape and diameter 
hole is formed after the glass is pulled, thereby forming two identical halves. After 
pulling, a patch pipette is also a highly disorganised arrangement of Si0 2 molecules with 
no long-range lattice pattern. 
Generally, glass capillary tubes used for patching are fabricated with different 
constituents: (silicon dioxide - Si0 2, boric oxide - B2031  potassium oxide - K20, 
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aluminium oxide - A1 2031  lithium oxide - Li 20, sodium oxide - Na70, lead oxide - PbO 
and others). The first two, Si0 7 and B201 are able to form glass due to their low bond 
strength; they are called glass formers. Potassium oxide, aluminium oxide, lithium 
oxide, sodium oxide and lead oxide are glass modifiers. These impurities do not form 
glass due to their high bond strength, and therefore they weaken the structure and 
decrease the material melting point. The desired glass composition for patching will 
depend on how these impurities modify its properties, including electrical and thermal 
[62]. Electrical properties contribute to the noise and capacitance characteristics of the 
glass electrode. Thermal properties are important for the proper puffing of glass 
capillaries to form geometrically favourable patch tip openings (this geometry is studied 
at a later section). Many different types of glass are commercially available for patching, 
with varying percentages of impurity types. A common electrical performance measure 
for glass is the dielectric loss factor (LF) or loss index multiplied by the dielectric 
constant. This is often an indicator of how much capacitance and noise may be 
introduced into the circuit. Pipettes with smaller values of this measure will tend to 
exhibit lower RMS noise values at a given frequency. 
The atomic arrangement of the glass constituents is worth investigation to address the 
issue of seal formation. The chemical structure of a glass surface consists of 
approximately one oxygen atom per square nanometre, bridged or un-bridged. The 
number of un-bridged oxygen atoms not single-bonded to a Si atom is also dependent 
on the proportion of impurities of non-glass forming atoms in its composition. For 
pure crystal, this number is theoretically zero. For glass with impurities (glass 
modifiers), this number increases proportionally to the quantity of additional oxygen 
atoms introduced from the impurities not needed to form the tetrahedral structure of 
Si02. For example, surface charge density (not total surface energy) increases from 
0.0/nm2 for pure crystal to 0.2/nm 2 with the addition of 20% PbO. Specifically, these 
oxygen atoms will have a negative charge from a free electron, or otherwise will be 
single-bonded to a hydrogen atom to form an 0H hydroxyl group. Negatively charged 
oxygen atoms establish an overall net negative surface charge on glass. Both 
configurations of un-bridged oxygen atoms have the ability to attract other charged or 
polarised molecules, such as H 20 or positively charged alcohol head groups of 
phospholipids on the surface or membrane proteins of cell membranes (to be addressed 
in the next section). 
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2.4.2 Electrostatic bond considerations in patch formation 
If chemical bonding between glass and lipid can facilitate gigaseal formation, then at 
least four different types of electrostatic forces between the surface of glass and the cell 
membrane may contribute to the highly resistive seal formed in patching. If the average 
distance between glass and membrane is around the value of I A, then the possible 
electrostatic forces are: (1) electrovalent bonding between negatively charged 0 atoms 
present on the surface and positive charges (NH 3 and N(CH 3) 3) on the alcohol head 
group of phospholipids; (2) hydrogen bonding due to attraction of hydrogen atoms to 
highly electronegative oxygen atoms on the surface and the hydrogen from the hydroxyl 
groups on glass and the nitrogen or hydrogen atoms in the phospholipids; (3) other 
electrostatic forces involving ionic atoms in saline solution, such as Na and Ca 21  
forming salt bridges between charged molecules between surface and membrane; and 
(4) dispersion forces and dipole-dipole interactions if the distance between atoms is 
sufficiently small. Electrostatic forces, although crucial for molecular configurations 
and processes, are relatively weak compared to covalent bonding. In theory, a multitude 
of these weak forces would be required for gigaohm formation, regardless of whether 
membrane proteins "denature" from molecular re-arrangement or direct bonding to 
lipid exists. If the density of un-bridged oxygen atoms can be controlled in a fabrication 
process, an experiment could be performed to test the hypothesis that a minimum 
surface energy is required for gigaseal formation. 
2.4.3 Surface chemistry of cell membranes 
The surface chemistry of cell membranes is highly complex, including the addition of 
many ECM proteins irregularly positioned on the membrane. The phospholipid bilayer 
is composed mainly of three types of phospholipids: phosphatidylethanolamine, 
phosphatidylcholine and phosphatidylserine. The phosphate group of all these 
molecules is negatively charged. The ethanolamine and choline groups are positively 
charged, thereby forming net neutrally charged molecules. However, serine groups have 
a negative and positive charge, therefore the net charge for this molecule is negative. 
Therefore, the net charge on most cell membranes is negative mainly because 
phosphatidylserine is negatively charged. Moreover, on the atomic scale of a distance of 
5-10 A, negative and positive charges exist regularly on the cell surface. 
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2.5 	Conclusion 
From the current literature, there are strong indications of the ability to make 
electrophysiological recordings with microstructures using the patch-clamp technique. 
However, at the time of writing, no patch recordings from living neurons with planar 
microstructures have been published. This may, in part, be due to the overwhelming 
interest in high throughput patching of non-neuronal cells for ion-channel screening in 
the pharmaceutical industry. 
Large electrostatic forces in the sealable area require high-energy surfaces for molecular 
bonding, decomposition or reconfiguration. If high-energy surfaces are required to 
facilitate high total bonding energy from many small electrostatic forces between 
molecules, then a method to measure the quantity of surface energy of different 
materials is desirable. Moreover, current studies of patch-clamping with microstructures 
suggest that high-energy surfaces increase the overall probability of patch formation, 
and perhaps necessary for any sealing to occur 
Therefore, it was decided to study surface energy of patch materials in greater detail in 
Chapter 3. This shift in focus led to the study of surface energy of various materials. It 
was therefore hoped that a theoretical model could be formed that gives support for the 
requirement of the use of high-energy surfaces in patch-clamping. This could be 
achieved by future experimentation with microstructures with variable surface energies. 
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3 	Neuron Preparation, Patch-Clamping and Immunohistology 
of Cell Culture 
3.1 	Introduction 
The recording of network activity is not achievable unless in-vitro neuronal cultures can 
be maintained. Specifically, the culture must be capable of performing synaptic 
transmission and spiking events between cells. Hence, protocols were established to 
grow healthy cultures of cortical neurons from post-natal rats. Also, the quality of the 
patch-clamp microstructures can be reliably assessed only after successfully 
demonstrating that patch-clamping on neurons with a glass pipette can be achieved. 
Thus, neurons from the pond snail Ljimnaea stagna/is were prepared for 
electrophysiological study and then used for whole-cell patch-clamp recordings. 
3.2 	Primary neuronal cultures 
3.2.1 	Background on glial problems in culture 
It is widely understood that glial cells in culture provide neurons with support 
mechanisms and growth factors and to sustain their health and vitality. Planar in-vitro 
cortical cultures develop a carpet of proliferated glial cells primarily underneath the 
neurons within 48 hours after plating. In order for recordings to be possible with the 
planar patch-clamp technique the neuron must be in direct contact with the aperture 
opining. However, most glial cells would be resting on a hole and render the device 
incapable of patching on individual neurons grown ad libitum. 
In an attempt to decrease the likelihood of a glial cell covering an aperture, an enriched 
neuronal fraction of cell suspension was obtained in a gradient isolation process. To 
prevent glial proliferation and sustain a high neuron/glial ratio, the drug Ara-C was 
added into culture 24 hours after initial plating to prevent mitosis. 
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3.2.2 Materials and Methods 
Glass coverslips (purchased from R.A.Lamb Ltd.) were cleaned in ethanol for 48 hours, 
rinsed in distilled water, and autoclaved. Next, the covers]ips were soaked in poly-D-
lysine solution (50 ig/mL conc.) at 37°C for at least 2 hours, rinsed with distilled water, 
and allowed to dry for 30 mm. Also, five Pasteur pipettes to be used in the trituration 
were autoclaved. All culture preparation was performed under a sterile fume hood. All 
solutions were sterilised before use. The protocol below is a modification of the 
gradient cell isolation and washing protocols outlined in previous literature [63;64]: 
1. Between 3-10 post-natal Sprague-Dawley rats aged 3-7 days were anaesthetised 
with halothane and decapitated; 
2. The scalp was cut with micro-scissors and removed to expose the cortex; 
3. The tissue was quickly removed by one of the following methods: 
a. hippocampus 
the cortex gently split down the middle with forceps to loosen 
left and right hemisphere; 
one side of the cortex was pulled away to expose the 
hippocampus; 
using tweezers, the hippocampus was obtained and immediately 
placed in EBSS (Earle's Balanced Salt Solution) solution at 4°C; 
the hippocampus was obtained from the opposite hemisphere; 
b. cortex 
using tweezers, both cortical hemispheres were gently removed; 
4. The carcass was discarded; 
5. Once all cortices were collected, the hippocampi or cortices were placed in line 
(perpendicular to its major axis) on the McIIwainTM  tissue chopper and sliced in 
500-sm steps at a speed of approximately two slices per second.' 
6. The tissue chopping board was rotated 90° and chopping was repeated to slice 
tissue in both orthogonal directions; 
7. For enzymatic treatment, the tissue was transferred to a 15-ml, rube containing 
a 6.25-mL solution of: 100 units of papain; 500 units of D-Nase I; and 0.5 mM 
EDTA, purchased from Sigrna©.  The solution was pre-heated to 37°C in an 
incubator with a loose lid for CO 2 gas to diffuse into the solution from the 
ambient 5% CO 2 gas mixture. 
This rate was adjusted from (1.5-2.5 Hz) depending on the mass of tissue dissected from the litter. 
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The tube was shaken by hand to loosen large unchopped sections of tissue, then 
immediately placed in an incubator at 37°C for 30-45 minutes depending on the 
amount of tissue present. Tissue was re-shaken approximately once every 15 
minutes and placed back into the incubator. 
Four Pasteur pipettes were fire polished to obtain a wide-bore (-1.5 mm), 
medium-bore, small-bore and very-small bore pipette (0.7 to 0.9 mm). 
The solution was triturated with the wide-bore pipette 10 times, allowed to 
settle, and then the top 2 mL of supernatant containing mostly single cells was 
transferred to a new tube. This process was repeated two more times using a 
subsequent small pipette opening for a total of 6 mL of triturated solution; 
The cell suspension was centrifuged at 300 g  for 5 minutes; 
The supernatant was aspirated and re-suspended in a 3.15 mL solution of: 3 mg 
bovine serum albumin (BSA; 3 mg ovomucoid; and 300 units of D-Nase 1); 
A cell fractionation gradient was prepared by the following method: 
a. In a 15-mL centrifuge tube, four gradient layers were created by gently 
placing I mL of gradient solution in the order of decreasing density: 
35%, 25%, 20%, and 15% (v/v) NycoprepTM 1.077A diluted in a 
solution of 10 mg/ml BSA and 10 mg/ml ovomucoid. 2 
The suspension was gently placed on the top of gradient step and centrifuged at 
800 g for 15 minutes (no brake was applied). 
Fractions Fl, F2, F3, and F4 were collected from the fractionation layers with a 
5-mL plastic pipette and diluted into individual I 5-mL tubes containing 5 mL of 
Neurobasal-A/B-27 growth medium at 37°C (see Table 3.2.2). 
The fractions were centrifuged for 2 minutes at 300 g  and the supernatant was 
removed. 
The fractions were re-suspended in 1-3 mL of Neurobasal-A. 
Fraction F3 was re-triturated five times with the very-small bore pipette to 
further break down any remaining visible chunks of tissue. 
Three to four dry coverslips were placed in each culture well, ensuring 
separation from themselves and the well walls. 
The fraction was agitated with a 100-p.L Gilson pipette to create an evenly 
distributed cell suspension. 
2 Periodically, 1-10 p.L of NaHCO3 was added to each gradient to adjust the alkaline solution to the 
correct pH level. 
Fraction Fl is abundant in oligodendrocytes, F2 is the densest band of fragments and cells, F3 is 
enriched with neurons, and F4 is enriched with microglia [64]. 
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21. Immediately after, a cell suspension density and viability assessment was 
performed by the following method: 
15 iL of suspension was placed in an empty Eppendorf; 
The suspension was diluted with 15 iL Trypan blue solution; 
The suspension was placed in a haemocytometer and placed under a 
transmission light microscope. 
Viable cells remained unstained and looked transparent, and nonviable 
cells with defects were stained black. 
A cell count per mm 2 was obtained of viable and non-viable cells. 
22. The suspension was diluted (or re-centrifuged at 300 g and re-diluted) to the 
desired plating density of 100-500 cells/mm 2 . 
23. The cell suspension was plated at 50 .tm per glass/silicon coverslip covering 
approximately a 5 to 10-mm diameter area. 
24. Cultures were placed in an incubator for 1 hour, allowing the cells to settle and 
adhere to the surface. 
25. Cells were washed in EBSS at 37°C to remove any non-stuck cells, debris and 
chunks. 
26. Finally, 2 mL of Neurbasal-A solution (supplemented with a ç3-FGF growth 
factor at 5 ng/mL concentration, see Table 3.2.2) was added to each well.' 
27. After 3 days of growth, I mL of solution was aspirated from each culture well 
and replace with growth medium supplemented with f3-FGF at 10 ng/mL 
concentration. 
28. After every 3-5 days in culture, 1 -mL of the glial conditioned medium was 
replaced with fresh medium. 5 
The growth medium was optionally supplemented with the and-mitotic drug Ara-C, as an experimental 
condition. 
The glial conditioned medium from a past experiment can be used as the initial growth medium after 
plating on consecutive experiments. It is speculated that the use of glial conditioned medium improves 
the health and viability of the fresh dissociated neurons (see Section 3.6). 
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Final Concentration 
NeurobasalTMA (Gibco) (solvent) 
L-glutamine (lOOx) 0.5 mM 
B-27 supplement (50x) 1 mLJ50 mL 
Penicillin-streptomycin 125 units pen/mL 
Ara-C (optional) 10 PM 
3-FGF (low conc.) 5 ng/mL 
p-FGF (high conc.) 10 ng/mL 
Table 3.2.2: Neurobasal-A Growth Medium. 
3.3 	Immunofluorescence Staining and Confocal Microscopy 
3.3.1 	Introduction 
Growing healthy neurons requires a reliable method to assess the health conditions of 
each cell and culture as a whole. Good health conditions of neurons include the 
following: 
• expected cell morphology (including a tapered axon and no fasciculation of 
dendrites); 
no disintegration of cell body and processes; 
• no vacuolisation of soma; 
• relative brightness of staining; 
• no neural clumping. 
Each neuron culture was assessed using immunofluorescence in combination with 
confocal microscopy. Immunofluorescence is a histological method where anti-bodies 
conjugated with fluorescent markers attach to specific proteins expressed on certain 
types/areas of cells. Detailed discussions to the principles of the technique are found in 
the current literature [65]. Confocal microscopy has advantages over standard optical 
microscopy in that the depth of field can be precisely controlled. 
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3.3.2 Materials and Methods 
The antibodies used in these experiments included: (1) Mouse anti--tubulin at 1:100 
dilution for neuron expression; (2) Goat anti-GFAP at 1:50 dilution used for astrocyte 
(glial) expression; (3) Donkey anti-Mouse 594 Alexa FluorTM  at 1:100 dilution (red 
marker); (4) and Donkey anti-Goat 488 Alexa FluorTM  at 1:50 dilution (green marker), 
purchased from Molecular Probes.©  The following protocol was used: 
Cultures were placed in new culture wells and washed in PBS three times for 
5 minutes each; (All washing steps were performed with the aide of a table 
shaker.) 
Fixation was performed for 30 minutes in 4% formaldehyde solution [66]; 
A fresh phosphate buffered saline (PBS) solution was prepared [66]; 
Coverslips were washed in PBS for 5 minutes each; 
The cell membranes were permeated by washing for 15 minutes with a 0.2% 
(v/v) Triton-X1 00/PBS solution; 
A 5% (v/v) donkey serum/(0.2%Tx/PBS solution) was prepared; 
Cultures were blocked against non-specific binding for 1 hr. 
Petri-dishes were filled with Whatman filter paper and soaked with PBS. 
Two strips of paraffin were placed in each Petri dish on top of the filter 
paper. 6 
The primary antibodies were applied (diluted to 1:25 together in blocking 
solution from step 6) to the cultures for at least 1 hr (2hr at room 
temperature is preferred or overnight at 4°C). 7 Typically, 50 pd of solution 
was applied per 10-mm coverslip; 
Cultures were washed twice in 0.2% Triton-X100/PBS for 5-15 minutes 
each; 
The secondary antibodies were applied (diluted to 1:50 together in blocking 
solution) for 1 hr. Coverslips were kept in darkness to avoid any bleaching 
from the ambient light; 
Coverslips were washed three times in regular PBS for 5-15 minutes each; 
Coverslips were mounted upside-down on standard glass slides using a 
polyvinyl alcohol (aqueous base) mounting agent [66]. While mounting, a 
slight force was applied to centre of the coverslip to keep the coverslip level 
with the glass. 
Preparations were stored at 4°C and wrapped in aluminium foil. 
Several important advantages are gained using this technique. 	With reflection 
microscopy, cultures could be measured growing on transparent glass or opaque silicon 
substrates. This allowed easy monitoring of two cultures under each experimental 
6 With the lid on, these dishes create a humid atmosphere so the primary antibody solutions do not 
evaporate and the dilution ratio stays constant. 
As a control, only blocking solution was applied to some coverslips to check for non-specific binding of 
the secondary antibody. 
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condition (placed in the same culture well), one growing on a glass substrate (easily 
viewable under a light microscope) and the other a silicon substrate. 
3.3.3 	Accessing neuronal health and viability 
An optimal viewing area of 250 pm 2 was adapted for cell counting and assessing neuron 
health. Since cultures showed significant variance of neuronal density per field of 
observation, six consecutive random fields were captured as a TIFF file and later 
measured. Neuron health was measured on an ordered nominal scale from 0-4, 
4Excellent health, 3=Good, 2=Fair, lPoor, 0=Very Poor. Each field measurement 
was calculated by observation under each of the five health conditions which were 
subsequently pooled together. 
3.3.4 	Effects of using Ara-C on culture to reduce glial count 
As mentioned earlier in this paper, growth of primary bippocampal cultures with 
standard growth medium form a bottom bed, or carpet of glial cells within a period of 
48 hours. As a way to circumvent glial proliferation, a 10-PM concentration of Ara-C 
was added as an experimental condition to study its effects on the culture. The 
hypothesis is that an anti-mitotic drug would stop glial from proliferating and forming a 
carpet, thus keeping the original neuron/glia ratio obtained in the enriched neuron 
fraction. The effect of the usage of an anti-mitotic drug on neuronal health and density 
was investigated. 
3.4 	Snail Neuron Preparation and Viability 
3.4.1 	Introduction 
3.4.2 Materials and Methods 
Pond snails (Ljimnaea stagnalis) were purchased from Blades Biological [Kent].©  Snails 
were maintained and bred in an aquarium with a solution ecologically tested to sustain 
life [67J. Snails were fed ad libiturn with lettuce. The following protocol was used to 
extract single dissociated viable neurons: 
The snail was removed from the shell; 
The body was pinned down dorsal side up in a Agar Petri dish and opened with 
standard dissecting instruments (including Vanner micro-scissors); 
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Snail extracellular solution at 4°C (see Table 3.4.3a) was poured into the dish'; 
The central ring of ganglia was exposed and the connecting axons were cut; 
The ganglia were removed and carefully pinned to the bottom of another Agar 
Petri dish with the same extracellular solution; 
Using micro-dissection instruments, the outer sheath was removed from the 
ganglia; 
Various ganglia were incubated for 15-30 min in a 1% (w/w) 
trypsin/extracellular solution; 
The trypsin solution is washed out with 10 exchanges of medium; 
The preparation was incubated in a l%  ovomucoid/extracellular solution for 10 
rmn to stop the enzymatic process; 
The ovomucoid solution was rinsed out with five exchanges of medium; 
The inner membrane was carefully removed from each ganglion, revealing clean 
neuronal cell membranes; 
Each individual ganglion was removed from the ring structure; 
Larger ganglia were quartered with micro-scissors; 
All the ganglia were collected in a 100-p.L Gilson pipette and added to an 
Eppendorf with 200 mL of fresh extracellular solution; 
The tissue was triturated using 50-p.L Gilson pipette (the cycle was repeated 20-
40 times). 
To check for neuron viability, 20 mL of a 10-mM stock solution of Cell 
TrackerTM from Molecular Probes©  was added to 300 rnL of dissociated 
neurons. The solution was left for 1 hr for the tracker to take affect; 
The suspension was centrifuged at 10,000 rcf for 1 sec (ramping speed was 12 
sec and total spin time was 25 sec); 
For purposes of recording, approximately 25 mL of cell suspension was added 
to either a 35-mm Petri dish or the device. 
The neurons were allowed to settle for 5-10 mm. 
After settling, 100 1iL of additional extracellular solution was added to the cell-
bath of the device platform. 
3.5 	Results 
3.5.1 	Cell Culturing 
Qualitatively, neurons could be differentiated from non-neuronal (glial) cells. 
Preliminary tests confirmed that a dissociated neuron culture will form a layer of glial 
cells mostly underneath the living neurons, highly decreasing the probability of getting a 
neuron positioned over a hole. Statistics on cultures were obtained by capturing each 
field by confocal microscopy and performing a post-analysis using cell counting 
methods and health measurements defined on a nominal ordered scale. 
8 The snails were thought to be partially anesthetised by this process. 
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Figure 3.5.1a is an example field showing a culture of healthy hippocampal neurons 
(stained red) growing on a glial feeder layer (stained green). These cells exhibit good cell 
morphology, they show no signs of disintegration and stained very brightly (indicating 
the protein neuronal marker is expressed abundantly. Figure 3.5.1b is an example of an 
unhealthy neuronal culture. Here, the neurons exhibit abnormal morphology and show 
signs of disintegration, especially near the right side of the image where the dendrites are 
broken lines. 
After 5-7 days of culturing, the number of neurons varies for each field/ observation 
(see Figure 3.5.1c). The two experimental conditions tested were: (1) the effect of 
adding 10-m Am-C to cultures with glial conditioned medium, and (2) the effect of 
removing non-conditioned medium to cultures with 10-pm Ara-C These conditions 
were assessed by the health and neuronlglial ratio per observation. Five observations 
were made for each culture condition. The statistical analysis and discussion can be 
found in Section 3.6. 
Figure 3.5.1 a: Healthy neuronal culture (red) with glial (green) feeder layer 
(250-pm square). The culture condition was ranked as 4 stars. 
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Figure 3.5.1b: Unhealthy neuronal culture (red) showing disintegration 
and abnormal morphology around a glial cell (green). This culture condition 
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Figure 3.5.1c: Histogram of Neurons per Observation. 
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35.2 Patch-clamping snail neurons 
Whole-cell recordings in bridge mode were performed using an AxoClamp-2B amplifier 
operating in bridge mode with an appropriate headstage (H0.1), used in conjunction 
with a Digidata 1320A ADC/DAC converter running at a sampling rate at 100 
kHz/channel. The equipment was controlled by a computer running the software 
package p-Clamp ver. 9.0. Software and instrumentation were purchased from Axon 
Instruments © .  Conventional glass pipettes were pulled from Clark GC-150 glass 
capillaries using a SutterP87TM  puller. Pipette access resistances were typically around 
4.5 MQ after filling with intracellular medium (see Table 3.5.2b). The maximum seal 
resistance (explained in Chapter 2) of the recordings was approximately 1.5 GK. Also, 
to test the feasibility of patching with a microstructure and a pipette concurrently, dual 
patch-clamping was performed on the same neuron with two pipettes (see Figures 
3.5.2d and 3.5.2e). 9 
Figure 3.5.2a: Neurons from a snail ganglion fluorescing with Cell Tracker 
Green TM.  The bright glow indicates that the cells are alive. The staining 
method does not hinder patch-clamping on these neurons. 
This was performed to check whether the quality of the microstructure could be assessed using this 
method. 
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Table 3.5.2a: The extracellular medium used for snail patching (Soest and 
kits [68]). 








Table 3.5.2b: Intracellular solution for snail patching (Soest and kits [68]). 
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Figure 3.5.2c: Intracellular voltage spike train from the snail neuron from 
Figure 3.4.3b following a depolarising (inward) current step. 
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Figures 3.5.2d and 3.5.2e: A dual patch-clamp recording of a snail neuron 
using two simultaneous patched electrodes. The top voltage traces show a 
train of spiking events from the depolarisation of the neuron following the 
current injection of the other electrode. 
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3.6 	Discussion 
3.6.1 	Cell Culturing 
There is a statistical difference on the health of the neurons when non-conditioned 
medium was used with cultures with Ara-C (t-test; p=0.004;  mean with conditioned 
medium = 3.2; s.d. = 0.837; mean without conditioned medium = 1.4; s.d. = 0.548). 
There is no statistical significance on health when adding Ara-C to cultures with glial-
conditioned medium (t-test; p0.740 ; mean without Ara-C = 3.00; s.d. = 1.00; mean 
with Ara-C = 3.2; s.d. = 0.837). As expected, there is a statistical significance for the 
neuron/glia ratio for cultures with and without Ara-C (Mann-Whitney Rank Sum Test; 
p=0.008; mean with Ara-C = 2.56; mean without Ara-C = 0.30). This was also 
expected because neuron survivability is dependent on glial-derived growth factors. 
Thus, if Ara-C is used to increase the neuron/glia ratio, then the neurons need to be 
cultured in glial-conditioned medium to maintain their health. 
3.6.2 Patch-clamping snail neurons 
The whole-cell recordings obtained were compared to these results taken from previous 
studies by Soest and Kits [68]. The resultant action potential waveforms were 
comparable. Thus, the results gave an expected performance using conventional glass 
pipettes. The waveforms should be identical to any recordings taken using a silicon-
based microstructure. 
3.7 	Conclusion 
It remains the task to patch-clamp and record electrical activity reliably on dissociated 
snail neurons, as opposed to neurons still attached to the ganglion. Cell cultures can be 
grown healthy on various insulating materials. At the time of writing, the synaptic 
activity of these cultures needs to be verified and established. To properly position the 
neuron over the electrode, other means to control the location of the neurons in culture 
should be explored, such as patterning techniques by protein stamping. 
Immunohistology is a useful tool for post-analysis of the cultures, especially on opaque 
substrates where light-microscopy cannot be used. Finally, the use of glial-conditioned 
medium is essential to maintain healthy cultures of neurons when an anti-mitotic drug is 
used to stop proliferation of glial cells. 
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4 	Surface Energy, Roughness and In-Vitro Cell Culture 
Analysis 
4.1 	Introduction 
A logical approach to form high-seal resistances in planar patch devices is to fabricate a 
smooth patch aperture with high surface energy. From the established engineering 
perspective, the material surface chemistry should resemble glass (in particular, 
borosilicate glass), a known material that is capable of forming gigaseals. Theoretically, 
the surface energy of the patch aperture may alter the resistive properties of a patched 
seal. 
Patching with materials of varying surface energy may provide an indication of the 
dependency of high surface energy on seal formation. In this chapter, it is shown that 
suitable materials used in the microfabrication of planar devices can be made to exhibit 
considerable differences in surface energy. Although the absolute surface energy of 
solid surfaces cannot be directly measured by observation, the interactive molecular 
(IM) surface energy can be measured by wettability (see subsection 4.2.1). The IM 
surface energy is a strong indicator of the absolute surface energy of a material. 
An attempt to replicate the hydrophilic nature of borosilicate glass has been investigated 
on various planar patch devices. To begin the process of finding a suitable material to 
fabricate the aperture, some candidates, generally used in semiconductor fabrication, are 
Si3N4 and Si02 These surfaces, including thermally oxidised silicon nitride materials, 
were among those selected for study. Furthermore, as an attempt to create a 
borosilicate surface, these materials were subjected to boron deposition from a solid 
source at annealing temperature of 1000°C. In this process, boron oxide molecules 
modify and interact with the surface composition [69]. 
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Silicon dioxide can be particularly useful in this application. Again, it is the main 
constituent in glass and has excellent dielectric properties for insulation. A Si0 2 thin-
film layer can typically be thermally grown or deposited on silicon (as in a PECVD or 
LPCVD process). When thermally grown, silicon dioxide, is associated with a low 
dielectric constant of 3.9 relative to silicon [70]. 
The surface roughness and cell culture growth was tested on various material types. 
From Chapter 2, the surface roughness will directly impact seal formation during patch-
clamping. Thus, atomic force microscopy was used to investigate the roughness on 
different material surfaces. Also, neurons must be capable of adhering to a 
semiconductor substrate if cells are to be cultured and recorded from the device. Thus, 
cell cultures were analysed on many materials for test for proper growth and adhesion. 
4.2 	Surface characterisation by wettability measurement 
4.2.1 	Introduction 
An indirect and theoretical method of approximating surface energy on biomaterial 
surfaces is to measure the interplay of water molecules at the solid/liquid interface [71]. 
By calculating the wettability of a known fluid (free from impurity) on a surface, for 
example, by contact angle measurement, the surface tension of these materials 
attributable to molecular interactions can be measured. The wettability of a surface is 
typically defined as the contact angle of a sessile drop of liquid resting on a solid surface 
[72]. Water, for example, is an especially useful liquid because the cohesive tension is 
well established, y = 72.8 dynes/cm [71]. To investigate material surface energies 
greater than the cohesive tension of water, other liquids can be used. These liquids will 
exhibit cohesive tensions greater than water, such as highly concentrated salt solutions 
used in this study. 
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Figure 4.2.1: Cross section diagram of a typical liquid droplet on a solid 
surface material. The angles of interest, 0L  and 0R  vary as a function of time 
and are not necessarily equal. The FTA software incorporates a spherical 
fitting procedure to calculate a single contact angle for the drop. 
4.2.2 Theory of Wettability 
The interplay of liquid molecules by the application of various adhesive forces 7t and 
cohesive forces are attributable to a specific wetting angle for a given liquid type 
[72). The definitions of boundary terminology are as follows: s = solid, / = liquid, v = 
vapour, o = vacuum. Cohesive forces (for example, self-association by hydrogen 
bonding in water) act to keep the drop of liquid in a spherical shape, minimising the 
exposed surface area. Adhesive forces (due to dispersion forces, hydrogen bonding and 
other electrostatic forces at the surface) act to spread the liquid over the surface [73]. 
Differences in surface chemistry account for these adhesive forces, including: atomic 
composition, lattice structure and roughness. The ratio of these two opposing forces is 
defined as the cosine of the wetting angle, listed in Equation 4.2.1. 
Equation 4.2.1 	cosO = 
Assuming it = 0 for relatively low-energy surfaces such as glass and materials studied 
here, this equation can be reduced to: 





Young's Equation was modified by Girifalco and Good [74] to model for a system that 
only accounts for dispersion forces acting on molecules at the interface between solid 
and liquid, much like in dissimilar molecules in the gas phase [72]. For molecular 
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interactions that do not cross the solid/liquid boundary, they introduced a parameter C1 
at a later point and developed the following equation: 
Equation 4.2.3 	y,, =7ç/o+7jf,,_2tL.J)/5/()7/y 
Finally, Fowkes [75;76] introduced a subtle modification of Equation 4.2.3 (excluding 
the parameter) to account for only the additive properties of independent interactions 
(such as hydrogen bonding or dispersion forces) that occurred across the solid/liquid 
interface, attributable to wetting. Although this was a slight modification to the original 
equation, it introduced a way to express wettability as an effect of molecular 
interactions, as opposed to tensions [72]. Thus, assuming y,,, is the component of Yd11 
(cohesive tension due to molecular interactions), combining Equation 4.2.2 with 
Equation 4.2.3 yields: 
Equation 4.2.4 	
= y(l + COS  O)2 
4 
This equation can be used to calculate ?d1/0 , the interaction surface energy attributable to 
wetting (not the total surface energy y,  provided y,,, is known). Although other 
models exist for calculating surface energy (tension), this model requires the use of only 
one known liquid/vapour interface tension and wetting angle. There are limitations of 
the use of the Girifalco-Good-Fowkes-Young (GGFY) model. For instance, the 
calculation is only attributable from the total energy of many independent molecular 
interactions, like hydrogen-bonding and dispersive forces. Unfortunately, these forces 
cannot be independently calculated without the use of other models and 
experimentation with more than one liquid type. 
A graph depicting the relationship between interactive molecular surface energy vs. 
contact angle for distilled water and a 25.92% (w/w) NaCl solution is given in Figure 
4.2.2. 
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Figure 4.2.2: Interactive molecular surface energy vs. contact angle for 
water. The interactive molecular surface energy, 
1d,  was plotted for a range 
of contact angles from 0 to 900  for pure water (y = 72.8 dynes/cm) and a 
25.92% (w/w) NaCl solution (y, = 82.55 dynes/cm [77]). The plots are 
calculated from the Girifalco-Good-Fowkes-Young model found in Equation 
4.2.4. 
The hydrophilicity of a surface is specifically a measure of the wettability of a liquid, 
proportional to the wetting angle. Generally, no approximate angle (or range of angles) 
divides the usage of the terms "hydrophobic" or "hydrophilic." In this section, the 
usage of this terminology will be relative, not absolute. As the wetting angle of water 
approaches zero degrees, the surface is more hydrophilic and less hydrophobic. High 
surface tension (and therefore hydrophilicity) can be attributable to hydrogen bond 
formation by the attraction of polar water molecules at the surface [78]. These forces 
are so great that the competing forces of self-association of water cannot prevent the 
spreading of water on the surface to form more hydrogen bonds [711.  In general, the 
availability of a percentage (this being dependent on the amount of glass impurities) of 
negatively charged oxygen atoms on glass surfaces have a great propensity to induce 
electrostatic forces with other molecules by means of electrovalent or hydrogen 
bonding. Thus, the high density of non-bridged oxygen atoms at the surface of glass is 
attributable to hydrophilicity. 
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4.3 	Wettability Experimentation 
4.3.1 	Introduction 
The experimental method consisted of accurately measuring the contact angle of 
successive water drops on a control and other patch materials. Borosilicate glass was 
used as the control surface. To begin, the experiment requires the use of a pure liquid 
of known surface tension. Two reliable liquids were selected, water (MilliQTM  de-
ionised) and a 25.92% (w/w) NaCl solution. Also, a reliable wettability experiment 
dictates that the sample of interest is clean and void of impurity. Generally, the contact 
angle varies by some degree from droplet to droplet on the same surface. The study 
attempted to produce results to an accuracy of ±3%. Second, the surface may exhibit 
certain dynamic properties for a given liquid-solid interaction. Thus, the contact angle 
will change as a function of time and rapid changes can occur following the initial 
contact with the surface (see section 4.4). Overall, sufficient numbers of trails are 
required to gain some statistical significance from material groups of varying surface 
energy. An example of an observation of a liquid drop at an instance in time is given in 
the picture frame in Figure4.3.1. 
Figure 4.3.1: A 3-pL droplet of NaCl solution on thermal oxide. The 
contact angle is 35.36 0 . The base length of the droplet is 3.62 mm. 
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4.3.2 	Sample preparation 
Two separate experiments, denoted by A and B, were conducted with two different 
groups of surfaces. Sample materials that were tested for each experiment are listed in 
Table 4.3.2. All process materials were grown or deposited on standard silicon 3" 
<100> wafers. 
Abrev. 	I Process Materials A: thickness B: thickness 
TO thermal oxide 5500 A 2200 A 
TO+B thermal oxide with boron (B k ) deposition  
N silicon nitride 2350 A 2200 A 
N+B silicon nitride with B 	deposition not tested  
P PECVD deposited silicon dioxide 5000 A 
P+B PECVD deposited silicon dioxide with B dep. not tested 2200 A 
P+A PECVD with anneal not tested  
NO oxidized silicon nitride 2350 A 2200 A 
NO+B oxidized silicon nitride with B 	deposition  
Glass Materials and Modifications  
Cr borosilicate glass w/rinse 
0. 13-0.16 
0.13-0.16 mm 
G borosilicate glass w/o rinse 
not tested 
G+PLrd borosilicate glass w/rinse and PDL (in dish) 
G+PLd borosilicate glass w/o rinse and PDL (in dish) 
G+PLrt borosilicate glass w/rinse and PDL (in tube) 
G+PLt I borosilicate glass w/o rinse and PDL (in tube)  
Table 4.3.2: Table of Materials used in experiments A and B. The material thickness is 
given for each experiment. 
For experiment A, the materials tested included six process materials and six surface 
modifications of borosilicate glass. As a control, 12-mm round no. I standard 
borosilicate coverglass (manufactured by Schott Displayglas©,  Germany) were sterilised 
in ethanol in a centrifuge tube for over 48 hours, rinsed in distilled water for 10 min and 
finally autoclaved at 18 lbs./in 2 (121°C) for 1.5 hours. The percentage composition of 
the glass is as follows: 64.1% Si0 2, 8.4% B 203, 4.2% A1203, 6.4% Na20, 6.9% '20, 
5.9% ZnO, 4.0% Ti02, 0.1% Sb203. The coverglass was coated with poly-D-lysine at 
varying concentration of solution to test for effects of PDL binding on concentration. 
Also, one group of coverglass was left unrinsed after the sterilisation step, the other 
group was rinsed with distilled water for 10 min immediately after sterilisation. These 
conditions for convergiass were introduced in the experimental design to test for 
neuronal adhesion in culture. Material surfaces included various grown or deposited 
materials on standard silicon substrates in a semiconductor grade cleanroom. The 
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materials for experiment A were not cleaned prior to testing. The process parameters 
for these materials can be found in Section A.3. Boron deposition was performed for 
30 min at 1000°C. Oxidation of silicon nitride was performed in the same conditions 
as thermal oxide growth. Covergiasses were stored in dust free 6-well culture-grade 
plastic well containers during shipping and opened immediately upon use. The 
materials were stored in a wafer handling shipping container once taken from the 
cleanroom. 
For experiment B, a total of 10 materials were tested from Table 4.3.2, including all nine 
process materials and borosilicate glass. As a control measure, materials were deposited 
or grown to a thickness of 2200 A. Some materials underwent boron deposition for 30 
min at 1000°C. Annealing the PECVD oxide was performed at 1000°C. Again, the 
control material consisted of the same borosilicate coverglass and conditions as in 
experiment A. However, in experiment B, all materials were cleaned in rigorous and 
carefully controlled conditions (outlined below). It is important to note that this 
cleaning method is bound to roughen the surface by a small degree. It was assumed that 
significant etching of the material in these conditions to affect the contact angle is 
limited and can be ignored. However, surface roughness alters the contact angle of a 
surface and has been carefully studied [79;80]. 
Four glass crystallising dishes (also cleaned with a 2M HCl solution for 1 hr and rinsed 
in Milli-Q water) were used for the cleaning process, and Milli-Q water (stored in a 
complete filled clean glass container) was used throughout. The cleaning solution was 
acidic piranha, or Caro's Acid, consisting of 15 mL of 98% H 2SO4 (sulphuric acid) 
added to 25 mL of 30% H,0 2 (hydrogen peroxide) for a total of 40 mL of solution. 
The solution was left to cool down for 2 to 5 min to a temperature of approximately 80-
85°C before cleaning. The materials were then placed in the dish and allowed to clean 
for 10 mm. Gentle agitation to the dish was applied in the cleaning stage. After 
cleaning, each material underwent three rinsing steps in three separate dishes of water: 
(1) a bulk rinse dip for 5 sec, (2) a 30 min rinse with gentle agitation and (3) a final dip in 
fresh MilIi-Q water for 5 sec. Nitrogen air was then blown over the surface to remove 
'° The quantity of boron deposited is unknown without the use of analysis tools such as secondary ion 
mass spectroscopy (SIMS). However, some studies have been conducted for boron implantation into Si 
and Si02 [171. 
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and evaporate the water. Then, the surface inspected for any water blemishes. If any 
blemishes were observed, the material was re-rinsed in the same rinse cycle and re-
inspected. Finally, the materials were placed in dust free containers. 
4.3.4 Experimental setup and methodology 
The experimental apparatus consisted of a CCD camera mounted horizontally at a 
distance of approximately 30 cm from a movable sample stage facing upward. In this 
configuration, the image consists of a field of view across the sample surface. 
Illumination of the sample was provided by a rear light source (of variable luminosity) 
positioned behind the stage shining towards the camera. Samples were positioned near 
the front edge of an adjustable stage to minimise any off-focus or stage artefacts on the 
camera display. A high-precision HammiltonTM  syringe was mounted just above the 
sample to introduce a single uniform sessile drop of 1.0, 2.0, 3.0 or 5.0 pd on each 
surface (the amount depending on the experiment and material type). A diagram of the 
setup is shown in Figure 4.3.4. 
rhIr syringe 
Figure 4.3.4: Wettability experiments diagram depicting relative 
component locations. 
The camera output was connected to a computer with a frame-grabber card and running 
a contact angle software program called FTATM  (First-Ten-Angstroms). Samples were 
removed from the dust-free container prior to being placed on the movable stage using 
tweezers and minimal contact. Immediately after a sessile drop was formed, a series of 
time-lapsed images (the image period varying from 0.0333 sec to I sec) were captured 
and stored on the computer for a total run-time of 5 to 75 sec (depending on the 
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dynamic time-response) to ensure the drop was completely settled on the surface with a 
constant change in contact angle associated only with evaporation. The image data was 
loaded into the software, and a pattern recognition algorithm identified the contour of 
the droplet from the silhouette formed by the back light and shadow of the liquid. The 
angle measurement was calculated by a best-fit algorithm to the left and right contact 
angles formed by the droplet outline and horizon (sample stage) to a curve (assuming 
the water drop is mostly uniform). Different material samples under the same 
experimental condition were tested multiple times for repeatability purposes and 
statistical significance. 
For experiment A, droplet sizes of 5 ptl  of MilliQTM  water (12.4 M2/cm) were used, 
and a total of four droplets were measured per surface. Standard room conditions of 
pressure, temperature and humidity were not recorded. For experiment B, droplet sizes 
of 1 or 3 pi were used consisting of a 25.92% w/w NaCl solution, using MiThQTM as 
the solvent. This solution was made to increase the surface tension from 72.8 
dynes/cm (for water) to 82.55 dynes/cm to obtain a measurable contact angle for all the 
surfaces (see Discussion). Between five and eight droplets were analysed per surface. 
The room conditions were as follows: 1014.9 mbar, 63% relative humidity at 24° C. 
4.4 	Results from WettabHity Experiment A 
First, two individual runs representative of a hydrophobic and hydrophilic surface are 
included from experiment A. Table 4.4.1 outlines the statistical outcome of the 
observations, including: the average, standard deviation, maximum and minimum for 
the contact angle and inferred intermolecular surface energy. As a graphical 
representation of the statistical measures, two box-plot graphs in Figures 4.4.3 and 4.4.4 
detail the distribution of contact angles and inferred interactive molecular surface energy 
for each material group. 
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Figures 4.4.1 and 4.4.2: Contact angles of sessile water drops (MiIIiQTM 
water) on a hydrophobic and hydrophilic surface. The data in each graph 
was divided between two periods, a relaxation period (in green dots) followed 
by the post-relaxation period (in red dots). Relaxation period time intervals 
varied from different surfaces and drops. Generally, for hydrophilic surfaces 
water wets the surface more rapidly than hydrophobic surfaces. The post-
relaxation period is a linear drop in contact angle in time due to evaporation (the 
experiment was done in standard room conditions). The post-relaxation period 
was fitted to a first-order regression line to find a single value for the contact 
angle for each drop, and to account for the error in observation from the 
resolution of the CCD camera. The slopes for the evaporation lines of the 
hydrophobic and hydrophilic graphs are -0.02°/sec and -0.006°/sec, 
respectfully. The different slope values are attributable to measuring the affect 
of evaporation on the cosine of the contact angle, even though the evaporation 
rate (pI/sec) is constant. A single value for the contact angle was calculated 
using the value of the regression line at the first time interval of the post-
relaxation period. Figure 4.4.1 is a typical response curve on a hydrophobic 
thermal oxide surface (TO). The single value for a contact angle was calculated 
to be 42.8°, with a relaxation period was 13 seconds. Figure 4.4.2 is a typical 
response curve on a hydrophilic coverglass surface with poly-D-lysine (G+PLrt). 
The contact angle for was calculated to be 7.49 0 , with a shorter relaxation 
period of 3sec compared to 12 sec in Figure 4.4.1. 
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Contact angle () IF Surface energy (dynes/cm) 
Abv. Description Mean De Std. Max Min Mean Std.Dev. Max Mm 
V. 
TQ+ thermal oxide; 
B B deposition (1) (0) (1) (1) >72.8 - - - 
P PECVD oxide (3) (0) (3) (3) > 72.8 - - - 
N silicon nitride (3) (0) (3) (3) > 72.8 - - - 
G+ coverg lass; rinse; 
(3) (0) (3) (3) > 72.8 - - PL PDL (in dish) 
C coverglass; rinse (3) (0) (3) (3) > 72.8 - - - 
G+ coverglass;rinse; 
PLrt PDL (in tube) 9.25 2.55 12.22 6.80 71.16 0.53 72.29 71.16 
NO+ silicon nitride; 
B oxidation; B dep. 19.19 0.80 18.41 20.13 68.81 0.32 69.12 68.42 
G+ coverglass; no rinse; 
PLd PDL (in dish) 26.99 2.98 30.88 24.39 65.04 1.65 66.45 62.85 
G 
coverglass; 
27.62 6.93 37.96 23.48 64.47 4.19 66.9 58.21 no rinse 
C-i- coverglass; no rinse; 
PLt PDL (in tube) 35.68 5.04 42.25 29.98 59.66 3.41 63.39 55.12 
NO 
oxidation of 
silicon nitride 40.04 1.74 42.63 38.95 56.73 1.27 57.52 54.83 
TO thermal oxide 46.21 7.23 56.68 40.47 51.99 5.71 56.42 43.69 
Table 4.4.1: Contact angle and interactive molecular surface energy statistical 
summary. Values given are the mean, standard deviation, maximum and minimum for 
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Figures 4.4.3 and 4.4.4: Box-plot graphs depicting range and variability of contact 
angle and interactive molecular surface energy vs. material group. Each box plot is 
representative of upper and lower quartiles and median value of four sessile water drops per 
surface (N=4). Key: material and modifications: (TO+B) thermal oxide with boron deposition; 
(G+PLrd) coverglass; modifications - a. ethanol cleaning, b. rinsed twice in distilled water, c. 
placed in centrifuge tube and autoclaved, d. placed in culture tray and soaked overnight in a 
50 pg/mL concentration of PDL, e. rinsed in distilled water, f. dried; (Gr) coverglass; 
modifications - a. ethanol cleaning, b. rinsed twice in distilled water, c. placed in centrifuge 
tube and autoclaved, d. rinsed in distilled water, e. dried in air; (N) silicon nitride layer; (P) 
PECVD oxide; (G+PLrt) coverglass; modifications - a. ethanol cleaning, b. rinsed twice in 
distilled water, c. placed in centrifuge tube and autoclaved, d. placed in centrifuge tube and 
soaked overnight in a 50 pg/mL concentration of PDL, e. rinsed in water, f. dried; (NO+B) 
silicon nitride layer; modifications - a. thermal oxidation of nitride, b. boron deposition; 
(G+PLd) coverglass; modifications - a. ethanol cleaning, b. ethanol aspirated and same tube 
autoclaved, c. coverglass placed in culture wells and soaked overnight in a 50 pg/mL 
concentration of PDL, d. rinsed in water, e. dried; (G) coverglass; modifications - a. ethanol 
cleaning, b. ethanol aspirated and same tube autoclaved; (G+PLt) coverglass; modifications 
- a. ethanol cleaning, b. ethanol aspirated and same tube autoclaved, c. glass in same tube 
soaked overnight in a 50 pg/mL concentration of PDL, d. rinsed once with distilled water, e. 
dried; (NO) silicon nitride; modifications - a. thermal oxidation of nitride; (TO) thermal oxide. 
55 
Gapter 4- Swface Ey, RclAs and In- Vthv Cell CulvA md3sis 
4.5 Results from Wettability Experiment B 
First, a time-lapse graph of the drop contact angle for each material is included is 
included from experiment B (see Figure 4.5.1 and Figures 4.10.2 through 4.10.10). For 
these graphs, time zero (0 msec) represents the initial contact time of the drop wetting 
the surface. Second, Table 4.5.1 outlines the statistical outcome of the observations 
from each material group, as done in the results section for experiment A. Finally, a 
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Figure 4.5.1: Contact angle vs. time graph of (8) 1 p1 sessile drops of NaCI 
solution on borosilicate coverglass (Gr). 
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Contact angle (0) 	 IF Surface energy (dynes/cm) 
Abv. 	Description 	Mean Std.Dev. Max 	Min 	Mean Std.Dev. Max 	Mm 
P PECVD oxide 9.00 0.50 9.72 8.31 81.53 
P+13 
PECVD oxide + 20.75 1.05 22.49 19.55 77.27 
Bdep. 
TO+ thermal oxide + 21.04 0.33 21.41 20.66 77.14 
B B dep. 
N+13 




silicon nitride + B 19.70 1.44 21.80 17.82 77.77 
Gr borosilicate glass 24.31 1.17 26.09 23.06 75.38 
N silicon nitride 25.24 1.87 27.27 22.90 74.83 
P+A 
annealed PECVD 28.97 0.95 30.39 27.78 72.53 
oxide 
TO thermal oxide 36.39 1.11 	* 37.67 35.14 67.23 
NO 
oxidised silicon 39.09 1.95 * 42.21 36.94 65.08 
nitride 
	
0.11 	81.69 81.37 I 
0.53 	77.86 76.39 I 
0.17 	77.33 76.95 I 
0.48 	78.49 77.36 I 
0.68 	78.64 76.75 I 
0.66 	76.09 74.35 I 
1.09 	76.17 73.63 I 
0.62 	73.31 71.60 I 
0.85 	68.19 66.24 
1.59 	66.81 62.53 
Table 4.5.1: Contact angle and interactive molecular surface energy statistical 
summary for droplets of NaCl solution for different materials. Values given are the 
mean, standard deviation, maximum and minimum for 10 different samples. * This indicates 
that the standard deviation was calculated from all droplet data. If the last two drops were 
excluded from the calculation, the standard deviation would be 0.42 for thermal oxide and 
0.75 for oxidised silicon nitride. (At the time of study, it was speculated that contamination 
from the ambient air increased the contact angle over time. The values of the contact angle 
of last two drops are significantly greater than the previous.) 
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Figure 4.5.11: Box-plot graph depicting the range and variability and 
standard deviation of contact angles of droplets of NaCl solution vs. 
material group. Each box plot is representative of upper and lower quartiles 
and median value of five to eight sessile water drops per surface. Key: material 
and systematic modifications: (P) - PECVD oxide, (P+B) - PECVD and B+ 
dep., (P+A) - PECVD oxide and anneal, (TO+B) - thermal oxide and B+ dep., 
(N+B) - silicon nitride and B+ dep., (NO+B) - oxidation of nitride and B+ dep., 
(Gr) - borosilicate cover glass, (N) - silicon nitride, (TO) - thermal oxide and 
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4.6 	Results of Surface Roughness Analysis 
AFM scans were performed inside a 500x500 nm2 area using standard AFM tips. The 
scan rate was typically around 1 Hz. Each scan line is composed of 512 sample points. 
All surface plots were adjusted to display a limited height range between 0 and 8 nm 
(values outside this range were displayed as 0 or 8). A range bar is included (red 
represents 0 nm and purple represents 8 rim). The median value of the height was 
adjusted to 4 nm and displayed as green. A grain size analysis was performed that gives 
a histogram plot of the height and distribution of the pixel dataset. Either two or three 
runs were conducted for each material. The results are given in Figures 4.6a through 
4.6t. A tabulated summary of the data is given in Table 4.6. 






















































Chapter 4- Suface E 	Rghs and Zn- Vitro Cell Cultwe A md65i$ 
I 	 To 
0 	 250 500 n 
g) J''a 't
4-4 
0 500 . 	 . 











o 	 250 	 '-.00 	rss 
Figures 4.6c-h: AFM scan results for surfaces: (c, d) TO, (e, f) TO+B and (g, h) P. 
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Figures 4.6i-n: AFM scan results for surfaces: (i, j) N, (k, I) N+B and (m, n) P+B. 
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Abbrev. Material Modification R. (nm) 
Gr Glass 1 none 0.124 
Gr Glass 2 none 0.145 
N Si3 N 4 1 none 0.130 
N S13 N 4 2 none 0.122 
NO Si3N4 lb oxidation 0.182 
NO S13N4 2b oxidation 0.169 
N+B Si3N4 1c 10000C B+ 0.109 
N+B Si3N4 2c 1000°C B 0.107 
NO+B Si3 N 4 id 1000°C anneal; 1000°C B 0.122 
NO+B Si3 N 4 le 1000°C anneal; 1000°C B 0.147 
TO SiO2 la none 0.162 
TO Si02 2a none 0.169 
TO+B S102 lb 1000°C B 0.199 
TO+B Si02 2b 1000°C B 0.150 
P PECVD SiO2 la none 1.131 
P PECVD Si02 2a none 1.113 
P PECVD Si02 3a none 1.142 
P+B PECVD Si02 lb 1000°C B 0.319 
P+B PECVD Si0 2 2b 1000°C B 0.338 
P+A PECVD Si02 1C  1000°C anneal 1.227 
P~A PECVD Si0 2 2c 1000°C anneal 1.108 
Table 4.6: Surface roughness results expressed as R3. 
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4.7 	Cell Culture Growth Analysis 
4.7.1 	Materials and Methods 
Neurons were grown for 5 days in culture and stained for immunobistological study 
using the techniques outlined in Chapter 3. A run consisted of a group of cultures 
grown on the varying surfaces from the same cell preparation. A total of three runs 
were performed in the experiment. After staining, a 2-mm square area was captured as 
an image from the centre of the coverslip using confocal microscopy. Three images of 
separate cultures were captured for each surface type. 
It is generally known that neurons grow and evenly distribute themselves across 
adhesive surfaces (i.e. PDL coated glass) [81]. When neurons poorly adhere to the 
surface, clumping and fasciculation occurs. Hence, it was decided to assess the cell 
culture in a way that best describes this characteristic of the behaviour of culture 
growth. 
Cell cultures growth was quantified by measuring the amount of surface area with no 
neuronal growth, or "dead-space". During confocal microscopy, the red-level gain of 
the photomultiplier tube was kept constant for all surfaces of each run. From a PDL 
surface, the offset of the photomultiplier tube was set so regions of no culture growth 
(no brightness) gave an intensity value of 0. The gain was adjusted so that the centre of 
neuronal clumps became saturated at a brightness level of 255. 
The TIFF files of the images were collected and analysed. A histogram of the pixel 
intensity was evaluated for all surfaces (see Figure 4.7a). Next, the input pixel intensity 
was mapped to different ranges of the output intensity of the PDL and thermal oxide 
surfaces." The resulting images were qualitatively analysed to determine the best 
representative threshold intensity at which "dead-space" and neuron growth are 
differentiated. 
II From the results section, these surfaces were found to exhibit the greatest differences in culture growth. 
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4.7.2 	Results 
From the methods section, a threshold intensity value of 20/255 gave the best 
differentiation between dead-space and cell culture. Therefore, only pixel intensities up 
to 20/255 brightness were included in the histogram analysis (see Figure 4.7b). The 
frequency of pixel intensities of values 0 through 20 were summed and tabulated. (This 
method has the same effect as measuring the area under the curve.) This value 
represented the area of no cell growth and compared to the control surface PDL for 
each run. Due to the variable conditions between experiments (original plating density, 
general health, staining brightness, etc.), each run was normalised to the best PDL 
surface (least dead-space) by tabulating the percentage difference between surface areas 
for each culture. After normalising, the data from all three runs was pooled together. 
As a statistical analysis, a two-way ANOVA was performed on all three runs on all 
surfaces excluding annealed PECVD and glass (only I run contained these surfaces). A 
representative culture of TO, TO+B, PDL, and N is given in Figures 4.7c through 4.7f. 
A cumulative frequency bar-graph is given in Figure 4.7g. 
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Figure 4.7g: Grouped bar graph of the normalised cumulative frequency 
data. The mean value is shown with an error bar representing the standard 
deviation of the value from three experiments (the data for Gr and P+A surfaces 
are only from run 1). A two-way ANOVA was performed (Tukey Test; again 
excluding the Gr and P+A data). Statistical significance (p<0.05) was found for 
the following groups: NO vs. N (p<0.001), NO vs. NO+B (p=0.023), and TO vs. 
TO+B (p<0.001). Only a trend can be found between P and P+B (two-way 
ANOVA gives p=0.1 1; and a t-test on the pooled data gives p=0.058). There is 
no significant difference between P vs. P+A (t-test gives p=0.845) and N vs. 
N+B (result: do not test). There is no statistical difference between TO+B vs. 
PDL (result: do not test). The data was normalised to the PDL control surface 
exhibiting the smallest cumulative frequency in pixel value from 0 to 20 pixel 
brightness (all values are above 100). The percentage difference was tabulated 
between different surfaces. 
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4.8 	Discussion 
4.8.1 	Experiment A 
Experiment A revealed significant differences in surface energy for the materials of 
interest. First, the contact angles of five materials (TO+B, P, N, G+PLrd and Gr) 
could not be experimentally measured because the surface was critically wetting to 
water. These critically wetting surfaces had non-measurable contact angles 
approximately Y. Critically wetting angles (approaching 00),  occur where the 
interfacial and surface tensions are approximately in equilibrium [82]. For purposes of 
interpretation, one material (TO+B) contact angle was approximated to 10,  the other 
four surfaces to 3° (from qualitative video data, thermal oxide was observed to be most 
wetting). As a logical way of interpreting the data, thermally grown oxide and silicon 
nitride surfaces (and thermal oxidation thereof) will be discussed first. 
From the experimental results, the thermally grown oxide (TO) was the most 
hydrophobic of the group study (see Table 4.4.3). This hydrophobicity (and therefore 
low surface energy) is explained from the process of thermal growth of the layer. The 
thermal oxide process temperature was 1100°C. As the oxide grows, this heat provides 
nucleation sites with enough energy to form a more organised lattice structure of Si0 2 
(as compared to glass), thereby decreasing the number of un-bridged oxygen atoms at 
the surface. The decrease in non-bridged oxygen atoms is directly related to the 
decrease in surface energy. 
The silicon nitride surface (N) deposited by thermal chemical vapour deposition at 
805°C was critically hydrophilic (the wetting angle was estimated at 3°). The atomic 
structure is speculated to be amorphous, densely packed and under stress [83]. A 
material with a densely packed amorphous structure will not have a long-term range 
ordered lattice structure. If the atomic structure of LPCVD nitride is disorganised and 
dense, many electronegative nitrogen atoms can potentially hydrogen bonded to water 
molecules by the many positive amine sites (Si-NH 2) and silanol groups (Si-OH) [84] 
expressed on the surface. 
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As a modification of silicon nitride, thermally oxidized silicon nitride (NO) was second 
highest in hydrophobicity. In this oxidation process, silicon nitride is only partly 
converted to silicon oxide (SiO,) and silicon oxynitride (SjO çN.) at a ratio of 1.64/3.00 
[851 by thermal chemical vapour deposition at 1100°C. Originally, the silicon nitride 
surface (no. 3) was critically hydrophilic, but after conversion, the contact angle 
increased nearer the value of thermal oxide. The contact angle data between silicon 
nitride and thermally oxidized silicon nitride is very highly significant (t-test pO.00l). 
Because the process of conversion is only partial, surface energy is between the range of 
values of SiN 4 and SiO,. 
A direct result from experiment A is that boron implantation directly affects wettabiliry. 
For example, the thermally grown oxide (TO) was strongly hydrophobic, but after 
boron deposition (TO+B), the surface was the most hydrophilic material tested (with 
critical wetting angles estimated at 1° from a qualitative video data analysis). The 
contact angle data between these two groups is very highly significant (t-test; pO.00l). 
Thus, the boron deposition is interacting with the thermally oxidised surface, thereby 
increasing the surface energy. It is speculated that the boron atoms are being doped 
into the material and creating Si-B sites, thereby creating an electron deficiency. This 
positive surface charge increases the adhesion to the negatively charged cells. 
Moreover, thermally oxidised silicon nitride (NO), undergoing boron deposition 
(N O+B), increased in hydrophilicity from an average contact angle of approximately 
40.04° to around 19.19°. The data for these two groups are also very highly significant 
(t-test; pO.00l. Noticeably, the wetting angle does not jump into the immeasurable 
range, like boron deposition of thermal oxide. 
To explain this observation, it was speculated from experiment A that oxidised silicon 
nitride, after partial conversion to a SiO/SiON type material, remains partially 
impervious to the effects of boron deposition where silicon nitride is still expressed on 
the surface. However, this is in sharp contrast to the results from experiment B, 
indicating that all materials after boron deposition exhibit roughly the same wetting 
angle (see subsection 4.6.2). It is believed that the surface energy of NO+B is best 
represented in the contact angle results from experiment A (s.d. = 0.80). Thus, the 
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decrease in contact angle measured from NO and the NO+B material is best explained 
from the affect of boron deposition at places where Si 3N4 has been converted to SiO, 
by wet thermal oxidation. Boron deposition increases the localised surface energy in 
places where SiO, has been formed. 
The borosilicate coverglass control surface (Gr) was critically hydrophilic, exhibiting 
contact angles 3°. Conversely, coverglass not rinsed in distilled water (G) after 
soaking in ethanol exhibited larger contact angles ranging from 23-38°. Borosilicate 
glass rinsed after ethanol cleaning and properly placed in evenly distributed culture wells 
placed in a 50 tg/mL solution of poly-D-lysine (G+PLrd) were critically hydrophilic. 
This is an expected result because poly-D-lysine is a charged molecule, capable of 
forming hydrogen bonds with water. It must be noted that, from these experiments 
alone, it cannot be deduced that PDL adhered to the surface, as both control and PDL 
treated glass have the same contact angle. A possible way to verify this is to use PDL 
conjugated to a fluorescent marker, such as FITC, available from Sigma. Interestingly, 
glass treated with PDL solution exhibited an increase in hydrophobicity when placed in 
centrifuge tubes instead of culture wells (no. 6 and 10). For example, the contact angle 
increased from around 3° to 7-12° for rinsed glass (Gr and G+PLrt), and consequently 
increased from 23-38° to 30-42° for non-rinsed glass (G and G+PLt). It is speculated 
that when glass surfaces are not fully exposed to the PDL solution (i.e. semi-stacked in 
centrifuge tubes), the ability of PDL to adhere uniformly and sufficiently is affected. It 
was speculated that complete surface exposure is critical to proper adhesion of PDL to 
the surface. 12 
4.8.2 Experiment B 
Results from experiment B have differences from and similarities to the first 
experiment. Firstly, the standard deviation of the data was reduced from a range of [0.8 
to 7.23] to [0.33 to 1.95]. This improvement was made possible by cleaning the surfaces 
in piranha solution immediately prior to measurement. Other improvements in 
12 It was deduced that glass soaked in ethanol for over 48 hours without subsequent rinsing with distilled 
water decreased neuronal health. Cells were typically clumped and were not encouraged to adhere directly 
to the glass. 
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experiment B included: an improved lens quality, the use of an air table and 
computerised precision in drop formation. 
Regarding the thermally oxidised materials, the outcome is similar to Experiment A in 
that TO and NO have the greatest wetting angles of the group, averaging 36.39° and 
39.09° respectively. However, following the discussion from Experiment A, the wetting 
angle NO was expected to be slightly less than TO. It is speculated that liquids with 
high ionic concentration may be affecting the wetting angle for materials with 
differences in localised surface energy. In addition to this, from Table 4.5.1, the median 
value of the data set for these materials is closer to the minimum value than the mean. 
It is speculated that oxidised surfaces are more susceptible to contamination compared 
to other surfaces. Furthermore, it is assumed that the value of the surface energy of 
oxidised silicon nitride is closer to thermal oxide than measured. It was noted that 
oxidised silicon nitride was measured 30 min after thermal oxide, during which time the 
material is subjected to contamination from air. Other experiments can be performed 
to prove this conclusion by measuring both surfaces at equal times after cleaning. 
The data also indicates that borosilicate covergiass and silicon nitride exhibited similar 
wetting angles, 24.31° and 25.24° respectfully. This data follows the similar observation 
of surface energy as in experiment A, with borosilicate glass considered as a control 
measure. However, because a higher surface tension liquid was used in experiment B, a 
measurable contact angle was observed for these and other materials. 
Finally, PECVD deposited oxide exhibited the smallest wetting angle of the group, an 
average of 9.00°. Interestingly, the angle was significantly smaller than borosilicate glass. 
From this observation, it is speculated that the number of un-bridge oxygen atoms is 
significantly greater compared to borosilicate glass control surface. Silicon dioxide 
material deposited in a plasma system contains hydrogen and is has a significantly 
smaller lattice energy compared to other deposited configurations, shown by the 
increased HF etch rate from 30 A/min to 400 A/mm [83]. However, boron deposition 
increased the contact angle of the surface and decreased the surface roughness (see 
Figure 4.5.11 and Table 4.6). An explanation is given in Section 4.8.3. 
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4.8.3 Surface Roughness 
The average roughness values K. for all surfaces ranged from 0.11 to 1.2 nm. PECVD 
oxide was the only surface to show differences in roughness after boron deposition. 
Annealing the surface did not smooth the surface as expected. Qualitatively, the effect 
of annealing changed the surface roughness contour, yet no differences were expressed 
for the value of Ra  Thus, it was deduced that the average roughness does not reflect 
changes in the true surface roughness for all circumstances. Boron deposition was 
shown to smooth the PECVD oxide surface (the roughness value decreased from 1.1 to 
0.3 nm). It is speculated that boron deposition is interacting with the surface differently 
from the other material types. It is speculated that the effect of boron deposition is 
mostly creating a "glassy" surface. Boron is a glass former. Since the lattice energy is 
small for PECVD oxide, many oxygen atoms from the amorphous structure at high 
annealing temperatures become available to form a surface material resembling 
borosilicate glass. 
4.8.4 	Cell Culturing 
There is a detectable contrast in surface area between PDL glass (used as a control) and 
some semiconductor surfaces exhibiting poor adherence. The general observation of 
these cell cultures is that neurons tended to distribute themselves across adhesive 
surfaces, and clump for poorly adhesive surfaces. The amount of positive charge 
expressed on the surface best explains this observation. The cell membrane surface 
expresses a net negative charge and therefore is attracted to the positive charges on the 
surface. PDL coated glass is positively charged. Hence, cultures adhere to and grow 
well on these surfaces. Thermal grown oxide surfaces exhibit lower wetting angles and 
smaller surface energy. Furthermore, thermal oxide is negatively charged from the 
presence of oxygen atoms. The net electrostatic attraction has decreased, and neurons 
do not adhere very well to the surface. The same case can be partially applied to 
oxidised nitride surfaces. These surfaces also exhibit low-energy, and therefore, cells do 
not adhere very well. This data shows some correspondence with other studies showing 
that neurons adhere easily to hydrophilic surfaces, and do not adhere well to 
hydrophobic surfaces [86;87]. However, this work is also in strong contradiction to 
these studies. Cell cultures were poor when grown on PECVD oxide deposited surfaces 
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(see Fig. 4.7g). This gives support to our theory that cells are mainly attracted to 
surfaces with positive charge, and not necessarily total charge. It is therefore erroneous 
to assume that cells would adhere to hydrophilic surfaces only expressing an abundance 
of negative charge. 
In this thesis, it was shown that the quantity of positive charge can be increased by 
boron deposition of the surface from solid source. For example, after boron deposition 
of thermal oxide surfaces, no statistical significance between PDL glass and TO+B was 
expressed. It is speculated that the boron species interaction with the thermal oxide 
surface creates a positive charge, which is sensed from the neurons. Also, boron 
deposition of oxidised nitride surfaces showed an increased in culture health (two-way 
ANOVA, p0.023). However, cultures grown on the NO+B surface was significantly 
poorer than cultures grown on the TO+B surfaces (p<0.001). Thus, it is speculated 
that the boron deposition has a different interaction than the thermal oxide surface. 
This can be explained by the fact that the conversion from S1 3N4 to SiO, is only partial 
(1.64/3.00) [85]. Therefore, the interaction of the boron will not necessarily be the 
same for this surface, as the surface composition is different. Cultures show no 
statistical difference between unmodified and modified Si 3N4. This suggests that either: 
(1) the silicon nitride is impervious to the boron deposition process, or (2) the 
interaction of the boron deposition with the nitride simply has no effect on the neuron 
adhesion affinity. Wettability experiment A revealed that NO+B was statistically 
different in surface energy than TO+B, suggesting that the surface is different. 
However, wettability experiment B shows that the effects of surface energy after boron 
deposition all fall within similar values (see Table 4.5.11). It is possible that the high 
concentration of Na and Cl used in the wetting solution in experiment B affect the 
contact angle measurement of boron deposited surfaces in a unique way. Also, the 
exposure of the materials to air in experiment A may also have modified those surfaces. 
There exists only a trend for a difference in culture growth from the interaction of 
boron deposition on PECVD oxide (two-way AVONA: 158% to 190% (p0.11), 
simple t-test of the pooled data gives p0.058). It is speculated that the amount of 
positive charge has increased from an accumulation of boric oxide formation on the 
surface, perhaps hinted by the decrease in roughness (as different from annealed 
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PECVD oxide). The affect of annealing has no statistical significance on cell culture 
growth compared to PECVD oxide. The high-energy negatively charged surface was 
shown to decrease substantially after annealing. However, it is speculated that the 
amount positive charge does not change during annealing. 
4.9 	Conclusion 
Overall, increasing the surface tension of the liquid made possible the measurement of 
all material surfaces, especially the control. In experiment A, five surfaces were critically 
wetting and immeasurable because the interactive molecular surface energy was greater 
or equal to 72.8 dynes/cm, the surface tension of water. This result shows that a 
25.92% (w/w) solution of NaCl can be used to measure the wetting angle on many 
surfaces used routinely in MEMS devices. 
Interestingly, boron deposition can be used on normally hydrophobic materials, such as 
thermal oxide, to create a more hydrophilic surface with greater surface energy. This 
can be advantageous where hydrophilic materials, such as PEVCD oxide, cannot readily 
be applied or formed. It was shown that the same quantitative amount of surface 
energy (to the combination of dispersion forces and hydrogen bonding) of glass 
routinely used in patch clamping is obtainable by use of these materials in MEMS 
processing techniques. 
The results also provide useful insight into the surface energy that fabricated planar 
patch devices will exhibit. It can be useful to relate surface energy values from process 
materials to a borosilicate glass control material if for example, high surface energy is 
proportional to high resistive seal formation. Thus, it is suggested that boron deposited 
materials or PECVD oxide may be superior surfaces to glass. Rigorous testing of many 
planar devices of different process materials may prove or disprove this theory. 
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Figure 4.10.2: Contact angle of vs. time graph of (5) I-p1  sessile drops of 


















Figure 4.10.3: Contact angle vs. time graph of (8) i-p1  sessile drops of 
NaCl solution on PECVD oxide (P). 
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Figure 4.10.4: Contact angle vs. time graph of (6) 3-pI sessile drops of 
NaCl solution on PECVD oxide with boron deposition (P+B). 
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Figure 4.10.5: Contact angle vs. time graph of (5) 3-pI sessile drops of 
NaCl solution on thermal oxide (TO). It is speculated that the last two drops 
exhibit an increased contact angle because of contamination. The average 
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Figure 4.10.6: Contact angle vs. time graph of (5) 3-p1 sessile drops of 
NaCl solution on thermal oxide and boron deposition (TO+B). 
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Figure 4.10.7: Contact angle vs. time graph of (5) 1-p1 sessile drops of 
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Figure 4.10.8: Contact angle vs. time graph of (5) I-pI sessile drops of 
NaCl solution on LPCVD silicon nitride with boron deposition (N+B). 
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Figure 4.10.9: Contact angle vs. time graph of (7) 3-pl sessile drops of 
NaCl solution on oxidised silicon nitride (NO). It is speculated that the last 
two drops exhibit an increased contact angle because of contamination. The 
average time between droplets is 150 sec. 
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Figure 4.10.10: Contact angle vs. time graph of (5) I-p1 sessile drops of 
NaCI solution on oxidised silicon nitride with boron deposition (NO+B). 
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5 	Circularity Error Measurement by Texture Analysis 
5.1 	Introduction 
The circular shape of the pipette aperture is thought to be critical to seal formation 
during patch-clamping. Any non-circularity of the aperture may increase the leakage 
current during patch-clamping and reduce the signal-to-noise ratio of the recording. 
The use of a particularly square aperture may render any attempt at patch-clamping 
futile. Therefore, the quantification of the "sharpness" of the aperture outline was 
investigated. It is hypothesised that sharp corners will have the greatest impact on 
patch-clamp performance. This section concentrates on the attempt to fabricate reliable 
and highly circular apertures during microfabrication and quantify two types of 
circularity error, "out-of-roundness" and "sharpness". 
5.2 	Materials and Methods 
Circular apertures were etched from the process steps listed below: 
A single feature was printed on a mask reticule at 0.5-p.m resolution for use with 
a lithographic process. The mask was comprised of a set of five similar features 
of varying size to modify the aperture diameter (see Fig. 5.2.1). To minimise 
production costs, the mask reticule contained no complex curving shapes, only 
900 corners. Therefore, non-conventional fabrication methods were required to 
produce some degree of circularity from rectangular shaped objects; 
To fabricate the feature set, a 315-nm Si 3N4 layer was grown on a standard 
silicon 3" wafer. Then, a 1.18-p.m layer of photoresist was spun on the topside; 
To study the effects of dc-focusing and exposure time simultaneously and 
interactively, a set of five focus-exposure-matrices (FEMs) was created from 
each of the five features on the mask (see Figure 5.2.2). Therefore, each of the 
five features was repeatedly exposed across the surface at a 10-p.m pitch with a 
5x reduction OptimetrixTM stepper 13 . 
13 At extreme dc-focusing the machine had difficulty sensing the wafer plane. 
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The exposure was de-focused along each column at a range of offsets of ±10 
im of 1-irn increments. To finely adjust the aperture diameter, the exposure 
was varied along each row from a range of 1.0 to 2.8 sec in 200-msec 
increments. This process formed a 21-row by 10-column matrix. 
The set of five FEMs was repeated on three separate wafers to test for 
feasibility, robustness and repeatability. 
a) 1-pm b) 1.5-pm 	c) 2.0-pm 
	
d) 2.5-pm 	e) 3.0-pm 
0 
5 pm 
Figures 5.2.1a through 5.2.1e: Reticule layout for aperture printing of the 
OptimetrixTM x5 stepper. Five apertures of increasing size (final size listed 
after x5 reduction) of diameters of 1, 1 .5, 2, 2.5 and 3 pm were utilised. The 
greyed circle is a representation of the printed feature (the maximum resolution 
does is approximately 0.5 pm). The figure is drawn to scale at x5000. 
Figure 5.2.2: A 21x10 Focus-Exposure-Matrix (FEM) of the 2-pm printed 
feature (wafer B) etched in a 310-nm Si 3N4 layer. Exposure is varied 
horizontally left to right from 1.0 sec to 2.8 sec in increments of 200 msec. 
Focus is varied vertically top to bottom from -10 pm to +10 pm in increments of 
1 pm (0 pm is in focus). The absence of features in the top and bottom-right 
corners is due to insufficient light exposure of the positive photoresist from the 
synergistic effect of high defocusing and small exposure times. Darkened 
squares around apertures are interpreted as charge accumulation from high 
magnification SEM imaging over individual apertures. 
RN 
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5.3 	Development of Pre-Processing Algorithm 
5.3.1 	Introduction 
To analyse the plan-view geometry of apertures in the form of SEM images, it was 
necessary to pre-process each image to highlight the aperture outline. Therefore, a 
contrast mask was developed using standard image processing tools using Ad obe© 
Photoshop 7. Each image was placed on a white background with a single black centred 
feature. To analyse the circularity and size of the feature, the outline pixel data was 
extracted using lmagcToolTM 3 with the embedded scripting language. 
5.3.2 Methods 
Due to variations in focusing, contrast, and brightness of the SEM images, two separate 
algorithms were developed. First, images were manually grouped into high and low 
contrast profiles. Most often, the aperture appears as a dark-pixel feature; and the 
material surface appears as a random distribution of grey-pixel shades (see Figs. 5.3.2b 
and 5.3.2c). During development, many algorithms were tested to achieve the desired 
pre-processed image and a robust algorithm was developed that requires only initial 
image sorting. The algorithm is outlined below and the process can be viewed step-by-
step in Table 5.3.2. 
SEM images were loaded into Adobe©  Photoshop ver 7.0 and cropped to a 
square so that the aperture radius and background border were approximately of 
equal distance. A 180-pixel square were used on device apertures fabricated in 
Section 7.3.2, and a 330-pixel square was used for all apertures in the FEM; 
A +50 contrast adjustment was performed on each image to increase the 
sensitivity of the mid-tone greyscale image to highlight the outline of the 
aperture; 
To increase the highlight of the outline, the image curves scale was adjusted 
separately for high and low-contrast images. For high-contrast images, 75% of 
the input was linearly mapped across 100% of the output spectrum. For low-
contrast images, 50% of the input was linearly mapped across I00% of the 
output spectrum (see Figure 5.3.2a). 14 
Once a reasonable outline was established, a "glowing edges" filter was applied 
to the image, with settings of: 1-pixel thickness; 15/20 brightness; and 15/15 
14 input values outside this range were mapped to absolute darkness. 
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smoothness". The filter places white pixels where neighbouring pixels exhibit 
large brightness changes above a certain threshold. Likewise, the filter places 
dark pixels where changes in brightness do not reach threshold. 
A "magic wand" selection was performed at the centre of the image (always 
located inside the aperture) at a threshold of 0 pixels; 
Finally, an inverse selection was made to create a distinct background from the 
centre feature; 
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Figure 5.3.2a: Curve adjustment graph for low and high-contrast SEM 
images for the pre-processing algorithm. 
15 The filter smoothness setting decreases the sharpness and "softens" the white outline. The filter 
settings were selected to give an optimum result. 
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No. Pre-Processing Algorithm Step 
crop to a 330-pixel square ROt 
contrast enhancement of +50 
______ 
curves at 75% (high-contrast 17) or 
curves at 50% (low-contrast GlO) 
glowing edges filter applied 
SEM images of device 
• 







 magic wand aperture selection 	1 
 inverse selection 
 white colour paint bucket applied 
Table 5.3.2: Chronological list of pre-processing algorithm steps and 
associated SEM images for apertures 17 (high contrast) and Gi 0 (low 
contrast). The scale bars are 2 pm in length. 
5.3.3 	Results of Pre-Processing Algorithm 
Generally, the algorithm was successful in modifying each greyscale image to create a 
simple black and white image for post-processing analysis. By comparing the original 
and final images qualitatively, it was decided that the aperture profile was preserved. 
From a total of 107 device images, 95 images were correctly modified. Therefore, the 
algorithm yield was 89% (95/107), leaving a defect percentage of 11.2%. Next, the 
images were post-processed from an algorithm developed to analyse the profile texture 
in the next section. 
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5.4 	Texture Analysis Algorithm 
5.4.1 	Background to Circularity Measurement 
Many machine products must be inspected for quality control, and circular objects are 
commonplace and important in industry. Computer-aided pattern recognition machines 
and vision systems, called coordinate measurement machines (CMMs), have the 
capability to map a set of pixels outlining the object of interest. A standard control 
measurement for circular objects is the "circularity error", or "out-of-roundness." Here, 
mathematical algorithms are used to fit a circle to a set of pixel coordinates. Next, an 
optimisation method is used to compute the size, centre point, and the associated fitting 
error of the circle. Four common measurement algorithms are available that define the 
roundness of circular objects [88;89]. The most common types of measurement of 
circularity are: (1) minimum radius circumscribing circle (MCC), (2) maximum radius 
circumscribing circle (MIC), (3) least squares circles (LSC) and (4) the minimum radial 
zone circles (MZC). The MZC measurement is the only recognised algorithm that 
complies with current ANSI and ISO standards. [90] The MZC measurement finds two 
concentric circles that circumscribe and enclose the data set. [91] For methods (1), (2) 
and (4), these techniques involve non-linear optimisation methods to find the best-fit 
circle. The least-squares method is the most computationally simplistic of the group 
and can be calculated in closed-form. However, the least squares method is limited in 
accuracy and the result may be greater than 20% of the actual roundness error [89]. 
During patch-clamping, a high degree of aperture circularity is believed to be an 
important criterion for patch formation. However, the out-of-roundness aperture 
assessment is not the most logical measurement for this application. For example, a 
slightly elliptical aperture, with a relatively high index of circularity error in an MZC 
measurement, may perform as well as a well-defined circular aperture. However, an 
aperture with sharp edges may seriously increase current leakage and decrease seal 
probability during patch-clamping. Thus, it was decided to develop an algorithm based 
on texture analysis two distinct forms of circularity error: "out-of-roundness" and 
"sharpness." 
16 Finding the best-fit circle to the data was not necessarily for this application. 
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5.4.2 Introduction to Development 
The first task to creating an algorithm is to define the term "circularity error" in the 
context of texture analysis. Consider that we have a perfect smooth circle and the 
location of the centre point in a polar coordinate system. At any point on the circle, the 
radius is invariable over the entire range of 0. Now, if we apply a deformation to the 
circle while keeping the perimeter constant, the object decreases in circularity. If we 
allow the deformation to occur, the distance from the outline to the centre will not 
remain constant at one or more points along i\0. Therefore, the "circularity error" of an 
object was defined as a measure of the deviation of the radial distance of a closed curve 
to the centre point, measured over the entire range of 0 (3600). 
Using this definition of circularity error, the next task was to quantify a measurement of 
deviation of the radial distance r(t) of the object. Two types of circularity error can be 
studied, denoted by type-1 (CE-1) and type-11 (CE-2). A single value for the out-of-
roundness (CE-1) can be obtained by calculating of the root-mean-square (RMS) value 
of (dr/dt) along the curve. Using this approach, the value of CE-1 will be zero for a 
perfect circle, and will increase as the object deviates from a circular shape. 
Using the same methodology as above, CE-2 can be quantified by measuring the 
deviation of (dr/dt). This is achieved by calculating the RMS value of (d'r/d?). This 
measurement is particularly useful because it is sensitive to abrupt deformities of the 
object (i.e. sharp edges). For example, a slightly elliptical shape and a square both have 
CE-1 indexes above zero. However, the value of (d2r/d?) for the square will be greater 
due to the sharp corners of the square as opposed to the smooth curves of an ellipse. 
The algorithm requires re-sampling the data set at equally spaced intervals of 0 to ensure 
all values of r(t) have equal weighting. Each set will have a different number of pixels 
depending on the shape and size of the outline. Therefore, it is not possible to re-
sample the data simply by extracting points at a regular integral interval, because the 
total number of pixels in all data sets is not a multiple of a single common 
denominator". Thus, a bisquare fitting algorithm of 4th  degree and 0.2 sampling 
17  For example, to achieve 100 sampling intervals, only pixel sets having multiples of 100 could be re-
sampled without means of interpolation. 
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proportion was performed on all data sets to extract 100 uniformly spaced sampling 
intervals along the outline. For the analysis to be independent of size, it is necessary to 
normalise all data sets. This was achieved by scaling r(t) to r(t) so that rmax (t) was the 
same value for all data sets. 
5.4.3 Methods 
The developed algorithm to measure the circularity error is listed below. For illustrative 
purposes, a set of 2 figures are given to compare two apertures with a large difference in 
CE-1 and CE-2; one aperture is a near circle, the other has sharp corners that resembles 
a rounded-edge square (see Figs 5.5.1d and 5.5.1h). The algorithm uses an embedded 
scripting language made in ImageTool ver. 3.0. 
The pre-processed image (see Table 5.3.2) was loaded into the software package 
ImageTool ver 3.0; 
The image outline was extracted as a list of pixel coordinates in the Results 
Window (see script in Appendix A. 1.2); 
Since the algorithm does not require fitting a circle to the data set, the centre 
point was estimated to be the centroid of the object. To estimate the centroid, 
the area of the feature (considered a polygon of many vertices) was initially 
calculated from the general equation below: 
A=O.5.(x i y1+1 Xi+I  y) 
The centroid of the feature was calculated from the equations below: 
• 	N—i 
X centre = — ---- 	(x +x11).(Xi y — x 1 v1 ) 
6•A 10 
1 N—i 
'renire 	 + y. 1 )-(x 1  y+1 —x +1 
A Cartesian to polar coordinate transformation was applied to the data with the 
centroid as the origin, and displayed in the Results Window; 
The pixel data was selected from the Results Window and pasted into SigmaPlot 
2000. To correct a bug in the ImageTool, the curve was flipped across the X-
axis by applying the function °adj = 360° - 0, and the polar to Cartesian 
coordinate transformation was re-applied; 
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A smoothing algorithm was applied to the polar data using 0 as the independent 
variable. The smoothing algorithm incorporated the use of a bisquare weight 
function at 0.2 sampling proportion to a 4" order polynomial. Specifically, the 
bi-square weight function is (1- 4u 2, where u is the normalised distance of each 
data point to the smoothed curve. The data set was re-sampled and 
parameterised at 100 intervals of At along the full range of 0. Figures 5.4.3a 
through 5.4.3d contain graphs of the extracted pixel data and the bisquare fitted 
curve.' 8 
The maximum value rm  of all apertures was calculated. Then, the extracted data 
from every aperture was normalised to 
To quantify the circularity error, the 1' derivative of r ('dr/dt,) was calculated at 
each parameterised sampling interval by use of a difference function on two 
consecutive values of r inside the data range." Graphs of the 
jSI  derivative for 
both shapes can be found in Figures 5.4.3e and 5.4.3f; 




The 2nd  derivative of r (d2r/d?) was calculated by a difference function on (dr/dt) 
at each parameterized sampling interval as in step 9. Graphs of the 2 
derivative for both shapes can be found in Figures 5.4.3g and 5.4.3h; 
The RMS value of the 2nd  derivative was calculated by the general equation in 
step 10, substituting (N-2) for (N-I). 
18 Figures 5.5ia through 5.5.1k were used to test and finalise the polynomial order and sampling 
proportion parameters for the smoothing algorithm. 
19 The derivative was undefined at the last value and excluded in the following step. 
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Figure 5.4.3a: Graph of the radial distance (in pixels) from the centroid to 
the outline from 0 to 3600  of a circular aperture (from Fig. 5.5.1h). The 
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Figure 5.4.3b: Graph of the radial distance (in pixels) from the centroid to 
the outline from 0 to 360° of a square aperture (from Fig. 5.5.1 d). The circle 
symbol diameter represents a length of 0.32 pixels. 
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Figure 5.4.3c: Graph of the smoothed and original XV data set of a 
circular aperture (from Fig. 5.5.1h). The circle symbol diameter 















-120 -100 -80 -60 -40 -20 0 20 40 60 80 100 
X (pixels) 
Figure 5.4.3d: Graph of the smoothed and original XV data set of a square 
aperture (from Fig. 5.5.1d). The circle symbol diameter represents a length of 
4 pixels. 
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Figure 5.4.3e: Graph of dr/dtvs. 0 o a circular aperture (from Fig. 55.1h). 
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Figure 5.4.3g: Graph of dr/d9 vs. Oof a circular aperture (from Fig. 5.5.1h). 
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Figure 5.4.3h: Graph of cfr/dt2 vs. 0 o a square aperture (from Fig. 5.5.1 d). 
93 
Chapter 5— Grcu1ariy Error Measurement by Texture Analysis 
5.5 	Results 
All apertures were pre-processcd from the 2 and 3-jim size FEMs from all three wafers 
(see Tables 5.5.1 through 5•54)•21  The sets were analysed to study the following: the 
type-I and type-IT circularity error; the diameter (the length of the major axis); and the 
elongation (ratio of major axis to minor axis). To study the effect of focus offset and 
exposure time, the exposure was kept constant at 2.8 sec and focus offset at +10 ji.m 
respectively. Graphs of the results can be found in Figures 5.5.7 through 5.5.14. 
The majority of the apertures fabricated in Chapter 7 were processed and analysed (see 
Tables 5.5a through 5.5c). The apertures were sorted in ascending order of circularity 
error type-11 (CE-2). A histogram of CE-2 from the apertures is given in Figure 5.5.22. 
20 Two of the images were defective and were not included. 
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+8 pm +10 pm 
0 
5.5.3a 5.5.3b 5.5.3c 5.5.3d 5.5.3e 5.5.3f 5.5.3g 5.5.3h 5.5.31 I 	5.5.3j 5.5.3k 
Table 5.5.1: Acquired apertures from the 3 -pm FEM of test wafers no. 1, 2 and 3. The 
table includes Figures 5.5.1a through 5.5.1k (wafer no. 1), 5.5.2a through 5.5.2k (wafer no. 
2) and 5.5.3a through 5.5.3k (wafer no. 3). The focus offset was varied from -10 to +10 pm 
focus in increments of 2 pm. The exposure time is 2.8 sec. The scale bar length is 2 pm. 
-10pm -8pm -6 pm -4 pm -3 pm 0 p +2 pm +4 pm +5 pm +7 pm 
. image . defect • • • 
5.5.4a  5.5.4b I 5.5.4c 5.5.4d I 5.5.4e 755.4f 5.5.4g 5.5.4h 5.5.4i 
-8 pm -6 pm -4 pm -2 pm Opm +2 pm +4 pm +6 pm 
S. •••S•. 
55.5a 5.5.5b E5.5c 55.5d 55.5e 5.5.5f 55.5g 55.5h 
-10 pm -8 pm -6 pm -4 pm -2 pm 0 p +2 pm +4 pm +6 pm +8 pm •..•.. 
5.5.6a 5.5.6b 5.5.6c 5.5.6d 5.5.6e 5.5.6f 5.5.6g 5.5.6h 5.5.6i 5.5.6j 
Table 5.5.2: Acquired apertures from the 2 -pm FEM of test wafers no. 1, 2 and 3. The 
table includes Figures 5.5.4a through 5.5.4i (wafer no. 1), 5.5.5a through 5.5.5h (wafer no. 2) 
and 5.5.6a through 5.5.6j (wafer no. 3). The focus offset was varied from -10 to +10 pm 
focus in increments of 2 pm. The exposure time is 2.8 sec. The scale bar length is 2 pm. 
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1.2 sec! 1.4 sec 1.6 sec 1.8 sec 1 2.0 sec1 72 -,Pr 1 9 I 2.6 sec 1 2.8 sen 
5.5.7a 5.5.7b 5.5.7c 5.5.7d 
00 00000 
5.5.7e 5.5.7f 5.5.7g 
___ 
5.5.7h 5.5.71 
1.2 sec 1.4 sec 1.6 sec 11.8 sec 2.0 sec 2.2 sec 2.4 sec 2.6 sec 2.8 sec 
. 
- 
- .. image defect 0 
5.5.8a 5.5.8b 5.5.8c 5.5.8d 5.5.8e 5.5.8f 5.5.8g 5.5.8h 5.5.8i 
1.0 sec 1.2 sec 1.4 sec 1.6 sec 1.8 sec 2.0 sec 2.2 sec 2.4 sec 2.6 sec 2.8 sec 
. - 
0 0 0 00, 10 is  
5.5.9a 5.5.9b 5.5.9c 5.5.9d 5.5.9e 5.5.9f 5.5.9g I 5.5.9h 5.5.9i 5.5.9j 
Table 5.5.3: Acquired apertures from the 3-pm FEM of test wafers no. 1, 2 and 3. The 
table includes Figures 5.5.7a through 5.5.7i (wafer no. 1), 5.5.8a through 5.5.8i (wafer no. 2) 
and 5.5.9a through 5.5.9j (wafer no. 3). The exposure was varied from 1.2 sec to 2.8 sec, in 
increments of 200 msec (focus held constant at +10 pm). The scale bar length is 2 pm. 
1.0 sec 1.2 sec 1.4 sec 1.6 sec 1.8 sec 2.0 sec 2.2 sec 2.4 sec 2.6 sec 12.8sec 
• . . 0 S • . . . . 
5.10a 5.10b 5.5.1Oc E5.1 0d 5.5.1Oe 5.5.1 Of 55.1Og 5.5.1 Oh 5.5.1 01 5.5.1Oj 
1.2 sec 1.4 sec 1.6 sec 1.8 sec 2.0 sec 2.2 sec 2.4 sec 2.6 sec 2.8 sec 
• . . . 0 . . . . 
5.5.11a 5.5.11b 5.5.11c 5.5.11d 5.5.11e 5.5.11f 5.5.11g 5.5.11h 5.5.111 
1.2 sec 1.4 sec 1.6 sec 1.8 sec 2.0 sec 2.2 sec 2.4 sec 2.6 sec 2.8 sec 
• . . . . . . . . 
5.5.12a 55.12b 55.12c 5.5.12d 55.12e 5.5.12f 5.5.12g 5.5.12h 55.121 
Table 5.5.4: Acquired apertures from the 2-pm FEM of test wafers no. 1, 2 and 3. The 
table includes Figures 5.5.1 Oa through 5.5.1Oj (wafer no. 1), 5.5.11a through 5.5.11i (wafer 
no. 2) and 5.5.12a through 5.5.12i (wafer no. 3). The exposure was varied from 1.2 sec to 
2.8 sec, in increments of 200 msec (focus held constant at +10 pm). The scale bar length is 
2 pm. 
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Figure 5.5.14: Circularity error type-I vs. exposure time. 
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Figure 5.5.15: Circularity error type-11 vs. focus offset. 
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Figure 5.5.16: Circularity error type-11 vs. exposure time. 
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Figure 5.5.20: Elongation vs. exposure time. 
100 
Chapter 5- Circu/ari'y Error Measurement by Texture Analysis  
Aperture G8 16 17 H9 D7 C9 15 
Image 
CE-1 0.6028 0.6569 0.6414 0.6257 0.6604 0.6117 0.6870 
CE-2 0.1481 0.1518 0.1530 0.1538 0.1576 0.1577 0.1609 
Figure 5.5.21.g8 5.5.21.i6 5.5.21.i7 5.5.21.h9 5.5.21.0 5.5.21.c9 5.5.21.6 
Aperture 08 H5 H4 E7 H8 G3 C7 
Image •••S••S 
CE-1 0.6354 0.6497 0.6839 0.6646 0.6304 0.6674 0.6641 
CE-2 0.1648 0.1655 0.1656 0.1671 0.1672 0.1690 0.1707 
Figure 5.5.21.d8 5.5.21.h5 5.5.21.h4 5.5.21.e7 5.5.21.h8 5.5.21.g3 5.5.21.c7 






CE-1 0.5858 1 	0.9047 0.7165 0.7454 0.8240 0.6836 0.5745 
CE-2 0.1725 0.1735 0.1773 1 	0.1789 0.1818 0.1832 1 	0.1843 
Figure 5.5.21.g9 5.5.21.c6 5.5.21.g4 15.5.21.910 5.5.21.g11 5.5.21.f7 5.5.21.flO 
Aperture B7 19 ElO H7 E9 E6 C4 
Image  
CE-1 0.7408 0.7855 0.7055 0.6876 0.6665 0.8786 0.8810 
CE-2 0.1852 0.1869 0.1881 0.1882 0.1884 0.1941 0.1957 
Figure 5.5.21.b7 5.5.21.i9 5.5.21.00 5.5.21.h7 5.5.21.e9 5.5.21.e6 5.5.21.c4 
Aperture F8 E8 J6 E3 F4* B6 G2 
Image  
CE-1 0.5740 0.6991 0.7488 0.9536 0.9889 0.9660 0.8630 
CE-2 0.1973 0.1979 0.1995 0.2001 0.2005 0.2049 0.2064 
Figure 5.5.21.f8 5.5.21.e8 5.5.21.j6 5.5.21.e3 5.5.21.f4 5.5.21.b6 5.5.21.g2 





CE-1 0.8093 0.9323 0.7884 0.8606 0.8488 0.7184 1.0306 
CE-2 0.2066 0.2084 0.2109 0.2112 0.2142 0.2170 0.2177 
Figure 5.5.2 1 .i4 5.5.21.b101 5.5.21.q7 5.5.21 .dl 0 5.5.21 .j5 5.5.21.g5 5.5.21J2 
Table 5.5a: Post-processed aperture SEM images, sorted in ascending order by 
circularity error type-111 (CE-2) from 0.1481 to 0.2177. 
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Aperture E2  G6 F9 	K3 	K4 E4 
Image 
.•. 
CE-1 1.0181 0.8465 0.8892 0.6303 0.8924 0.9803 0.8035 
CE-2 0.2203 0.2217 0.2260 0.2265 0.2288 0.2362 0.2386 
Figure 5.5.21.e2 5.5.21.6 5.5.21.g6 5.5.21.f9 5.5.21.k3 5.5.21.k4 5.5.21.e4 
Aperture D4 Dl C3 lii HiO JiO D3 
Image 
•.• ••• S 
CE-1 0.8531 0.9621 1.0211 0.9263 0.8327 1.0285 1.0312 
CE-2 0.2400 0.2418 0.2477 0.2480 0.2482 0.2494 0.2504 
Figure 5.5.21.d4 5.5.21.di 5.5.21.c3 5.5.21.01 5.5.21.h10 5.5.21.j10 5.5.21.d3 
Aperture J7 B8 * H6 J9 E5 * B5 B9 
Image • • 
CE-1 1.0057 1.0314 0.8405 1.0909 0.9733 1.0515 1.0352 
CE-2 0.2576 0.2588 0.2657 0.2695 0.2700 0.2703 0.2726 
Figure 5.5.21.j7 5.5.21.b8 5.5.21.h6 5.5.21.j9 5.5.21.e5 5.5.21.b5 5.5.21.b9 
Aperture Ii K8 A9 B2 D2 A6 K7 
Image 
•...• 0 • 
CE-1 1.0439 1.0628 1.0203 1.0223 1.1283 1.0577 1.0736 
CE-2 0.2740 0.2744 0.2753 0.2757 0.2760 0.2820 0.2844 
Figure 5.5.21.i1 5.5.21.k8 5.5.21.a9 5.5.21.b2 5.5.21.d2 5.5.21.a6 5.5.21.k7 
Aperture B4 J8 K6 Hii A8 A7 F3* 
Image_  Sweesse 
CE-1 1.0358 1.0969 1.1455 1.1476 1.1456 1.1679 1.0468 
CE-2 0.2850 0.2859 0.2866 0.2878 0.2914 0.2969 0.2974 
Figure 5.5.21.b4 5.5.21.j8 5.5.21.k6 5.5.2i.hi1 5.5.21.a8 5.5.21.a7 5.5.21.f3 
Aperture J4 12 J3 J3 Hi KS Gi 
Image 
_•.u.. 0 
CE-1 1.1495 1.1156 1.1799 1.1934 1.1924 1.1729 1.1745 
CE-2 0.3018 0.3022 0.3033 0.3048 0.3164 0.3175 	1 0.3221 
Figure  5.5.21J4 5.5.21.i2 5.5.21.j3 5.5.21.j2 5.5.21.hl 5.5.21.k5 5.5.21.gl 
Table 5.5b: Post-processed aperture SEM images, sorted in ascending order by 
circularity error type-11 (CE-2) from 0.2203 to 0.3221. 
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Aperture Fl ClO B3* El F5* H3 D6* 
Image ~ a z I a ~Mz a a ~ 40 
CE-1 1.1460 1.1462 1.2264 1.1602 1.4389 1.0246 1.2165 
CE-2 0.3244 0.3244 0.3247 0.3288 0.3850 0.3895 0.4042 
Figure 5.5.21 .f 1 5.5.21.00 5.5.21 .b3 5.5.21 .el 5.5.21J5 5.5.21.h3 5.5.21.d6 
Aperture C8 * D5 
* 
Image 0 
CE-1 1.0592 2.0734 
CE-2 0.4089 0.8154 
Figure 5.5.21.c8 5.5.21.d5 
Table 5.5c: Post-processed aperture SEM images, sorted in ascending order by 










0.10 0.15 	0.20 	0.25 	0.30 	0.35 	0.40 	0.45 
circularity error type-11 
Figure 5.5.22: Histogram of circularity error type -11 (CE-2). 
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5.6 	Discussion 
5.6.1 	Focus-Exposure-Matrix (FEM) 
Qualitatively, the apertures become "more round" as the exposure was de-focused. The 
value of CE-1 and CE-2 decreases proportionally with this observation and indicates 
these are realistic measures of the actual perceived roundness error. The printed 
apertures exhibited the greatest non-circularity around a focus offset of -2 p.m (see 
Figure 5.5.13). The apertures printed from the 3-p.m feature display the most affect 
from de-focusing from the dataset (the 2-p.m feature approaches the limitations in 
printing resolution of approximately 0.5 lIm). However, the 3-p.m FEM from wafer I 
exhibited a different trend due to the affect of elongation of the printing (see the grey 
trace in Figure 5.5.19). The exposure time has little effect on CE-I, except at extreme 
de-focusing when elongation becomes large or when the photoresist is insufficiently 
exposed at low exposure times (see Figure 5.5.14). 
The sharpness (CE-2) of the 3-p.m aperture is greatest around a focus offset at -2 p.m 
and smoothens out as the focus offset is increased (see Figure 5.5.15). However, the 2-
p.m FEM feature exhibits little sharpness because the 0.5-p.m printing resolution 
prevents the effect from being seen. Instead, the sharpness shows a general trend 
upward as offset increases, again due to the effect of elongation. Generally, the 
exposure time has little affect on CE-2, except at extreme de-focusing offsets and when 
printing abnormalities exist (see Figure 5 . 5 . 16) . 21 
Dc-focusing the exposure also affects the aperture diameter (see Figure 5.5.17). When 
dc-focused, the light beam spreads and exposes more photoresist, creating a wider area 
of exposure, and thus a larger aperture. Generally, this trend is shown for the 3-p.m 
FEM. This trend is less evident for the 2-p.m FEM, but at a +4-p.m focus offset, the 
diameter rapidly decreases because the photoresist becomes insufficiently exposed. 
There is a strong relationship between exposure time and the aperture diameter for all 
printed features. The increase in exposure time increases the exposure area of the 
printed pattern (see Figure 5.5.18). 
21 For example, the 2-kim FEM from wafer 2 has a printing defect in the upper right corner (see Table 
5.5.4: Figures 5.5.11b through 5.5.11 h). 
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Generally, the elongation increases as the focus offset is adjusted positively (see Figure 
5.5.19). The grey trace exhibited an abnormal elongation printing effect that influenced 
the results of the circularity error (see Figure 5.5.13). No correlation is evident between 
exposure time and elongation (see Figure 5.5.20). 
5.6.2 	Patch Apertures 
Qualitatively, the apertures (fabricated from Ch. 7) increase in sharpness as the value of 
CE-2 increases and indicates that the CE-2 measurement is realistic value of the actual 
sharpness. For example, the apertures appear very smooth in first row of Table 5.5a but 
very sharp in the final two rows of Table 5.5c. Half of the apertures exhibit CE-2 values 
0.23 (see Figure 5.5.22). Both types of circularity error (CE-1 and CE-2) are highly 
correlated. This is explained by the fact that the object exhibits some shape in-
between a circle and a square with rounded corners (no elliptical shapes are evident). 
5.7 	Conclusion 
The results indicate that it is possible to fabricate features to some degree of circularity 
using masks with rectangular shapes. Therefore, it is not necessary to use circular 
masks. This tolerance is dependent on a number of factors, including: drift in the offset 
of the stepper focus; the degree of thermal oxide growth along the <100> plane (see 
Chapter 6); and defects in the aperture from etching and boron deposition at 1000°C 
(see Section 7.3.8). 
The developed algorithm is a powerful tool in assessing object circularity error as a 
measure of "out-of-roundness" and "sharpness." Thus, the analytical method studied 
here may be used as a control engineering measure for fabrication of circular (or non-
circular) features. 
22 Spearman Rank Order Correlation Test; correlation coefficient = 0.915; P<0.000; N93 
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6.1 	Introduction 
An important characteristic of the patch-clamp technique is the cross-sectional 
geometry of the aperture. it has been suggested that difficulties in seal formation in 
microstructures arise from sharp corners that damage the cell membrane [92]. Thus, 
two methods were studied to create a rounded edge profile: (1) different combinations 
of standard MEMS processes and parameters and (2) de-focused lithographic exposure. 
Thus, the aim was to create a rounded and smooth aperture lip with a desired opening 
diameter. 
6.2 	Materials and Methods 
6.2.1 	MEMS Processing 
The effect of the following processes on aperture geometry were studied: 
• deep silicon etching; 
• SF6 etching; 
• HF etching; 
• wet thermal oxidation; 
• PECVD oxide deposition. 
In order to experiment on different process combinations, five distinct aperture families 
(including two sub-groups per family) were produced, denoted by A, B, C, D and E (see 
Figure 6.2.1). Each family is divided into two sub-groups X lhl and to test the 
affect of thermal oxidation and PECVD oxide deposition concurrently within the same 
family. Aperture family A focused on the effect of SF 6 etching for a short 20 sec 
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duration (see Tables A.2.1 and A.2.2). Aperture family B focused on the effect of 
leaving oxide on the surface during SF ()  etching (see Tables A.2.3 and A.2.4). The oxide 
was HF etched for a short period to remove the oxide partially at the edges of the 
aperture lip to prevent the expansion of the aperture opening and to achieve a more 
pronounced rounding effect. Aperture family C concentrated on SF 6 etching for 
extended period of 50 sec (see Tables A.2.5 through A.2.8). 23  Aperture families D and 
E focused on the effects of thermal oxidation, HF stripping, and re-thermal oxidation to 
increase the top-view circularity of the opening (the only difference in processing 
between these families is the initial SF 6 etch for 8 sec in family D). 
All apertures were initially formed by the following processes: 
Four 4" silicon dummy wafers (frontside polished) were wet thermally oxidized 
for 2.5 hrs for an oxide growth of 1.1 pm; 
Wafers with coated with photoresist of 1.2-pm thickness; 
The 2.5-p.m square cross feature (see Figure 5.2.1d) was repeatedly exposed 
across these wafers with a 7-mm pitch with a 5x reduction Optimetrix© stepper. 
The stepper configuration consisted of a range of exposures from 1.9 sec to 2.9 
sec in increments of 100 msec, and focus ranging from -1.9 p.m to +0.2 p.m in 
increments of 0.1 l.tm; 
The photoresist was developed; 
The wafers were ME etched to remove the oxide and then ashed, creating an 
oxide mask for the deep silicon etching process; 
The silicon was deep etched (see Table A.3.1 1) for 8 cycles for groups A, B and 
C, creating an aperture length of approximately 4.6 p.m; 24 
Additional processing steps in all aperture families are listed in Figure 6.2.1. After each 
process, many of the apertures were examined under SEM (see Tables in Appendix 
A.2). 
23 
Based on the results from families A and B, it was concluded that SF6 etching for 20 sec etches too far 
down into the aperture and a shorter time will be studied. 
24 
 The etch period was shortened to 4 cycles for groups D and E, since it was uncertain at the time 
whether AFM scanning is possible at a hole deeper than the tip length. After subsequent testing, it was 
discovered that the tip does not crash when attempting to scan a "bottomless pit!" 
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6.2.2 Defocusing 
The 3-pm FEM etched in wafer no. I was chosen for this study. To investigate the 
effect of dc-focusing and exposure time, six apertures were milled in a FEI©  Focused 
Ion Beam (FIB) 200xP system machine!3 After milling, the side-walls of were revealed 
and examined in an SEM. 
25 The exposure and focus settings for the apertures were: a) 1.0 s, -10-p.m; b) 1.4 s, -6-p.m; c) 1.8 s, -2-p.m; 
d) 2.0 s, +2-gm; e) 2.4 s, +6-i.tm; t) 2.8 s, +10-pun. 
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Figures 6.2.2a through 6.2.2e - SEM images of cross sections of apertures etched in 
S13N4 layer. Images are arranged in increasing de-focus and exposure: a) 2.0 sec, focus = 
+2 pm; b) 2.4 sec, focus = +6 pm; and c), d) and e) 2.8 sec, focus = +10 pm. The edges are 
sharp in Figure 6.2.2a. In Figure 6.2.2b, the edges show some semblance of rounding. 
Significant curvature has occurred in Figures 6.2.2c through 6.2.2e. 
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6.3 	Curvature Profiling of Parametric Data Sets of Extrinsic Curves 
6.3.1 	Introduction 
No known analysis packages exist that measure the radius of curvature from a given arc 
of pixel data in an AFM data file. Thus, an algorithm was developed and tested to 
measure the radius of curvature of the profile. This algorithm, although mainly 
developed for AFM data, can be adapted for studies of other sets of pixel data from 
many coordinate measurement machines (CMMs) and profilometric tools. 
The goal was to measure the minimum radius of curvature Rm,,,  or circle of curvature, of 
the data set [93]. To represent the pixel data as a smooth and continuous curve, the 
straightforward approach was to represent the curve parametrically [94]. This 
representation allows the radius of curvature to be computed at each At along the curve. 
The minimum numerical value can be obtained from this set and tabulated as 
Along a curve composed of pixel data, a change in direction can only take an abrupt 
±45° angle. Therefore, the data must be interpolated along the curve. Moreover, 
obtaining a correct value of R requires an accurate measurement of the X and Y 
derivatives. The derivatives (and tangent lines) can show large variation over the curve, 
and thus R can be largely variable. It was therefore necessary to smooth the 
derivative of X(t) and Y(t) to achieve realistic R values. 
The algorithm quantifies curvature independently of the length or shape of the curve, as 
the entire curve is analysed at each re-sampled point. This algorithm allows the freedom 
of independent profiling without limiting the data set to a pre-defined area. 
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6.3.2 The Algorithm 
For illustrative purposes, two example Figures are given from data set of aperture G7 
that represent the left and right black traces where appropriate. The algorithm is 
explained below: 
By use of the AFM analysis software title Nanoscope©  III v.442 release 8, a 
snapshot of the section analysis screen was exported as a TIFF file and re-
opened in Adobe © Photoshop v.7.0. 
The black trace (representing the centre vertical slice) was selected out of the 
image into a new image by selection of black colour. Using the Selection Tool, 
the region of interest (ROl) was positioned approximately where: (1) the trace 
begins the ascent from the bottom of the aperture; (2) the trace curves to form 
the lip of the aperture; (3) and the curve flattens out over the planar surface. 
The ROl was cropped as a square of varying size to approximately centre the 
curve with a 10 to 15-pixel border. 26 
Next, the ROl was converted to an 8-bit greyscale BMP and a subsequent 0.5-
pixel Gaussian blur was performed on the image; 27 
The image was loaded in ImageTool. A script was executed and the ROl was 
selected around the curve with a threshold of 250 of 256 (see Appendix A.1.2). 
For the purpose of polar coordinate conversion, the upper-corner (not the 
lower-corner) pixel location in the image was used as the centre point; 
The pixel data was selected from the results window and loaded into SigmaPlot 
2000; 
Next, a bisquare smoothing algorithm was applied using a 2   order polynomial 
and 0.5 sampling proportion. 28 The data set was re-sampled at 100 intervals of 
At along the full range of 0. The polar pixel coordinates and the smoothing 
results for the left and right traces for aperture G7 are given in Figures 6.3.2a 
and 6.3.2b; 
The re-sampled data was converted to Cartesian coordinates. Next, dx/dt and 
4y/dt were calculated by running a difference function (where the previous value 
is subtracted from the current) on x andj; 29 
Then, the dx/dt and 4y/dt data sets were smoothed using another bisquare 
weight function at 0.5 sampling proportion using the Y d degree polynomial, 
26 This was done because, firstly, the pixel data at a later point will be converted to polar coordinates. The 
aim was to measure the curve parametrically at an equal interval along 0 for maximum curve sensitivity to 
R along the complete curve. 
27 The Gaussian blur was used to help extract the pixel data in ImageTool. 
28 For further details, see the algorithm development in Chapter 5. 
29 The derivative is undefined at the first re-sampled point and therefore excluded. 
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using the re-sampled 0 as the independent variable (see Figures 6.3.2c and 
6.3.2d); 
9. The value of tan(Ø) (defined as dj/dx, or (dj/d/)/(dx/d/)) was calculated by 
dividing each value of dy/dt by dx/dt at each & 
Next, the value of 0 (defined as the tangential angle at a point along the curve) 
was calculated by the function taii'((d31dt)1(thc1dt)); 
The value of dØ/dt was calculated by running a difference function on 0. As 
before, the derivative was undefined at the first re-sampled point and excluded; 
The curvature K at each interval t along the re-sampled data was calculated using 
the following formulae [95]: 
1-' 
dØ 	dt 	 dt) 
ds 
xY  
K-- j  
dt 	dt 	12 V 2 t1
where 0 i the tangential angle along the curve, and s is the arc length; 
The radius of curvature Ris defined as 1/K and computed as the inverse of k;3° 
Finally, the centre of the circle of curvature at R,,,,,, the following values of 
and ceflLre  were computed by the following functions: 
Xcentre  = x + R cos(tan 1 (_-1 )) 	 Ycentre = y + R . sin (tan' ( 	)) 
tan tan  
30 It is possible to achieve an inflection point, where dx/dt changes sign, causing døldt to be negative at 
one instance oft and thus giving an incorrect negative value for R. This artefact was negligible, and a 
single negative value for the radius for curvature was rejected for four of the R data sets for apertures G5, 
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Figure 6.3.2b: 2" degree bisquare fit to extracted pixel coordinates for G7 right curve. 
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Figure 6.3.2f: Radius of curvature vs. At for the right black trace of aperture G7. 
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6.4 	Results 
6.4.1 	AFM profiling 
Ten patch-clamp version 11 devices (see Table 6.4.2) were profiled using an Atomic 
Force Microscope (AFM) Digital Instruments D5000 in Tapping Mode to measure 
the aperture cross-sectional curvature. Profiling such a feature required the utilisation of 
an especially narrow tip, because the sidewalls of the apertures approach 900.  Thus, a 
special AFM tip was chosen with an ability to trace along the steep sloping sidewalls. 
Specifically, a Nanosensors © high-aspect-ratio (HAR) tip was used (part no. AR5-
NCHR). The tip length is > 2 .m at an aspect ratio of approximately 7:1 (the overall tip 
length is 10-15 pm). The tip radial diameter is approximately 10 nm. 
The scan field size of each aperture was approximately 4 im at a typical scan rate of 0.3 
Hz with 256 samples across each trace. A section analysis and surface profile was 
plotted for each aperture (see Figures 6.4.1a through 6.4.1t). 3 ' To minimise any 
distortion created by tracing in the horizontal direction and offsets in surface flatness of 
the specimen, only vertical sections were plotted. Three vertical fixed sections were 
examined in the analysis (the left, centre and right lines are coloured black, red and 
green respectively). For consistency in the data analysis, only the black trace was 
analysed. In addition, the left side of aperture G7 was analysed to demonstrate that the 
curvature algorithm can be performed for both sides of the aperture. 
1 1 To correctly measure the curvature, the Z-range (the Y-axis on the section analysis plot) was adjusted to 
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Figures 6.4.1a and 6.4.1 b: Section analysis and surface profile for aperture B2. 
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Figures 6.4.1i and 6.4.1j: Section analysis and surface profile for aperture F6. 
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Figures 6.4.1 q and 6.4.1 r: Section analysis and surface profile for aperture J2. 
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Figures 6.41s and 6.4.1t: Section analysis and surface profile for aperture J10. 
6.4.2 Curvature Analysis 
This algorithm was tested on AFM traces obtained on the ten profiled apertures from 
Section 6.4.1. Graphs of the extracted pixel data, the re-sampled data from the bisquare 
smoothing algorithm, the location of R and the circle of curvature, centre point and 
calibration bar are given in Figure 6.4.2a and Figures 6.7a through 6.7j. A tabulated 
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Figure 6.4.2a: Data profile and curvature analysis for the right curve of aperture G7. 
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G7 left black 74.77 129 0.58 control 
G7 right black 93.86 129 0.73 control 
J10 right black 62.76 129 0.49 control 
G5 right black 60.09 129 0.47 800°C B 
J2 right black 89.99 129 0.70 800°C B 
BlO right black 82.83 131 0.63 1000°C anneal 
E7 right black 92.98 131 0.71 1000°C anneal 
F11 right black 95.26 131 0.73 1000°C anneal 
B2 right black 81.29 126 0.65 1000°C B 
B3 right black 68.21 126 0.54 1000°C B 
F6 * right black 110.85 1 131 1 0.85 * 1000°C B 
Table 6.4.2: Curvature analysis data summary. This table gives and calculated Rmin value 
in units of pixels and microns for the respective curve. The calibration scale is a function of 
the scan size from the section analysis exported TIFF file. (*) Aperture F6 was a grossly 
irregular aperture and not included in the data set statistics in the discussion section. 
6.5 	Discussion 
6.5.1 	MEMS Processing 
Aperture Family A (Tables A.21 andA.22) 
The effect of SF 6 etching produced significant curvature and expansion of the aperture. 
Thermal oxidation "squared up" the aperture significantly, due to preferential oxide 
growth along the plane with the normal away from the surface. The effects of POD 
(PECVD oxide deposition) and ThOx (thermal oxidation) decrease the tip diameter. 
However, POD did not continue to square up the aperture, and also created a visually 
smoother aperture (by the observation of less pronounced deep etch grooves; see Fig 
A.2.2.5b). 32 
Aperture Family B (Tables A.23 and A.2.4) 
Undesirably, SF6 etching removed the silicon underneath and oxide, producing an odd- 
looking concave lip around the aperture tip. 33 The lip remained pronounced for all 
32 It was not possible to obtain good SEM images at 0° AOl, due to the pronounced charging of the 
surface. 
" The etched silicon is evident from the bright ring in Figure A.2.3 (step 5). 
123 
Chapter 6 - Modfication and Analysis of the Aperture Curvature 
subsequent processing steps. Thus, leaving oxide on the surface during SF etching was 
found to create a visually undesirable structure. 
Family C (Tables A.25 through A.2. 8) 
The SF<, etch process removed the silicon significantly into the depths of the aperture, 
notably after 20 sec. After 10 sec of etching, the grooves at 00  AOl are not easily 
observed. It was apparent that SF 6 etching preferentially squared up the aperture 
(although less pronounced than ThOx). As in the results for families A and B, POD 
smoothed the aperture significantly and decreased the aperture size back to an 
acceptable size for patch-clamping (2 l.tm). 34 
Fain/lies D and E (Tables A.29 through A.216) 
After the first ThOx step, the aperture opening was rounded, but showed signs of 
"ripple" from oxide growth around the grooves. Immediately after, the POD process 
undesirably produced an abruptly angled and less rounded opening, with the ripples still 
present. 35 From observation, HF etching potted the surface significantly and made the 
surface less smooth. After performing a complete oxide strip, the aperture appeared 
more circular than initially etched with the deep silicon process. Subsequent POD and 
TOx produced similar effects as in families A, B and C. 36 Furthermore, the presence of 
grooves disappeared and the surface smoothened within the aperture. After the final 
ThOx process, the apertures squared up again without the presence of grooves. 
However, the aperture appeared smoother than subgroups A thcmal, B them , C l , thcrmll and 
C2 the,,,,aI For subgroups D1pe,d and the POD process resulted in a very smooth 
and rounded aperture opening. Aperture family E was found to produce identical 
results from D. However, it is speculated that the initial 8-sec SF 6 etch created more 
edge curvature. 
From the results of group C, it was decided that any additional SF 6 etching for aperture groups D and E 
will not be for more than 10 sec. Also, because PECVD oxide deposition smoothed out the grooves and 
decreased the aperture diameter, it was decided that group D would be subjected to the POD process 
earlier in the processing stage. 
35 It was decided to HF etch for 60 sec to try to round-off the sharp corners of the opening. 
36 An observation was made that showed four obtrusive buds extending from each side (see step 9). It 
was decided that this was either real feature within the aperture (due to preferential growth of the silicon 
in this plane), or it was an artefact of surface charge during SEM imaging. 
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6.5.2 	De-focusing 
The results show that defocusing the lithographic beam can increase the radius of 
curvature. The curvature is not noticeable under SEM observation until the focus was 
approximately at +6[Lm. The largest radius of curvature was obtained at a +10-tm 
focus setting, estimated to be approximately 0.5 .im. It is hypothesised that this 
curvature is attributable to the curved edge profile of the photoresist after development. 
This curvature profile is then transferred to the material during etching as the 
photoresist is milled away gradually from the edge, resulting in a curved edge profile in 
the material. The degree of replication of the edge profile depends on the photoresist 
thickness and permeability to the etchant. 
6.5.3 	Curvature Calculation from the Algorithm 
For the selection of apertures from device version II, the average value of Rm,,,  for the 
data set was 0.62 im (standard deviation = 0.10 pm; maximum = 0.73 p.m; and 
minimum = 0.47 tim. The curvature is due to the non-conformal deposition of the 
oxide layer around the lip of the sharp corner of the thermal oxide layer during the 
PECVD process. Also, HF etching may have produced some curvature before the re-
thermal oxidation step, although the radius of curvature from HF etching is bound to be 
limited. 
Qualitatively, the curvature algorithm identified the location and value of Rrnj,, to a 
perceived accuracy. The circle of curvature at Rmi  overlapped a considerable number of 
re-sampled points near the vicinity of Rmjn  (see Figures 6.4.2a through 6.4.2k). Thus, this 
suggests that a good representation of the curves was achieved parametrically by the use 
of re-sampled points. 
6.6 	Conclusion 
The use of POD is a useful process to create significant rounding (0.5) of the corners 
of the aperture. Thermal oxidation "squares-up" the aperture with use of a silicon wafer 
at <100> orientation. The use of a silicon wafer of <111> orientation may reduce this 
effect by creating a more or less hexagonal shape, as opposed to a square. Nonetheness, 
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ThOx is necessary for proper insulation from the bulk silicon, especially the aperture 
cavity where deposition techniques would not generally work. The developed algorithm 
provides a useful and accurate measurement of the cross-sectional curvature. Further 
developments into fabricating a convex aperture, as opposed to a generally cylindrical 
one, should be investigated. At the time of writing, it is unclear whether convex patch 
apertures increase the probability (or wholly required) for patch-clamping of neurons 
with planar silicon-based microstructures. 
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Figure 6.7b: Data profile and curvature analysis for the right curve of aperture B3. 
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Figure 6.7d: Data profile and curvature analysis for the right curve of aperture 13110. 
128 









R = 92.98 pixels (0.71 pm) 
extracted pixel data 
	
-40 	
• bisquare fitted curve 
circle of curvature at Rmio 	 0.5 jim 
-60 	 1 	 1 	 1 	 1 	 1 	 I 	 I 
-160 -140 -120 -100 -80 -60 -40 -20 0 	20 40 60 
X (pixels) 












Rmin = 110.85 pixels (0.85 pm) 
• 	extracted pixel data 
• 	bisquare fitted curve 
• 	circle of curvature at Rmh, 	 05 j.m 
601 	 I 
-140 -120 -100 -80 -60 -40 -20 0 	20 40 60 80 
X (pixels) 
Figure 6.7f: Data profile and curvature analysis for the right curve of aperture F6. 
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Figure 6.7h: Data profile and curvature analysis for the right curve of aperture G5. 
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Figure 6.7j: Data profile and curvature analysis for the right curve of aperture J1 0. 
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7.1 	Introduction 
Ultimately, the success of patch-clamping using microstructures depends on designing a 
device capable of emulating the important characteristics the electrophysiological 
method offers. This section focuses on the design, manufacture and assessment of a 
single microstructure to explore and test the feasibility of patch-clamping. The 
following factors are necessary to achieve for a prototype device: 
• the realisation of a mechanically stable microstructure; 
• the incorporation of suction; 
• a tolerable electrical performance for neuronal recording; 
• the use of material surfaces satisfactory for patch formation; 
• some geometrical degree of aperture circularity and curvature; 
• a high process yield to perform numerous testing; 
• a packaged design for use under a microscope 
• some degree of visualisation of the neuron and aperture 
Notably, the electrical performance is most critical and therefore carefully considered in 
the design. Specifically, proper insulation from the bulk silicon and low capacitance are 
important electrical criteria, especially if multiple apertures will be fabricated on the 
same device for multi-channel recording. 
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7.2 	Patch Device I 
7.2.1 	Introduction 
Section 2.2 presented a critical review of the microstructures already studied. Here, the 
first prototype design had the intention to improve on the electrical performance of a 
free-standing S1 3N4 membrane microstructure [96-98]. The improvement concentrated 
on reducing the capacitance of this device to a minimum. This device type included a 
small circular aperture, or hole, in a 1-p.m thick free-standing membrane. The device 
included a backside cavity formed from anisotropic wet etching, resulting in a resistive 
circuit pathway for an ionic solution from backside (electrode potential) to topside 
(ground potential). The resistance of the electrode depends on the geometric properties 
of the aperture, discussed in Section 7.2.2. 
Chemical etching can be used to fabricate precise geometric grooves for MEMS devices 
[99;100]. This process is orientation-dependent (anisotropic) and requires the use of an 
alkaline solution such as potassium hydroxide (KOH) or tetra-methyl-ammonium 
hydroxide (TMAH). The geometric formation of the anisotropic etch depends on the 
silicon crystal plane structure. Masking with silicon nitride or thermal oxide is possible 
due to the high selectivity of etch material for these chemicals. In this work, wet etching 
with TMAH solution with a Si 3N4 mask can form precise V-shaped groves in the silicon 
bulk. The etch depth is dependent on the initial size of the exposed silicon. 
Initially, the mask area must be pre-defined to form a V-shaped groove of correct 
geometrical dimensions. From pre-testing experiments, the etch selectivity ratio for the 
silicon crystal planes <100> and <110> was found to be 100:29 (the actual data was 
0.42 p.m/ min and 0.12 p.m/min respectively). Because the selectivity rate of the <111> 
plane is considerably higher, a precise pyramidal groove can be etched at an angle of 
54•70 However, the small selectivity of the <110> plane will expand the V-groove 
outward during etching. To create a free-standing Si 3N4  membrane of 24-p.m width 
(from a silicon bulk thickness of 388 p.m), it was calculated that the final backside cavity 
width should be 578 p.m (see Figure 7.2.2). Therefore, the initial aperture size in the 
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7.2.2 Electrical theory and design 
Two device versions (denoted by A and B) were constructed. Device A includes a 
sandwiched I -i.m Si0 2 layer between the bulk silicon and a 550-nm S13N4 layer on the 
backside of the device. Device B only includes a single 1.7-pm Si0 2 layer (the Si 3N4 was 
etched away in process step 7). The electrical circuit is given in Figure 7.2.2a. Devices 
A and B were modified by the application of PDMS to the device backside to try to 
reduce capacitance. The capacitance of the device can be calculated from equations 
7.2.2a, 7.2.2b and 7.2.2c, previously outlined in a thesis by M. Maher in 2000 [101]. 
1 
Equations 7.2.2a; b; C: 	 CdevjCC 




where 	C = 	 and 	CTA  = Eo Er  Si/V AVA 
d SiO, 
where e. = 8.854 pF/m; with relative permittivity values 6 ,,S102 = 3.9 and 6rS13N4 = 7.5, 
(referenced in G. E. Anner, Planar Processing Primer 1990, cited in [101], p.36). 
CAI- RA 
Solution 
Figure 7.2.2a: Electrical circuit diagram illustrating the capacitive and 
resistive components of patch device I. The width of the free-standing 
membrane is approximately 24 pm. 
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The value of ds13\4  (the thickness of S1 3N4 layer) is 550x1 O -9 m. The value of A, (the area 
of free-standing membrane) is 24x1O rn) 2, or 5.76x10 1° m2. Therefore, the capacitance 
of the free-standing membrane is: 
CA  =(8.854x10'2F/m).(7.5) (5.76x10'°m2) = 6.95x10 14 F 
(5.5x10 7 rn) 
This value is negligible and can be ignored. Since the capacitive components C u and CT 
are in series, the lowest value of these will greatly influence the overall capacitance of 
the device. The value of AT  (the area of the cell bath) is (8x10 3 rn) 2, or 6.4x10 5 m2. 
Therefore, the capacitance of the top Si 3N4 layer is: 
CT  = (8.854x10 12 F/nz) (75). 
(6.4x105  "12)
=7.7x109F 
(5.5 x 1O 7 m) 
Since the value of CT  is large, it was necessary to minimise the capacitance C. The 
value of C u is proportional to the contact area of the patch solution. Hence, a 
polydimethylsilosane (PDMS) coating (Do w Corning SylgardTM 184) was applied by 
hand. The area was reduced to approximately a 2-mm diameter circle, slightly larger 
than initially planned. (Previously, Maher's thesis stated that the diameter was reduced 
to 1.5 mm.) 
The capacitance C, of the inner side-walls of the pyramidal etch is constant and can be 
obtained by calculating the area of the side-walls by the equation: 
A cwajic  = (4) 0.5 h (da  + db) = 2 . (3.88 x 10-6  in). (24 x  O in + 578 x 10 rn) 
-) i.e. 	A jäe_, j , = 4.7 x 10 --7  in 
Therefore, the capacitance C 5 is: 
Cs = (8.854x1O 2 F/m) . (3.9). (4.7x10
7 in 2 ) 
	
= 	'F =l6pF 1.6x1O  
(1.4x 10' m) 
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Finally, the area in contact with patch solution was calculated, and the capacitance of the 
bottom insulator C, for each device is given by: 
A.= ir r2 - 	= ,t-(1x10 3 m) 2 —(578xl0m) 2 = 2.8x10m 2 
,Si02/Si3N4 = ((7.5) (0.35) + (3.9) (0.65)) = 5.16 
(2.8x 10 m 2 ) 
= 0.83 x 100 F = 83pF CUdevA = (8.854x10' 2 F/rn) (5.16). 
(550x 10 9 m) 
CUdevBn0PDMS = ( 8.854x 1012  F / m) . (3.9) 	
(3.25x 103m)2 = 
6.7 x10 ° F = 670pF 
(1.7 x 10 6 rn) 
CUdeVBwUhPDMS = ( 8.854x10 12 F / m) . (39). (2.8x 
10-6 "12)
=5.7x10"F =57pF 
(1.7 x 10 6 m) 
The final theoretical values of C(Ievjce  are listed in Table 7.2.5c. 
Figure 7.2.2b shows the capacitance of the bottom insulator C1, as a function of A 1 . (area 
in contact with patch solution) and oxide thickness based Equation 7.2.2b. For 
example, with typical oxide thicknesses between 0.5 and 1.5 p.m, the capacitance is 
strongly influenced by the contact area of the patch solution. However, oxide 
thicknesses 2 m with contact area diameters of 1 p.m can reduce the capacitance to 
25 pF. 
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Figure 7.2.2b: Theoretical capacitance of the bottom insulator Cu vs. oxide 
thickness and the diameter of the area in contact with patch solution. The 
painted PDMS layer minimises the diameter of the area. 
The theoretical resistance of the device can be calculated from Equation 2.3.3a, where L 
= 0.55x1 0 rn and A,, = it (lxi 06  rn)2. 
p- L - (510x1O32•øn).(0.55tön) =89kQ 
= 	- 
A((, fl(J 	 it- (1pm) 2 
7.2.3 Materials and methods 
Two standard 3" semiconductor-grade silicon wafers purchased from Shi nEtsu© were 
selected for processing. The wafer characteristics are as follows: crystal orientation of 
<100> normal to the surface; 'p'-type silicon (boron doped); thickness of approximately 
388 p.m; and resistance is between 14-20 Q-cm and polished on the frontside. 
All micro fabrication was performed in semiconductor class 10 cleanroom facilities. 
Process conditions and variables can be found in Appendix A.3. A pictorial 
representation of the process steps is found in Figure 7.2.3. The process steps for 
device B are as follows: 
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Wafers were initially thermally wet oxidized for 150 nun, resulting in a 1-p.m 
oxide thickness; 
A 1.2-p.m thick photoresist coating was applied to the wafer backside as a 
protective mask against HF etching; 
The top layer of oxide was removed by dipping the wafers into a buffered 
HF:H-,0 (4:1) solution; 
Ashing was applied for 60 min to remove the photoresist. Next, a 550-nm S13N4 
layer was deposited on both sides using a low pressure chemical vapour 
deposition process (LPCVD). This resulted in a sandwiched thermal oxide layer 
between the backside of the silicon bulk and S1 1N 4 . This layer will be used in 
step 11 to aide in the reduction of the capacitance; 
Both sides of the wafer were coated in photoresist. The frontside photoresist 
was exposed using a Stepper reticule with a 1.5-p.m square aperture mask 
(described in Chapter 5) at a +10-p.m focus and 2800-msec exposure. Also, a 
pair of global alignment marks were printed at 60.1-mm separation for step 8; 
The frontside was developed and the Si 3N4 layer was RIE etched for 16 mm. 
This process resulted in creating a 2-p.m aperture diameter; 
Ashing was applied for 60 min to remove the photoresist. The frontside was 
coated in photoresist and exposed to an orthogonal grid of 100-p.m lines of 14-
mm pitch. The mask was exposed "blindly" at 1-mm tolerance to centre each 
aperture to each respective square. After photoresist development, the frontside 
(and optionally the backside Si 3N4 layer, as shown) was RIE etched for 16 mm. 
Then, ashing was applied for 60 mm, and the frontside and then the backside 
was coated; 
S. The photoresist was exposed using a backside mask comprising nine 470-p.m 
squares with double-side alignment. Then, the photoresist was developed; 
The backside Si0 2 layer was RIE etched and subsequently ashed for 60 mm; 
Wet etching was performed with a TMAH solution at 85°C for 930 min to 
create the free standing S1 3N4 layer. The final backside cavity size was 578 
microns (resulting in a growth of 54 p.m along the <110> plane); 
Ashing was applied and the wafers were and thermally oxidized for 5 hours, 
resulting in thicknesses of 1.4-p.m for the sidewall and 1.7-p.m on the backside; 
A PECVD oxide was deposited for a thickness of 300 A; 
The frontside was subjected to boron deposition at 1000°C for 30 minutes; 
Devices were diamond scribed and broken manually into 14-mm squares for a 
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Figure 7.2.3: Cross-section pictorial representation of the process steps for device I 
(version B). The figure is not drawn to scale. 
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7.2.4 Platform design and construction 
A platform was designed to meet the following requirements: 
the ability to hold each individual patch-clamp device chip during recording; 
• to be re-used over and over again rapidly as different patch chips/recording 
devices are re-installed and tested; 
• to fill the backside cavity with patch solution; 
• to embed an Ag/AgC1 electrode in contact with the patch solution to establish 
an electrode potential (microfabricated Ag/AgC1 electrodes were not 
incorporated into the device chip); 
• accommodate a topside cell-bath; 
• provide suction (0.03 atm) from the backside of the device; 
This platform also features the capability for it to be mounted to a base-plate on the 
microscope stage for ease of use. To provide suction, an air port was moulded in the 
device, allowing an external suction line to be attached as a side-port. For MEA device 
prototype considerations, the platform dimensions were configured to fit into a MCS © 
base-unit. Therefore, the platform consisted of a 51-mm square assembly with a 
6.5-mm thickness. 
As part of the design process, a suitable material was selected to contain the patch 
solution and provide sealing, so adequate suction can be maintained. It has been shown 
that PDMS material can be used to fabricate micro-channels for biomedical 
applications, micro-fluidics and MEMS devices [102-104]. PDMS is a silicon elastomer 
moulded from a cast. Once cured, the material retains the features of the cast to nano-
scale precision. Thus, the PDMS device platform was cast from a plastic container 
containing non-permanent detachable parts. The mould contained: 
• a patch-solution well; 
• an internal suction port; 







Removable Perspex top plate 
Patch chip (14.0 mm) 
Suction port (2.0 mm dia.) 
FSylgardTM  base 
Cell bath  
- 	 Air-tight seals 
777 -- Patch solution well (6.5 mm dia.) 	 --- E 
E 
- Ag/AgCI electrode 
(0 
Seal _fW  
PerspexTM base plate 
51.0 mm 	 - 
Figure 7.2.4: Cross-section diagram of device platform version I. The figure is drawn to a scale of <4:1>. 
Chapter 7— Microstructure Design, Fabrication and Assessment 
7.2.5 	Results 
To use the device, the platform patch solution cavity was overfilled slightly, leaving a 
domed meniscus to ensure that the backside of the device would be in contact with the 
solution. To reduce the formation of air bubbles, a 1-p.L drop of the solution was 
placed on the underneath of the device to fill the cavity. The device was then placed on 
the platform and tilted slightly during the positioning to avoid trapping air pockets. 
Then, the removable top plate to contain the cell-bath medium was positioned on the 
top of the device. The unit was placed in the MCS docking unit and locked down, 
creating an air-tight seal. 
The patch solution consisted of potassium methyl-sulphate (CH 3KSO4) at standard 
ionic concentration and HEPES sodium salt (C 8H 17N,04SNa) used as a pH buffer, 
purchased from Acros Organics© and Sigma©  respectively (see Table 7.2.5a). 
Chemical Conc. (mM) 
CH3KSO4 150 
C8H 17N204SNa 10 
Table 7.2.5a: Intracellular patch solution for device testing. 
The cell bath solution consisted of a basic phosphate buffered extracellular medium, 
listed in Table 7.2.5b. 
Chemical Conc. (mM) 
NaCl 120 
KCI 3.5 





Table 7.2.5b: Extracellular solution for device testing. The medium is used 
for studies of cerebellar granule cell cultures [105]. 
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All recordings were taken using the equipment setup in Section 3.5.2. The dynamic 
response of the electrode was measured a -7.3 nA inward current step and monitoring 
the voltage output. The electrode was modelled as a first-order linear measuring 
instrument. Therefore, the time constant tau (t) was measured for the two device 
versions A and B (with and without PDMS), and a conventional borosilicate glass 
pipette with a similar 2-p.m aperture diameter. The value of tau was approximated by 
fitting the relaxation response to an exponential curve: 
Y = y0 +a(1—e'), where r=-(11b) and CO3 = r/R. 
The current-voltage relationship was tested for linearity. This measurement is 
dependent on the ionic concentration and area of conduction of the electrode. Eleven 
current steps were injected from a range of -10 nA to +10 nA at L2 nA intervals for a 
duration of 500 ms (see Fig. 7.2.5a). An I-V plot was generated, and the resistance 
values I//I  were fit to a linear equation (see Fig. 7.2.5b). A table of the measured 
electrical performance measures are given in Table 7.2.5c. A graph of the voltage 
response of the devices and pipette is shown in Figure 7.2.5c. 
Device Type R (M9) Ct orecai (pF) Cactuai (pF) tau (msec) Fit (r) 
ver A (with PDMS) 843 kQ 99 414 0.349 0.996 
ver B (no PDMS) 313 kt2 686 2210 0.692 0.968 
ver B (with PDMS) 704 kQ 73 192 0.135 0.135 
pipette (2-pm dia.) 2.88 M (2-10) 40 0.115 0.997 
Table 7.2.5c: The electrical performance measures-resistance, tau (r), and 
capacitance (C)-are given, along with the fitting performance (r2) for the 
time response. 
144 
Chapter 7 - Microstructure Desgn, Fabrication and Assessment 
5 m 
lOnA  
I  mse(; 











/ 	 current (nA) 
0 	-8 	-6 	-4 	-2,.ff/l 	2 	4 	6 	8 	10 
• device A with PDMS 
o device B with PDMS 
V glass pipette (2-pm tip) 
-8 
Figure 7.2.5b: IN plots for device A, device B and the glass pipette. The 
fits indicate strong linear relationships. 
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borosilicate glass pipette (2-am dia.) 
device A ver. I - with POMS coating 
- device B ver. I - with PDMS coating 
- device B ver. I - no POMS coating 




Figure 7.2.5c: The voltage relaxation responses of device I. The relaxation 
responses were normalised to compensate for differences in resistance. 
Device A (purple trace) includes the inferior Si 3N4  insulating backside layer and 
the time response is lagging behind the pipette control (red trace). However, 
device B, with a Si0 2  insulating layer (blue trace) has a similar time response to 
the pipette. The time response of device B without the PDMS coating is 
severely limited from the large contact area of the patch solution (green trace). 
7.2.6 Discussion 
The devices and glass pipette are linear measuring instruments within the current range 
tested (±10 nA). All theoretical resistance and capacitive values were smaller than 
measured. Notably, the measured 40-pF capacitance of the pipette is higher than 
expected (10 pF is expected). It was assumed that other resistive and capacitive 
components exist in the testing equipment or the circuit that were unaccounted for, 
possibly from loose wire  connections, leakage of the solution, and particle 
contamination of the aperture. The application of a backside PDMS coating was 
necessary to achieve a time response performance approaching that of conventional 
glass pipettes. Therefore, it was decided that a PDMS coating will be incorporated in 
patch device II. Also, the S13N4/Si02  backside layer in device A was an inferior 
insulator to the single SiO, layer in device B. 
146 
Chapter 7— Microstructure Des:n, Fabrication and Assessment 
In practice, the S1 3N 4 free-standing membrane was brittle and broke easily during 
attempts to manoeuvre neurons onto the aperture. 37 Also, the thin S13N4 does not 
support theoretical minimum values of patch aperture lengths discussed in Chapter 2. 
Thus, further exploration of this device was abandoned for testing of a new prototype 
design. Finally, the PDMS base was shown to deform during suction. Air-bubble 
formation was speculated to be attributable to this deformation of the base. 38 
7.3 	Patch Device II 
7.3.1 	Introduction 
This design was an attempt to improve upon the poor performance and characteristics 
of device I. For scalability and MEA implementation for future prototypes, this single 
aperture design met the requirements for micron-scale internodal spacing. Due to the 
tight space requirements, wet etching was abandoned and high-aspect ratio deep silicon 
etching was used [106]. The new etch process allows unidirectional etching hundreds of 
microns into the bulk. This process was also used to fabricate a thicker membrane and 
longer aperture length. 
7.3.2 	Electrical theory and design 
The design and electrical circuit is shown in Figure 7.3.2a and includes more capacitive 
components than did device I. However, the important consideration is that C, C T  and 
C 1  are still in series, and the smallest of these values will greatly the overall capacitance 
of the circuit. Once again, it was imperative that the capacitance of the bottom insulator 
Cu be minimised. The Cs capacitance is still unavoidable, and C u was reduced once 
again by the application of PDMS; C T was bounded by the area of the cell-bath. 10 pF 
is an acceptable upper limit for capacitance. 
37 Thus, a more mechanically stable membrane was part of the next design process. 
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Solution 
Figure 7.3.2a: Electrical circuit diagram illustrating the capacitive and 
resistive components in patch device II. The Figure is not drawn to scale. 
From Section 7.2.2, the value of Cs was calculated from the Equation 7.2.2b by inserting 
the appropriate values for area and thickness: 
Cs  = (8.854x10 2 F/m) 
. (39)• (4)• (500x10m) (80x10 6 m) 
=5.5xl0 2 F 
(1x10 6 m)  
This value of 5.5 pF is acceptable. Next, the diameter of the area in contact with the 
patch solution was estimated to be 1 mm by observation (see Fig. 7.3.4d). The value 
of C was calculated from the equation: 
Cr1 = (8.854x10 2 F/ in) (3.9). 	(0.5x 103m)2 = 2.7x10 F = 27pF 
(lx 10 6 ,n) 
This value of 27 pF is only slightly greater than 10 pF, but the value is still acceptable 
because the time response is R times C (the access resistance is considerably smaller 
than a conventional pipette with similar aperture diameter; see the calculations for R 5 
and RA in the next paragraph). 
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The resistance of the device was calculated as the sum of the shank resistance R,  and 
the aperture resistance R A. These values were calculated as: 




A(.fldl(,(,fl - 	 (801Dn) 2 
p L 	(5 10 x 1 0 	pin) (8± 3) =1.3± 
0.49M2 RA 
= ACOfld,I = 	 7C . (1pm) 2 
Therefore, the shank resistance is negligible and R 1 is acceptable for a 2-1m diameter 
opening (pipette resistances are typically between 2.5 and 6 MQ). A graph of the 
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Figure 7.3.2b: Theoretical access resistance RA vs. patch aperture 
length and diameter for device II. 
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7.3.3 Materials and Methods 
Two BESOI (bonded and etched back silicon on insulator) 4" (100-mm) wafers were 
used, manufactured by Virginia Semiconductor Inc. These wafers consisted of the 
following characteristics: prime grade n-type (phosphorous doped) silicon of <100> 
orientation; polished silicon on both sides; a buried oxide (insulation) layer thickness of 
1.3 jim; a handle wafer thickness of 500±25 .im; and a measured device layer thickness 
of 8±3 p.m (15±0.5 tm was specified on the packaging). Before and after each process 
step, the wafers were routinely inspected, air blown and rinsed in distilled water. The 
fabrication process is below and shown in Figure 7.3.3e (see step 1). 
The wafers were inspected to differentiate the top-side and back-side (both sides 
were polished); 
The two device wafers and six additional dummy wafers were thermally wet 
oxidized at 1100°C for 150 mi*n to grow a 1-p.m oxide layer (Fig. 7.3.3e: step 2). 
The wafers were subjected to HDMS vapour for 15 min to enhance the 
adhesion of photoresist to the surface. Then, the topside was coated with 
positive photoresist and hard-baked at 110°C, resulting in a uniform thickness 
of —1.18 p.m (Fig. 7.3.3e: step 3). 
A 2.5-p.m square cross feature was repeatedly exposed with a 10-p.m pitch across 
an entire 4" thermally oxidized dummy wafer with a 5x reduction Optimetrix' 
stepper. The stepper configuration consisted of a range of exposures from 900 
msec to 2900 msec in increments of 100 msec, and focus ranging from -9 j.tm to 
+11 p.m in increments of I p.m. This process formed a 21x21-feature FEM, 
shown in Figure 7.3.3a. The FEM was analysed in a SEM and two apertures 
were selected that featured a desired diameter and circularity. 39 Then, a 5" dark- 
39 The circularity was determined by observation only. From previous testing detailed in Chapter 5, the 
final aperture size was measured to be 0.5 ni less than the initial selected aperture diameter. Thus, for 
desired aperture diameters of —1.5 p.m and -2.2 p.m, two aperture sizes were selected with diameters of 
—2.0 p.m and —2.7 p.m, with corresponding exposure settings at 1300 msec and 2900 msec at focus 
settings at -3 p.m and -2 p.m respectively. To minimise any drift in the stepper settings, the aperture 
diameter selection from the FEM and final photoresist exposure on the product wafers were conducted 
on the same day. 
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field reticule (with a 2.5-tim cross feature) was aligned in X, Y and 0 to the 4" 
device wafer and stepped at 7-mm pitch, yielding 109 devices (see Fig. 7.33f). 
In addition, a pair of global alignment marks (for subsequent processing 
requiring frontside and backside alignment) was printed on the frontside at an 
80-mm pitch. The photoresist was processed on a Brewer Science, Inc. 8" track 
system (configured to 4"), first by hard baking at 110°C for I mm, cooling for 
15 sec, then developing (Fig. 7.3.3e: step 4). 
Figure 7.3.3a: A 21x21 Focus-Exposure-Matrix (FEM) of apertures etched 
in a 1-pm thermal oxide layer. Exposure is varied horizontally left to right from 
900 msec to 2900 msec in increments of 100 msec. Focus is varied vertically 
top to bottom from -9 pm to +11 pm in increments of 1 pm (0 pm is in focus). 
The selected (circled) feature settings will be duplicated on the device wafers, 
with corresponding exposure settings at 1300 msec and 2900 msec at focus 
settings at -3 pm and -2 pm respectively. The absence of features in the top-
right corner is due to insufficient light exposure of the positive photoresist from 
the synergistic effect of high defocusing and small exposure times. Darkened 
squares around apertures are interpreted as charge accumulation from high 
magnification SEM imaging over individual apertures. 
After development, wafers were RIE etched to remove the frontside oxide (Fig. 
7.3.3e: step 5). 
Any remaining photoresist was removed by ashing. Next, the topside was re-
coated in photoresist as described before. A MicroTec©  Karl SUSS Mask 
Aligner MA8 system was used to print square boundary markings, or "streets," 
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around the holes for observation and wafer breaking purposes (see Fig. 7.3.30. 
The photoresist was exposed for 12 sec with proximal contact between the mask 
and device. After exposure, the wafers were developed, subjected to RIE and 
ashed as outlined previously (Fig. 7.3.3e: step 6). 
7. At this stage, the frontside was ready for a deep-silicon etch process [107] in an 
STS© Multiplex inductively coupled plasma PCP) etcher. The thermal oxide 
layer was used as the etch mask. Following the specified device layer thickness 
of 15 jim, 24 etch-passivate cycles (20 sec/cycle) were initially performed (a 
total of 8 mm) in order not to over-etch the aperture (Fig. 7.3.3e: step 7)40 
• --.''---•,.,.-.. '4.. - 
-S 
-. .---- -- *_ 
- - -. — 
• 	rII.. 
Figure 7.3.3b: SEM image at 45 0 of a street cross-section sidewall near the 
water edge after a 24-cycle deep silicon etch process. The length of the 
sidewall is -8.9 pm (6.3 pm x 1.414). There exists 18 total etch grooves. 
Thus, the etch rate is approximately 0.58 pm/cycle, or -1.74 pm/min given a 20 
sec cycle time. 
40  An etch rate of -1 jLm/min was estimated from the machine logbook notes of similar etch parameters 
(see Fig. 7.4k). Verification that the silicon was completely etched was done by observing the number of 
ridges, or grooves, etched into the sidewalls of the device streets on a SEM (see Figure 7.3.3b). Each 
groove represents an etch/passivate cycle. The number of ridges was 18, and since 24 etch cycles were 
performed, it was deduced that the buried oxide layer was reached sooner than was anticipated. 
Immediately, the device thickness was measured on a D ektakTM 8000 profilometer, measuring 
approximately 11.0±1.0 jim at the centre and 8.0±1.0 jim near the edges. Thus, the etch rate under these 
conditions was --0.58 j.tm/cycle, or 1.74 jim/mm, higher than estimated. Furthermore, the buried oxide 
layer thickness was measured to be --1.3 jim using a NanospecTM AFT spectrophotometer. 
152 
Chapter 7— Microstructure Design, Fabrication and Assessment 
For further processing of the backside, the frontside was coated with photoresist 
for protection. Next, the backside was coated with a thicker positive photoresist 
of type Shipley© HPR206 and spun at a speed of 2000 rpm, resulting in a 
uniform thickness of —3.2 m as measured from the NanoSpecTM 
spectrophotometer (Fig. 7.3.3e: step 8). 
The Karl SUSS aligner was then used to provide frontside-to-backside alignment 
between the apertures and 80-jtm square features by manual positioning of the 
global alignment marks. Exposure was performed at a longer duration of 40 sec 
to ensure full exposure of the thicker photoresist, again with proximal contact to 
the mask. The photoresist was developed as before, then hard-baked at 110°C 
for I rruin for maximum impermeability to RIE and deep-silicon etching (Fig. 
7.3.3e: step 9). 
Next, devices were subjected to RIE for 70 min for backside removal of the 
oxide layer (Fig. 7.3.3e: step 10). 
Then, the wafers underwent extensive deep-silicon backside etching (under the 
same conditions as before) for six hours, upon reaching the sandwiched oxide 
stop layer (Fig. 7.3.3e: step 11). (The wafers were routinely inspected every 2 
hours, and the depth was calculated using a Vickers©  CSS microscope.) Inside 
the etched cavity, random dark spots, interpreted to be "grass," (un-etched 
silicon stalagmites from micro masking' were observed on a Reichert-Jung 
optical microscope in transmission mode. At this point, it was decided to re-
etch the cavity for another 30 min and re-inspect. Upon re-inspection, a large 
percentage of the grass was removed from re-etching. Finally, it was decided to 
re-etch another 10 mm, at which point most spots disappeared (notably around 
the aperture, see Fig. 7.3.3c). 
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Figure 7.3.3c: Transmission light microscopy photograph of aperture and 
backside cavity. The white circle indicates the location of the aperture. The 
bright outline indicates where the backside cavity has been etched away (where 
orange light is transmitting through the silicon device layer). The dark spots, or 
"grass," inside the cavity indicate un-etched silicon fragments due to micro 
masking in the etch process. The blunt and jagged sidewalls of the cavity are 
due to slight non-uniformity of the deep silicon etch process 500 pm into the 
silicon handle layer. The diameter of the cavity is approximately 85 pm. 
12. The wafers were ashed to remove any remaining photoresist. Then, they were 
dipped in a 48% HF, 0.01% Triton TM X-100 solution for I nuin to remove the 
exposed buried oxide layer and the thermal oxidation from the complete wafer. 
(The surfactant was added to the HF solution to promote maximum wetting 
into the aperture and cavity up to the buried oxide layer . 4 ' Next, the wafer 
featuring the 2.5-4m aperture diameter was subjected to an SF, plasma for 8 sec 
for optimum rounding of the aperture edges. 42 This wafer was then subjected to 
ultrasonic cleaning for 10 mm. However, this process destroyed all of the 
structures by rupturing the freestanding device layer over the cavity. After 
abandoning the ultrasonic cleaning, the remaining wafer was thermally wet 
41 It was difficult to verify that the buried oxide has been removed using optical and electron microscopy. 
42 However, unnoticeable to the naked eye, the wafer was not cleaned and dried properly and micro 
masking pitted the surface, especially around the apertures. From this observation, it was decided not to 
subject the other wafer to this process to ensure maximum surface smoothness and risk starting over! 
Moreover, initial roundness tests were quite similar with and without SF6 treatment (although SF6 
provides slightly more rounded cornering). 
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oxidised to grow a 1-p.m oxide layer of thickness, then immediately stripped 
with the same HF/TritonTM solution for 2 mm (Fig. 7.3.3e: step 12). 
The wafer was agitated and flipped over, again to promote a complete etch of 
the exposed buried oxide layer (if not fully removed from the previous HF etch). 
Next, the wafer was thermally wet oxidised for a 1-4m growth of oxide (Fig. 
7.3.3e: step 13). 
A layer of PECVD oxide was deposited on the frontside from a STS © PECVD 
system. To obtain a 1-p.m deposition thickness, oxide was deposited for 18.5 
mm (Fig. 7.3.3e: step 14). 
As part of the post-process development, the wafer was quartered into four 
pieces to test the effects of different surface modifications. All breaking steps 
were done manually by diamond scribing and snapping. Extra care was taken to 
minimise the probability of silicon dust and fragments contaminating the 
apertures. For example, microscope slides were routinely cleaned in IPA and 
positioned over the wafer segments during these steps. In addition, fragments 
were air blown off the surface before removing the slides. 
All surface modification steps were done in Tempress furnace tubes (size #11) 
with a constant N 2 flow at 1000 sccm. For wafer segment no. I (upper-left 
corner), boron doping (from solid source boric oxide) and annealing was 
performed at a starting temperature of 900°C, ramped to 1000°C @ (5°C/mm), 
held at constant temperature for 30 mm, then ramped down to 900°C @ 
(5°C/mm). For wafer segment no. 2 (upper-tight corner), boron doping and 
annealing was performed at 800°C for 70 mm. For wafer segment no. 3 (lower-
right corner), annealing without boron deposition was performed at 1000°C. 
For wafer segment no. 4 (lower-tight corner), the control group received no 
surface modifications. After surface modification, all wafer quarters were rinsed 
in distilled water three times for 5 min each and dried. 
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The wafers were again diamond scribed and snapped by hand between two 
microscope slides into 7-mm square chips. 43 
To reduce the capacitance of the device, the backside of each device was hand 
painted with PDMS. Using an ultra-fine paintbrush, an untouched circular area 
of 1-mm diameter was left uncoated around the cavity. This prevented the 
PDMS from creeping into the aperture during the time of curing (see Figure 
7.3.3d). 44 The devices were placed face down in a thermoplastic container and 
cured in an oven for at least 2.5 hours at 80-85°C, after which the PDMS was 
probed with tweezers to verify curing was fulfilled. 
Figure 7.3.3d: Backside cavity with surrounding PDMS after curing. From 
observation, the PDMS has creped towards the centre and formed a lip around 
the cavity, but no flow into the cavity is observed or detected. 
For the final post-processing step, device chips were fixed to the inset of a 
PerspexTM base frame (see Fig. 7.3.4) by introducing a drop of PDMS at each of 
the four edges of the device. From observation underneath, the PDMS creeps 
43 Care was taken to induce snapping down street guides; partial scribing at the edge of the wafer helped 
the snapping process substantially. Additional slides were placed elsewhere on the top of the wafer to 
reduce contamination from shrapnel and silicon dust. 
44 Later, it was discovered that some creeping occurred up to the cavity edge without flowing into the 
cavity. 
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across the edge of the device and formed a layer on the backside, stopping at the 
3-mm hole in the frame. The creeping effect established physical (and electrical) 
isolation between the top and bottom of the frame to separate the patch 
solution from the extracellular solution. No PDMS crept to the topside of the 
device. 
After curing, in order to remove any remaining silicon dust and fragments, 
frames were cycled with distilled water, IPA and warm/cool air in a 
MarangoniTM drier. 
The individual frames were stored in dust-free single wafer handling containers 
until immediate use outside the cleanroom facility. 
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Figure 7.3.3e: Cross-section pictorial representation of the process steps for device II. 
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10 
11 
Figure 7.3.3f: Patch-clamp II mask layout on 4" wafer (7-mm square devices). 
7.3.4 	Platform II design and construction 
The platform is an evolutionary step from the previous platform outlined in Section 
7.2.4. To withstand pressure gradients during suction, an 0-ring was inserted around 
the patch solution well to prevent the formation of air-bubbles. A transparent and solid 
PerspexTM base was designed to reduce air-bubble formation. A removable and re-
useable Ag/AgC1 pellet electrode was positioned to the side of the patch solution well. 
Platform II is shown in Figure 7.3.4. 
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Figure 7.3.4: Cross-section diagram of device platform version II. The figure is drawn to a scale of <4:1>. 
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7.3.5 	Cross-sectional analysis 
Two devices were selected for focused-ion-beam (FIB) milling. One device was 
selected near the wafer edge and the other near the centre (BlO and F6 from Fig. 
7.3.3f).45 After milling, the cross-section of the device was examined by SEM imaging. 
The circular aperture, oxide layers, backside cavity and device layer were all clearly 
recognisable. The analysis helped verify that the expected physical geometry of the 
microstructure was achieved. The microstructure and respective components are shown 
in Figure 7.3.5. 
Beam I Mag  I Det I FWD I Tilt 	Scan 	 5 pm 
30.0 IA' 12.0 kX CDM-E 17.0 45.8 M 5.66 S 
Figure 7.3.5: An embedded planar patch-clamp electrode in silicon (device 
BlO). The feature was milled using a focused ion beam to view the cross-
section at 45 0 . The V-groove visible on the bottom of the aperture is due to 
over etching of the aperture from frontside deep silicon etching. The aperture 
opening, as well as the thermal oxide layer (dark inside band) and PECVD 
oxide layer (outside band) are all clearly visible. The black empty space below 
the aperture is the backside cavity. The scale bar represents the horizontal 
distance of 5 pm, as shown. However, because of the tilt, the scale bar 
represents a vertical distance of 5 cos(45 0) = 3.54 pm. 
45 It is important to note that, throughout the manufacturing of these devices, it was not possible to 
inspect the microstructure in cross-section. 
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7.3.6 Electrical Performance Measures 
Filling the device with patch solution was not straightforward. The application of patch 
solution to the 80-im backside cavity does not initiate self-filling due to surface tension. 
After repeated trials, it was discovered that filling the device first requires submerging 
the device completely in patch solution in a desiccator. Then, the chamber pressure 
needed to be lowered to 35 mTorr, past the point at which the solution boils violently. 
As the air escaped from the solution, the solution began to fill  the cavity. During this 
process, the chamber was subjected to mechanical vibration to help to reduce the 
number of air-pockets. After 5 mm, the desiccator was purged with air, once most air-
bubbles disappeared. Finally, the device was removed and placed on the platform in the 
same process as in platform I. A base plate was screwed down and a seal was formed 
around the 0-ring. 
The experimental setup was described in Section 7.2.5. Three glass pipettes were used 
as a control, and a total of five devices were tested. Graphs of the current-voltage 
relationships and the distribution of time constants can be found in Figures 7.3.6a, 
7.3.6b and 7.3.6c. In addition to these measurements, an attempt was made to perform 
an AC analysis to compare the pass-band of the devices to glass. The frequency 
response of a sinusoidal current input was measured over a range of 50 Hz to 10 kHz. 
The current amplitude was set at 4 nA, tested over a range of DC offsets of -2, 0, and 
+2 nA. By post-analysis of the input and output sinusoidal peaks in the software 
package pClamp 9.2, the phase offset and voltage amplitude were measured. (It was 
determined that the current DC offset had no effect on the response.) Noise levels 
were between 500-1000 1iV1,. This noise level made measuring the voltage amplitude 
difficult with the standard testing equipment and current input. As a control, a 3.4-MQ 
metal-film type resistor was tested to study the frequency response of the testing 
equipment. The testing equipment, in conjunction with the device or pipette, 
determines the overall frequency response of the system. Bode plots of the phase offset 
and amplitude attenuation are shown in Figures 7.3.6e and 7.3.6f. The phase-offset was 
fit to a 5-parameter sigmoidal functiongiven by the equation below: 
a 
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Next, the cut-off frequency fCfi,  was calculated at the point where the phase-offset 
crossed 90° (as in a 2-pole low-pass filter). Then, the cut-off frequency Ic derived from 
tau was compared to fCfit•  The time constant, resistance, capacitance and cut-off 
frequency (calculated from the time constant and resistance) are listed in Table 7.3.6. 
Electrode Parameters 
R C 00 fc fc;tit 
(ms) (MO) (p F) (rad/s) (Hz) (Hz) 
dev. H4 * 0.413 2.53 163.2 2421 385 - 
dev.H11 0.080 0.95 84.2 12500 1989 - 
dev. Gil 0.057 1.40 40.8 17544 2792 - 
dev. 110 0.052 1.38 37.7 19231 3061 2749 
dev. H6 0.093 1.48 62.7 10753 1711 1902 
dev. G8 0.081 1.65 55.4 12346 1965 2076 
mean 0.073 1.37 56.2 14475 2304 - 
std. dev. 0.017 0.26 18.8 3685 587 - 
pipette no. 1 0.043 4.14 10.5 23256 3701 4258 
pipette no. 2 0.040 3.73 10.7 25000 3979 5038 
pipette no. 3 0.037 3.63 10.9 27027 4301 5038 
mean 0.040 3.83 10.7 25094 3994 - 
std. dev. 0.003 0.27 0.2 1887 300 - 
Table 7.3.6: Electrical parameters for device II and pipettes. The time 
constant, resistance, capacitance and cut-off frequency are included. 
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Figure 73.6b: IN plots for devices G8, H6 and 110. 
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Figure 7.36c: Relaxation responses for patch chip version II compared 
with three conventional glass pipettes. The measurements were made with 
150 mM potassium methyl-sulphate and 10 mM HEPES patch solution and the 
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Fig 7.3.6d: Box-plot graph showing the range and distribution of time 
responses from three glass pipettes and six ver. II patch devices. 
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Figure 7.3.6e: Bode-plot of the amplitude attenuation in dB for device II, 
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Figure 7.3.6f: Bode-plot of the phase offset for device II, the pipettes and 
3.4-MC) metal-film resistor. The pass-band width is smallest for the devices 
and larger for the pipette. 
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7.3.7 Surface roughness measurements 
As discussed in Chapter 2, surface roughness may have a considerable impact on seal 
formation during patch-clamping. Thus, it was decided to study the roughness of ten 
devices of varying surface modification as described in Chapter 4. The mean roughness 
(R,) was measured by averaging the values of four square areas of 100,000±15,000-nm 2 
size selected in each corner of the AFM scan. The complete AFM scan size was 
approximately 4-km square with the aperture positioned in the centre. Thus, roughness 
measurements were taken in close proximity to the aperture, as slight discrepancies and 
unwanted effects from the fabrication process are routinely evident from observations 
of the surface around the aperture, especially from etching processes. The mean 
roughness (and standard deviation) of 10 devices is listed in Table 7.3.7. 
Device Group Mean Roughness (R a in nm) Std. Dev. 
G7 control 2.649 0.577 
J10 control 3.595 1.405 
G5 800°C B 1.848 0.378 
J2 800 0C B+ 2.428 0.154 
B3 1000°C B 5.781 5.771 
B2 10000C B+ 4.583 1.560 
F6 1000 0C B+ 3.125 1.051 
Fli 1000 0C anneal 5.911 3.971 
BlO 1000°C anneal 3.231 0.761 
E7 1000°C anneal 7.439 2.692 
Table 7.3.7: Mean roughness Ra and std. dev. for lOver II devices. 
7.3.8 	Discussion - device II 
The mechanical structure of device II is very stable (at the time of writing, no devices 
have been destroyed during attempts at patch-clamping in Section 7.4). The 
micro fabrication yield of device II is given in the Table 7.3.8. Notably, 25% of the 
devices undergoing 1000°C boron deposition had defective apertures. Defects included 
notches and shards around the aperture walls. Otherwise, the yield for the other three 
groups was within an acceptable tolerance (?96 9/6). 
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Group total devices % yield % defective 
control 22 21/22 = 95% 1/22 = 4.5% 
1000°C anneal 26 25/26 = 96% 1/26 = 3.8% 
800°C boron dep. 27 26/27 = 96% 1/27 = 3.7% 
1000°C boron dep. 32 24/32 = 75% 8/32 = 25% 
Table 7.3.8: Microfabrication yield statistics for device II. 
The mean roughness R values of the devices ranged from 1.8 to 7.5 nm. Due to the 
harsh environmental conditions of the processing, roughness values are typically larger 
than those measured from the pure material in Section 4. Interestingly, devices 
undergoing surface modifications at 1000°C show significantly larger values of R. 
(Mann-Whitney U Rank Sum Test, P = 0.002). The increase in roughness was not 
observed from the same modifications of the pure materials in Section 4. It is 
speculated that the surface impurities from processing (as opposed to pure surface 
materials) may amplify the roughness after the same annealing procedure. 
The electrical performance of this device approaches that of a pipette. First, the 
current-voltage relationship was linear in the range of ±10 nA. Second, the differences 
in distribution of the values of tan for the devices and pipettes are statistically significant 
(unpaired t-test, P = 0.021). The mean value of tan is 0.073 ms for the devices, 
compared to 0.040 ms for a conventional pipette. Also, the distribution of values of the 
cut-off frequency for the devices and pipettes are statistically significant (unpaired t-test, 
P = 0.002). The mean value for the glass pipettes is considerably larger at 3994 Hz, 
compared to 2304 Hz for the devices. However, for purposes of recording electrical 
activity of cortical neurons, this frequency is acceptable. For example, the maximum 
spiking rate of cortical pyramidal neurons of the guinea pig is >250 Hz [1081. 
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7.4 	Towards Highly Resistive Neuronal Recordings 
7.4.1 	Establishing the Neuron-electrode Junction 
Several attempts at patch-clamping have been made with device II under a light 
transmission microscope using snail neurons. Such neurons are easily visualised when 
moving the cell in close proximity to the aperture and are easier to hold (by suction onto 
a >20 p.m wide-mouth glass pipette aperture) and manoeuvre owing to their large soma. 
First, clusters of ten or more neurons from various ganglions were positioned directly 
over the aperture. Suction was introduced and changes in light reflection were observed, 
suggesting that the applied suction created a pressure gradient at the aperture. However, 
visualisation of the process was impossible and seals were not obtained. 
Second, coverglass of neuron cultures were positioned up-side down and placed directly 
over the device surface. The glass was moved across the device and the aperture 
resistance was continuously monitored. Visualisation of the neurons was possible with 
this configuration and suction was routinely applied when neurons were positioned over 
the aperture. However, no electrical signals or seals were found. 
Thirdly, individual snail neurons were dissociated and prepared by the technique 
discussed in Chapter 3. Next, neurons were manoeuvred to the aperture by a wide-
mouth glass pipette. Visualisation of the process was easily obtained; and suction was 
applied once a neuron was positioned appropriately. Seal resistances 600 MQ were 
obtained; but no electrical signals were observed (see Figures 7.4a and 7.4b). It must be 
stressed that electrical signals were difficult to record from dissociated neurons in 
general; recordings from neurons still attached to the ganglion were typically observed. 
A CCD image of this process can be found in Figure 7.4c. 
169 








Figure 7.4a and 7.4b: Seal-resistance recordings. 	Maximum seal 
resistance recorded was 600 MO. Resistance was monitored by injection of 
0.1 nA current steps with a period of 250 ms. 
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JTUI1 
j 
Figure 7.4c: The visualisation of the attempt to patch-clamp on a snail 
neuron with device II. Scale bar length is 100 pm. The soma diameter is 
approximately 60 pm. Transmission microscopy allows the backside cavity 
walls (85-pm square) to be dimly lit; the aperture is indicated by the bright light. 
7.4.2 	Discussion 
The difficulty in achieving gigaohm seals or neuronal recordings with device II can be 
explained. First, a reasonable "baseline" in successfully patch-clamping on snail 
neurons with conventional glass pipettes has not yet been achieved. If patch recordings 
from conventional pipettes cannot be achieved reliably, it is impossible to comment on 
the quality of the planar device. We believe that the conditions of the cell membrane 
must be carefully controlled during the dissociation process. At the time of writing, 
attempts at achieving a baseline probability of patch-clamping using pipettes is still 
underway. Sub-gigaohm resistances may also be attributable to the large mean 
roughness value of the devices, which could allow current leakage between the patch 
aperture wall and cell membrane. Also, the physical act of positioning and performing 
suction described in this work may be inferior to other methods, including: (1) 
electrophoresis; (2) the use of an osmotic pump; and (3) the trapping of a cell from a 
suspension during suction. In fact, the current lack of proof to our theory as to how 
conventional patch-clamp seals are formed inhibits our study, as it is not clear precisely 
which characteristics of (say) a borosilicate glass pipette are most important. 
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7.5 	Conclusion 
The complete patch-clamp system (device, platform and recording equipment) outlined 
in this work suggests the possibility of recording from neurons. It remains unclear 
whether two or more neurons can be patched in a network from single planar 
microstructures. The patch-clamping of cortical neurons (as opposed to snail neurons) 
will be more difficult because of their small cell body. Mostly, there will be much 
difficulty in the future in aligning a group of neurons growing on a 2-D substrate to 
each aperture and forming a gigaohm seal, all at the same time. The feasibility of this 
task should be carefully investigated, given the extreme patience and tolerance of patch-
clamping in general. Notably, the pipette must be positioned very carefully, and suction 
must be applied at the correct time on a viable neuron. Moreover, the question remains 
to be answered whether the use of individualised suction lines are necessary for multi-
electrode patch-clamping. If the use of individualised suction lines is necessary, then a 
platform unit to accommodate this needs to be addressed. The answers to these 
questions are not easy given the variable conditions of biological tissue. 
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8 	Conclusion 
This study investigated the hypothesis that the important aspects of the patch-clamp 
technique can be miniaturised and scaled down to micron-size silicon-based 
microstructures. The work emulated many of the important characteristics that this 
electrophysiological method offers. The preliminary conclusions to this work were 
outlined at the end of each chapter. The overall conclusions to the hypothesis were 
drawn from these conclusions and are given below: 
Healthy and viable cell cultures of primary rat cortical neurons can be grown on 
standard insulating materials for the study of network behaviour. The use of 
boron deposition was shown to enhance neuron survivability and reduce 
clumping. 	No strong correlations were made between viability and 
hydrophilicity and roughness of the surface. It remains the task to verify the 
electrical activity of these neuronal networks. 
A minimum patch aperture length was obtained using theoretical models of 
gigaseal formation. The surface energy and atomic structure of the apertures 
fabricated in this study express similarities to borosilicate glass, an established 
material capable of gigaseal formation during patch-clamping. 
Deposition techniques can ensure the cross-section radius of curvature of the 
aperture to be 0.5 .tm. However, it was not possible to fabricate the aperture 
top-view to a high degree of circularity after thermal oxidation. An analysis of 
the profile texture to quantify the circularity error was useful. Large circularity 
error may reflect a truer probability of obtaining low seal resistance. 
Patch-clamp electrodes can be fabricated into planar silicon microstructures with 
similar electrical performances of conventional borosilicate glass pipettes. 
Electrophysiological recordings from Ljmnaea stagna/is neurons have not been 
achieved with the current prototype and further experimentation should be 
explored. Patch-clamp recordings of non-neuronal cell types have been 
achieved with similar device microstructures reported in the current literature 
and currently used in industry for high-throughput ion-screening studies. 
Therefore, it remains unclear whether patch-clamp recordings from neurons can 
be achieved with planar microstructures. 
Chapter 8 - Conclusion 
f The task remains to construct a multi-clectrode array prototype with integrated 
Ag/AgC1 electrodes. The miniaturisation of the electrode has yet to be 
achieved. It is unclear whether the living neural network can be cultured on the 
recording device without rendering the apertures unusable unless techniques are 
employed to keep the aperture surface clean (in practice, patch-clamp pipettes 
need to be clean for gigaseal formation to occur). 
Therefore, the hypothesis is supported by points (a), (b), (c) and (d). However, until 
points (e) and (f) are achieved, the hypothesis is not upheld conclusively. 
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A.1.1 	Polar-coordinate conversion 
I 
2 	Find_Outline_Polar script 




7 	var mt, cmx, cmy 	integer; xoutline, youtline, anglearray, 
8 distarray Array; b : real; 
9 
10 	procedure findoutline(x, y : integer); 
11 begin 
12 	 { Data extraction of image outline } 
13 xoutline[int] 	x; 
14 	 youtline[int] y; 
15 
16 	 { Find another pixel if x and y value is same as previous } 
17 IF( int>l ) THEN 
18 	 IF (( xoutline[int] = xoutline[int - l] ) AND 
19 youtline[int] = youtline[int - 1] )) THEN mt 	mt - 1; 
20 	 mt := mt + 1; 
21 end; 
22 
23 procedure polarconversion; 
24 var count : integer; 
25 begin 
26 
27 	 { Calculate radius and angle ) 
28 FOR count 	1 TO ( int-1 ) DO 
29 	 BEGIN 
30 
31 	 Distance calculation 
32 distarray[count] := sqrt( sqr( xoutline[count] - cmx ) + 
33 	sqr( youtline[count] - cmy ) ); 
34 
35 	 C Manually enter angle in case x-pos is 0 } 
36 IF ( xoutline [count] - cmx ) = 0 THEN 
37 	 IF ( youtline[count] < cmy ) THEN 
38 anglearray[count] 	pm / 2 
39 	 ELSE anglearray[count] := 3 * pi / 2 
40 
41 	 C Angle calculation ) 
42 ELSE anglearray[count] 	arctan( ( youtline[count] - 
43 	cmy ) / ( xoutline[count] - cmx ) ); 
44 
45 	 C Convert radians to degrees } 
46 anglearray[count] := ( anglearray[count] / pi ) * 180; 
47 
48 	 C Conver to base-360 with 0 degrees starting at Qi ccw } 
49 IF ( xoutline[count] > cmx ) AND ( youtline[count] > cmy 





IF ( xoutline[count] > cmx ) AND ( youtline[count] <= 
52 cmy ) THEN anglearray[count] := anglearray[count] * -1 ELSE {ql} 
53 
	
IF ( xoutline[count] < cmx ) THEN 






58 procedure viewresults; 




{ View results in window } 








66 ooth\tDerlSmooth, xoutline[count], \t, youtline[countJ, '\t, 
67 
	













Initialise variables } 




77 xoutline{a] : 0; 
78 
	




mt : 	1; 








C Find aperture } 
86 GettJserRoi('Outline the area to search, false); 
87 
	
GetuserThresholds(' ', 150, 150); 
88 FindObj ects; 
89 
	
cmx := GetNumber(Enter x-origin, 0); 
90 cmy := GetNumber(Enter y-origin', 0); 
91 
	
ObjectToRoi( 1 ); 























7 var c, mt 	integer; distarray, anglearray, xoutline, youtline 































































procedure findoutline(x, y : integer); 
begin 
( Data extraction of image outline ) 
xoutline[int] := x; 
youtline[int] : y; 
{ Find another pixel if x and y value is same as previous } 
IF ( mt > 1 ) THEN 
IF (( xoutline[int] = xoutline[int-11 ) AND 
youtline[int] = youtline[int-11 )) THEN mt := mt - 1; 
mt 	mt + 1; 
end; 
procedure findproperties; 
var count 	integer; area, cmx, cmy real; 
begin 
( Initialise variables 
area :r 0; 
cmx : 	0; 
cmy : 0; 
Calculate Area } 
FOR count := 1 TO ( it-1 ) DO 
BEGIN 
area 	area + 	xoutiine[count] * youtline[count+l] 
- ( xoutline[count+l] * youtline[count] ) ); 
END; 
area = abs ( area 
area := area / 2; 
( Calculate x-pos centroid ) 
FOR count := 1 TO ( it-1 ) DO 
BEGIN 
cmx := cmx + ( ( xoutline[count] + xoutline[count+lJ ) * 
xoutline[count] * youtline[count+lI ) - ( xoutline[count+l] * 
youtline[count]  
END; 
cmx : abs( cmx ); 
cmx = cmx / ( 6 * area 
Calculate y-pos centroid 
FOR count := 1 TO ( it-1 ) DO 
BEGIN 
cmy := cmy + ( ( youtiine[count] + youtline[count+l] ) * 
xoutline[count] * youtline[count+l] ) - ( xoutline[count+l] * 
youtline[count]  
END; 
cmy : abs( cmy ); 
cmy : = cmy / ( 6 * area 
{ Calculate radius and angle ) 
FOR count 1 TO ( it-1 ) DO 
BEGIN 
Distance calculation } 
distarray[count] := sqrt( sqr( xoutline(count) - cmx ) + 
sqr( youtline[count] - cmy ) ); 
Manually enter angle in case x-pos is 0 
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69 IF ( xoutline[count] 	- cmx ) 	= 0 THEN 
70 IF ( youtline[count] < cmy ) THEN 
71 ariglearray[count] := p1 / 	2 
72 ELSE anglearray[count] 	3 * pi / 2 
73 
74 { Angle calculation } 
75 ELSE anglearray[count] 	:= arctan( 	C youtline[count] 	- 
76 cmy ) / 	( xoutline[count] 	- cmx ) 	 ); 
77 
78 { Convert radians to degrees } 
79 anglearray[count] 	C anglearray[count] 	I pi ) 	* 180; 
80 
81 C Conver to base-360 with 0 degrees starting at Q1 ccw } 
82 IF C xoutline[count] > cmx ) AND C youtline[count] 	> cmy 
83 ) THEN anglearray[count] 	:= 360 - anglearray[count] 	ELSE {q4} 
84 IF ( xoutline[count] 	> cmx ) AND 	( youtline[count] 	<= 
85 cmy ) THEN anglearray[count] 	:= anglearray[countj 	* -1 ELSE 	:ql) 
86 IF ( xoutline[count] 	< cmx ) 	THEN 
87 anglearrayEcount] 	:= 180 - anglearray[count]; 
88 END; 
89 
90 ( View results in window } 
91 FOR count := 1 TO ( int-2 ) DO 
92 BEGIN 
93 
94 AddResults( Area\tx\ty\tcmx\tcmy\tAngle\tDist\tSmoothData, 
95 area, \t 	, 	xoutline[count], 	\t, 	youtline[count] , 	\t', 	cmx, 	\t 




100 macro FindOutline'; 
101 var a : 	integer; 
102 begin 
103 C Initialise variables ) 
104 FOR a 	1 TO 5000 DO 
105 BEGIN 
106 xoutline(a] 	:= 0; 
107 youtline[a] 	:= 0; 
108 END; 
109 mt 	1; 
110 b 1; 
111 c 	: 0; 
112 
113 { Find aperture ) 
114 GetUserRoi('Outline the area to search', 	false); 
115 GetUserThresholds('', 	0, 	150); 
116 FindObjects; 
117 ( a := GetNurnber(Enter object number, 	0); 	) 
118 { b := GetNuinber('Enter radius times factor', 	0); 	} 
119 ObjectToRoi( 	1 ); 
120 ShowResults; 





















var mt. count : integer; diarray, d2array, ysmooth : Array; b, max, 














18 strdata := GetResults(Smoothflata, count ); 
19 
	
ysmooth[count) := StringToNum( strdata ); 














28 procedure findproperties; 
29 
	




( Initialise variables } 











{ Calculate R1S value of 1st derivative } 




40 Derivative calculation = change in radius } 
41 
	




Add square to average variable ) 




46 RNS value is square root of average of squares ) 
47 
	




{ Calculate 2nd derivative } 




52 { Derivative calculation = change in 1st derivative 
53 
	




( Add square to average variable } 










d2ave := sqrt( d2ave / 




{ View results in window 
} 




64 AddResults ( 'SmoothData\tDer1\tDer2\tRNSDer1\tpNSDer2', 
65 
	
ysmooth[count], '\t', dlarray[count], '\t', d2array[count], '\t', 






70 macro Circularity'; 
71 
	








ysmooth[a] : 0; 



















f indproperti es; 
86 end; 
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A.2 	Aperture Family Images 
Step Process for aperture Athermal SEM images at 00 and 450  AOl 
R I E oxide etch 
deep silicon etch (8-pm depth) 
oxide strip (complete HF etch) 
SF6 etch (20 sec) 
wet thermal oxidation (1.1 pm) 
wet thermal oxidation (1.6 pm total)  
- 









wet thermal oxidation (1.9 pm total)  
I kj 
 
Table A.2.1: Processing steps and associated SEM images for aperture Atherma l. 
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Appendix 
LStepLProcess for aperture Apecvd 	 SEM images at 00  and 45 0 AOl 
	
I 6. 	1 PECVD oxide deposition (0.5 pm total) 
7. 	1 PECVD oxide deposition (1.0 pm total) 
Table A.2.2: Processing steps and associated SEM images for aperture A peCvd. 
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I 5. 	1 SF6 etch (20 sec) 
oxide strip (complete HF etch) 




Step Process for aperture Bthermal 	 SEM images at 00 and 45 0 AOl 
RlE oxide etch 
deep silicon etch (8-pm depth) 
partial HF etch (180 sec)  
partial HF etch (90 sec) 	 I 
Table A.2.3: Processing steps and associated SEM images for aperture Bthermal. 
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Step I Process for aperture B Vd 	 SEM images at 00  and 45 0 AOl 
RIE oxide etch 
deep silicon etch (8-pm depth) 
partial HF etch (3.0 mm)  
partial HF etch (1.5 mm) 
SF6 etch (20 sec) 
oxide strip (complete HF etch) 
wet thermal oxidation (1.1 pm) 
PECVD oxide deposition (1.6 pm total) 
PECVD oxide deposition (1.9 pm total) 
Table A.2.4: Processing steps and associated SEM images for aperture BVd. 
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Step Process for aperture C1,thermap 	 SEM images at 00  and 
450  AOl 
___ I 
RlE oxide etch 
deep silicon etch (8-pm depth) 
oxide strip (complete HF etch) 	 ________ 
1 SF6 etch (losec) 
1 SF6 etch (10 sec; 20 sec total) Mom 
	
5. 	1 SF6 etch (10 sec; 30 sec total) 
1 SF6 etch (10 sec; 50 sec total) 
1 wet thermal oxidation (1.1 pm) 
___- -- - 
I 8. 	1 wet thermal oxidation (1.6 pm total) 
., 
9. 	wet thermal oxidation (1.9 pm total)  
Table A.2.5: Processing steps and associated SEM images for aperture Citherma l. 
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Step I Process for aperture C2,thmaI SEM images at 0° and 450  AOl 
 RIE oxide etch 
 deep silicon etch (8-pm depth) 
 oxide strip (complete HF etch) 
SF6 etch (10 sec) 
SF  etch (10 sec; 20 sec total)  
SF6 etch (10 sec; 30 sec total)  






91 wet thermal oxidation (1.1 pm) 





10. 	PECVD oxide deposition (1.0 pm total) 	 - 
Table A.2.6: Processing steps and associated SEM images for aperture C2,rmaI. 
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Step Process for aperture Cl ,pecvd SEM images for 0 0 and 45° AOl 
RlE oxide etch 
deep silicon etch (8-pm depth) 





SF6 etch (50 sec total); 
wet thermal oxidation (1.1 pm) 
4-7. 
 
 PECVD oxide deposition (0.5 pm) 
 PECVD oxide deposition (1.0 pm total) 
Table A.2.7: Processing steps and associated SEM images for aperture C1,Cd. 
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Step Process for aperture C2,CVd SEM images for 0 0 and 
450  AOl 
AlE oxide etch 
deep silicon etch (8-pm depth) 




SF8 etch (50 sec total); 




 PECVD oxide deposition (0.5 pm) 
LT10. PECVD oxide deposition (1.0 pm total)  
Table A.2.8: Processing steps and associated SEM images for aperture C2,CVd. 
196 
Appendix 
Step Process for aperture Dl.thermal SEM images at 00  and 45 0 AOl 
RIE oxide etch 
deep silicon etch (4-pm depth)  






SF6 (8 sec) 




 PECVD oxide deposition (0.5 pm)  
partial HF etch for 1.0 mm  
oxide strip (complete HF etch)  
wet thermal oxidation (1.1 pm) 
wet thermal oxidation (1.6 pm total) 
.•. .-..-I  
 
wet thermal oxidation (1.9 pm total) ...........  
Table A.2.9: Processing steps and associated SEM images for aperture D;, ai. 
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Step Process for aperture °2,theaI 	 SEM images at 00  and 45 0 AOl 
RIE oxide etch 
deep silicon etch (4-pm depth) 
oxide strip (complete HF etch)  
- 
SF,, (8 sec) 
wet thermal oxidation (1.1 pm) 
1 wet thermal oxidation (1.1 pm) 
ZV 
wet thermal oxidation (1.6 pm total) 
wet thermal oxidation (1.9 pm total) 
Table A.2.10: Processing steps and associated SEM images for aperture D2thermal. 
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Step Process for aperture D1,Cd SEM images at 00 and 450 AOl 
1-2. RIE oxide etch; deep silicon etch (4 Jtm) 
oxide strip (complete HF etch) 
SF6 (8 sec) 	 I 




 PECVD oxide deposition (0.5 	m)  
 partial HF etch (1.0 mm) 
 oxide strip (complete HF etch) 
 wet thermal oxidation (1.1 .trn)  
 PECVD oxide deposition (1.6 tm total) 
 PECVD oxide deposition (1.9 4m total) 
Table A.2.1 1: Processing steps and associated SEM images for aperture D1, pecvd. 
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Step Process for aperture °2,cvd SEM images at 00  and 450  AOl 
1-2. RIE oxide etch; deep silicon etch (4 pm)  
. 	 .,.  oxide strip (complete HF etch) 
 SF6 (8 sec)  
 wet thermal oxidation (1.1 pm)  
 PECVD oxide deposition (0.5 pm) 
. 	 . 
. 	 : 	 .• 
 partial HF etch (1.0 mm) 
 oxide strip (complete HF etch) 
9 wet thermal oxidation (1. 1 pm) 
 PECVD oxide deposition (1.6 pm total)  
 PECVD oxide deposition (1.9 pm total) 
Table A.2.12: Processing steps and associated SEM images for aperture D2Cd. 
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Step Process for aperture E11 SEM images at 00 and 450  AOl 
AlE oxide etch 




oxide strip (complete HF etch) 	,...; .4  
I NORM, 
• 




 PECVD oxide deposition (0.5 pm)  
partial HF etch for 1.0 min -- r6, 
Table A.2.1 3a: Processing steps and associated SEM images for aperture Ei rma i. 
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Step Process for aperture E 1 thermal  (cont.) SEM images at 00 and 450 AOl 
 oxide strip (complete HF etch) 
- 
as  
 wet thermal oxidation (1.1 pm) 
 wet thermal oxidation (1.6 pm total)  
 wet thermal oxidation (1.9 pm total)  
Table A.2.13b: Processing steps and associated SEM images for aperture E1,thermal. 
202 
Appendix 
Step Process for aperture SEM images at ØO  and 450 AOl 
RlEoxide etch 
deep silicon etch (4-pm depth) 
 
 
- 	 : 	 - 	 - 	 - 
oxide strip (complete HF etch)  
I-. 
 
wet thermal oxidation (1.1 pm)   
 PECVD oxide deposition (0.5 pm)  
partial HF etch (lOmin)  6 
Table A.2.14a: Processing steps and associated SEM images for aperture E2,thermal. 
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Step Process for aperture E1,thermap (cont.) SEM images at 0 0 and 450  AOl 
oxide strip (complete HF etch)  7 
 wet thermal oxidation (1.1 pm)  
 wet thermal oxidation (1.6 pm total)  
 wet thermal oxidation (1.9 pm total) 
Table A.2.14b: Processing steps and associated SEM images for aperture E2,th erma l. 
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Step I  Process for aperture E1,, CVd 
	 SEM images at 00  and 45 0 AOl 
. 
1. 	I RIE oxide etch 
deep silicon etch (4-pm depth) 
E 	oxide strip (complete HF etch) 
wet thermal oxidation (1.1 pm) 
I PECVD oxide deposition (0.5 pm) 
I 	partial HF etch (1.0 mm) 
U oxide strip (complete HF etch) 




PECVD oxide deposition (0.5 pm) 
10. 	PECVD oxide deposition (1.0 pm total) 
Table A.2.15: Processing steps and associated SEM images for aperture E1,1Vd. 
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Step Process for aperture E2,CVd SEM images at 00  and 45 0 AOl 
 RI E oxide etch  
.  deep silicon etch (4-pm depth) 
 oxide strip (complete HF etch) 
 wet thermal oxidation (1.1 pm) 
 PECVD oxide deposition (0.5 pm) 
. 	 -. 
. 	 . 
. 	 . 	 . 
. 
 partial HF etch (1.0 mi n ) 
 oxide strip (complete HF etch) 
 wet thermal oxidation (1.1 pm) 
 PECVD oxide deposition (0.5 pm) 
10.. PECVD oxide deposition (1.0 pm total) 
Table A.2.16 Processing steps and associated SEM images for aperture E2, Vd. 
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A.3 	Process parameters 
Parameter Value 
Temperature 1100°C 
H 2 flow 3 sccm 
02 flow 1.7 sccm 
Table A.3.1: Thermal oxidation parameters 
Parameter Value 
Type Positive 
Model Shipley© SPR2Fx1 .3 
RPM 5200 
Typical thickness 1.18 pm 
Table A.3.2: Photoresist parameters for thin coating (1.18 pm) 
Parameter Value 
Type Positive 
Model Shipley© SPR2Fx1 .3 
RPM 3300 
Typical thickness 1.4 pm 
Table A.3.3: Photoresist parameters for medium coating (1.4 pm) 
Parameter Value 
Type Positive 
Model Shipley' HPR206 
RPM 2000 
Typical thickness 3.2 pm 




Machine Type Electrotech© 
Power 330 watts 
Pressure 668 mTorr 
02 flow percentage 41.5% 
Table A.3.5: Ashing parameters 
Parameter Value 
Machine Type Tem press© furnace 
Method LPVCD 
NH3 flow 12.0 sccm 
S1H 2Cl2 flow 48.0 sccm 
Pressure 168 mTorr 
Temperature 805°C 
Deposition rate 500 A/mm 
Table A.3.6: Si3N4 deposition parameters 
Parameter Value 
Type Shipley© MF-31 9 
Duration 60 sec 
Rinse liquid De-ionised water 
No. of cycles 2 
Table A.3.7: Development parameters 
Parameter Value 
CF4 flow 60 sccm 
H2 flow 10 sccm 
Pressure -55 mTorr 
Power 750 watts 
Etch rate -15 nm/mm 
Table A.3.8: Reactive ion etching parameters 
Appendix 
Parameter Value 
Machine Type STS (D  PECVD system 
Method PECVD 
N2 flow 392 sccm 
N 20 flow 1420 sccm 
SiH4 flow 10 sccm 
Temperature 300°C 
Power 30 watts @ 13.56 MHz 
Deposition rate -540 A/mm 
Table A.3.9: S10 2 deposition parameters 
Parameter Value 
Method Solid source boric oxide 
Temperature Variable from 800-1000°C 
N2 flow 1.0 sccm 
Table A.3.10: Boron deposition parameters 
Parameter Etch cycle Passivation cycle 
Coil power 600 watts 600 watts 
Platen power 12 watts 0 watts 
On-time 12 sec 8 sec 
SF6 flow 130 sccm 0 sccm 
02 flow 13 sccm 0 sccm 
C4 F8 flow Os ccm 85 sccm 
RF frequency 13.56 MHz 13.56 MHz 
Pressure 25 mTorr 25 mTorr 
Etch rate 1.74 pm/min 
Table A.3.1 1: Deep Silicon Etch Parameters for Inductively-Coupled-
Plasma Configuration. 
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