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a b s t r a c t
In this paper, we introduce some new discrete type Halanay inequalities which extend the
existing results. On the basis of these inequalities, we discuss the global stability of discrete
neural networks with time-varying delays.
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1. Introduction
In the past several decades, there has been much literature on global stability of delay difference equations, whose
study has been deeply inspired by the development of the study of delay differential equations (see [1–7] and references
cited therein). In stability analysis of discrete dynamical systems with delays, one commonly used method is the Lyapunov
function method. For instance, the work in [8,9] are based on this approach. On the other hand, discrete type inequalities
such as Halanay inequality and its generalizations, can also be used in such analysis. In [2,3], the authors consider discrete
Halanay-type inequalities in order to study somediscretized versions functional differential equations. In [5,7], a generalized
discrete Halanay-type inequality is derived and new stability conditions for nonlinear difference equations with time delays
are obtained. In general, the existing results require that the coefficients of difference equations are constants. Meanwhile,
the delays are assumed to be bounded. However, to the best of our knowledge, few papers consider the stability of non-
autonomous difference equations with bounded or unbounded delays. Motivated by the above discussions, some new
discrete Halanay inequalities are introduced when the delays are bounded, which extend the existing results [2,3,5,7].
For the non-autonomous difference equations with unbounded delays, global µ-stability criteria is established. Based on
these results, we discuss the global stability of discrete neural networks with time-varying delays. This work is organized
as follows. In Section 2, we introduce some new discrete type inequalities. In Section 3, we give two examples to illustrate
the obtained results. Some conclusions are drawn in the last section.
2. Discrete Halanay inequality
In this section, we introduce new discrete type inequalities which will be used to derive stability conditions for discrete
neural networks in the next section. To state our main results, first, let us give some necessary notations. Let R denote the
set of all real numbers; R+ the set of positive real numbers; N the set of natural numbers; Z the set of integers; Z+ the set of
positive integers. [m] denotes the largest integer that does not exceed constantm.
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Consider the following nonlinear difference equation:
1xn = f (n, xn, xn−1, . . . , xn−r(n)), n ∈ Z+, r(n) ∈ Z+, (1)
where1xn = xn+1− xn and r(n) < n. According to [1], (1) is called a generalized difference equation. For each initial string
x−r , x−r+1, . . . , x0, there exists a unique solution xn of (1) that can be calculated by the explicit recurrence formula
xn+1 = xn + f (n, xn, xn−1, . . . , xn−r(n)), n ≥ 0. (2)
Without loss of generality, it is assumed that the delay r(n) is bounded, i.e., there exists a positive integer r such that
r(n) ≤ r . Then we could get the following theorem.
Theorem 1. Let 0 < b(n) < a(n) ≤ 1 and let {xn}n≥−r be a sequence of real numbers satisfying the inequality
1xn ≤ −a(n)xn + b(n)max{xn, xn−1, . . . , xn−r}, n ≥ 0. (3)
Moreover, if
a(n)− b(n) ≥ c > 0, (4)
then there exists λ0 ∈ (0, 1) such that
xn ≤ Kλn0, n ≥ 0, (5)
where K = max{0, x0, x−1, . . . , x−r} and λ0 can be chosen as the unique real root in the interval (0, 1) of the equation
λ− 1+ rIn λ+ c = 0. (6)
Proof. Define function h(λ) = λ−1+ rIn λ+c. h(λ) is continuous on (0, 1], limt→0+ h(λ) = −∞, h(1) > 0 and h′(λ) > 0.
Hence, there exists the unique real root λ0 ∈ (0, 1) to Eq. (6). Noting that ex ≥ 1+ x, we have that
λr+10 + (a(n)− 1)λr0 − b(n) = λr0(λ0 − 1)+ a(n)λr0 − b(n) ≥ λ0 − 1+ a(n)(rIn λ0 + 1)− b(n)
≥ In λ0 − 1+ rIn λ0 + c = 0,
which implies that
(1− a(n))λr0 + b(n) ≤ λr+10 . (7)
When n = 1, x1 ≤ (1−a(0))x0+b(0)K ≤ (1−a(0)+b(0))K ≤ Kλ0. Suppose that for all n = 1, 2, . . . , k, the inequality
xn ≤ Kλn0 holds. This, together with (7), yields that
xk+1 ≤ (1− a(k))xk + b(k)max{xk, xk−1, . . . , xk−r} ≤ Kλk−r0 [(1− a(k))λr0 + b(k)] ≤ Kλk−r0 λr+10 ≤ Kλk+10 .
Then, we can conclude that xn ≤ Kλn0 for all n ≥ 0. 
Remark 1. Although our result could be deduced from [3], we include here our simpler proof in order to point out how the
constant λ0 involved in the asymptotic formula can be easily obtained.
In Theorem 1, we need the inequality (4) to hold at each integer n. Naturally, a problem arises: can we ensure the
exponential stability of the nonlinear difference equation (1) if removing the restrictive condition (4)? To answer this
question we give the following theorem.
Theorem 2. Let 0 < a(n) ≤ Ma < 1, 0 < b(n) ≤ 1, and let {xn}n≥−r be a sequence of real numbers satisfying the inequality
1xn ≤ −a(n)xn + b(n)max{xn, xn−1, . . . , xn−r}, xn ≥ 0, n ≥ 0.
If there exist positive constants T ∈ Z+ and λ0 ∈ (0, 1) such that
(k+1)T−1
i=kT

1− a(i)+ b(i)
(1−Ma)r

≤ λ0 < 1, k ∈ N, (8)
then
xn ≤

1+ 1
(1−Ma)r
T−1
max{x0, x−1, . . . , x−r}λ[
n
T ]
0 , n ≥ 0.
Proof. First, we have the following inequality
xn2 ≥
n2−1
i=n1
(1− a(i))xn1 , n2 ≥ n1. (9)
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Consider an auxiliary system
1yn = −a(n)yn.
Since b(n) ≥ 0 and xn ≥ 0, it is easy to see that for any n1, if xn1 = yn1 then yn ≤ xn for all n > n1. Given n1 < n2, let
xn1 = yn1 . We have
xn2 ≥ yn2 =
n2−1
i=n1
(1− a(i))yn1 =
n2−1
i=n1
(1− a(i))xn1 ,
which implies that (9) holds. Then we have
max{xn, xn−1, . . . , xn−r} ≤ xn 1n−1
i=n−r
(1− a(i))
.
Thus
1xn ≤
−a(n)+ b(n) 1n−1
i=n−r
(1− a(i))
 xn.
By computing we have that
xn ≤
n−1
k=0
1− a(k)+ b(k) 1k−1
i=k−r
(1− a(i))
 x0.
This, together with condition (8), yields that
xn ≤

1+ 1
(1−Ma)r
T−1
max{x0, x−1, . . . , x−r}λ[
n
T ]
0 , n ≥ 0. 
Remark 2. It should be noted that the condition (8) can be seen as a relaxation of the condition (4). It means that for
exponential stability of the system, we do not need the inequality (4) to hold at each integer n, but only need it to hold
in an average sense.
In the preceding discussion, we always assume the time delay r(n) ≤ r , where r is a fixed positive integer. However,
what will happen if the r(n) is unbounded? To the best of our knowledge, few papers investigated Eq. (1) in this case. To
cope with this problem, we give the definition of µ-stability for discrete systems which is introduced in [10].
Definition 1. Suppose that µ(n+ 1) > µ(n) > 0, n ≥ 1 and µ(n)→∞, when n →∞. If there exists a constantM > 0
such that
|xn| ≤ M
µ(n)
, n ≥ 1,
then Eq. (1) is said to be µ-stable.
Theorem 3. Let 0 < a(n) ≤ 1, 0 < b(n) ≤ 1, and let {xn}n≥−r be a sequence of real numbers satisfying the inequality
1xn ≤ −a(n)xn + b(n)max{xn, xn−1, . . . , xn−r(n)}, xn ≥ 0, n ≥ 0, r(n) ∈ Z+.
The function µ(n) is strictly monotonically increasing and satisfies
µ(n) ≥ 0, lim
n→∞µ(n) = ∞, limn→∞
µ(n+ 1)− µ(n)
µ(n)
= β, lim
n→∞
µ(n)
µ(n− r(n)) = 1+ η, (10)
where β, η are nonnegative constants. Moreover, if
(1+ β)a(n)− β − b(n)(1+ β)(1+ η) ≥ c > 0, (11)
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then
xn ≤ M
µ(n)
, n ≥ 1,
where M = sup1≤s≤n0{µ(s)xs \ µˆ} and µˆ = min{1, µ(1)}, i.e., Eq. (1) is µ-stable.
Proof. By (10) and (11), one can find a sufficiently large n0, such that for all n > n0 ≥ 1, it holds
−µ(n+ 1)
µ(n)
a(n)+ µ(n+ 1)− µ(n)
µ(n)
+ b(n) µ(n+1)
µ(n− r(n)) ≤ −
c
2
< 0.
Without loss of generality, in the following derivation, we always assume n > n0. Define z(n) = µ(n)xn and M(n) =
sup1≤s≤n zn. Then we can obtain that
z(n+ 1)−M(n) = µ(n+ 1)xn+1 −M(n)
= µ(n+ 1)[(1− a(n))x(n)+ b(n)max{xn, xn−1, . . . , xn−r(n)}] −M(n)
≤ µ(n+ 1)
µ(n)
(1− a(n))z(n)+ b(n) µ(n+ 1)
µ(n− r(n)) max{z(n), z(n− 1), . . . , z(n− r(n))} −M(n)
≤

µ(n+ 1)− µ(n)
µ(n)
− µ(n+ 1)
µ(n)
a(n)+ b(n) µ(n+ 1)
µ(n− r(n))

M(n)
≤ 0.
In summary, we conclude that z(n) ≤ M(n− 1) ≤ · · · ≤ M(n0) for all n > n0, which implies
xn ≤ M(n0)
µ(n)
, n ≥ n0.
LetM = sup1≤s≤n0{µ(s)xs \ µˆ} and µˆ = min{1, µ(1)}. Hence
xn ≤ M
µ(n)
, n ≥ 1.
As a direct consequence, we have the following corollary. 
Corollary 1. In addition to the assumptions of Theorem 3, we assume r(n) ≤ τn, 0 < τ < 1, and a positive constant c such
that
a(n)− b(n)(1− τ)−γ ≥ c > 0,
then we can find sufficiently large M > 0 such that
xn ≤ Mnγ , n ≥ 1.
In fact, the corollary can be derived from Theorem 3 by letting µ(n) = nγ , limn→∞ µ(n+1)−µ(n)µ(n) = 0 and
limn→∞ µ(n)µ(n−r(n)) = (1− τ)−γ .
Instead, if letting µ(n) = In(1+ n), we have the following corollary.
Corollary 2. In addition to the assumptions of Theorem 3, we assume r(n) ≤ n − nIn n , and there is a positive constant c such
that
a(n)− b(n) ≥ c > 0,
then we can find sufficiently large M > 0 such that
xn ≤ MIn(1+ n) , n ≥ 1.
Remark 3. When r(n) ≤ r , by Theorem 1, the stability is exponential. Instead, along with the increasing of the r(n), Eq. (1)
is still stable, but the convergence rate is decreasing gradually.
3. Examples
In [11,12], the global stability of neural networks has been investigated by using continuous Halanay inequalities.
Accordingly, we may apply our theory to discrete neural networks. In the following, two examples are presented to
demonstrate the effectiveness of our main results.
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Example 1. Consider a one-dimensional discrete time-delay neural networks:
1xn = −a(n)xn + b(n)f (xn)+ c(n)f (xn−1), (12)
where f (x) = tan(h(x)) and a(n) = 14 = Ma, b(2k) = 18 , c(2k) = 16 , b(2k+ 1) = 120 , c(2k+ 1) = 130 , k ∈ N .
Let V (n) = |xn| and1V (n) = g(V (n), V (n− 1)), V (n) ≥ 0. Then
1V (n) = |xn+1| − |xn| ≤ (1− a(n))|xn| + (b(n)+ c(n))max{|xn|, |xn−1|} − |xn|
≤ −a(n)V (n)+ (b(n)+ c(n))max{V (n), V (n− 1)}.
When a(n) = 2k+ 2, k ∈ Z+, a(n)− [b(n)+ c(n)] = − 124 < 0. Hence, the existing results in [3,7] could not be applied to
this case. Note that
2k+1
i=2k

1− a(i)+ b(i)+ c(i)
(1−Ma)

≤ 1271
1296
= λ0 < 1.
By Theorem 2, we have that
V (n) = |xn| ≤ 73 max{|x0|, |x−1|}λ
[ n2 ]
0 ,
which implies that the system (12) is exponentially stable.
Example 2. Consider the two-dimensional discrete unbounded delay neural networks:
1xn = −A(n)xn + B(n)f (xn)+ C(n)f (xn−r(n)), (13)
where f (x) = x and A(n) =
 3
4
0
0
2
3

, B(n) =
 1
8
1
6
− 1
12
1
9

, C(n) =
 1
9
− 1
6
− 2
9
1
6

.
Let V (n) = |xn| + |yn| and1V (n) = g(V (n), V (n− r(n)), V (n)) ≥ 0. We compute that
1V (n) ≤ −2
3
V (n)+ 11
18
max{V (n), V (n− r(n))}.
When r(n) = [n]2 , let 0 < γ0 < In 12−In 11In 2 . By Corollary 1, there exists a positive constantM such that
xn ≤ Mnγ0 , n ≥ 1,
which implies that the system (13) is polynomially stable.
On the other hand, suppose r(n) = n− [ In nn ]. By Corollary 2, we have that
xn ≤ MIn(1+ n) , n ≥ 1.
Therefore, the system (13) is log-stable.
4. Conclusions
In this work, we discuss the stability of nonlinear difference equations whose trajectories are governed by the scalar
delay inequality: 1xn ≤ −a(n) + b(n)max{xn, xn−1, . . . , xn−r(n)}, n ≥ 0. When the delay r(n) is bounded, we prove that
the stability of x(n) could be obtained even if a(n) − b(n) is negative. On the other hand, if the delay r(n) is unbounded, a
new concept of stability, global µ-stability, is proposed. Under mild conditions, we also prove that the difference equations
with unbounded delays are globally µ-stable.
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