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a b s t r a c t
The Jacobian algebra An is obtained from the Weyl algebra An by inverting (not in the
sense of Ore) of certain elements (An is neither a Noetherian algebra nor a domain,
An contains the algebra K⟨x1, . . . , xn, ∂∂x1 , . . . , ∂∂xn ,

1, . . . ,

n⟩ of polynomial integro-
differential operators). The group of automorphismsGn of the Jacobian algebraAn is found
(Gn is a huge group):
Gn = Sn n (Tn × Ξn) n Inn(An) ⊇ Sn n (Tn × (Zn)(Z)) n GL∞(K) n · · · n GL∞(K)  
2n−1 times
,
G1 ≃ (T1 × Z(Z)) n GL∞(K),
where Sn is the symmetric group, Tn is the n-dimensional algebraic torus, Ξn ≃ Zn is a
group given explicitly, Inn(An) is the group of inner automorphisms of An (which is huge),
GL∞(K) is the group of invertible infinite dimensional matrices, and (Zn)(Z) is a direct
sum of Z copies of the free abelian group Zn. This result may help in understanding of
the structure of the groups of automorphisms of the Weyl algebra An and the polynomial
algebra P2n. Explicit generators are found for the group G1. The stabilizers in Gn of all the
ideals of An are found, they are subgroups of finite index in Gn. It is shown that the group
Gn has trivial center. An explicit inversion formula is given for the elements ofGn. Defining
relations are found for the algebra An.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Throughout, ring means an associative ring with 1; module means a left module; N := {0, 1, . . .} is the set of natural
numbers; K is a field of characteristic zero and K ∗ is its group of units; Pn := K [x1, . . . , xn] is a polynomial algebra over K ;
∂1 := ∂∂x1 , . . . , ∂n := ∂∂xn are the partial derivatives (K -linear derivations) of Pn; EndK (Pn) is the algebra of all K -linear maps
from Pn to Pn and AutK (Pn) is its group of units (i.e. the group of all the invertible linear maps from Pn to Pn); the subalgebra
An := K⟨x1, . . . , xn, ∂1, . . . , ∂n⟩ of EndK (Pn) is called the n’thWeyl algebra.
Definition. The Jacobian algebra An is the subalgebra of EndK (Pn) generated by the Weyl algebra An and the elements
H−11 , . . . ,H−1n ∈ EndK (Pn)where
H1 := ∂1x1, . . . ,Hn := ∂nxn.
Clearly, An = ni=1 A1(i) ≃ A⊗n1 where A1(i) := K⟨xi, ∂i,H−1i ⟩ ≃ A1. The algebra An contains all the integrations
i : Pn → Pn, p →

p dxi, since

i = xiH−1i : xα → (αi + 1)−1xixα . In particular, the algebra An contains the algebra
K⟨x1, . . . , xn, ∂∂x1 , . . . , ∂∂xn ,

1, . . . ,

n⟩ of polynomial integro-differential operators. This fact explains why the algebras An
and An have different properties and why the group A∗n of units of the algebra An is huge. The algebra An is neither left nor
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right Noetherian. In particular, it is neither left nor right localization of the Weyl algebra An in the sense of Ore. The algebra
An is not simple, its classical Krull dimension is n, and it contains the algebra of infinite dimensional matrices, [6]. The
Jacobian algebra An appeared in my study of the group of polynomial automorphisms and the Jacobian Conjecture, which is
a conjecture that makes sense only for the polynomial algebras in the class of all the commutative algebras, this was proved
in [7]. In order to solve the Jacobian Conjecture, it is reasonable to believe that one should create a technique which makes
sense only for polynomials; the Jacobian algebras are a step in this direction (they exist for polynomials but make no sense
even for Laurent polynomials). The Jacobian algebras were studied in [6]. Closely related to the algebra An is the so-called
algebra Sn of one-sided inverses of the polynomial algebra Pn. The reason for that is that the derivation ∂i is a left (but not
two-sided) inverse of the ith integration

i, i.e. ∂i

i = idPn .
Definition ([10]). The algebra Sn of one-sided inverses of Pn is an algebra generated over a field K by 2n elements
x1, . . . , xn, yn, . . . , yn that satisfy the defining relations:
y1x1 = · · · = ynxn = 1, [xi, yj] = [xi, xj] = [yi, yj] = 0 for all i ≠ j,
where [a, b] := ab− ba is the algebra commutator of elements a and b. Let Gn := AutK-alg(Sn).
By the very definition, the algebra Sn ≃ S⊗n1 is obtained from the polynomial algebra Pn by adding commuting, left (but
not two-sided) inverses of its canonical generators. The algebra S1 is a well-known primitive algebra [25], p. 35, Example
2. Over the field C of complex numbers, the completion of the algebra S1 is the Toeplitz algebra which is the C∗-algebra
generated by a unilateral shift on the Hilbert space l2(N) (note that y1 = x∗1). The Toeplitz algebra is the universal C∗-algebra
generated by a proper isometry.
Example ([10]). Consider a vector space V = i∈N Kei and two shift operators on V , X : ei → ei+1 and Y : ei → ei−1 for
all i ≥ 0 where e−1 := 0. The subalgebra of EndK (V ) generated by the operators X and Y is isomorphic to the algebra S1
(X → x, Y → y). By taking the n’th tensor power V⊗n =α∈Nn Keα of V we see that the algebra Sn ≃ S⊗n1 is isomorphic to
the subalgebra of EndK (V⊗n) generated by the 2n shifts X1, Y1, . . . , Xn, Yn that act in ‘perpendicular directions.’
The algebras Sn are fundamental non-Noetherian algebras, they are universal non-Noetherian algebras of their own kind
in a similar way as the polynomial algebras are universal in the class of all the commutative algebras and theWeyl algebras
are universal in the class of algebras of differential operators.
The algebra Sn often appears as a subalgebra or a factor algebra of many non-Noetherian algebras. For example, S1 is a
factor algebra of certain non-Noetherian down–up algebras as was shown by Jordan [26] (see also [21,30,29]). The Jacobian
algebra An contains the algebra Sn where
y1 := H−11 ∂1, . . . , yn := H−1n ∂n.
Moreover, the algebra An is the subalgebra of EndK (Pn) generated by the algebra Sn and the 2n invertible elements
H±11 , . . . ,H±1n of EndK (Pn). The algebra An contains the subalgebra K⟨ ∂∂x1 , . . . , ∂∂xn ,

1, . . . ,

n⟩ which is isomorphic to the
algebra Sn. The Gelfand–Kirillov dimensions of the algebras Sn and An are 2n and 3n respectively, [11,6].
• (Corollary 4.13) Every automorphism of the algebra Sn can be uniquely extended to an automorphism of the algebra An.• (Proposition 4.9) 1. The group Gn is a subgroup of Gn.
2. Gn = {σ ∈ Gn | σ(Sn) = Sn}.
The group Gn of automorphisms of the algebra Sn is found in [11], it is a huge group.
• (Theorem 5.1, [11]) Gn = Sn n Tn n Inn(Sn), where Sn is the symmetric group, Tn is the n-dimensional algebraic torus, and
Inn(Sn) is the group of inner automorphisms of the algebra Sn.
The algebras Sn were studied in [10,11]. For the group Gn explicit generators are found in [11–13] respectively for n = 1,
n = 2, and n > 2.
Ignoring the non-Noetherian property, the Jacobian algebras An, Sn, the Weyl algebras An, and the polynomial algebras
P2n belong to the same class of algebras (see below for a reasonwhy this is the case) — this is a correct approach for studying
the algebras An and Sn. It is an experimental fact [10] that the algebra S1 has properties that are a mixture of the properties
of the polynomial algebra P2 in two variable and the first Weyl algebra A1, which is not surprising when we look at their
defining relations:
P2 : yx− xy = 0;
A1 : yx− xy = 1;
S1 : yx = 1.
The same is true for their higher analogues: P2n = P⊗n2 , An := A⊗n1 (the n’thWeyl algebra), and Sn = S⊗n1 . For example,
cl.Kdim(Sn)
[10]= 2n = cl.Kdim(P2n),
gldim(Sn)
[10]= n = gldim(An),
GK (Sn)
[10]= 2n = GK (An) = GK (P2n),
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where cl.Kdim, gldim, and GK stand for the classical Krull dimension, the global homological dimension, and the Gelfand–
Kirillov dimension respectively. In this paper, a reason is found why the algebras An, An and Sn are ‘similar’ — they are
generalized Weyl algebras (Lemmas 3.3 and 3.4). The big difference between the algebras An and Sn on the one side and the
algebras P2n and An on the other side is that the first are neither left nor right Noetherian and are not domains either. This fact
can also be explained using the presentations of the algebras as generalized Weyl algebras. In contrast to the Weyl algebra
An, the defining algebra endomorphisms for the algebras An and Sn are not automorphisms, and as a result these algebras
acquire some pathological properties (like not being Noetherian).
The aim of this paper is to find the group Gn := AutK−alg(An) of automorphisms of the algebra An.
• (Theorem 7.7) Gn = Sn n (Tn × Ξn) n Inn(An).
• (Corollary 7.3) Gn ⊇ G′n := Sn n (Tn × Un) n GL∞(K) n · · · n GL∞(K)  
2n−1 times
and Un ≃ (Zn)(Z),
• (Theorem 5.7) G1 ≃ (T1 × Z(Z)) n GL∞(K),
where Sn is the symmetric group, Tn is the n-dimensional algebraic torus, Ξn ≃ Zn and Un are groups given explicitly,
Inn(An) is the group of inner automorphisms of the algebra An, and GL∞(K) is the group of all the invertible infinite
dimensional matrices of the type 1 + M∞(K) where the algebra (without 1) of infinite dimensional matrices M∞(K) :=
lim−→Md(K) =

d≥1 Md(K) is the injective limit of the matrix algebras. A semi-direct product H1 n H2 n · · · n Hm of several
groups means that H1n (H2n (· · ·n (Hm−1nHm) · · · ). In particular, we found explicit generators for the groupG1. In 1968,
for the first Weyl algebra A1, explicit generators for its group of automorphisms were found by Dixmier, [22]. For the higher
Weyl algebras An, to find their groups of automorphisms and generators is an old open problem.
The proof of Theorem 7.7 is rather long (and non-trivial) and based upon several results proved in this paper (and in [6,
10,11]) which are interesting on their own. Let me explain briefly the logical structure of the proof. There are two cases to
consider when n = 1 and n > 1. The proofs of both cases are based on rather different ideas, and the first case serves as
the base of an induction for the second one. The case n = 1 is a kind of a degeneration of the second case and is much more
easier. The key point in finding the group G1 is to use the Fredholm linear maps/operators, their indices, and the fact that
each automorphism of the algebra An is determined by its action on the set {x1, . . . , xn} (or {y1, . . . , yn}):
• (Theorem 4.12) (Rigidity of the group Gn) Let σ , τ ∈ Gn. Then the following statements are equivalent.
1. σ = τ .
2. σ(x1) = τ(x1), . . . , σ (xn) = τ(xn).
3. σ(y1) = τ(y1), . . . , σ (yn) = τ(yn).
For n > 1, one of the key ideas in finding the group Gn is to use an induction on n and the fact that the algebra An has
the unique maximal ideal an. The ideal an is the sum p1 + · · · + pn of all the height one prime ideals of the algebra An (there
are exactly n of them, and they are found in [6]). By the uniqueness of an, there is the natural group homomorphism
ξ : Gn → AutK-alg(An), σ → (ξ(σ ) : a+ an → σ(a)+ an),
whereAn := An/an is a simple algebrawhich is isomorphic to a certain localization of theWeyl algebra An (and has Gelfand–
Kirillov dimension 3n). Note that the Gelfand–Kirillov dimension of theWeyl algebra An is 2n. Briefly, the problem of finding
the group Gn is equivalent to the problem of finding the kernel and the image of the group homomorphism ξ . As the first
step in finding the the image of ξ , the group AutK-alg(An) is found (Theorem 6.1), and then using a delicate argument on
multiplicities of the growth of the number of the commoneigenvalues of a certain commuting family of differential operators
we find the image of the homomorphism ξ explicitly (Theorem 7.2(2), note that im(ξ) ≠ AutK-alg(An)). As a consequence,
we prove that
• (Theorem 7.2(1)) Gn = Sn n (Tn × Un) n ker(ξ).
Then using two characterizations of the elements of the group Gn via the invertible linear maps on the polynomial algebra
Pn (Corollary 4.8(1) and Lemma 7.1) we prove that
• (Theorem 7.2(3)) ker(ξ) ⊆ Inn(An).
This is the most difficult part of the proof of finding the group Gn. From this fact, it is relatively easy to show that
• (Theorem 7.6) Inn(An) = U0n n ker(ξ),
and then that Gn = Sn n (Tn × Ξn) n Inn(An) (Theorem 7.7).
The structure of the group G1 ≃ (T1 × Z(Z)) n GL∞(K) (Theorem 5.7) is yet another confirmation of ‘similarity’ of the
algebras P2, A1, A1, and S1. The groups of automorphisms of the polynomial algebra P2 and the Weyl algebra A1 were found
by Jung [28], Van der Kulk [39], and Dixmier [22] respectively. These two groups have an almost identical structure, they
are ‘infinite GL-groups’ in the sense that they are generated by the algebraic torus T1 and by the obvious automorphisms:
x → x + λyi, y → y; x → x, y → y + λxi, where i ∈ N and λ ∈ K ; which are sort of ‘elementary infinite dimensional
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matrices’ (i.e. ‘infinite dimensional transvections’). The same picture as for the groups G1 ≃ (T1 × Z(Z)) n GL∞(K) and
AutK-alg(S1) = T1 n GL∞(K), [11]. In prime characteristic, the group of automorphisms of the Weyl algebra A1 was found
by Makar-Limanov [33] (see also [9] for a different approach and for further developments).
The paper is organized as follows. In Section 2, some useful results from [10] are collected which are used later. In
Section 3, it is proved that the algebras Sn and An are generalizedWeyl algebras. As a result, defining relations are found for
the algebra An.
In Section 4, several subgroups of the group Gn are introduced, a useful description (Corollary 4.8(1)) of the group Gn is
given, and a criterion of equality of two elements of the group Gn is proved (Theorem 4.12).
In Section 5, the group G1 is found (Theorem 5.7), and explicit generators for the group G1 are given (Theorem 5.7(4)).
In Section 6, the groups AutK-alg(An), Inn(An), and Out(An) are found (Theorem 6.1).
In Section 7, the groupsGn, Inn(An), and Out(An) are found (Theorems 7.7, 7.2 and 7.6, Corollary 7.8). Several corollaries
are obtained. It is proved that the groups Gn and ker(ξ) have trivial center (Theorems 7.15 and 7.17). Explicit inversion
formulae for the elements of the groups Gn and Gn are found, (62) and (65). The groups S∗n and Inn(Sn) are described
(Corollary 7.13). These descriptions are instrumental in finding explicit generators for the groups Gn, S∗n , and Inn(Sn) in
[13].
The Problem/Conjecture of Dixmier [22] states that every algebra endomorphism of theWeyl algebra An is an automorphism.
The Weyl algebra An is a simple algebra but the Jacobian algebra An is not. Moreover, its classical Krull dimension is n [6].
Theorem 7.18 has the flavor of the Problem of Dixmier, it states that no proper prime factor algebra of An is embeddable into
An.
In Section 8, the stabilizers in the group Gn of all the ideals of the algebra An are computed (Theorem 8.2). In particular,
the stabilizers of all the prime ideals of An are found (Corollary 8.4(2)).
The maximal ideal an := p1 + · · · + pn of the algebra An is of height n, [6].
• (Corollary 8.4(3)) The ideal an is the only nonzero, prime, Gn-invariant ideal of the algebra An.• (Corollary 8.4) Let p be a prime ideal of An. Then its stabilizer StGn(p) is a maximal subgroup of the group Gn iff n > 1 and p
is of height 1, and, in this case, [Gn : StGn(p)] = n.• (Corollary 8.3) Let a be a proper ideal of An. Then its stabilizer StGn(a) has finite index in the group Gn.• (Corollary 8.5) If a is a generic ideal of An then its stabilizer is written via the wreath products of symmetric groups:
StGn(a) =

Sm ×
t∏
i=1
(Shi ≀ Sni)

n (Tn × Ξn) n Inn(An),
where ≀ stands for thewreath product of groups.
Corollary 8.6 classifies all the proper Gn-invariant ideals of the algebra An, there are exactly n of them.
2. Preliminaries on the algebras Sn
In this section, we collect some results without proofs on the algebras Sn from [10] that will be used in this paper, their
proofs can be found in [10].
Clearly, Sn = S1(1) ⊗ · · · ⊗ S1(n) ≃ S⊗n1 where S1(i) := K⟨xi, yi | yixi = 1⟩ ≃ S1 and Sn =

α,β∈Nn Kxαyβ where
xα := xα11 · · · xαnn , α = (α1, . . . , αn), yβ := yβ11 · · · yβnn , β = (β1, . . . , βn). In particular, the algebra Sn contains two
polynomial subalgebras Pn and Qn := K [y1, . . . , yn] and is equal, as a vector space, to their tensor product Pn⊗Qn. Note that
also the Weyl algebra An is a tensor product (as a vector space) Pn ⊗ K [∂1, . . . , ∂n] of its two polynomial subalgebras.
When n = 1, we usually drop the subscript ‘1’ if this does not lead to confusion. So, S1 = K⟨x, y | yx = 1⟩ =i,j≥0 Kxiyj.
For each natural number d ≥ 1, letMd(K) :=d−1i,j=0 KEij be the algebra of d-dimensional matrices where {Eij} are thematrix
units, and
M∞(K) := lim−→Md(K) =

i,j∈N
KEij
is the algebra (without 1) of infinite dimensional matrices. The algebra M∞(K) = k∈ZM∞(K)k is Z-graded where
M∞(K)k := i−j=k KEij (M∞(K)kM∞(K)l ⊆ M∞(K)k+l for all k, l ∈ Z). The algebra S1 contains the ideal F := i,j∈N KEij,
where
Eij := xiyj − xi+1yj+1, i, j ≥ 0. (1)
For all natural numbers i, j, k, and l, EijEkl = δjkEil where δjk is theKronecker delta function. The ideal F is an algebra (without 1)
isomorphic to the algebraM∞(K) via Eij → Eij. In particular, the algebra F =k∈Z F1,k isZ-gradedwhere F1,k :=i−j=k KEij
(F1,kF1,l ⊆ F1,k+l for all k, l ∈ Z). For all i, j ≥ 0,
xEij = Ei+1,j, yEij = Ei−1,j (E−1,j := 0), (2)
Eijx = Ei,j−1, Eijy = Ei,j+1 (Ei,−1 := 0), (3)
Ei+1,j+1x = xEi,j, Eijy = yEi+1,j+1. (4)
S1 = K ⊕ xK [x] ⊕ yK [y] ⊕ F , (5)
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the direct sum of vector spaces. Then
S1/F ≃ K [x, x−1] =: L1, x → x, y → x−1, (6)
since yx = 1, xy = 1− E00 and E00 ∈ F .
The algebra Sn =ni=1 S1(i) contains the ideal
Fn := F⊗n =

α,β∈Nn
KEαβ , where Eαβ :=
n∏
i=1
Eαiβi(i), Eαiβi(i) := xαii yβii − xαi+1i yβi+1i .
Note that EαβEγ ρ = δβγ Eαρ for all elements α, β, γ , ρ ∈ Nn where δβγ is the Kronecker delta function.
Proposition 2.1 ([10]). The polynomial algebra Pn is the only faithful, simple Sn-module.
In more detail, SnPn ≃ Sn/(
∑n
i=0 Snyi) =

α∈Nn Kxα1, 1 := 1 +
∑n
i=1 Snyi; and the action of the elements Eβγ and the
canonical generators of the algebra Sn on the polynomial algebra Pn is given by the rule:
xi ∗ xα = xα+ei , yi ∗ xα =

xα−ei if αi > 0,
0 if αi = 0, and Eβγ ∗ x
α = δγαxβ ,
where e1 := (1, 0, . . . , 0), . . . , en := (0, . . . , 0, 1) is the canonical basis for the free Z-module Zn = ni=1 Zei. We
identify the algebra Sn with its image in the algebra EndK (Pn) of all the K -linear maps from the vector space Pn to itself,
i.e. Sn ⊂ EndK (Pn).
The involution η on Sn. The algebra Sn admits the involution
η : Sn → Sn, xi → yi, yi → xi, i = 1, . . . , n,
i.e. it is a K -algebra anti-isomorphism (η(ab) = η(b)η(a) for all a, b ∈ Sn) such that η2 = idSn , the identity map on Sn. So,
the algebra Sn is self-dual (i.e. it is isomorphic to its opposite algebra, η : Sn ≃ Sopn ). The involution η acts on the ‘matrix’ ring
Fn as the transposition,
η(Eαβ) = Eβα. (7)
The canonical generators xi, yj (1 ≤ i, j ≤ n) determine the ascending filtration {Sn,≤i}i∈N on the algebra Sn in the obvious
way (i.e. by the total degree of the generators): Sn,≤i :=|α|+|β|≤i Kxαyβ where |α| = α1 + · · · + αn (Sn,≤iSn,≤j ⊆ Sn,≤i+j
for all i, j ≥ 0). Then dim(Sn,≤i) =
i+2n
2n

for i ≥ 0, and so the Gelfand–Kirillov dimension GK (Sn) of the algebra Sn is equal
to 2n. It is not difficult to show that the algebra Sn is neither left nor right Noetherian. Moreover, it contains infinite direct
sums of left and right ideals (see [10]).
• The algebra Sn is central, prime, and catenary. Every nonzero ideal of Sn is an essential left and right submodule of Sn.
• The ideals of Sn commute (IJ = JI); and the set of ideals of Sn satisfy the a.c.c.
• The classical Krull dimension cl.Kdim(Sn) of Sn is 2n.
• Let I be an ideal of Sn. Then the factor algebra Sn/I is left (or right) Noetherian iff the ideal I contains all the height one primes
of Sn.
The set of height 1 primes of Sn. Consider the ideals of the algebra Sn:
p1 := F ⊗ Sn−1, p2 := S1 ⊗ F ⊗ Sn−2, . . . , pn := Sn−1 ⊗ F .
Then Sn/pi ≃ Sn−1 ⊗ (S1/F) ≃ Sn−1 ⊗ K [xi, x−1i ] and
n
i=1 pi =
∏n
i=1 pi = Fn. Clearly, pi ⊈ pj for all i ≠ j.
• The setH1 of height 1 prime ideals of the algebra Sn is {p1, . . . , pn}.
Let an := p1 + · · · + pn. Then the factor algebra
Sn/an ≃ (S1/F)⊗n ≃
n
i=1
K [xi, x−1i ] = K [x1, x−11 , . . . , xn, x−1n ] =: Ln (8)
is a Laurent polynomial algebra in n variables, and so an is a prime ideal of height and co-height n of the algebra Sn. The
algebra Ln is commutative, and so
[a, b] ∈ an for all a, b ∈ Sn. (9)
That is [Sn, Sn] ⊆ an. In particular, [S1, S1] ⊆ F . Since η(an) = an, the involution of the algebra Sn induces the automorphism
η of the factor algebra Sn/an by the rule:
η : Ln → Ln, xi → x−1i , i = 1, . . . , n. (10)
It follows that η(ab)− η(a)η(b) ∈ an for all elements a, b ∈ Sn.
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3. The algebras Sn and An are generalized Weyl algebras
In this section, we show that the algebras Sn and An are generalized Weyl algebras (Lemmas 3.3 and 3.4). As a result,
we have explicit defining relations for the algebra An, they are used in checking of existence of various automorphisms and
anti-automorphisms. This fact explains why the algebras Sn, An, and An have ‘similar’ properties. We start by recalling some
properties of generalized Weyl algebras.
Generalized Weyl Algebras. Let D be a ring, σ = (σ1, . . . , σn) be an n-tuple of commuting ring endomorphisms of D, and
a = (a1, . . . , an) be an n-tuple of elements of D. The generalized Weyl algebra A = D(σ , a) (briefly, GWA) of degree n is a
ring generated by D and 2n elements x1, . . . , xn, y1, . . . , yn subject to the defining relations [3,4]:
yixi = ai, xiyi = σi(ai),
σi(d)xi = xid, dyi = yiσi(d), d ∈ D,
[xi, xj] = [yi, yj] = [xi, yj] = 0, i ≠ j,
where [x, y] = xy − yx. We say that a and σ are the sets of defining elements and endomorphisms of A respectively.
When all σi are automorphisms, the GWAs are also known as hyperbolic rings, see the book of Rosenberg [37]. For a vector
k = (k1, . . . , kn) ∈ Zn, let vk = vk1(1) · · · vkn(n) where, for 1 ≤ i ≤ n and m ≥ 0: vm(i) = xmi , v−m(i) = ymi ,
v0(i) = 1. It follows from the definition that A = k∈Zn Ak is a Zn-graded ring (AkAe ⊆ Ak+e, for all k, e ∈ Zn), where
Ak =l,k+l∈Nn v−lDvk+l. The tensor product (over the ground field) A⊗ A′ of generalized Weyl algebras of degree n and n′
respectively is a GWA of degree n+ n′:
A⊗ A′ = D⊗ D′((τ , τ ′), (a, a′)).
LetPn be a polynomial algebra K [H1, . . . ,Hn] in n indeterminates and let σ = (σ1, . . . , σn) be the n-tuple of commuting
automorphisms of Pn such that σi(Hi) = Hi − 1 and σi(Hj) = Hj, for i ≠ j. The algebra homomorphism
An → Pn((σ1, . . . , σn), (H1, . . . ,Hn)), xi → xi, ∂i → yi, i = 1, . . . , n, (11)
is an isomorphism.We identify theWeyl algebra An with theGWAabove via this isomorphism. Note thatHi = ∂ixi = xi∂i+1.
Denote by Sn the multiplicative submonoid of Pn generated by the elements Hi + j, i = 1, . . . , n, and j ∈ Z. It follows from
the above presentation of the Weyl algebra An as a GWA that Sn is an Ore set in An, and, using the Zn-grading, that the
(two-sided) localizationAn := S−1n An of the Weyl algebra An at Sn is the skew Laurent polynomial ring
An = S−1n Pn[x±11 , . . . , x±1n ; σ1, . . . , σn] (12)
with coefficients from the algebra
Ln := S−1n Pn = K [H±11 , (H1 ± 1)−1, (H1 ± 2)−1, . . . ,H±1n , (Hn ± 1)−1, (Hn ± 2)−1, . . .],
which is the localization of Pn at Sn. We identify the Weyl algebra An with the subalgebra ofAn via the monomorphism,
An → An, xi → xi, ∂i → Hix−1i , i = 1, . . . , n.
Let kn be the n’thWeyl skew field, that is the full ring of quotients of the n’th Weyl algebra An (it exists by Goldie’s Theorem
since An is a Noetherian domain). Then the algebraAn is a K -subalgebra of kn generated by the elements xi, x−1i , Hi and H
−1
i ,
i = 1, . . . , n since, for all j ∈ N,
(Hi ∓ j)−1 = x±ji H−1i x∓ji , i = 1, . . . , n. (13)
Clearly, An ≃ A1 ⊗ · · · ⊗ A1 (n times). A K -algebra R has the endomorphism property over K if, for each simple R-module
M , EndR(M) is algebraic over K .
Theorem 3.1 ([5]). Let K be a field of characteristic zero.
1. The algebraAn is a simple, affine, Noetherian domain.
2. The Gelfand–Kirillov dimension GK (An) = 3n (≠2n = GK (An)).
3. The (left and right) global dimension gl.dim(An) = n.
4. The (left and right) Krull dimension K.dim(An) = n.
5. Let d = gl.dim or d = K.dim. Let R be a Noetherian K-algebra with d(R) <∞ such that R[t], the polynomial ring in a central
indeterminate, has the endomorphism property over K . Then d(A1⊗ R) = d(R)+ 1. If, in addition, the field K is algebraically
closed and uncountable, and the algebra R is affine, then d(An ⊗ R) = d(R)+ n.
GK (A1) = 3 is due to Joseph [27], p. 336; see also [32], Example 4.11, p. 45.
It is an experimental fact that many small quantum groups are GWAs. For more about GWAs and their generalizations
the interested reader can refer to [1,2,7,14–20,23,24,27,29–31,33–38].
Suppose that A is a K -algebra that admits two elements x and y with yx = 1. The element xy ∈ A is an idempotent,
(xy)2 = xy, and so the set xyAxy is a K -algebra where xy is its identity element. Consider the linear maps σ = σx,y, τ = τx,y :
A → Awhich are defined as follows
σ(a) = xay, τ (a) = yax. (14)
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Then τσ = idA and στ(a) = xy · a · xy, and so
A = σ(A)

ker(τ ). (15)
Each element a ∈ A is a unique sum a1 + a2 where a1 ∈ σ(A) and a2 ∈ ker(τ ). Below, formulae for the elements a1 and
a2 are given. The map σ : A → A is an algebra monomorphism (σ(ab) = xaby = xay · xby = σ(a)σ (b)) with σ(1) = xy.
The element στ ∈ EndK (A) is an idempotent, then so is idA − στ . Since στ(ker(τ )) = 0 and στσ(a) = σ(a), we have
σ(A) = im(στ) and ker(τ ) = im(idA − στ). For each element a ∈ A,
a = στ(a)+ (idA − στ)(a) where στ(a) ∈ σ(A), (idA − στ)(a) ∈ ker(τ ).
Note that xyAxy ⊆ σ(A) = σ(1 · A · 1) = xyσ(A)xy ⊆ xyAxy, and so σ(A) = xyAxy. The map σ : A → σ(A) = xyAxy is an
isomorphism of algebras where σ(1) = xy and its inverse map τ : σ(A)→ A is an algebra isomorphism with τ(xy) = 1.
Suppose that the algebra A contains a subalgebra D such that σ(D) ⊆ D and τ(D) ⊆ D (and so xy = σ(1) ∈ D), and that
the algebra A is generated by D, x, and y. Since yx = 1, we have xiDD ≃ D and DDyi ≃ D. It follows from the relations:
yx = 1, xy = σ(1),
xd = σ(d)x, dy = yσ(d), d ∈ D,
that A =∑i≥1 yiD+∑i≥0 Dxi. Suppose, in addition, that the sum is a direct one. Then the algebra A is the GWA D(σ , 1).
Lemma 3.2. Keep the assumptions as above, i.e. A = D⟨x, y⟩ = i≥1 yiDi≥0 Dxi, τ(D) ⊆ D and σ(D) ⊆ D. Then
A = D(σ , 1). If, in addition, the element xy is central in D. Then Dxi = xiD and Dyi = yiD for all i ≥ 1.
Proof. It suffices to prove the equalities for i = 1. xD = σ(D)x ⊆ Dx = Dxyx = xyDx = xτ(D) ⊆ xD and so xD = Dx.
Similarly, Dy = yσ(D) ⊆ yD = yxyD = yDxy = τ(D)y ⊆ Dy, and so Dy = yD. 
The algebras Sn are generalized Weyl algebras. Consider the case n = 1. The subalgebra F1 := K + F = i∈Z F1,i
of EndK (P1) is a Z-graded algebra where F1,0 := K + F1,0 = Ki∈N Eii and F1,k := F1,k = i−j=k KEij for k ∈ Z\{0}.
Moreover, F1,kF1,l ⊆ F1,k+l for all k, l ∈ Z. By (2) and (3), σ(F1,0) ⊆ F1,0 where σ is as in (14). The K -algebramonomorphism
σ : F1,0 → F1,0, Eii → Ei+1,i+1, i ≥ 0, 1 → xy = 1− E00, (16)
is not an automorphism since F1,0 = im(σ ) ⊕ KE00. The algebra F1,0 is a commutative algebra which is generated by the
elements Eii, i ≥ 0, that satisfy the defining relations: E2ii = Eii and EiiEjj = 0 for all i ≠ j. For each i ∈ N, KEii is an ideal of
the algebra F1,0. The algebra F1,0 is not Noetherian since it contains the infinite direct sum of ideals

i∈N KEii.
Note that yx = 1, xy = σ(1) = 1 − E00, xEii = Ei+1,i+1x = σ(Eii)x, and Eiiy = yEi+1,i+1 = yσ(Eii) for all i ∈ N. Now, it
follows from (2), (3), and (5) that the assumptions of Lemma 3.2 hold, and so the algebra S1 is the GWA S1 = F1,0(σ , 1). In
particular, the algebra S1 =i∈Z S1,i is Z-graded where
S1,i =
 x
iF1,0 = F1,0xi if i ≥ 1,
F1,0 if i = 0,
y−iF1,0 = F1,0y−i if i ≤ −1.
The kernel of the map τ : S1 → S1, a → yax, is
ker(τ ) = KE00 +
−
i≥1
(KE0i + KEi0). (17)
Indeed, since τ(F) ⊆ F and the induced map τ : S1/F → S1/F is the identity map, the kernel of the map τ coincides with
the kernel of its restriction to F , and so (17) is obvious since τ(Eij) = Ei−1,j−1. The kernel of the map τ : S1 → S1 is not an
ideal of the algebra S1. This means that the map τ is not an algebra endomorphism but its restriction to the subalgebra F1,0
of S1 is a K -algebra epimorphism:
τ : F1,0 → F1,0, Eii → Ei−1,i−1 (i ≥ 0), 1 → 1, (18)
with ker(τ |F1,0) = KE00. For all i ∈ N and d ∈ F1,0, dxi = xiτ i(d) and yid = τ i(d)yi.
For n ≥ 1 and i = 1, . . . , n, S1(i) = F1,0(i)(σi, 1), and Sn =ni=1 S1(i) =ni=1 F1,0(i)(σi, 1) is the GWA
Sn = Fn,0((σ1, . . . , σn), (1, . . . , 1)),
where Fn,0 :=ni=1 F1,0(i) and F1,0(i) := K + F1,0(i) = Kk≥0 Ekk(i).
Lemma 3.3. The algebra Sn = Fn,0((σ1, . . . , σn), (1, . . . , 1)) is a generalized Weyl algebra. In particular, the algebra Sn =
α∈Zn Sn,α is Zn-graded where Sn,α = Fn,0vα = vαFn,0 for all α ∈ Zn.
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For each algebra S1(i), let τi be the corresponding map τ which is extended to the map τi : Sn → Sn, a → yiaxi. It is not
an algebra endomorphism but its restriction to the subalgebra Fn,0 of Sn is a K -algebra epimorphism, τi(Fn,0) = Fn,0, with
ker(τi|Fn,0) = KE00(i)

j≠i F1,0(j). For all j ∈ N and d ∈ Fn,0, dxji = xjiτ ji (d) and yjid = τ ji (d)yji.
The Jacobian algebras An are generalized Weyl algebras. Consider the case n = 1 and the commutative subalgebra
C1 := P1 F1,0 = K [H]i≥0 KEii of the algebra EndK (P1). Then F1,0 = K + F1,0 ⊂ C1. Then C1/F1,0 ≃ P1 = K [H]. As
an abstract algebra, the commutative algebra C1 is generated by the elementsH , Eii, i ∈ N, that satisfy the defining relations:
HEii = (i+ 1)Eii, E2ii = Eii, EiiEjj = 0 for all i ≠ j.
For each natural number i, the element H + i is a unit of the algebra EndK (P1) but the element H − i, i ≥ 1, is not since
kerP1(H − i) = Kxi−1. For each scalar λ ∈ K ∗ and for each integer i ≥ 1, the element
(H − i)λ := H − i+ λEi−1,i−1 ∈ A1 (19)
is a unit of the algebra EndK (P1) since (H− i)λ ∗xi−1 = λxi−1 ≠ 0. Let S ′1 be themultiplicative submonoid of C1 generated by
the elements {(H−i)1,H+j | i ≥ 1, j ≥ 0}. The localizationD1 := S ′−11 C1 of the algebra C1 at S ′1 contains the algebra C1. In [6],
it is shown that the algebra A1 is generated by D1, x, and y; F1,0 is an ideal of the algebra D1 such that D1/F1,0 ≃ S−11 P1; and
F is an ideal of the algebra A1 such that A1/F ≃ A1. There is the commutative diagram of natural algebra homomorphisms
with exact rows (of algebras not necessarily with 1):
0 / F1,0 /
=

C1 /

C1/F1,0 ≃ P1 /

0
0 / F1,0 / D1 / D1/F1,0 ≃ S−11 P1 / 0 .
SinceL1 := S−11 P1 = K [H±1, (H±1)−1, (H±2)−1, . . .] and (H− i)1 ≡ H− i mod F1,0, it follows from the exact sequence
at the bottom of the commutative diagram above that
D1 = L−1

L+1

F1,0, L−1 :=

i,j≥1
K
1
(H − i)j1
, L+1 := K [H±1, (H + 1)−1, (H + 2)−1, . . .]. (20)
Consider the maps σ(a) = xay and τ(a) = yax of the algebra A1 as defined in (14). Then σ(D1) = D1σ(1) ⊆ D1 as follows
from the equalities: for all natural numbers i ≥ 0 and j ≥ 1,
σ(Eii) = Ei+1,i+1, σ (H) = H − 1 = (H − 1)σ (1) = (H − 1)1σ(1), σ ((H − j)1) = (H − j− 1)1σ(1).
Moreover, D1 = σ(D1) KE00 where KE00 is an ideal of the commutative algebra D1 such that τ(KE00) = 0. Then
τ(D1) = D1. Moreover, the map τ : D1 → D1, σ(d) + λE00 → d, is an algebra epimorphism (τ(1) = τ(1 − E00 + E00) =
τ(σ (1)+E00) = 1) with kernel KE00. In particular, τ(H) = H+1 and τ(Eii) = Ei−1,i−1. For all i ∈ N and d ∈ D1, dxi = xiτ i(d)
and yid = τ i(d)yi. The kernel of the linear map τ : A1 → A1 is equal to
ker(τ ) = KE00 +
−
i≥1
(KE0i + KEi0). (21)
In more detail, since τ(F) ⊆ F and the induced map τ : A1/F → A1/F is the inner automorphism a → x−1ax, the kernel of
the map τ coincides with the kernel of its restriction to F , and the equality (21) follows from (17). The kernel of τ is not an
ideal of the algebra A1, and so the map τ is not an algebra homomorphism, but τ is an algebra homomorphism modulo F .
For all integers i ≥ 1,
τ((H − i)1) =

(H − (i− 1))1 if i ≥ 2,
H if i = 1, and
1
(H − i)1 Ejj =
 1
j−i+1Ejj if j ≠ i− 1,
Ei−1,i−1 if j = i− 1.
The K [τ ]-module D1 is the direct sum of the following indecomposable, infinite dimensional submodules: K [H];
i≥1 K
1
(H−i)j1

i≥1 K
1
(H+i)j for each integer j ≥ 1; and F1,0 :=

s≥0 KEss for each k ∈ Z. The map τ : L−1

L+1 →
L−1

L+1 is a bijection, the map τ : F1,0 → F1,0 is a surjection with ker(τ ) = KE00, and the map σ : F1,0 → F1,0 is an
injection with F1,0 = im(σ )⊕ KE00.
The K [σ ]-module structure of the algebra D1 is complicated as it follows from the equalities: for all λ ∈ K and i ≥ 1,
σ i(λ) = λ

1−
i−1
j=0
Ejj

and σ i(H) = H − i+
i−1
j=0
(i− 1− j)Ejj.
Note that σ(x) = xxy = x(1 − E00) = x − E10 and σ(y) = xyy = (1 − E00)y = y − E01. Then σ(xi) = xi − Ei0 and
σ(yi) = yi − E0i for all i ≥ 1.
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The algebra A1 is generated by the elements x, y := H−1∂ , H , and H−1, or, equivalently, the algebra A1 is obtained
from the subalgebra S1 = K⟨x, y⟩ of EndK (P1) by adding the elements H and H−1 of EndK (P1). For each integer m ≥ 1,
∂m = (Hy)m = H(H + 1) · · · (H + m − 1)ym, and so D1∂m = D1ym. In ([6], Theorem 2.3) it is proved that the algebra
An =α∈Zn An,α is a Zn-graded algebra where An,α :=nk=1 A1,αk(k) and, for n = 1,
A1,i =
 x
iD1 if i ≥ 1,
D1 if i = 0,
D1∂−i = D1y−i if i ≤ −1.
Since yx = 1, xy = σ(1) = 1− E00, xd = σ(d)x and dy = yσ(d) for all d ∈ D1, σ(D1) ⊆ D1, τ(D1) ⊆ D1, and xy is a central
element of D1, by Lemma 3.2, the Jacobian algebra A1 is the GWA A1 = D1(σ , 1) such that xiD1 = D1xi and yiD1 = D1yi for
all i ≥ 1. Note that σ(1)x = x and yσ(1) = y.
For an arbitrary n and for i = 1, . . . , n, A1(i) = D1(i)(σi, 1), and so the Jacobian algebra
An =
n
i=1
A1(i) = Dn((σ1, . . . , σn), (1, . . . , 1))
is the generalized Weyl algebra where Dn :=ni=1 D1(i).
Lemma 3.4. 1. The Jacobian algebra An = Dn((σ1, . . . , σn), (1, . . . , 1)) is the generalized Weyl algebra. In particular, the
algebra An =α∈Zn An,α is Zn-graded where An,α = Dnvα = vαDn for all α ∈ Zn.
2. The Jacobian algebra An is obtained from the subalgebra Sn of EndK (Pn) by adding 2n invertible elements H±11 , . . . ,H±1n of
EndK (Pn).
Lemma 3.4(1) gives defining relations for the Jacobian algebra An. The algebras L+n :=
n
i=1L1(i)+ and Cn :=n
i=0 C1(i) are subalgebras of Dn where L1(i)+ := K [H±1i , (Hi + 1)−1, (Hi + 2)−1, . . .] and C1(i) := K [Hi] + F1,0(i) =
K [Hi]j≥0 KEjj(i).
For each algebra A1(i), let τi be the corresponding map τ which is extended to the map τi : An → An, a → yiaxi. It is
not an algebra endomorphism but its restriction to the subalgebra Dn of An is a K -algebra epimorphism, τi(Dn) = Dn, with
ker(τi|Dn) = KE00(i)

j≠i D1(j). In more detail, for a, b ∈ D1,
τ(a)τ (b) = ya(1− E00)bx = τ(ab)− yaE00bx = τ(ab),
since aE00b ∈ KE00 and yE00 = 0. For all j ∈ N and d ∈ Dn, dxji = xjiτ ji (d) and yjid = τ ji (d)yji. Indeed, when n = 1,
xτ(d) = (1− E00)dx = dx− E00dx = dx since E00d ∈ KE00 and E00x = 0.
Next, we consider two involutions of the algebra An. Using themwe construct the subgroupΞn ofGn which is one of the
building blocks of the group Gn. We use the fact that a product of two involutions is an automorphism.
The involution θ on An. The involution
θ : An → An, xi → ∂i, ∂i → xi, i = 1, . . . , n,
of the Weyl algebra An can be uniquely extended to the involution (see [6])
θ : An → An, xi → ∂i, ∂i → xi, H±1i → H±1i , i = 1, . . . , n, (22)
of the Jacobian algebra An. Moreover,
θ(Eαβ) = α!
β! Eβα, (23)
where α! := α1! · · ·αn! and 0! := 1; and so
θ(Fn) = Fn. (24)
Since θ(xi) = Hiyi and θ(yi) = xiH−1i ∉ Sn for i = 1, . . . , n, we see that θ(Sn) ⊈ Sn, i.e. the involution θ does not preserve
the subalgebra Sn of An.
The involution η of the algebra An. The involution η of the algebra Sn can be uniquely extended to the involution
η : An → An, xi → yi, yi → xi, H±1i → H±1i , i = 1, . . . , n. (25)
This can be easily verified using the defining relations of the algebraAn given by the presentation of the algebraAn as a GWA.
In particular, η(∂i) = xiHi. Since η(xi) = yi = H−1i ∂i ∉ An, we see that η(An) ⊈ An, i.e. the involution η does not preserve
the Weyl algebra An. The compositions of the involutions ηθ and θη are automorphisms of the algebra An. Moreover, they
belong to the stabilizer
StGn(H1, . . . ,Hn) := {σ ∈ Gn | σ(H1) = H1, . . . , σ (Hn) = Hn},
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and
ηθ : xi → xiHi, yi → H−1i yi, H±1i → H±1i ,
θη : xi → xiH−1i , yi → Hiyi, H±1i → H±1i .
Note that (ηθ)−1 = θη and (ηθ)m : xi → xiHmi , yi → H−mi yi for all m ∈ Z, and so the automorphism ηθ generates a free
cyclic subgroup of Gn. These automorphisms yield an idea of introducing the subgroup Un of Gn (see Section 4).
Since An =ni=1 A1(i), there is a natural inclusion of groups
n∏
i=1
AutK-alg(A1(i)) ⊆ Gn, (σ1, . . . , σn) →

n
i=1
σi :
n
i=1
ai →
n
i=1
σi(ai)

,
where ai ∈ A1(i).
The group Ξn. For each number i = 1, . . . , n, let ηi and θi be the involutions η and θ for the algebra A1(i). Consider the
subgroup of Gn,
Ξn :=
n∏
i=1
Ξ1(i) = ⟨η1θ1⟩ × · · · × ⟨ηnθn⟩ ≃ Zn, where Ξ1(i) := ⟨ηiθi⟩.
Note that, for all α = (α1, . . . , αn) ∈ Zn,
n∏
j=1
(ηjθj)
αj : xi → xiHαii , yi → H−αii yi, H±1i → H±1i ,
for all i = 1, . . . , n. We will see that the groupΞn consists of outer automorphisms of the algebra An (Corollary 7.8).
4. Certain subgroups of AutK-alg(An)
Recall thatGn := AutK-alg(An) is the group of automorphisms of the algebraAn. In this section, a useful description of the
groupGn is given (Corollary 4.8(1)), an important (rather peculiar) criterion of equality of two elements ofGn (Theorem4.12)
is found, and several subgroups ofGn are introduced that are building blocks of the groupGn. These results are important in
finding the groupGn. Our goal is to prove thatGn = Snn(Tn×Un)nker(ξ) (Theorem7.2) andGn = Snn(Tn×Ξn)nInn(An)
(Theorem 7.7). In this section, the groups Sn, Tn, Un, ker(ξ), and Inn(An) are introduced and it is proved that the inclusion
Sn n (Tn × Un) n Inn(Sn) ⊆ Gn holds (Lemma 4.10). For n = 1, the inclusion is the equality (Theorem 5.7).
Ideals and the prime ideals of the algebraAn. Recall some facts about ideals of the algebraAn that are proved in [6] and
will be used later in the paper.
0 is a prime ideal of An.
p1 := F ⊗ An−1, p2 := A1 ⊗ F ⊗ An−2, . . . , pn := An−1 ⊗ F ,
are precisely the prime ideals of height one of An. Let Subn be the set of all subsets of {1, . . . , n}.
• (Corollary 3.5, [6]) The map Subn → Spec(An), I → pI :=∑i∈I pi, ∅ → 0, is a bijection, i.e. any nonzero prime ideal of An
is a unique sum of primes of height 1; |Spec(An)| = 2n; the height of pI is |I|; and
• (Lemma 3.6, [6]) pI ⊆ pJ iff I ⊆ J .
• (Corollary 3.15, [6]) an := p1 + · · · + pn is the only prime ideal of An which is completely prime; an is the only ideal a of An
such that a ≠ An and An/a is a Noetherian (resp. left Noetherian, resp. right Noetherian) ring.
• (Theorem 3.1, [6]) Each ideal I of An is an idempotent ideal, i.e. I2 = I; and ideals of An commute (IJ = JI).
• (Theorem 3.11, [6]) The lattice of ideals of An is distributive.
• (Corollary 2.7(4,7), [6]) The ideal an is the largest (hence, the only maximal) ideal ofAn distinct fromAn, and Fn is the smallest
nonzero ideal of An.
• (Corollary 2.7(11), [6]) GK (An/a) = 3n for all ideals a of An such that a ≠ An.
The automorphismη ∈ Aut(Gn). The involution η of the algebra An yields the automorphismη ∈ Aut(Gn) of the group
Gn: η : Gn → Gn, σ → ηση−1. (26)
Clearly,η2 = e andη(σ ) = ηση since η2 = e.
The group homomorphism ξ .
Lemma 4.1. σ(an) = an for all σ ∈ Gn.
Proof. The statement is obvious since the ideal an is the only maximal ideal of the algebra An. 
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By Lemma 4.1, we have the group homomorphism (recall thatAn = An/an):
ξ : Gn → AutK-alg(An), σ → (σ : a+ an → σ(a)+ an). (27)
The homomorphismsη and ξ will be used often in the study of the groupGn. Wewill find the group AutK−alg(An) of algebra
automorphisms of the skew Laurent polynomial algebraAn (Theorem 6.1). We are interested in finding the image and the
kernel of the homomorphism ξ (Theorem 7.2(2) and Corollary 7.4). This will help us to find the group Gn. We will see that
the image of ξ is relatively small and the kernel of ξ is large.
The An-module Pn. By the very definition of the algebra An as a subalgebra of EndK (Pn), the An-module Pn is faithful.
Proposition 4.2 (Corollary 2.7, [6]). The polynomial algebra Pn is the only (up to isomorphism) faithful, simple An-module.
The An-module Pn is a very special module for the algebra An. Its properties, especially the uniqueness, are used often in
this paper. The polynomial algebra Pn = α∈Nn Kxα is a naturally Nn-graded algebra. This grading is compatible with the
Zn-grading of the algebra An, i.e. the polynomial algebra Pn is a Zn-graded An-module. Each element yi ∈ An ⊆ EndK (Pn) is
a locally nilpotentmap, that is Pn =j≥1 kerPn(yji). Moreover,
n
i=1
kerPn(yi) = K .
Each element xi ∈ An ⊆ EndK (Pn) is an injective (but not a surjective) map. Each element Hi ∈ An ⊆ EndK (Pn) is a semi-
simplemap (that is Pn =λ∈K kerPn(Hi− λ)) with the set of eigenvalues Z+ := {1, 2, . . .} since Hi ∗ xα = (αi+ 1)xα for all
α ∈ Nn. Moreover,
n
i=1
kerPn(Hi − (αi + 1)) = Kxα, α ∈ Nn. (28)
In particular, the K [H1, . . . ,Hn]-module Pn = α∈Nn Kxα is the sum of simple, non-isomorphic, one-dimensional
submodules Kxα , and so Pn is a semi-simple K [H1, . . . ,Hn]-module.
For theWeyl algebra An, the An-module An/
∑n
i=1 An∂i is isomorphic to Pn via 1+
∑n
i=1 An∂i → 1. The same statement is
true for the algebra An.
Proposition 4.3. The An-module An/
∑n
i=1 An∂i = An/
∑n
i=1 Anyi is isomorphic to Pn via 1+
∑n
i=1 Anyi → 1.
Proof. Since An/
∑n
i=1 Anyi ≃
n
i=1 A1(i)/A1(i)yi, it suffices to prove the statement for n = 1. In this case, there is the
A1-module epimorphism f : A1/A1y → P1, 1+ A1y → 1. Now, the statement follows from Lemma 4.4(2) since f (Ei0) = xi
for all i ≥ 0, and so ker(f ) = A1y. 
Lemma 4.4. 1. A1 = xA1i≥0 KE0i.
2. A1 = A1yi≥0 KEi0.
Proof. 1. Recall that A1 = i≥1 D1yii≥0 xiD1 and D1 = σ(D1) KE00. For each i ≥ 1, xD1yi = σ(D1)xyi =
σ(D1)xyyi−1 = σ(D1)σ (1)yi−1 = σ(D11)yi−1 = σ(D1)yi−1, and so D1yi−1 = σ(D1)yi−1 KE00yi−1 = xD1yi KE0,i−1.
Therefore, A1 = xA1i≥0 KE0i.
2. Statement 2 is obtained from statement 1 by applying the involution η. 
Let A be an algebra and σ be its automorphism. For an A-moduleM , the twisted A-module σM , as a vector space, coincides
with the moduleM but the action of the algebra A is given by the rule: a ·m := σ(a)mwhere a ∈ A andm ∈ M .
Corollary 4.5. 1. Let M be an An-module. Then HomAn(Pn,M) ≃
n
i=1 ker(yi,M), f → f (1), where yi,M : M → M, m → yim.
In particular, EndAn(Pn) ≃ K.
2. By Proposition 4.2, for each automorphism σ ∈ Gn, the An-modules Pn and σ Pn are isomorphic, and each isomorphism
f : Pn → σ Pn is given by the rule: f (p) = σ(p) ∗ v, where v = f (1) is any nonzero element of the 1-dimensional vector spacen
i=1 ker(σ (yi)Pn).
As an application of these results to theAn-module Pn, we have a useful criterion of equality of two elements in the group
Gn. This criterion is used in the proof of the fact that the kernel ker(ξ) has trivial center (Theorem 7.17). Another (evenmore
unexpected) criterion is given in Theorem 4.12 which is used in many proofs in this paper.
Corollary 4.6. Let σ , τ ∈ Gn. Then σ = τ iff σ(Eα0) = τ(Eα0) for all α ∈ Nn iff σ(E0α) = τ(E0α) for all α ∈ Nn iff
σ(Eαβ) = τ(Eαβ) for all α, β ∈ Nn.
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Proof. The last ‘iff’ follows from the previous two. The second ‘iff’ follows from the first one by using the automorphismη
of the group Gn: σ = τ iffη(σ ) =η(τ) iffη(σ )(Eα0) =η(τ)(Eα0) for all α ∈ Nn (by the first ‘iff’) iff ησ(E0α) = ητ(E0α) for
all α ∈ Nn (since η(Eα0) = E0α) iff σ(E0α) = η(E0α) for all α ∈ Nn (by applying η−1 to the previous equality).
So, it remains to prove that if σ(Eα0) = τ(Eα0) for all α ∈ Nn then σ = τ . Without loss of generality wemay assume that
τ = e, the identity of the group Gn. So, we have to prove that if σ(Eα0) = Eα0 for all α ∈ Nn then σ = e. For each number
i = 1, . . . , n,
0 = (1− E00(i)) ∗ 1 = σ(1− E00(i)) ∗ 1 = σ(xiyi) ∗ 1 = σ(xi)σ (yi) ∗ 1,
and so 0 = σ(yi)σ (xi)σ (yi) ∗ 1 = σ(yixi)σ (yi) ∗ 1 = σ(yi) ∗ 1, i.e.ni=1 ker(σ (yi)Pn) = K . By Corollary 4.5(2), the map
f : Pn → σ Pn, p → σ(p) ∗ 1, is an An-module isomorphism. Now, f (xα) = f (Eα0 ∗ 1) = σ(Eα0) ∗ 1 = Eα0 ∗ 1 = xα for all
α ∈ Nn. This means that f is the identity map. For all a ∈ An and p ∈ Pn, a ∗ p = f (a ∗ p) = σ(a) ∗ f (p) = σ(a) ∗ p, and so
σ(a) = a since the An-module Pn is faithful. That is σ = e, as required. 
A description of the group Gn. The next lemma is extremely useful in finding the group of automorphisms of algebras
that have a unique faithfulmodule that satisfies an isomorphism-invariant property.
Lemma 4.7. Suppose that an algebra A has a unique (up to isomorphism) faithful A-module M that satisfies an isomorphism-
invariant property, say P . Then
AutK-alg(A) = {σϕ |ϕ ∈ AutK (M), ϕAϕ−1 = A}
where σϕ(a) := ϕaϕ−1 for a ∈ A, and the algebra A is identified with its isomorphic copy in EndK (M) via the algebra
monomorphism a → (m → am).
Proof. Let σ ∈ AutK-alg(A). The twisted An-module σM is faithful and satisfies the property P . By the uniqueness ofM , the
A-modulesM and σM are isomorphic. So, there exists an element ϕ ∈ AutK (M) such that ϕa = σ(a)ϕ for all a ∈ A, and so
σ(a) = ϕaϕ−1, as required. 
Example. The matrix algebra Md(K) has a unique (up to isomorphism) simple module which is K n. Then, by Lemma 4.7,
every automorphism ofMd(K) is inner.
Recall that the polynomial algebra Pn is a unique (up to isomorphism) faithful, simple module for the algebra An and the
algebra Sn (see Corollary 2.7, [6]; and Corollary 3.3, [10], respectively).
Corollary 4.8. 1. Gn = {σϕ |ϕ ∈ AutK (Pn), ϕAnϕ−1 = An} where σϕ(a) := ϕaϕ−1, a ∈ An.
2. (Theorem 3.2, [11]) Sn = {σϕ |ϕ ∈ AutK (Pn), ϕSnϕ−1 = Sn} where σϕ(a) := ϕaϕ−1, a ∈ Sn.
In [11], Corollary 4.8(2) was used in finding the group Gn. Next, several important subgroups of Gn are introduced, they
are building blocks of the group Gn (Theorems 7.2 and 7.7).
The group Inn(An) of inner automorphism ofAn. LetA∗n be the group of units of the algebraAn. The center Z(An) of the
algebra An is K , [6]. For each element u ∈ A∗n , let ωu : An → An, a → uau−1, be the inner automorphism associated with
the element u. Then the group of inner automorphisms of the algebra An, Inn(An) = {ωu | u ∈ A∗n} ≃ A∗n/K ∗, is a normal
subgroup of Gn. It follows from the equalityη(ωu) = ωη(u)−1 , u ∈ A∗n, (29)
thatη(Inn(An)) = Inn(An). Clearly, ξ(Inn(An)) ⊆ Inn(An). The group A∗1 was found in [6], Theorem 4.2.
The algebraic torus Tn. The n-dimensional algebraic torus Tn := {tλ | λ = (λ1, . . . , λn) ∈ K ∗n} is a subgroup of the
groups Gn and Gn where
tλ(xi) = λixi, tλ(yi) = λ−1i yi, tλ(H±1i ) = H±1i , i = 1, . . . , n.
Moreover, Tn is a subgroup of the group AutK-alg(An) since tλ(∂i) = tλ(Hiyi) = λ−1i Hiyi = λ−1i ∂i. The algebraic torus Tn is
also a subgroup of the groups AutK-alg(An) and AutK-alg(Ln)where
tλ(xi) = λixi, tλ(Hi) = Hi, i = 1, . . . , n.
Thenη(Tn) = Tn andη(tλ) = t−1λ = tλ−1 where λ−1 := (λ−11 , . . . , λ−1n ); ξ(Tn) = Tn and ξ(tλ) = tλ. So, the mapsη : Tn → Tn and ξ : Tn → Tn are group isomorphisms. Note that
tλ(Eαβ) = λα−βEα,β (30)
where λα−β :=∏ni=1 λαi−βii .
The symmetric group Sn. The groupsGn and Gn contain the symmetric group Sn where each elements τ of Sn is identified
with the automorphism of the algebras An and Sn given by the rule:
τ(xi) = xτ(i), τ (yi) = yτ(i), τ (H±1i ) = H±1τ(i), i = 1, . . . , n.
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The group Sn is also a subgroup of the groups AutK−alg(An) and AutK-alg(Ln)where
τ(xi) = xτ(i), τ (Hi) = Hτ(i), i = 1, . . . , n.
Clearly,η(Sn) = Sn andη(τ) = τ for all τ ∈ Sn; ξ(Sn) = Sn and ξ(τ ) = τ for all τ ∈ Sn. Note that
τ(Eαβ) = Eτ(α)τ(β) (31)
where τ(α) := (ατ−1(1), . . . , ατ−1(n)).
The groups Gn, Gn, AutK-alg(An), and AutK-alg(Ln) contain the semi-direct product Sn n Tn since Tn ∩ Sn = {e} and
τ tλτ−1 = tτ(λ) where τ(λ) := (λτ−1(1), . . . , λτ−1(n)), (32)
for all τ ∈ Sn and tλ ∈ Tn. Clearly, the mapsη : Sn n Tn → Sn n Tn, τ tλ → τ t−1λ ,
ξ : Sn n Tn → Sn n Tn, τ tλ → τ tλ,
are group isomorphisms.
By (Theorem 5.1, [11]), Gn = Sn n Tn n Inn(Sn). The algebras Sn and An are central, and so Inn(Sn) ≃ S∗n/K ∗ ⊆ A∗n/K ∗ ≃
Inn(An). Now, statement 1 of the next proposition follows.
Proposition 4.9. 1. Gn = Sn n Tn n Inn(Sn) ⊆ Gn.
2. Gn = {σ ∈ Gn | σ(Sn) = Sn}.
Proof. 2. Statement 2 follows from statement 1 and Corollary 4.8. 
Proposition 4.9 means that every automorphism of the algebra Sn can be extended to an automorphism of the algebra
An. Moreover, it can be extended uniquely (Corollary 4.13).
The subgroupUn ofGn. The groupA∗1 of units of the algebraA1 contains the following infinite discrete subgroup Theorem
4.2, [6]:
H :=
∏
i≥0
(H + i)ni ·
∏
i≥1
(H − i)n−i1 | (ni) ∈ Z(Z)

≃ Z(Z). (33)
For each tensor multiple A1(i) of the algebra An = ni=1 A1(i), let H1(i) be the corresponding group H . Their (direct)
product
Hn := H1(1) · · ·H1(n) =
n∏
i=1
H1(i) (34)
is a (discrete) subgroup of the group A∗n of units of the algebra An, andHn ≃ Hn ≃ (Zn)(Z).
For each element u = u1 . . . un = (u1, . . . , un) ∈ Hn = ∏ni=1H1(i), using the presentation of the algebra An as a GWA
and the fact that Dn is a commutative algebra we can easily check that the map µu : An → An is an algebra automorphism
where
µu : xi → xiui, yi → u−1i yi, H±1i → H±1i , i = 1, . . . , n. (35)
Let us give two typical verifications that themapµu is an automorphism of the algebraAn which use the fact that the algebra
An is a GWA:
µu(xk)µu(yk) = xkuku−1k yk = xkyk = 1− E00(k) = µu(1− E00(k)),
and, for each element d ∈ Dn, µu(d)µu(xk) = dxkuk = xkτk(d)uk = xkukτk(d) = µu(xk)µu(τk(d)), by (38). Note that
µuµv = µuv and µ−1u = µu−1 , and so we have the subgroup of Gn,
Un :=

µu | u = (u1, . . . , un) ∈ Hn =
n∏
i=1
H1(i)

≃ (Zn)(Z), µu ↔ (ni(k)), (36)
where uk =∏i≥0(Hk + i)ni(k) ·∏i≥1(Hk − i)n−i(k)1 . A direct calculation shows that
µu(Eij(k)) =
 Eij(k)ukτk(uk) · · · τ
i−j−1
k (uk) if i > j,
Eii(k) if i = j,
u−1k τk(u
−1
k ) · · · τ j−i−1k (u−1k )Eij(k) if i < j.
(37)
It follows that
µu(Dn) = Dn, µu|Dn = idDn . (38)
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By the very definition of the group Un, it is the direct product of its subgroups U1(k):
Un = U1(1)× · · · × U1(n)
where U1(k) := {µuk | uk ∈ H1(k)} ≃ Z(Z).
Note that Tn ∩ Un = {e} and tλµu = µutλ for all tλ ∈ Tn and µu ∈ Un. Therefore, Gn ⊃ TnUn = Tn × Un. Note that
Sn ∩ TnUn = {e} and,
sµ(u1,...,un)s
−1 = µ(s(us−1(1)),...,s(us−1(n))), (39)
for all s ∈ Sn and µ ∈ Un. Therefore, Sn n (Tn × Un) ⊆ Gn. The restriction of the homomorphism ξ (see (27)) to the
subgroup Un of Gn yields the group isomorphism ξ : Un ≃ ξ(Un) = {µξ(u) : xk → xkξ(uk),Hk → Hk | u ∈ Hn}. Moreover,
ξ : Sn n (Tn × Un) ≃ Sn n (Tn × ξ(Un)).
Lemma 4.10. Sn n (Tn × Un) n Inn(Sn) ⊆ Gn.
Remark. In fact, the equality holds for n = 1 (Theorem5.7(1)), and the strict inclusion holdswhen n > 1. The last statement
can be easily deduced from Theorem 7.7 and the fact that the set A∗n/K ∗ is much more massive than S∗n/K ∗. Note that
Inn(An) ≃ An/K ∗ ⊃ S∗n/K ∗ ≃ Inn(Sn).
Proof. The groups Sn n (Tn × Un) and Inn(Sn) are subgroups of the groupGn (Proposition 4.9). Since Inn(Sn) ⊆ ker(ξ) and
ξ : Sn n (Tn × Un) ≃ Sn n (Tn × ξ(Un)), we see that Sn n (Tn × Un) ∩ Inn(Sn) = {e}, and the statement follows. 
The subgroup U0n of Gn. For each number i = 1, . . . , n, letH01 (i) be the kernel of the group epimorphism
degHi : H1(i)→ Z,
∏
j≥0
(Hi + j)nj ·
∏
j≥1
(Hi − j)n−j1 →
−
k∈Z
nk. (40)
ThenH1(i) = {H ji | j ∈ Z} ×H01 (i), and soHn = {Hα |α ∈ Zn} ×H0n whereH0n :=
∏n
i=1H
0
1 (i). Correspondingly,
Un = {µHα |α ∈ Zn} × U0n = Ξn × U0n where U0n := {µu | u ∈ H0n } ≃ H0n , µu ↔ u. (41)
Let r be an element of a ring R. The element r is called regular if l.annR(r) = 0 and r.annr(r) = 0 where l.annR(r) := {s ∈
R | sr = 0} is the left annihilator of r and r.annR(r) := {s ∈ R | rs = 0} is the right annihilator of r in R.
The next lemma shows that the elements x and y of the algebra S1 are not regular. Note that the element x ∈ A1 is a
regular element of the Weyl algebra A1 which is not regular as an element of the algebra A1.
Lemma 4.11 ([10]). 1. l.annS1(x) = S1E00 =

i≥0 KEi,0 =

i≥0 Kxi(1− xy) and r.annS1(x) = 0.
2. r.annS1(y) = E00S1 =

i≥0 KE0,i =

i≥0 K(1− xy)yi and l.annS1(y) = 0.
It follows from Lemma 4.11 and the presentation of the algebra An as a GWA (see also (20)) that, for each i = 1, . . . , n,
l.annAn(xi) =

j≥0
An−1,iEj,0(i) =

j≥0
An−1,ixjiE00(i), (42)
r.annAn(yi) =

j≥0
E0,j(i)An−1,i =

j≥0
E00(i)y
j
iAn−1,i, (43)
where An−1,i stands for

k≠i A1(k).
For an algebra A and a subset S ⊆ A, CenA(S) := {a ∈ A | as = sa for all s ∈ S} is the centralizer of the set S in A. It is a
subalgebra of A. It follows from the presentation of the algebra An as a GWA that
CenAn(x1, . . . , xn) = K [x1, . . . , xn], CenAn(y1, . . . , yn) = K [y1, . . . , yn]. (44)
Let En := EndK-alg(An) be the monoid of all the K -algebra endomorphisms ofAn. The group of units of this monoid isGn.
The automorphismη ∈ Aut(Gn) can be extended to an automorphismη ∈ Aut(En) of the monoid En:η : En → En, σ → ηση−1. (45)
The next result is instrumental in finding the group of automorphisms of the algebra An.
Theorem 4.12. Let σ , τ ∈ Gn. Then the following statements are equivalent.
1. σ = τ .
2. σ(x1) = τ(x1), . . . , σ (xn) = τ(xn).
3. σ(y1) = τ(y1), . . . , σ (yn) = τ(yn).
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Proof. Without loss of generality we may assume that τ = e, the identity automorphism. Consider the following two
subgroups of Gn, the stabilizers of the sets {x1, . . . , xn} and {y1, . . . , yn}:
StGn(x1, . . . , xn) := {g ∈ Gn | g(x1) = x1, . . . , g(xn) = xn},
StGn(y1, . . . , yn) := {g ∈ Gn | g(y1) = y1, . . . , g(yn) = yn}.
Then η(StGn(x1, . . . , xn)) = StGn(y1, . . . , yn), η(StGn(y1, . . . , yn)) = StGn(x1, . . . , xn).
Therefore, the theorem (where τ = e) is equivalent to the single statement that StGn(x1, . . . , xn) = {e}. So, let σ ∈
StGn(x1, . . . , xn). We have to show that σ = e, i.e. σ(yi) = yi and σ(Hi) = Hi for all i. For each i = 1, . . . , n,
1 = σ(yixi) = σ(yi)xi and 1 = yixi. By taking the difference of these equalities we see that ai := σ(yi) − yi ∈ l.annAn(xi).
By (42), ai =∑j≥0 λijEj0(i) for some elements λij ∈k≠i A1(k), and so
σ(yi) = yi +
−
j≥0
λijEj0(i).
The element σ(yi) commutes with the elements σ(xk) = xk, k ≠ i, hence all λij ∈ K [x1, . . . ,xi, . . . , xn], by (44). Since
Ej0(i) = xjiE00(i), we can write
σ(yi) = yi + piE00(i) for some pi ∈ Pn.
We have to show that all pi = 0. Suppose that this is not the case. Then pi ≠ 0 for some i. We seek a contradiction.
Note that σ−1 ∈ StGn(x1, . . . , xn), and so σ−1(yi) = yi + qiE00(i) for some qi ∈ Pn. Recall that E00(i) = 1 − xiyi. Then
σ−1(E00(i)) = 1− xi(yi + qiE00(i)) = (1− xiqi)E00(i), and
yi = σ−1σ(yi) = σ−1(yi + piE00(i)) = yi + (qi + pi(1− xiqi))E00(i),
and so qi + pi = xipiqi since the map Pn → PnE00(i), p → pE00(i), is an isomorphism of Pn-modules as it follows from (2).
This is impossible by comparing the degrees of the polynomials on both sides of the equality. Therefore, σ(yi) = yi for all i.
By Proposition 4.2, there is an An-module isomorphism ϕ : Pn → σ Pn, p → σ(p) ∗ v, where v := ϕ(1) ∈n
i=1 kerσ Pn(σ (yi)) =
n
i=1 kerPn(yi) = K1. Without loss of generality we may assume that v = 1. Then 1 = ϕ(1) =
ϕ(Hi ∗ 1) = σ(Hi) ∗ 1 for all i. For each α ∈ Nn and i = 1, . . . , n,
σ(Hi) ∗ xα = σ(Hi)xα ∗ 1 = σ(Hi)σ (xα) ∗ 1 = σ(Hixα) ∗ 1 = σ(xα(Hi + αi)) ∗ 1
= σ(xα)(σ (Hi)+ αi) ∗ 1 = xα(αi + 1) ∗ 1 = (αi + 1)xα.
This means that the linear maps σ(Hi),Hi ∈ EndK (Pn) coincide. Therefore, σ(Hi) = Hi for all i since the An-module Pn is
faithful. This proves that σ = e. 
Corollary 4.13. StGn(Sn) := {σ ∈ Gn | σ(Sn) = Sn, σ |Sn = idSn} = {e}, and so each automorphism of the algebra Sn can be
uniquely extended to an automorphism of the algebra An (see Proposition 4.9(1)).
Proof. Exactly the same result as Theorem 4.12 is true for the algebra Sn, i.e. when we replace the group Gn by the group
Gn (Theorem 3.7, [11]). Now, the statement is obvious. 
Theorem 4.12 states that each automorphism of the non-commutative, finitely generated, non-Noetherian algebra An
is uniquely determined by its action on its commutative, finitely generated subalgebra Pn. A similar result is true for the
algebra Sn (Theorem 3.7, [11]) and for the ringD(Pn) of differential operators on the polynomial algebra Pn over a field of
prime characteristic. The algebraD(Pn) is a non-commutative, not finitely generated, non-Noetherian algebra.
Theorem 4.14 ([8] (Rigidity of the group AutK−alg(D(Pn)))). Let K be a field of prime characteristic, andσ , τ ∈ AutK-alg(D(Pn).
Then σ = τ iff σ(x1) = τ(x1), . . . , σ (xn) = τ(xn).
The above theoremdoes not hold in characteristic zero and does not hold in prime characteristic for the ring of differential
operators on a Laurent polynomial algebra [8].
5. The group AutK-alg(A1)
In this section, the group G1 and its explicit generators are found (Theorem 5.7) and it is proved that any algebra
endomorphism of the algebra A1 is a monomorphism (Theorem 5.10) (note that the algebra A1 is not a simple algebra).
The case n = 1 is rather special andmuchmore simpler than the general case. It is a sort of degeneration of the general case.
The key idea in finding the group G1 of automorphisms of the algebra A1 is to use Theorem 4.12, some of the properties of
the index of linear maps in the vector space P1 = K [x], and the explicit structure of the group AutK-alg(A1/F) (Theorem 5.5).
We start this section with recalling some of the results on the index from [11] and on the algebra A1 from [6].
The index ind of linearmaps and its properties. LetC = C(K) be the family of all K -linearmapswith finite dimensional
kernel and cokernel (such maps are called the Fredholm linear maps/operatorts). So, C is the family of Fredholm linear
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maps/operators. For vector spaces V and U , let C(V ,U) be the set of all the linear maps from V to U with finite dimensional
kernel and cokernel. So, C =V ,U C(V ,U) is the disjoint union.
Definition. For a linear map ϕ ∈ C, the integer
ind(ϕ) := dim ker(ϕ)− dim coker(ϕ)
is called the index of the map ϕ.
Example. Note that A1 ⊂ EndK (P1), and, in particular, xi, yi ∈ EndK (P1). One can easily prove that
ind(xi) = −i and ind(yi) = i, i ≥ 1. (46)
Lemma 5.1 shows that C is a multiplicative semigroup with zero element (if the composition of two elements of C is
undefined we set their product to be zero). The next two lemmas are well known.
Lemma 5.1. Let ψ : M → N and ϕ : N → L be K-linear maps. If two of the following three maps: ψ , ϕ, and ϕψ , belong to the
set C then so does the third; and in this case,
ind(ϕψ) = ind(ϕ)+ ind(ψ).
Lemma 5.2. Let
0 / V1 /
ϕ1

V2 /
ϕ2

V3 /
ϕ3

0
0 / U1 / U2 / U3 / 0
be a commutative diagram of K-linear maps with exact rows. Suppose that ϕ1, ϕ2, ϕ3 ∈ C. Then
ind(ϕ2) = ind(ϕ1)+ ind(ϕ3).
Each nonzero element u of the skew Laurent polynomial algebraA1 = L1[x, x−1; σ1] (where σ1(H) = H−1) is a unique
sum u = λsxs + λs+1xs+1 + · · · + λdxd where all λi ∈ L1, λd ≠ 0, and λdxd is the leading term of the element u. The integer
degx(u) = d is called the degree of the element u, degx(0) := −∞. For all u, v ∈ A1, degx(uv) = degx(u) + degx(v) and
degx(u + v) ≤ max{degx(u), degx(v)}. The next lemma explains how to compute the index of the elements A1\F via the
degree function degx and proves that the index is a G1-invariant concept. Note that F ∩ C = ∅.
Lemma 5.3. 1. C ∩ A1 = A1\F (recall that A1 ⊂ EndK (P1)) and, for each element a ∈ A1\F ,
ind(a) = − degx(a)
where a = a+ F ∈ A1/F = A1.
2. ind(σ (a)) = ind(a) for all σ ∈ G1 and a ∈ A1\F .
Proof. 1. Since C ∩ F = ∅, to prove that the equality C ∩ A1 = A1\F holds it suffices to show that ind(a) = − degx(a) for
all a ∈ A1\F . Let a ∈ A1\F and d := degx(a). The element of the algebra A1,
b :=

yda if d ≥ 0,
ax−d if d < 0,
does not belong to the ideal F (since b = x−da ≠ 0), and degx(b) = 0. By Lemma 5.1 and (46), it suffices to prove that
ind(b) = 0 since then
0 = ind(b) = d+ ind(a),
that is ind(a) = − degx(a). The element b can be written as a sum b = λ+
∑
i≥1 λiyi+ f for some elements λ, λi ∈ L1 with
λ ≠ 0, and f ∈ F . Fix a natural number m such that the vector space V := mi=0 Kxi is b-invariant (bV ⊆ V ), the element
λ acts as an isomorphism on the vector space U := P1/V ≃ i>d Kxi, and fP1 ⊆ V . Let b1 and b2 be the restrictions of
the linear map b to the vector spaces V and U respectively. Then ind(b1) = 0 since dim(V ) < ∞; and ind(b2) = 0 since
b2 = λ+∑i≥1 λiyi is a bijection. Applying Lemma 5.2 to the commutative diagram
0 / V /
b1

P1 /
b

U /
b2

0
0 / V / P1 / U / 0
we have the result: ind(b) = ind(b1)+ ind(b2) = 0.
2. By Corollary 4.8(1), ind(σ (a)) = ind(ϕaϕ−1) = ind(a)where σ = σϕ . 
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The group of automorphisms of the algebra A1. Let G1 := AutK-alg(A1). We are going to find the group of
automorphisms of the algebra A1 := L1[x±1; σ1] (Theorem 5.5) where L1 := K [H, (H + i)−1]i∈Z and σ1(H) = H − 1.
Let Z(Z) be the direct sum of Z copies of the abelian group Z. The group of units of the algebraL1 is
L∗1 =

λ
∏
i∈Z
(H + i)ni | λ ∈ K ∗, (ni) ∈ Z(Z)

≃ K ∗ ×L′1 ≃ K ∗ × Z(Z)
whereL′1 := {
∏
i∈Z(H + i)ni | (ni) ∈ Z(Z)} ≃ Z(Z),
∏
i∈Z(H + i)ni ↔ (ni). The kernelL01 of the group epimorphismL′1 → Z,∏
i∈Z(H + i)ni →
∑
i∈Z ni, is equal to
L01 =
∏
i∈Z

H + i
H + i+ 1
ni
| (ni) ∈ Z(Z)

≃ Z(Z),
∏
i∈Z

H + i
H + i+ 1
ni
↔ (ni).
Similarly, since ( H+iH+i+1 )/(
H+i+1
H+i+2 ) = (H+i)(H+i+2)(H+i+1)2 , the kernel L001 of the group epimorphism L01 → Z,
∏
i∈Z(
H+i
H+i+1 )
ni →∑
i∈Z ni, is equal to
L001 =
∏
i∈Z

(H + i)(H + i+ 2)
(H + i+ 1)2
ni
| (ni) ∈ Z(Z)

≃ Z(Z).
Consider the following automorphisms of the algebraA1:
σu : x → ux, H → H, (u ∈ L∗1)
si := ωxi : x → x, H → H − i, (i ∈ Z)
ζ : x → x−1, H → −H,
and the subgroups they generate in the group AutK−alg(A1): L∗1 := {σu | u ∈ L∗1} ≃ L∗1 , σu ↔ u; {si | i ∈ Z} ≃ Z, si ↔ i;
and ⟨ζ ⟩ ≃ Z2 := Z/2Z since ζ 2 = e. We can easily check that
siσus−1i = σsi(u), ζσuζ−1 = σζσ−11 (u−1), ζ siζ
−1 = s−1i . (47)
Note that ζσ1ζ−1 = σ−11 in AutK−alg(L1)where σ1(H) = H−1. It follows that the subgroup of the group of automorphisms
ofA1 generated by all the automorphisms above is, in fact, the semidirect product
⟨ζ ⟩ n {si | i ∈ Z} n {σu | u ∈ L∗1} ≃ Z2 n Z n (K ∗ × Z(Z))
since, for ε = 0, 1; i ∈ Z; and u ∈ L∗1 ,
ζ εsiσu : x → ζ εsi(u) · ζ ε(x), H → (−1)εH − i,
and so ζ εsiσu = e iff ε = 0, i = 0, and u = 1. Theorem 5.5 shows that this is the whole group of automorphisms of
the algebra A1. Let us collect results that are used in the proof of Theorem 5.5. It follows from the fact that the fixed ring
L
σ1
1 := {a ∈ L1 | σ1(a) = a)} is equal to K that
CenA1(x) = K [x, x−1] and Z(A1) = K .
The algebra A1 is a Noetherian domain. Let Frac(A1) be its skew field of fractions. The algebra A1 contains two skew
polynomial rings, K [H][x; σ1] and K [H][x−1; σ−11 ] which are Noetherian domains. Moreover, Frac(A1) is their common
skew field of fractions. The usual concepts of degree degx(·) in x and degx−1(·) in x−1 for the algebras K [H][x; σ1] and
K [H][x−1; σ−11 ] respectively can be extended to valuations of their skew field of fractions,
degx(·), degx−1(·) : Frac(A1)→ Z ∪ {∞},
by the rule degx±1(a
−1b) = degx±1(b)− degx±1(a)where a, b ∈ A1 with a ≠ 0. Note that
St(x) := {σ ∈ AutK-alg(A1) | σ(x) = x} = {si | i ∈ Z}
since, for each element σ ∈ St(x), [σ(H) − H, x] = σ([H, x]) − [H, x] = x − x = 0, and so i := σ(H) − H ∈ CenA1(x) =
K [x, x−1]. Then i ∈ Z since the element σ(H) = H+ imust be invertible inA1. We extend the degree function degH(·) from
K [H] to its field of fractions by the rule degH(ab−1) = degH(a) − degH(b). For a group G, [G,G] denotes its commutant, i.e.
the subgroup of G generated by all the commutators [a, b] := aba−1b−1 of the elements a, b ∈ G. The center of a group G is
denoted by Z(G).
Lemma 5.4. 1. The commutant [A n B, A n B] of a skew product A n B of two groups is equal to [A, A] n ([A, B] · [B, B])
where [A, B] is the subgroup of B generated by all the commutators [a, b] := aba−1b for a ∈ A and b ∈ B. Hence,
B ∩ [A n B, A n B] = [A, B] · [B, B] and AnB[AnB,AnB] ≃ A[A,A] × B[A,B]·[B,B] .
2. If, in addition, the group B is a direct product of groups
∏m
i=1 Bi such that aBia−1 ⊆ Bi for all elements a ∈ A and i = 1, . . . ,m,
then [A n B, A n B] = [A, A] n∏mi=1([A, Bi][Bi, Bi]).
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Proof. 1. Note that [a, b] = ωa(b)b−1 where ωa(b) := aba−1. For a ∈ A and b, c ∈ B,
c[a, b] = cωa(b)b−1 = ωa(ωa−1(c)b)(ωa−1(c)b)−1ωa−1(c)bb−1
= ωa(ωa−1(c)b)(ωa−1(c)b)−1 · ωa−1(c)
= [a, ωa−1(c)b] · ωa−1(c).
It follows from these equalities (when, in addition, we chose c ∈ [B, B]) that the subgroup of B which is generated by its
two subgroups, [A, B] and [B, B], is equal their set theoretic product [A, B][B, B] := {ef | e ∈ [A, B], f ∈ [B, B]}. Then the
subgroup of C := [An B, An B]which is generated by its three subgroups [A, A], [A, B], and [B, B] is equal to the RHS, say R,
of the equality of the lemma. It remains to prove that C ⊆ R. This inclusion follows from the fact that, for all a1, a2 ∈ A and
b1, b2 ∈ B,
[a1b1, a2b2] = ωa1([b1, a2])ωa1a2([b1, b2])[a1, a2]ωa2([a1, b2]) (48)
which follows from the equalities [ab, c] = ωa([b, c])[a, c] and [a, b]−1 = [b, a]:
[a1b1, a2b2] = ωa1([b1, a2b2])[a1, a2b2] = ([a2b2, a1]ωa1([a2b2, b1]))−1
= (ωa2(b2, a1])[a2, a1]ωa1(ωa2([b2, b1])[a2, b1])−1
= ωa1([b1, a2])ωa1a2([b1, b2])[a1, a2]ωa2([a1, b2]).
2. By statement 1, it suffices to show that [A,∏mi=1 Bi] = ∏mi=1[A, Bi]. The general case follows easily from the case when
m = 2 (by induction). The casem = 2 follows from (48) where we put b1 = 1, a1 ∈ A, a2 ∈ B1, and b2 ∈ B2. 
Theorem 5.5. 1. G1 = {σu,i,±1 : x → ux±1,H → ±H − i | u ∈ L∗1, i ∈ Z}.
2. G1 = ⟨ζ ⟩ n {si | i ∈ Z} n {σu | u ∈ L∗1} ≃ Z2 n Z n (K ∗ × Z(Z)) and Z(G1) = {σλ | λ = ±1}.
3. Inn(A1) = {si | i ∈ Z} n L01 where L01 := {σu | u ∈ L01}.
4. Out(A1) = {ζ εσλH i · Inn(A1) | ε = 0, 1; λ ∈ K ∗; i ∈ Z} ≃ Z2 n (K ∗ × Z).
5. [Inn(A1), Inn(A1)] = L001 where L001 := {σu | u ∈ L001 } ≃ Z(Z).
6. [G1,G1] = {s2i | i ∈ Z} n {σu | u ∈ K ∗2L01⟨−H2⟩} and G1/[G1,G1] ≃ ⟨ζ ⟩ × ⟨s1⟩⟨s21⟩ ×
(K/K∗2×⟨H⟩)
⟨−H2⟩ .
Proof. 2. Note that σu,i,±1 = ζ ε±siσs−iζ−ε± (u) where ε+ = 0 and ε− = 1, and so the first equality follows from statement 1.
The center of the group G1 is {σλ | λ = ±1} follows from (47).
1. Letσ ∈ G1 andH ′ be the skewdirect product of groups in statement 2.Wehave to show thatσ ∈ H ′. The automorphism
σ can be extended to an automorphism of the skew field Frac(A1). Since degx(σ (F∗)) = Z and degx−1(σ (F∗)) = Z where
F∗ := Frac(A1)\{0}, we must have σ(x) = ax−1+ b+ cx for some elements a, b, c ∈ L1. Since σ(x) is a unit, we must have
either σ(x) = ux or σ(x) = ux−1 for some element u ∈ L∗1 . In both cases, we can find an element, say τ , of the group H ′
such that τσ (x) = x, i.e. τσ ∈ St(x) = {si | i ∈ Z}, and so σ ∈ H ′.
3. The algebraA1 is central, i.e. Z(A1) = K , and so Inn(A1) ≃ A∗1/K ∗ ≃ {xi | i ∈ Z}nL′1. For each u ∈ L′1 and i ∈ Z, the
inner automorphism of the algebraA1 generated by the element uxi is equal toωuxi = σ uσ1(u) ,i,+1. Note that for each element
m ∈ Z\{0},
H +m = σ−m1 (H) = H ·
m−1∏
i=0
σ−m+i1 (H)
σ−m+i+11 (H)
= H ·
m−1∏
i=0
σ−m+i1 (H)
σ1

m−1∏
i=0
σ−m+i1 (H)
 . (49)
So, an element v ∈ L′1 is of type uσ1(u) for some element u ∈ L′1 iff degH(v) = 0 iff v ∈ L01. Now, it is obvious that
Inn(A1) = {ωuxi | u ∈ L′1, i ∈ Z} = {si | i ∈ Z} n {σu | u ∈ L01} = {si | i ∈ Z} n L01.
4. Statement 4 follows from statements 2 and 3.
5. By statement 3, the group Inn(A1) is the semi-direct product of two abelian groups. By Lemma 5.4(1), the commutant
C of the group Inn(A1) is generated by the commutators [si, σu] = σ σ i1(u)
u
where i ∈ Z and u ∈ L01. Repeating the arguments
of the proof of statement 3 where the element H is replaced by HH+1 , we see that C = L001 .
6. Let us prove the equality. The commutant of the group H1 := ⟨ζ ⟩n {si | i ∈ Z} is {s2i | i ∈ Z}, by (47) and Lemma 5.4(1).
By statement 2, the group G1 is the semi-direct product H1 n L∗1 . By Lemma 5.4(1), [G1,G1] = {s2i | i ∈ Z} n [H1,L∗1] since
the group L∗1 is abelian. It remains to show that [H1,L∗1] = {σu | u ∈ K ∗2L01⟨−H2⟩}. The group H1 is the disjoint union
{si | i ∈ Z} ∪ {ζ si | i ∈ Z}. The commutators [si, σu] = σ si(u)
u
= σ σ i1(u)
u
where i ∈ Z and u ∈ L∗1 generate the group L01. The
group L∗1 is abelian and L
0
1 ⊆ L∗1 . The commutator
[ζ si, σu] = σζσ i−11 (u−1)u−1 = σσ−i+11 ζ (u−1)u−1
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is an element of the group L∗1 . Now,
[ζ si, σu] ≡ σ σ−i+11 ζ (u−1)
ζ (u−1) ·ζ (u−1)u−1
≡ σζ (u−1)u−1 mod L01.
The element u ∈ L∗1 = K ∗×L′1 is a unique product u = λvwhere λ ∈ K ∗ and v ∈ L′1. The groupsL∗1 andL∗1 are isomorphic
via σu → u. The map L∗1 → L∗1 , u → ζ (u−1)u−1, is a group homomorphism since the group L∗1 is abelian. When u = λ,
ζ (λ−1)λ−1 = λ−2, and so {σµ, |µ ∈ K ∗2} ⊆ [H1,L∗1]. For an arbitrary element u = λv,
ζ (u−1)u−1 ≡ ζ (v−1)v−1 ≡ (−H2)−d mod K ∗2 ×L01,
where d = degH(v). Therefore, [H1,L∗1] = {σu | u ∈ K ∗2L01⟨−H2⟩}, as required. It follows from the equality for the
commutant of the group G1 that in statement 6 the isomorphism holds. 
The group of units (1 + F)∗ and S∗1 . Recall that the algebra (without 1) F =

i,j∈N KEij is the union M∞(K) :=
d≥1 Md(K) = lim−→Md(K) of the matrix algebras Md(K) :=

1≤i,j≤d−1 KEij, i.e. F = M∞(K). For each d ≥ 1, consider
the (usual) determinant detd = det : 1+Md(K)→ K , u → det(u). These determinants determine the (global) determinant,
det : 1+M∞(K) = 1+ F → K , u → det(u), (50)
where det(u) is the common value of all determinants detd(u), d ≫ 1. The (global) determinant has usual properties of the
determinant. In particular, for all u, v ∈ 1 + M∞(K), det(uv) = det(u) · det(v). It follows from this equality and Cramer’s
formula for the inverse of a matrix that the group GL∞(K) := (1+M∞(K))∗ of units of the monoid 1+M∞(K) is equal to
GL∞(K) = {u ∈ 1+M∞(K) | det(u) ≠ 0}. (51)
Therefore,
(1+ F)∗ = {u ∈ 1+ F | det(u) ≠ 0} = GL∞(K). (52)
The kernel
SL∞(K) := {u ∈ GL∞(K) | det(u) = 1}
of the group epimorphism det : GL∞(K) → K ∗ is a normal subgroup of GL∞(K). The group GL∞(K) = U(K) n E∞(K) is
the semi-direct product of its two subgroups where U(K) := {µ(λ) := λE00 + 1 − E00 | λ ∈ K ∗} ≃ K ∗, µ(λ) ↔ λ, and
E∞(K) is the subgroup of GL∞(K) generated by all the elementary matrices 1 + λEij where λ ∈ K and i ≠ j. It is obvious
that E∞(K) = SL∞(K), E∞(K) = [E∞(K), E∞(K)] = [GL∞(K),GL∞(K)] and det(µ(λ)) = λ.
For all elements σ ∈ T1 × U1 and µ(λ) ∈ U(K), σ(µ(λ)) = µ(λ). Therefore,
σωµ(λ) = ωµ(λ)σ (53)
since σωµ(λ) = σωµ(λ)σ−1 · σ = ωσ(µ(λ))σ = ωµ(λ)σ .
Theorem 5.6 (Theorem 4.6, [11]). 1. S∗1 = K ∗(1+ F)∗ ≃ K ∗ × GL∞(K).
2. Z(S∗1) = K ∗ and Z((1+ F)∗) = {1}.
3. Inn(S1) ≃ GL∞(K), ωu ↔ u.
Theorem 5.7. 1. G1 = (T1 × U1) n Inn(S1).
2. G1 ≃ (T1 × Z(Z)) n GL∞(K).
3. [G1,G1] ≃ {ωu | u ∈ E∞(K)} and G1/[G1,G1] ≃ T1 × U1 × U(K) ≃ K ∗ × Z(Z) × K ∗.
4. The group G1 is generated by the following elements: tλ where λ ∈ K ∗, µu where u ∈ {(H + i), (H − j)1 | i ∈ N, j ∈ N\{0}},
and ωv where v ∈ (1+ F)∗ ≃ GL∞(K).
Proof. 1. Let σ ∈ G1. By Lemma 4.10, (T1 × U1) n Inn(S1) ⊆ G1. It remains to show that the reverse inclusion holds, that
is σ ∈ (T1 × U1) n Inn(S1). By Lemma 4.1, σ(F) = F , and so the map
σ : A1 = A1/F → A1 = A1/F , a = a+ F → σ(a)+ F ,
is an isomorphism of the skew Laurent polynomial algebraA1 = L1[x, x−1; σ1]where σ1(H) = H − 1. By Theorem 5.5(1),
either σ(y) = λx−1 or, otherwise, σ(y) = λx for some element λ ∈ L∗1 . Equivalently, either σ(y) = λy+ f or σ(y) = λx+ f
for some element λ ∈ K ∗ ×H (see (33)) and f ∈ F . By Lemma 5.3, the second case is impossible since, by (46),
1 = ind(y) = ind(σ (y)) = ind(λx+ f ) = − degx(λx) = −1.
Therefore, σ(y) = λy + f . The element λ ∈ K ∗ × H is a unique product λ = νu where ν ∈ K ∗ and u ∈ H . Then,
tνµuσ(y) = y+g where g := tνµu(f ) ∈ F since tνµu(F) = F (Lemma 4.1). Fix a natural numberm such that g ∈∑mi,j=0 KEij.
Then the finite dimensional vector spaces
V :=
m
i=0
Kxi ⊂ V ′ :=
m+1
i=0
Kxi
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are y′-invariant where y′ := tνµuσ(y) = y + g . Note that y′ ∗ xm+1 = y ∗ xm+1 = xm since g ∗ xm+1 = 0. Note
that P1 = i≥1 ker(yi) and dim kerP1(y) = 1. Since the A1-modules P1 and tνµuσ P1 are isomorphic (Proposition 4.2),
P1 = i≥1 ker(y′i) and dim kerP1(y′) = 1. This implies that the elements x′0, x′1, . . . , x′m, xm+1 are a K -basis for the vector
space V ′ where
x′i := y′m+1−i ∗ xm+1, i = 0, 1, . . . ,m;
and the elements x′0, x
′
1, . . . , x
′
m are a K -basis for the vector space V . Then the elements
x′0, x
′
1, . . . , x
′
m, x
m+1, xm+2, . . .
are a K -basis for the vector space P1. The K -linear map
ϕ : P1 → P1, xi → x′i (i = 0, 1, . . . ,m), xj → xj (j > m), (54)
belongs to the group (1+ F)∗ = GL∞(K) ≃ Inn(S1) (by Theorem 5.6) and satisfies the property that y′ϕ = ϕy, the equality
is in EndK (P1). This equality can be rewritten as follows:
ωϕ−1 tνµuσ(y) = y where ωϕ−1 ∈ Inn(S1).
By Theorem 4.12, σ = tν−1µu−1ωϕ ∈ (T1 × U1) n Inn(S1), as required.
2. Statement 2 follows from statement 1 since U1 ≃ Z(Z) (by (36)) and Inn(S1) ≃ GL∞(K) (by Theorem 5.6).
3. Let us identify the groups Inn(S1) andGL∞(K) viaωu ↔ u (Theorem5.6(3)). By statement 1,G1 = (T1×U1)nGL∞(K).
By Lemma 5.4,
[G1,G1] = [T1 × U1,GL∞(K)] · [GL∞(K),GL∞(K)] = [T1 × U1,U(K) n E∞(K)] · E∞(K)
= [T1 × U1,U(K)] · E∞(K) = E∞(K) (by (53)),
G1/[G1,G1] ≃ (T1 × U1 × U(K)) n E∞(K)/E∞(K) ≃ T1 × U1 × U(K) ≃ K ∗ × Z(Z) × K ∗.
4. Statement 4 follows from statement 1. 
Corollary 5.8. Each automorphism σ of the algebra A1 is a unique product σ = tν−1µu−1ωϕ where σ(y) ≡ νuy mod F and
ϕ ∈ (1+ F)∗ = GL∞(K) is defined in (54).
Proof. The result was established in the proof of Theorem 5.7(1) apart from the uniqueness of ϕ which follows from the
fact that the center of the group (1+ F)∗ = GL∞(K) is {1}, Theorem 5.6(2). 
Corollary 5.9. ξ(G1) = {σu | u ∈ L∗1} and ker(ξ) = Inn(S1).
Proof. Since ξ : T1 n U1 ≃ {σu | u ∈ L∗1} and Inn(S1) ⊆ ker(ξ), the statements follow from the equality G1 =
(T1 × U1) n Inn(S1) (Theorem 5.7(1)). 
By Theorem 4.2, [6], the group of units of the algebra A1 is
A∗1 = K ∗ × (H n (1+ F)∗). (55)
It is a trivial observation that every algebra endomorphism of a simple algebra is amonomorphism. The algebra A1 is not
simple but for it, as the following theorem shows, the same result is true as for the simple algebras.
Theorem 5.10. Every algebra endomorphism of the algebra A1 is a monomorphism.
Proof. Recall that F is the only proper ideal of the algebra A1, and A1/F = A1 := L1 ≃ K [x, x−1; σ1] is a simple algebra
where σ1(H) = H − 1. Suppose that γ is an algebra endomorphism of A1 which is not a monomorphism, then necessarily
γ (F) = 0, and the endomorphism γ induces the algebra monomorphism γ : A1 → A1, a + F → γ (a). We seek a
contradiction. Since yx = 1 and xy = 1−E00, we have the equalities γ (y)γ (x) = 1 and γ (x)γ (y) = 1, i.e. the elements γ (x)
and γ (y) are units of the algebra A1. The algebra A1 is generated by the elements x, y, and H±1, and so the noncommutative
simple algebra γ (A1) is generated by the units γ (x) , γ (y), and γ (H±1) of the algebraA1. By (55), the images of the elements
γ (x) , γ (y), and γ (H±1) under the epimorphism π : A1 → A1/F belong to the commutative group π(A∗1) = K ∗ × π(H),
and so they commute, this contradicts to the fact that πγ (A1) ≃ A1 is a noncommutative algebra. 
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6. The group of automorphisms of the algebraAn := An/an
Let Gn := AutK-alg(An). Since An = ni=1A1(i) ≃ A⊗n1 where A1(i) = L1(i)[x±1i ; σi], σi(Hi) = Hi − 1, L1(i) =
K [Hi, (Hi+ j)−1]j∈Z, the group Gn contains the symmetric group Sn (elements of which permutes the tensor multiples of the
algebraAn) and the direct product
∏n
i=1 G1(i)where G1(i) := AutK-alg(A1(i)). Moreover, Sn n
∏n
i=1 G1(i) ⊆ Gn. Our goal is
to show that the equality holds (Theorem 6.1(1)). The group of unitsA∗n of the algebraAn is equal to
A∗n = K ∗ × (Xn nL′n)
where Xn := {xα |α ∈ Zn}, L′n :=
∏n
i=1L
′
1(i), and L
′
1(i) := {
∏
j∈Z(Hi + j)nij | (nij) ∈ Z(Z)} ≃ Z(Z). For each number
i = 1, . . . , n,L01(i) = {u ∈ L′1(i) | degHi(u) = 0} is the subgroup ofL′1(i). Then
L0n :=
n∏
i=1
L01(i) = {u ∈ L′n | degH1(u) = · · · = degHn(u) = 0}
is the subgroup ofL′n. The commutant of the groupA∗n is equal to
[A∗n,A∗n] = L0n. (56)
In more detail, by Lemma 5.4, [A∗n,A∗n] = [Xn,L′n] =
∏n
i=1[X1(i),L′1(i)] =
∏n
i=1L
0
1(i) = L0n. Let A be a K -algebra and
Z(A) be its center. For each element a ∈ A, ad(a) : b → ab − ba is the inner derivation of the algebra A associated with
the element a. An element a ∈ A\Z(A) is called a strongly semi-simple element of the algebra A if A =λ∈E ker(ad(a)− λ)
where E = Ev(ad(a), A) is the set of eigenvalues for the inner derivation ad(a) that belong to the field K . If a is a strongly
semi-simple element of the algebra A then so is the element σ(a) for every automorphism σ of the algebra A.
Theorem 6.1. 1. Gn = Sn n∏ni=1 G1(i).
2. Z(Gn) = {e, σ(−1,...,−1)} where σ(−1,...,−1) : xi → −xi, Hi → Hi, i = 1, . . . , n.
3. Inn(An) ≃∏ni=1 Inn(A1(i)).
4. Out(An) ≃ Sn n∏ni=1 Out(A1(i)).
5. [Inn(An), Inn(An)] =∏ni=1[Inn(A1(i)), Inn(A1(i))] ≃∏ni=1 L001 (i).
6. [Gn,Gn] = [Sn, Sn]n([Sn,∏ni=1 G1(i)]·∏ni=1[G1(i),G1(i)]) and Gn[Gn,Gn] ≃ Sn[Sn,Sn]× G1[G1,G1] , see Lemma 5.4 and Theorem 5.5(6)
for details. If, in addition, the field K is algebraically closed then Gn[Gn,Gn] ≃

Z32 if n = 1,
Z42 if n > 1.
Proof. 1. Let σ ∈ Gn. We have to show that σ ∈ Sn n ∏ni=1 G1(i). The restriction of the automorphism σ to the group
[A∗n,A∗n] = L0n, see (56), yields its automorphism. For each number i = 1, . . . , n, 1 + H−1i = Hi+1Hi ∈ L0n, and so
σ(1+H−1i ) ∈ L0n ⊂ L∗n , i.e. σ(Hi) ∈ L∗n = K ∗×L′n. The element Hi is a strongly semi-simple element of the algebraAn with
Ev(ad(Hi),An) = Z. Therefore, σ(Hi) is a strongly semi-simple element of the algebra An with Ev(ad(σ (Hi)),An) = Z. It
is not difficult to show that each strongly semi-simple element of the setL∗n is of type λ(Hk + j) for some λ ∈ K ∗ and j ∈ Z.
Therefore, σ(Hi) = λi(Hs(i) + ji), i = 1, . . . , n, for some s ∈ Sn, λi ∈ K ∗, and ji ∈ Z. Up to action of the group Sn we may
assume that s = e, i.e. σ(Hi) = λi(Hi + ji). Then, up to action of the group {ωv | v ∈ Xn}, see (13), we may assume that all
ji = 0, i.e. σ(Hi) = λiHi. Now,
Z = Ev(ad(σ (Hi)),An) = Ev(λiad(Hi),An) = λiEv(ad(Hi),An) = λiZ,
and so λi = ±1. The group G1(i) contains the automorphism ζi : xi → x−1i , Hi → −Hi, of order 2. Up to action of
the group
∏n
i=1⟨ζi⟩, we may assume that all λi = 1, i.e. σ(Hi) = Hi. Then σ−1(Hi) = Hi for all i. For each element
α ∈ Zn, Lnxα = ni=1 kerAn(ad(Hi) − αi). Therefore, σ(Lnxα) ⊆ Lnxα and σ−1(Lnxα) ⊆ Lnxα , i.e. σ(Lnxα) = Lnxα .
Therefore, σ(xi) = uixi for some element ui ∈ L∗n , i = 1, . . . , n. By Theorem 5.5(2), the group G1(i) contains the subgroup{σvi | vi ∈ L∗1(i)}. Up to action of the group
∏n
i=1{σvi | vi ∈ L∗1(i)}, we may assume that ui ∈ K ∗
∏n
j≠iL
′
1(j). In particular,
σi(ui) = ui for all i. For each pair of indices i ≠ j, the elements σ(xi) and σ(xj) commute, and so
σi(uiuj)xixj = uiσi(uj)xixj = uixiujxj = σ(xi)σ (xj) = σ(xj)σ (xi)
= ujxjuixi = ujσj(ui)xjxi = σj(uiuj)xixj,
hence σi(uiuj) = σj(uiuj). By the very choice of the elements ui, this is possible iff σi(uiuj) = uiuj and σj(uiuj) = uiuj iff
uiσi(uj) = uiuj and σj(ui)uj = uiuj iff σi(uj) = uj and σj(ui) = ui iff all ui ∈ K ∗. Now, it is obvious that σ ∈∏ni=1 G1(i).
2. We assume that n > 1 since for n = 1 the statement is true (Theorem 5.5(2)). For each element s ∈ Sn, the restriction
of the inner automorphism ωs : t → sts−1 of the group Gn to its normal subgroup∏ni=1 G1(i) permutes the components.
Therefore, the center Z of the group Gn is a subgroup of
∏n
i=1 G1(i), and so Z ⊆
∏n
i=1 Z(G1(i)). Now, statement 2 follows
from Theorem 5.5(2).
3. Inn(An) ≃ A∗n/K ∗ ≃
∏n
i=1(A
∗
1(i)/K
∗) ≃∏ni=1 Inn(A∗1(i)).
4. Out(An) = Gn/Inn(An) ≃ (Snn∏ni=1 G1(i))/∏ni=1 Inn(A1(i)) ≃ Snn∏ni=1 G1(i)/Inn(A1(i)) ≃ Snn∏ni=1 Out(A1(i)).
5. Statement 5 follows from statement 3.
6. Statement 6 follows from statement 1, Lemma 5.4, and Theorem 5.5(6). 
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7. The group of automorphisms of the Jacobian algebra An
In this section, the groups Gn, Inn(An) and Out(An) are found (Theorems 7.7, 7.6, and Corollary 7.8). The image of
the homomorphism ξ (Theorem 7.2), its kernel (Corollary 7.4), and the group AutZn−gr(An) of the Zn-grading preserving
automorphisms of the algebra An are found (Corollary 7.10), and the stabilizer StGn(H1) of all the height one prime ideals
of the algebra An is described (Corollary 7.9). These results are used in Section 8 where the stabilizers of all the ideals of the
algebra An are found. It is proved that the groupsGn and ker(ξ) have trivial center (Theorems 7.15, 7.17). Explicit inversion
formulae for automorphisms σ ∈ Gn and σ ∈ Gn are obtained, (62) and (65).
A characterization of the elements of the group Gn. For each automorphism σ of the algebra An, the next corollary
gives explicitly the map ϕ ∈ AutK (Pn) such that σ = σϕ (see Corollary 4.8). Corollary 7.1 is used at the final stage of the
proof of Theorems 7.2 and 7.7.
Lemma 7.1. For each automorphism σ of the algebra An, there exists a K-basis {x′α}α∈Nn of the polynomial algebra Pn such that
σ(Hi) ∗ x′α = (αi + 1)x′α and σ(yi) ∗ x′α = x′α−ei for all i = 1, . . . , n (where x′β := 0 if β ∈ Zn\Nn). Then
1. σ = σϕ where the map ϕ ∈ AutK (Pn): xα → x′α is the change-of-the-basis map,
2. σ(xi) ∗ x′α = x′α+ei for all i = 1, . . . , n, and
3. the basis {x′α}α∈Nn is unique up to a simultaneous multiplication of each element of the basis by the same nonzero scalar.
Proof. Recall that the polynomial algebra Pn = α∈Nn Kxα is the direct sum of non-isomorphic, one-dimensional, simple
K [H1, . . . ,Hn]-modules (see (28)) such that yi ∗ xα = xα−ei for all α ∈ Nn and i = 1, . . . , n (where xβ := 0 if β ∈ Zn\Nn).
Recall that σ = σϕ for some linear map ϕ ∈ AutK (Pn), the linear map ϕ : Pn → σ Pn is an An-module isomorphism
(Corollary 4.8(1)), and themap ϕ is unique up to amultiplication by a nonzero scalar since EndAn(Pn) ≃ K (Corollary 4.5(1)).
Let x′α := ϕ(xα) for α ∈ Nn. Then the fact that the map ϕ is an An-module homomorphism is equivalent to the fact that the
following equations hold:
σ(Hi) ∗ x′α = ϕHiϕ−1ϕ ∗ xα = (αi + 1)ϕ ∗ xα = (αi + 1)x′α,
σ (yi) ∗ x′α = ϕyiϕ−1ϕ ∗ xα = ϕ ∗ xα−ei = x′αi−ei ,
σ (xi) ∗ x′α = ϕxiϕ−1ϕ ∗ xα = ϕ ∗ xα+ei = x′αi+ei .
Note that the last equality follows from the previous two: by the first equality, the polynomial algebra Pn = α∈Nn Kx′α
is the direct sum of non-isomorphic, one-dimensional, simple K [σ(H1), . . . , σ (Hn)]-modules. Since σ(Hi)σ (xi) ∗ x′α =
σ(Hixi) ∗ x′α = σ(xi(Hi + 1)) ∗ x′α = σ(xi)(σ (Hi)+ 1) ∗ x′α = (αi + 2)σ (xi) ∗ x′α for all i, we have σ(xi) ∗ x′α = λi,αx′α+ei
for a scalar λi,α which is necessarily equal to 1 since
x′α = σ(yi)σ (xi) ∗ x′α = λi,ασ(yi) ∗ x′α+ei = λi,αx′α.
Since the isomorphism ϕ is unique up to a multiplication by a nonzero scalar, the basis {x′α} is unique up to a simultaneous
multiplication of each element of it by the same nonzero scalar. The proof of the lemma is complete. 
Let A = α∈Zn Aα be a Zn-graded algebra. Each nonzero element a of A is a unique sum∑ aα where aα ∈ Aα . Define|a| := max{|α1|, . . . , |αn| | aα ≠ 0} and set |0| := 0. For all elements a, b ∈ A and λ ∈ K ∗, |a + b| ≤ max{|a|, |b|},
|ab| ≤ |a| + |b|, and |λa| = |a|. In particular, |am| ≤ m|a| for all m ≥ 1. In the proof of Theorem 7.2, we use the concept of
| · | in the case of the algebra An.
For each natural number d ≥ 1, there is the decomposition K [xi] = (d−1j=0 Kxji)(k≥d Kxki ). The idempotents of the
algebra An, p(i, d) := ∑d−1j=0 Ejj(i) and q(i, d) := 1 − p(i, d), are the projections onto the first and the second summand
correspondingly. Since Pn =ni=1 K [xi], the identity map 1 = idPn on the vector space Pn is the sum
1 =
n
i=1
(p(i, d)+ q(i, d)) =
−
I⊆{1,...,n}
p(I, d)q(CI, d) (57)
of orthogonal idempotents where p(I, d) := ∏i∈I p(i, d), q(CI, d) := ∏i∈CI q(i, d), p(∅, d) := 1, and q(∅, d) := 1. Each
idempotent p(I, d)q(CI, d) ∈ Sn ⊂ An ⊂ EndK (Pn) is the projection onto the summand Pn(I, d) in the decomposition for Pn,
Pn =

I⊆{1,...,n}
Pn(I, d), Pn(I, d) :=

{Kxα |αi < d, if i ∈ I;αj ≥ d, if j ∈ CI}. (58)
In particular, the idempotent q({1, . . . , n}, d) is the projection onto the subspace Pn({1, . . . , n}, d) ={Kxα | all αi ≥ d}.
A formula for themap ϕ such that σ = σϕ . By Theorem 4.12, each element σ = σϕ ∈ Gn is uniquely determined by the
elements σ(y1), . . . , σ (yn). In the proof of Theorem 7.2, an explicit formula for the map ϕ is given, (60), via the elements
σ(y1), . . . , σ (yn).
By the very definition, the group ker(ξ) contains precisely all the automorphisms σ ∈ Gn such that
σ(xi) ≡ xi mod an, σ (yi) ≡ yi mod an, σ (Hi) ≡ Hi mod an, i = 1, . . . , n.
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Theorem 7.2. 1. Gn = Sn n (Tn × Un) n ker(ξ).
2. im(ξ) = Sn n∏ni=1{σui | ui ∈ L∗1(i)} where σui ∈ G1(i) : xi → uixi, Hi → Hi.
3. ker(ξ) ⊆ Inn(An).
Proof. 1. Statement 1 follows from statement 2. Indeed, suppose that statement 2 holds. Then the restriction of the
homomorphism ξ to the subgroup Sn n (Tn × Un) of Gn yields an isomorphism to im(ξ), and so statement 1 follows from
the short exact sequence of groups: 1→ ker(ξ)→ Gn → im(ξ)→ 1.
2. For n = 1, statement 2 is obvious (Corollary 5.9). Let n ≥ 2. Let R be the RHS of the equality in statement 2. For each
number i = 1, . . . , n, consider the subgroup Γ (i) := ⟨ζi⟩ n {si,j | j ∈ Z} of G1(i) where ζi : xi → x−1i , Hi → −Hi; and
si,j : xi → xi, Hi → Hi − j. Then Γn := ∏mi=1 Γ (i) is the subgroup of ∏ni=1 G1(i). Using the descriptions of the groups
Gn and G1(i) (Theorem 6.1(1) and Theorem 5.5(2)) and (47), we see that the group Gn is equal to the set theoretic product
R · Γn := {rγ | r ∈ R, γ ∈ Γn}with R ∩ Γn = {e}. Since ξ : Sn n (Tn × Un) ≃ R, we have
im(ξ) = im(ξ) ∩ Gn = im(ξ) ∩ RΓn = R · (im(ξ) ∩ Γn).
All the elements yi ∈ EndK (Pn), i = 1, . . . , n, are locally nilpotent maps. For all automorphisms σ ∈ Gn, the elements
σ(yi) ∈ An ⊆ EndK (Pn), i = 1, . . . , n, are locally nilpotent maps since σ Pn ≃ Pn. Therefore,
im(ξ) ∩ Γn = im(ξ) ∩ Shn
where Shn :=∏ni=1{si,j | j ∈ Z} is the subgroup of Γn (otherwise, take σ ∈ im(ξ)∩ Γn\im(ξ)∩ Shn, then σ(yi) = xi + ai for
some i and ai ∈ an, but the element xi + ai is not a locally nilpotent map as (xi + ai)j ∗ (x1 · · · xn)k = xji(x1 · · · xn)k ≠ 0 for
all j ≥ 1 and k ≫ 0, a contradiction).
It remains to show that im(ξ) ∩ Shn = {e}. Let ξ(σ ) ∈ im(ξ) ∩ Shn for an element σ ∈ Gn. There exist elements
j := (j1, . . . , jn) ∈ Zn and d ∈ N such that
σ(Hi)− Hi − ji, σ (xi)− xi, σ (yi)− yi ∈
n−
k=1
An−1,k ⊗

d−1
s,t=0
KEst(k)

for all i, (59)
where An−1,k := l≠k A1(l). We have to show that all ji = 0. In fact, it suffices to show only that all ji ≤ 0 (indeed, since
σ−1(Hi) ≡ Hi − ji mod an, then−ji ≤ 0, i.e. ji = 0 for all i). Suppose that there exists an index, say n, such that jn > 0. We
seek a contradiction. For vectors α, β ∈ Nn, we write α ≽ β if α1 ≥ β1, . . . , αn ≥ βn. By the choice of the number d, for all
elements α ∈ Nn such that α ≽ d := (d, . . . , d) and for all i = 1, . . . , n,
σ(Hi) ∗ xα = (Hi + ji) ∗ xα = (αi + 1+ ji)xα,
σ (xi) ∗ xα = xi ∗ xα = xα+ei ,
σ (yi) ∗ xα = yi ∗ xα = xα−ei (xβ := 0 if β ∈ Zn\Nn).
By Lemma 7.1, for the automorphism σ = σϕ there exists a unique K -basis {x′α}α∈Nn of the polynomial algebra Pn such that
x′α+j = xα for all α ≽ d, and the map ϕ : Pn → σ Pn, xα → x′α (α ∈ Nn), is an An-module isomorphism. For each natural
number t , the set Ct := {α ∈ Nn−1 | all αi < t} contains tn−1 elements. Let c := 2(d+ jn)(|σ(yn)|+1). Fix a natural number
s such that s > c+d, and letWt := (s, s, . . . , s, d)+Ct (recall that Ct ⊆ Nn−1 ⊂ Nn) andΠt :=α∈Wt Kxα . For all elements
α ∈ Wt , σ(Hn) ∗ xα = (d + jn + 1)xα . It follows that the set Π ′t :=
∑d+jn
k=1 σ(ykn) ∗ Πt is the direct sum
d+jn
k=1 σ(ykn) ∗ Πt ,
andΠ ′t ⊆ Π ′′t :=
∑
α∈W ′t Kx
α whereW ′t := ((s− c, . . . , s− c)+Πt+2c)× {0, 1, . . . , d− 1}. Comparing the leading terms
of both ends of the inequality,
(d+ jn)tn−1 = dim(Π ′t ) ≤ dim(Π ′′t ) = d(t + 2c)n−1 = dtn−1 + · · · (t ≥ 1),
we conclude that jn ≤ 0, a contradiction. Therefore, all ji = 0, and the proof of statement 2 is complete.
3. Let σ ∈ ker(ξ). Then ξ(σ ) = e ∈ im(ξ) ∩ Shn = {e}, and we keep the notation of the proof of statement 2 for the
automorphism σ = σϕ (where all ji = 0) . It remains to show that ϕ ∈ An. This is obvious since
ϕ = q({1, . . . , n}, d)+
−
∅≠I⊆{1,...,n}
 −
α∈Cd(I)
∏
j∈I
σ(y
d−αj
j ) ·
∏
i∈I
xd−αii · Eαα(I)

p(I, d)q(CI, d) (60)
where Cd(I) := {(αi)i∈I ∈ NI | all αi < d}, Eαα(I) := ∏i∈I Eαiαi(i), and d is from (59). To prove that this formula holds
for the map ϕ we have to show that ϕ ∗ xα = x′α for all α ∈ Nn. For each monomial xα , let I := {i |αi < d}. Then
xα =∏i∈I xαii ·∏k∈CI xαkk and, if I ≠ ∅,
ϕ ∗ xα =
∏
j∈I
σ(y
d−αj
j ) ·
∏
i∈I
xd−αii ∗
∏
i∈I
xαii ·
∏
k∈CI
xαkk =
∏
j∈I
σ(y
d−αj
j ) ∗
∏
i∈I
xdi ·
∏
k∈CI
xαkk
=
∏
j∈I
σ(y
d−αj
j ) ∗ x′(
∑
i∈I dei+
∑
k∈CI αkek) = x′(
∑
i∈I αiei+
∑
k∈CI αkek) = x′α.
If I = ∅ then ϕ ∗ xα = q({1, . . . , n}, d) ∗ xα = xα = x′α . The proof of the theorem is complete. 
558 V.V. Bavula / Journal of Pure and Applied Algebra 216 (2012) 535–564
Corollary 7.3. Gn ⊇ G′n := Sn n (Tn × Un) n GL∞(K) n · · · n GL∞(K)  
2n−1 times
and Un ≃ (Zn)(Z).
Proof. Since (see Corollary 7.13) ker(ξ) ⊇ Inn(Sn) ⊇ GL∞(K) n · · · n GL∞(K)  
2n−1 times
, [11], the statement follows from
Theorem 7.2(1, 3). 
Corollary 7.4. Let σ = σϕ ∈ ker(ξ) where ϕ ∈ A∗n is from (60). Then
1. ϕ ≡ 1 mod an, i. e. ϕ ∈ (1+ an)∗, and so the element ϕ from (60) is the unique element ϕ′ such that σ = σϕ′ and ϕ′ ≡ 1
mod an; and
2. ker(ξ) = {ωϕ |ϕ ∈ (1+ an)∗} ≃ (1+ an)∗, ωϕ ↔ ϕ.
Proof. 1. By (60), ϕ ≡ q({1, . . . , n}, d) ≡ 1 mod an.
2. Statement 2 follows from statement 1. 
The canonical presentation of σ ∈ Gn. By Theorem 7.2(1) and Corollary 7.4, each automorphism σ of the algebra An
is a unique product stλµuωϕ where s ∈ Sn, tλ ∈ Tn, µu ∈ Un, and ωϕ is an inner automorphism of the algebra An with
ϕ ∈ (1+ an)∗.
Definition. The unique product σ = stλµuωϕ is called the canonical presentation of σ .
Corollary 7.5. Let σ ∈ Gn and σ = stλµuωϕ be its canonical presentation. Then the automorphisms s, tλ, µu, and ωϕ can be
effectively (in finitely many steps) found from the action of the automorphism σ on the elements {Hi, xi, yi | i = 1, . . . , n}:
σ(Hi) ≡ Hs(i) mod an, σ (xi) ≡ xs( i)λis(ui) mod an,
and the element ϕ is given by the formula (60) for the automorphism (stλµu)−1σ ∈ ker(ξ).
A formula for the inverse map ϕ−1 where σ = σϕ ∈ ker(ξ). For an automorphism σ = σϕ ∈ ker(ξ), i.e. ϕ ∈ (1+ an)∗
is as in (60), we are going to produce a formula for the inverse ϕ−1 (see (61)) which is the most difficult part in finding the
inversion formula (62) for σ ∈ Gn. Since ϕ : Pn = α∈Nn Kxα ≃ Pn = α∈Nn Kx′α and x′α = ϕ(xα), for each element
α ∈ Nn, the projection E ′αα onto the summand Kx′α is equal to ϕEααϕ−1 = σ(Eαα). For each subset I of the set {1, . . . , n}, let
P ′n(I, d) := ϕ(Pn(I, d)) =

{Kx′α |αi < d if i ∈ I;αj ≥ d if j ∈ CI}.
Since ϕ : Pn = Pn(I, d) ≃ Pn = P ′n(I, d), the projections onto the summand P ′n(I, d) is equal to
ϕp(I, d)q(I, d)ϕ−1 = σ(p(I, d)q(I, d)) = σ(p(I, d))σ (q(I, d)) = p′(I, d)q′(I, d)
where p′(I, d) := σ(p(I, d)) and q′(I, d) := σ(q(I, d)).
The inverse map ϕ−1 of the map ϕ from (60) is given by the rule:
ϕ−1 = q′({1, . . . , n}, d)+
−
∅≠I⊆{1,...,n}
 −
α∈Cd(I)
∏
j∈I
y
d−αj
j ·
∏
i∈I
σ(xi)d−αi · E ′αα(I)

p′(I, d)q′(CI, d) (61)
where E ′αα(I) :=
∏
i∈I E ′αiαi(i) and E
′
jj(i) := σ(Ejj(i)) = σ(xi)jσ(yi)j − σ(xi)j+1σ(yi)j+1; p′(I, d) :=
∏
i∈I p′(i, d) and
p′(i, d) := σ(p(i, d)) = ∑d−1j=0 E ′jj(i); q′(CI, d) := σ(q(CI, d)) = ∏i∈CI(1 − p′(d, i)). Let ψ be the RHS of (61). We have
to show that ψ : x′α → xα for all α ∈ Nn. Fix α, and let I := {i |αi < d}. Then x′α = ∏i∈I x′αii ·∏k∈CI x′αkk and, if I ≠ ∅ then,
by Lemma 7.1(2),
ψ ∗ x′α =
∏
j∈I
y
d−αj
j ·
∏
i∈I
σ(xi)d−αi ∗
∏
i∈I
x′αii ·
∏
k∈CI
x′αkk =
∏
j∈I
y
d−αj
j ∗
∏
i∈I
x′di ·
∏
k∈CI
x′αkk
=
∏
j∈I
y
d−αj
j ∗
∏
i∈I
xdi ·
∏
k∈CI
xαkk = xα.
If I ≠ ∅ then ψ ∗ x′α = q′({1, . . . , n}, d) ∗ x′α = x′α = xα . This finishes the proof of (61).
An inversion formula for σ ∈ Gn. Let σ ∈ Gn and σ = stλµuωϕ be its canonical presentation. Then the inversion
formula for σ−1 is given by rule:
σ−1 = s−1ts(λ−1)µs(u−1)ωstλµu(ϕ−1), (62)
this is the canonical presentation for the automorphism σ−1 where ϕ−1 is given by (61). Indeed,
σ−1 = s−1 · s(tλµu)−1s−1 · (stλµu)ωϕ−1(stλµu)−1 = s−1ts(λ−1)µs(u−1)ωstλµu(ϕ−1).
The groups Gn and Inn(An).
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Theorem 7.6. Inn(An) = U0n n ker(ξ) ≃ U0n n (1+ an)∗.
Proof. It suffices to prove the equality since then the isomorphism holds, by Corollary 7.4(2). Since Gn = Sn n (Tn × Un)n
ker(ξ) and ker(ξ) ⊆ Inn(An) (Theorem 7.2(1, 3)), we see that Inn(An) = I n ker(ξ)where I := Inn(An) ∩ Sn n (Tn × Un).
Since ξ : Sn n (Tn × Un) ≃ Sn n (Tn × ξ(Un)), we have ξ : I ≃ ξ(I). By the very definition of the group I,
ξ(I) ⊆ Inn(An)

Sn n (Tn × ξ(Un))
=
n∏
i=1
Inn(A1(i))

Sn n (Tn × ξ(Un)) (Theorem 6.1(3))
=
n∏
i=1
Inn(A1(i))

Tn × ξ(Un) (Theorem 6.1(1, 3))
=
n∏
i=1
Inn(A1(i))
 n∏
i=1
(T1(i)× ξ(U1(i)))
=
n∏
i=1
(Inn(A1(i))

(T1(i)× ξ(U1(i))))
=
n∏
i=1
ξ(U01(i)) (Theorem 5.5(3))
= ξ

n∏
i=1
U01(i)

= ξ(U0n),
hence I = U0n since I,U0n ⊆ Snn(Tn×Un) and ξ : Snn(Tn×Un) ≃ Snn(Tn×ξ(Un)). Therefore, Inn(An) = U0nnker(ξ). 
Theorem 7.7. Gn = Sn n (Tn × Ξn) n Inn(An).
Proof. The statement follows from two facts:Gn = Snn(Tn×Ξn×U0n)nker(ξ) (Theorem7.2(1)) and Inn(An) = U0nnker(ξ)
(Theorem 7.6). 
Corollary 7.8. Out(An) ≃ Sn n (Tn × Ξn).
Recall that the setH1 of height one prime ideals of the algebraAn is {p1, . . . , pn}. The next corollary describes its stabilizer,
StGn(H1) := {σ ∈ Gn | σ(p1) = p1, . . . , σ (pn) = pn}.
Corollary 7.9. StGn(H1) = (Tn × Ξn) n Inn(An) = (Tn × Un) n ker(ξ).
Proof. The second equality is obvious since Un = Ξn × U0n and Inn(An) = U0n n ker(ξ) (Theorem 7.6). It remains to show
that the first equality holds, that is S = Rwhere S := StGn(H1) and R := (Tn ×Ξn) n Inn(An). The inclusion R ⊆ S follows
from (30) and (37). Clearly, S ∩ Sn = {e}. By Theorem 7.7, S = S ∩ Gn = S ∩ (Sn n R) = (S ∩ Sn) · R = {e} · R = R. 
The algebra An = α∈Zn An,α is a Zn-graded algebra. Let AutZn−gr(An) := {σ ∈ Gn | σ(An,α) = An,α for all α ∈ Zn}
be the group of automorphisms of the algebra An that respect the Zn-grading, and StGn(H1, . . . ,Hn) := {σ ∈ Gn | σ(H1) =
H1, . . . , σ (Hn) = Hn}.
Corollary 7.10. 1. StGn(H1, . . . ,Hn) = Tn × Un.
2. AutZn−gr(An) = StGn(H1, . . . ,Hn).
Proof. Note that Tn × Un ⊆ S := StGn(H1, . . . ,Hn) and S ⊆ AutZn−gr(An) since An,α =
n
i=1 kerAn(ad(Hi) − αi) for all
α ∈ Zn. To finish the proof of both statements it remains to show that AutZn−gr(An) ⊆ Tn × Un. Let σ ∈ AutZn−gr(An).
For each number i = 1, . . . , n, An,ei = xiDn and An,−ei = Dnyi, and so σ(xi) = xiui and σ(yi) = viyi for some elements
ui, vi ∈ Dn such that 1 = σ(1) = σ(yixi) = viyixiui = viui, and so vi = u−1i (as Dn is a commutative algebra). Now,
µ−1u σ(xi) = xi for all iwhere µu ∈ Tn × Un and u = (u1, . . . , un). By Theorem 4.12, µ−1u σ = e, and so σ = µu ∈ Tn × Un,
as required. 
The inner canonical presentation ofσ ∈ Gn. By Theorem7.7, each automorphismσ of the algebraAn is a uniqueproduct
stλµHαωw where s ∈ Sn, tλ ∈ Tn, µHα ∈ Ξn (α ∈ Nn), and ωw ∈ Inn(An) where w ∈ H0n n (1 + an)∗, by Theorem 7.6,
Corollary 7.4(2), and (41).
Definition. The unique product σ = stλµHαωw is called the inner canonical presentation of σ .
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Corollary 7.11 showshow to find the inner canonical presentation ofσ effectively (in finitelymany steps) via the elements
{σ(Hi), σ (xi), σ (yi) | i = 1, . . . , n}. First, we need to introduce more notation. For each number i = 1, . . . , n, the map
ψi : H1(i)→ H01 (i), u →
τi(u)
u
,
is a group isomorphism where τi((Hi + j)∗) = (Hi + j + 1)∗ for all j ∈ Z where (Hi + j)∗ :=

(Hi + j)1 if j < 0,
Hi + j if j ≥ 0. . The
inverse map ψ−1i is given by the formula
ψ−1i
∏
j∈Z
(Hi + j)nij∗

=
∏
j∈Z
(Hi + j)
∑
k>j nik∗ . (63)
Therefore, the map ψ := ∏ni=1 ψi : Hn = ∏ni=1H1(i) → H0n = ∏ni=1H01 (i) is a group isomorphism and the inverse map
ψ−1 =∏ni=1 ψ−1i is determined by (63). Let us show that
µψ(u) = ωu, u ∈ Un. (64)
For each i = 1, . . . , n, ωu(xi) = uxiu−1 = xi τi(u)u = xi τi(ui)ui = xiψi(ui) = µψ(u)(xi) where u =
∏n
i=1 ui, and ui ∈ H1(i).
Therefore, ωu = µψ(u), by Theorem 4.12.
Corollary 7.11. Let σ ∈ Gn and σ = stλµuωϕ be its canonical presentation (Lemma 7.5), u = Hαv where α ∈ Nn, v ∈ H0n .
Then σ = stλµHαωψ−1(v)ϕ is the inner canonical presentation of σ .
Proof. By (64), µv = ωψ−1(v). Then σ = stλµHαµvωϕ = stλµHαωψ−1(v)ϕ . 
The groups A∗n and S∗n and their centers. Since Sn ⊆ An, we have the inclusion S∗n ⊆ A∗n .
Theorem 7.12 (Theorem 4.4, [6]). 1. A∗n = K ∗ × (Hn n (1+ an)∗) where the groupHn is defined in (34) and (1+ an)∗ is the
group of units of An the type 1+ a for some element a ∈ an.
2. The center of the group A∗n is K ∗.
As a consequence of this theoremwe obtain a description of the group S∗n of units of the algebra Sn (Corollary 7.13) which is
used in finding explicit generators for the group Gn in [13].
Corollary 7.13. 1. S∗n = K ∗ × (1 + an)∗ where the ideal an of the algebra Sn is the sum of all the height 1 prime ideals of the
algebra Sn (see (8)).
2. The center of the group S∗n is K ∗, and the center of the group (1+ an)∗ is {1}.
3. The map (1+ an)∗ → Inn(Sn), u → ωu, is a group isomorphism.
Proof. We denote, for a moment, the ideal an of the algebra Sn by a′n in order to distinguish it from the only maximal ideal
an of the algebra An. Since a′n ⊆ an, and, by (8), Sn/a′n = Ln ⊂ An/an, we have the equality a′n = Sn ∩ an which implies the
equality (1+ a′n)∗ = Sn ∩ (1+ an)∗ = S∗n ∩ (1+ an)∗. Since (Sn/a′n)∗ ∩ (An/an)∗ ∩ (K ∗ × ξ(Hn)) = K ∗, we see that
S∗n = S∗n ∩ A∗n = S∗n ∩ (K ∗ × (Hn n (1+ an)∗)) = K ∗ × (S∗n ∩ (1+ an)∗)
= K ∗ × (1+ a′n)∗.
2. By statement 1, it suffices to show that Z((1 + an)∗) = {1}. For n = 1, this was done in [11], Theorem 4.6. So, let n > 1,
and we use induction on n. Let u ∈ Z((1+ an)∗). For each integer i = 1, . . . , n, the element u+ pi belongs to the center of
the algebra Sn/pi. Note that
Sn/pi ≃ K [xi, x−1i ] ⊗ Sn−1,i ⊂ K(xi)⊗ Sn−1,i where Sn−1,i :=
n
j≠i
S1(j).
Therefore, u+ pi ∈ Z(K(xi)⊗ Sn−1,i)∩ K [xi, x−1i ] ⊗ Sn−1,i = K(xi)∗ ∩ K [xi, x−1i ] ⊗ Sn−1,i = K [xi, x−1i ]∗. Since u ∈ (1+ an)∗,
we see that u ≡ 1 mod pi for all i, and so u ∈ ni=1(1 + pi) ∩ (1 + an)∗ = (1 + Fn) ∩ (1 + an)∗ = (1 + Fn)∗. Since
(1+ Fn)∗ ≃ GL∞(K) and Z(GL∞(K)) = {1}, we see that u = 1 since u ∈ Z(GL∞(K)).
3. Statement 3 follows from statement 2. 
In the algebras Sn and An, there are elements that are invertible linear maps on Pn but not units of the algebras Sn and An
as the following lemma shows.
Lemma 7.14. S∗n $ Sn ∩ AutK (Pn) and A∗n $ An ∩ AutK (Pn).
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Proof. The element u := ∏ni=1(1 − yi) ∈ Sn ⊆ An belongs to AutK (Pn), see below, but u ∉ A∗n (hence u ∉ S∗n) since
the element u + an is not a unit of the algebra An = An/an. To prove that the inclusion u ∈ AutK (Pn) holds it suffices to
show this for n = 1 since Pn = ni=1 K [xi]. The kernel of the linear map u is equal to zero since (1 − y) ∗ p = 0 for an
element p ∈ K [x] implies that p = y ∗ p = y2 ∗ p = · · · = ys ∗ p = 0 for all s ≫ 0 (y is a locally nilpotent map).
The map u is surjective since for each element q ∈ K [x] there exists a natural number, say t , such that yt ∗ q = 0, and so
q = (1− yt) ∗ q = u(1+ y+ · · · + yt−1) ∗ q. Therefore, u ∈ AutK (Pn). 
An inversion formula for σ ∈ Gn. Recall that Gn ⊆ Gn (Proposition 4.9). By Proposition 4.9(1) and Corollary 7.13, each
element σ ∈ Gn is a unique product σ = stλωϕ where s ∈ Sn, tλ ∈ Tn, and ϕ ∈ (1+ an)∗ (an is from Corollary 7.13).
Definition. The unique product σ = stλωϕ is called the canonical presentation for σ . This is also the canonical presentation
for the automorphism σ treated as an element of the group Gn.
By (62), the inversion formula for σ−1 is given by the rule:
σ−1 = s−1ts(λ−1)ωstλ(ϕ−1), (65)
this is the canonical presentation for the automorphism σ−1 where ϕ−1 is given by (61).
The next theorem shows that the group Gn has a trivial center.
Theorem 7.15. The center of the group Gn is {e}.
Proof. The center of the group A∗n is K ∗ (Theorem 7.12). For each element u ∈ A∗n , let ωu be the inner automorphism
determined by the unit u. Let σ ∈ Z := Z(Gn). We have to show that σ = e. For all elements u ∈ A∗n ,ωu = σωuσ−1 = ωσ(u),
and so σ(u) = λu for some element λ = λu ∈ K ∗. In particular, σ(Hi) = λiHi for all i = 1, . . . , n. By Theorem 7.2(1), the
automorphism σ is a unique product σ = sτ where s ∈ Sn and τ ∈ (Tn × Un) n ker(ξ). By Corollary 7.5, σ(Hi) ≡ Hs(i)
mod an. Hence, σ(Hi) = Hi for all i. Then σ ∈ StGn(H1, . . . ,Hn) = Tn × Un (Corollary 7.10(1)). Note that 1+ Eαβ ∈ A∗n for
all α, β ∈ Nn. Hence
1+ σ(Eαβ) = σ(1+ Eαβ) = λαβ(1+ Eαβ)
for a nonzero scalar λαβ . By Lemma 4.1, λαβ = 1 and σ(Eαβ) = Eαβ for all α, β ∈ Nn. By Corollary 4.6, σ = e, as required. 
Let H be a subgroup of a group G. The centralizer CenG(H) := {g ∈ G | gh = hg for all h ∈ H} of H in G is a subgroup of
G. In the proof of Theorem 7.15, we have used only inner derivations of the algebra An. So, in fact, we have proved there the
next corollary.
Corollary 7.16. CenGn(Inn(An)) = {e}.
Theorem 7.17. 1. The center of the group ker(ξ) is {e}.
2. The center of the group (1+ an)∗ is {1}.
Proof. 1. For each α ∈ Nn, the element u(α) := 1+ Eα0 belongs to the group (1+ an)∗. Therefore, the inner automorphism
ωu(α) is an element of ker(ξ). Let σ be an element of the center of the group ker(ξ). We have to show that σ = e. Note that
ωu(α) = σωu(α)σ−1 = ωσ(u(α)), and so σ(u(α)) = λαu(α) for a scalar λα ∈ K ∗ since Z(A∗n) = K ∗. It follows from Lemma 4.1
that λα = 1 and σ(Eα0) = Eα0 for all α ∈ Nn. By Corollary 4.6, σ = e.
2. By Corollary 7.4(2), the groups ker(ξ) and (1+ an)∗ are isomorphic. Therefore, the center of the group (1+ an)∗ is {1},
by statement 1. 
Non-embeddability of the proper prime factor algebras of An into An. We are going to prove an ‘analogue’ of
Theorem 5.10 for the algebra An (Theorem 7.18).
Theorem 7.18. No proper prime factor algebra of An can be embedded into An (that is, for each nonzero prime ideal p of the
algebra An, there is no algebra monomorphism from An/p into An).
Proof. By Corollary 3.5, [6], p = pi1 + · · · + pis . Without loss of generality, we may assume that p = p1 + · · · + ps. Suppose
that there is a monomorphism f : An/p → An, we seek a contradiction. For each element a ∈ An, let a := a+ p. Note that,
for i = 1, . . . , s, yixi = 1 and xiyi = 1− E00(i) = 1 since E00(i) ∈ pi ⊆ p. The elements {xi, yi,H±1i | i = 1, . . . , s}
are units of the algebra An/p, hence their images under the map f are units of the algebra An. Let π : An → An/an,
a → a + an. By Theorem 7.12, the elements {π f (xi), π f (yi), π f (H±1i ) | i = 1, . . . , s} belong to the commutative algebra
Ln, and so the image of the simple, noncommutative algebra As := As/as under the compositions of homomorphisms
As := As/as → An/p f→ An π→ An/an belong to the commutative algebraLn, a contradiction (the algebraAs is generated
by the elements xi + as, yi + as, H±1i + as, i = 1, . . . , s). 
Question. Is an algebra endomorphism of An necessarily a monomorphism (automorphism)?
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8. Stabilizers in AutK-alg(An) of the ideals of An
In this section, for each nonzero ideal a of the algebra An its stabilizer StGn(a) := {σ ∈ Gn | σ(a) = a} is found
(Theorem 8.2) and it is shown that the stabilizer StGn(a) has finite index in the group Gn (Corollary 8.3). When the ideal
a is either prime or generic, this result can be refined even further (Corollaries 8.4, 8.5). In particular, when n > 1 the
stabilizer of each height 1 prime of An is a maximal subgroup of Gn of index n (Corollary 8.4(1)). It is shown that the ideal
an is the only nonzero, prime, Gn-invariant ideal of the algebra An (Corollary 8.4(3)).
An ideal a of An is called a proper ideal if a ≠ 0,An. For an ideal a of the algebra An, Min(a) denotes the set of all the
minimal primes over a. Two ideals a and b are called incomparable if neither a ⊆ b nor b ⊆ a. The ideals of the algebraAn are
classified in [6]. The next theorem shows that each ideal of the algebra An is completely determined by its minimal primes.
We use this theorem in the proof of Theorem 8.2.
Theorem 8.1 (Theorem 3.8, [6]). Let a be a proper ideal of the algebra An. ThenMin(a) is a finite non-empty set, and the ideal a
is a unique product and a unique intersection of incomparable prime ideals of An (uniqueness is up to permutation). Moreover,
a =
∏
p∈Min(a)
p =

p∈Min(a)
p.
Let Subn be the set of all the subsets of the set {1, . . . , n}. Subn is a partially ordered set with respect to ‘⊆’. Let SSubn be
the set of all the subsets of Subn. An element {X1, . . . , Xs} of SSubn is called incomparable if for all i ≠ j such that 1 ≤ i, j ≤ s
neither Xi ⊆ Xj nor Xi ⊇ Xj. An empty set and one element set are called incomparable by definition. Let Incn be the subset
of SSubn of all the incomparable elements of SSubn. The symmetric group Sn acts in the obvious way on the sets SSubn and
Incn (σ · {X1, . . . , Xs} = {σ(X1), . . . , σ (Xs)}).
Theorem 8.2. Let a be a proper ideal of the algebra An. Then
StGn(a) = StSn(Min(a)) n (Tn × Un) n ker(ξ) = StSn(Min(a)) n (Tn × Ξn) n Inn(An)
where StSn(Min(a)) := {σ ∈ Sn | σ(q) ∈ Min(a) for all q ∈ Min(a)}. Moreover, ifMin(a) = {q1, . . . , qs} and, for each number
t = 1, . . . , s, qt = ∑i∈It pi for some subset It of {1, . . . , n}. Then the group StSn(Min(a)) is the stabilizer in the group Sn of the
element {I1, . . . , Is} of SSubn.
Remark. Note that the group
StGn(Min(a)) = StSn({I1, . . . , Is}) := {σ ∈ Sn | {σ(I1), . . . , σ (Is)} = {I1, . . . , Is}}
(and also the group StGn(a)) can be effectively computed in finitely many steps.
Proof. Recall that each nonzero prime ideal of the algebraAn is a unique sumof height one prime ideals of the algebraAn. By
Theorem 8.1, StGn(a) ⊇ StGn(H1) = (Tn×Un)nker(ξ) (Corollary 7.9). SinceGn = Snn(Tn×Un)nker(ξ) (Theorem 7.2(1))
and Inn(An) = U0n n ker(ξ),
StGn(a) = (StGn(a) ∩ Sn) n (Tn × Un) n ker(ξ) = StSn(a) n (Tn × Un) n ker(ξ)
= StSn(a) n (Tn × Ξn) n Inn(An).
By Theorem 8.1, StSn(a) = StSn(Min(a)) = StSn({I1, . . . , Is}), and the statement follows. 
The index of a subgroup H in a group G is denoted by [G : H].
Corollary 8.3. Let a be a proper ideal of An. Then [Gn : StGn(a)] = |Sn : StSn(Min(a))| <∞.
Proof. This follows from Theorems 7.2(1) and 8.2. 
Corollary 8.4. 1. StGn(pi) ≃ Sn−1 n (Tn × Un)n ker(ξ) ≃ Sn−1 n (Tn ×Ξn)n Inn(An), for i = 1, . . . , n. Moreover, if n > 1
then the groups StGn(pi) are maximal subgroups of Gn with [Gn : StGn(pi)] = n (if n = 1 then StG1(p1) = G1, see statement
3).
2. Let p be a nonzero prime ideal of the algebraAn and h = ht(p) be its height. Then StGn(p) ≃ (Sh×Sn−h)n(Tn×Un)nker(ξ) ≃
(Sh × Sn−h) n (Tn × Ξn) n Inn(An).
3. The ideal an is the only nonzero, prime, Gn-invariant ideal of the algebra An.
4. Suppose that n > 1. Let p be a nonzero prime ideal of the algebra An. Then its stabilizer StGn(p) is a maximal subgroup of Gn
iff the ideal p is of height one.
Proof. 1. Clearly, StGn(pi)∩ Sn = {τ ∈ Sn | τ(pi) = pi} ≃ Sn−1. By Theorem 8.2, StGn(pi) = Sn−1 n (Tn×Un)n ker(ξ). When
n > 1, the group StGn(pi) is a maximal subgroup of Gn since
Sn−1 ≃ StGn(pi)/(Tn × Un) n ker(ξ) ⊆ Gn/(Tn × Un) n ker(ξ) ≃ Sn
and Sn−1 = {σ ∈ Sn | σ(i) = i} is a maximal subgroup of Sn. Clearly, [Gn : StGn(pi)] = [Sn : Sn−1] = n.
2. By Corollary 3.5, [6], p = pi1 + · · · + pih for some distinct indices i1, . . . , ih ∈ {1, . . . , n}. Let I = {i1, . . . , ih} and CI be
its complement. Statement 2 follows from Theorem 8.2 and the fact that
StGn(p) ∩ Sn = {σ ∈ Sn | σ(I) = I, σ (CI) = CI} ≃ Sh × Sn−h.
3. Since an = p1 + · · · + pn, statement 3 follows from statement 2.
4. Statement 4 follows from statements 1 and 2. 
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We are going to apply Theorem 8.2 to find the stabilizers of the generic ideals (see Corollary 8.5) but first we recall the
definition of the wreath product A ≀ B of finite groups A and B. The set Fun(B, A) of all functions f : B → A is a group:
(fg)(b) := f (b)g(b) for all b ∈ Bwhere g ∈ Fun(B, A). There is a group homomorphism
B → Aut(Fun(B, A)), b1 → (f → b1(f ) : b → f (b−11 b)).
Then the semidirect product Fun(B, A)oB is called thewreath product of the groups A and B denoted A ≀B, and so the product
in A ≀ B is given by the rule:
f1b1 · f2b2 = f1b1(f2)b1b2, where f1, f2 ∈ Fun(B, A), b1, b2 ∈ B.
Recall that each nonzero prime ideal p of the algebra An is a unique sum p = ∑i∈I pi of height one prime ideals. The set
Supp(p) := {pi | i ∈ I} is called the support of p.
Definition. We say that a proper ideal a of An is generic if Supp(p) ∩ Supp(q) = ∅ for all p, q ∈ Min(a) such that p ≠ q.
Corollary 8.5. Let a be a generic ideal of the algebra An. The setMin(a) of minimal primes over a is the disjoint union of its non-
empty subsets,Minh1(a)
 · · ·Minht (a), where 1 ≤ h1 < · · · < ht ≤ n and the setMinhi(a) contains all the minimal primes
over a of height hi. Let ni := |Minhi(a)|. Then
StGn(a) =

Sm ×
t∏
i=1
(Shi ≀ Sni)

n (Tn × Un) n ker(ξ) ≃

Sm ×
t∏
i=1
(Shi ≀ Sni)

n (Tn × Ξn) n Inn(An)
where m = n−∑ti=1 nihi.
Proof. Suppose that Min(a) = {q1, . . . , qs} and the sets I1, . . . , Is are defined in Theorem 8.2. Since the ideal a is generic,
the sets I1, . . . , Is are disjoint. By Theorem 8.2, we have to show that
StSm({I1, . . . , Is}) ≃ Sm ×
t∏
i=1
(Shi ≀ Sni). (66)
The ideal a is generic, and so the set {1, . . . , n} is the disjoint unionti=0 Mi of its subsetswhereMi :=|Ij|=hi Ij, i = 1, . . . , t ,
and M0 is the complement of the set
t
i=1 Mi. Let S(Mi) be the symmetric group corresponding to the set Mi (i.e. the set of
all bijections Mi → Mi). Then each element σ ∈ StGn({I1, . . . , Is}) is a unique product σ = σ0σ1 · · · σt where σi ∈ S(Mi).
Moreover, σ0 can be an arbitrary element of S(M0) ≃ Sm, and, for i ≠ 0, the element σi permutes the sets {Ij | |Ij| = hi} and
simultaneously permutes the elements inside each of the sets Ij, i.e. σi ∈ Shi ≀ Sni . Now, (66) is obvious. 
Corollary 8.6. For each number s = 1, . . . , n, let bs :=∏|I|=s(∑i∈I pi)where I runs through all the subsets of the set {1, . . . , n}
that contain exactly s elements. The ideals bs are the only proper, Gn-invariant ideals of the algebra An.
Proof. By Theorem 8.2, the ideals bs are Gn-invariant, and they are proper. The converse follows at once from the
classification of ideals for the algebra An (Theorem 8.1) and Theorem 8.2. 
References
[1] J. Alev,M.A. Farinati, T. Lambre, A.L. Solotar, Homology of the invariants of aWeyl algebra under a finite group action, J. Algebra 232 (2) (2000) 564–577.
[2] V.A. Artamonov, P.M. Cohn, The skew field of rational functions on the quantum plane, Algebra, 11. J. Math. Sci. (New York) 93 (6) (1999) 824–829.
[3] V.V. Bavula, Finite-dimensionality of Extn and Torn of simple modules over a class of algebras, Funct. Anal. Appl. 25 (3) (1991) 229–230.
[4] V.V. Bavula, Generalized Weyl algebras and their representations, Algebra i Analiz 4 (1) (1992) 75–97. (English transl. in St. Petersburg Math. J. 4
(1993), no. 1, 71–92).
[5] V.V. Bavula, A question of Rentschler and the Dixmier Problem, Ann. Math. 154 (2001) 683–702.
[6] V.V. Bavula, The Jacobian algebras, J. Pure Appl. Algebra 213 (2009) 664–685. Arxiv:math.RA/0704.3850.
[7] V.V. Bavula, The inversion formula for automorphisms of the Weyl algebras and polynomial algebras, J. Pure Appl. Algebra 210 (2007) 147–159.
ArXiv:math.RA/0512215.
[8] V.V. Bavula, The group of order preserving automorphisms of the ring of differential operators on a Laurent polynomial algebra in prime characteristic,
Proc. Amer. Math. Soc. 137 (2009) 1891–1898. Arxiv:math.RA/0806.1038.
[9] V.V. Bavula, The group of automorphisms of the firstWeyl algebra in prime characteristic and the restrictionmap, GlasgowMath. J. 5 (2009) 263–274.
Arxiv:math.RA/0708.1620.
[10] V.V. Bavula, The algebra of one-sided inverses of a polynomial algebra, J. Pure Appl. Algebra 214 (2010) 1874–1897. ArXiv:math.AG/0903.3049.
[11] V.V. Bavula, The group of automorphisms of the algebra of one-sided inverses of a polynomial algebra. ArXiv:math.AG/0903.3049.
[12] V.V. Bavula, K1(S1) and the group of automorphisms of the algebra S2 of one-sided inverses of a polynomial algebra in two variables, J. K-theory Appl.
Algebra Geom. Anal. Topol. (in press). Arxiv:math:AG/0906.0600.
[13] V.V. Bavula, The group of automorphisms of the algebra of one-sided inverses of a polynomial algebra, II. ArXiv:math.AG/0906.3739.
[14] V.V. Bavula, D. Jordan, Isomorphism problem and groups of automorphisms for generalized Weyl algebras, Tr. AMS 353 (2) (2001) 769–794.
[15] V.V. Bavula, T.H. Lenagan, Krull dimension of generalized Weyl algebras with noncommutative coefficients, J. Algebra 235 (1) (2001) 315–358.
[16] V.V. Bavula, T.H. Lenagan, Generalized Weyl algebras are tensor Krull minimal, J. Algebra 239 (1) (2001) 93–111.
[17] V.V. Bavula, F. van Oystaeyen, Krull dimension of generalizedWeyl algebras and iterated skew polynomial rings: commutative coefficients, J. Algebra
208 (1) (1998) 1–34.
[18] V.V. Bavula, F. van Oystaeyen, Simple holonomic modules over the second Weyl algebra A2 , Adv. Math. 150 (1) (2000) 80–116.
[19] V.V. Bavula, F. van Oystaeyen, Simple holonomic modules over rings of differential operators with regular coefficients of Krull dimension 2, Trans.
Amer. Math. Soc. 353 (6) (2001) 2193–2214.
564 V.V. Bavula / Journal of Pure and Applied Algebra 216 (2012) 535–564
[20] V. Bekkert, G. Benkart, V. Futorny, Weight modules for Weyl algebras, in: Kac-Moody Lie Algebras and Related Topics, in: Contemp. Math., vol. 343,
Amer. Math. Soc, Providence, RI, 2004, pp. 17–42.
[21] G. Benkart, T. Roby, Down-up algebras, J. Algebra 209 (1998) 305–344.
[22] J. Dixmier, Sur les algèbres de Weyl, Bull. Soc. Math. France 96 (1968) 209–242.
[23] M.A. Farinati, A. Solotar, M. Surez-lvarez, Hochschild homology and cohomology of generalized Weyl algebras, Ann. Inst. Fourier (Grenoble) 53 (2)
(2003) 465–488.
[24] J. Hartwig, Locally finite simple weight modules over twisted generalized Weyl algebras, J. Algebra 303 (1) (2006) 42–76.
[25] N. Jacobson, Structure of rings, in: Am. Math. Soc. Colloq., Vol. XXXVII, rev. ed., Am. Math. Soc, Providence, 1968.
[26] D.A. Jordan, Down-up algebras and ambiskew polynomial rings, J. Algebra 228 (1) (2000) 311–346.
[27] A. Joseph, Gelfand–Kirillov dimension for algebras associated with the Weyl algebra, Ann. Inst. H. Poincaré 17 (1972) 325–336.
[28] H.W.E. Jung, Uber ganze birationale Transformationen der Ebene, J. Reine Angew. Math. 184 (1942) 161–174.
[29] E. Kirkman, J. Kuzmanovich, Non-noetherian down–up algebras, Comm. Algebra 28 (11) (2000) 5255–5268.
[30] E. Kirkman, I. Musson, D.S. Passman, Noetherian down–up algebras, Proc. Amer. Math. Soc. 127 (11) (1999) 3161–3167.
[31] E. Kirkman, J. Kuzmanovich, Fixed subrings of Noetherian graded regular rings, J. Algebra 288 (2) (2005) 463–484.
[32] G.R. Krause, T.H. Lenagan, Growth of algebras and Gelfand–Kirillov dimension, in: Graduate Studies in Mathematics, vol. 22, American Mathematical
Society, Providence RI, 2000.
[33] L. Makar-Limanov, On automorphisms of Weyl algebra, Bull. Soc. Math. France 112 (1984) 359–363.
[34] V. Mazorchuk, L. Turowska, ∗-representations of twisted generalized Weyl constructions, Algebr. Represent. Theory 5 (2) (2002) 163–186.
[35] M. Prest, G. Puninski, Pure injective envelopes of finite length modules over a generalized Weyl algebra, J. Algebra 251 (1) (2002) 150–177.
[36] L. Richard, A. Solotar, Isomorphisms between quantum generalized Weyl algebras, J. Algebra Appl. 5 (3) (2006) 271–285.
[37] A. Rosenberg, Noncommutative Algebraic Geometry and Representations of Quantized Algebras, Kluwer Acad. Publ. Group, 1995.
[38] J.T. Stafford, Homological properties of the enveloping algebra U(sl2), Math. Proc. Cambridge Phil. Soc. 91 (1) (1982) 29–37.
[39] W. Van der Kulk, On polynomial rings in two variables, Nieuw Arch. Wisk. (3) 1 (1953) 33–41.
