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2
1 Introduction a` la the´orie du Network Calcu-
lus
Aujourd’hui les syste`mes embarque´s repre´sentent une grande part du marche´
mondial des technologies. Nous les retrouvons dans les te´le´phones, les GPS et
les avions...etc. L’ AFDX [04] (Avionic Full Duplex Switched Internet ) est le
support de communication embarque´ dans les avions. Il utilise des lignes de
communication full duplex (communication dans les deux sens) relie´es par des
switchs (commutateurs re´seaux). Un enjeu majeur re´side dans le fait de savoir
borner le de´lai d’attente dans les buffers des switchs. Il est e´galement ne´cessaire
de savoir calculer une borne maximale du de´lai subi par une donne´e d’un bout a`
l’autre du re´seau. En effet, dans le cas du syste`me AFDX, on sait qu’il fonctionne
correctement si les donne´es traversent le re´seau avant un certain laps de temps.
Avant de placer ce syste`me dans un avion il est ne´cessaire de s’assurer que cette
condition est toujours ve´rifie´e.
Le Network Calculus [05] et [08], est une the´orie qui permet de calculer des
bornes de performance dans les re´seaux de communication, compose´s de flux
de donne´es traversant certains (ou tous) e´le´ments du re´seau. Un exemple est
repre´sente´ sur la figure 1. Il comporte 2 serveurs et trois flux. Le premier est
traverse´ par tous les flux mais le second uniquement par 2 d’entre eux. Les bornes
Fig. 1 – Exemple de re´seau.
calcule´es graˆce au Network Calculus sont des bornes supe´rieures subies par les
donne´es d’un ou plusieurs flux telles que le de´lai ou la charge maximale d’un
syste`me ou du re´seau entier, ainsi que d’autres valeurs permettant de de´terminer
la qualite´ de service. Les calculs sont effectue´s par le biais de fonctions. Par
exemple la courbe des arrive´es est une fonction qui majore la quantite´ de donne´es
arrivant a` travers un flux, la courbe de service de´livre une borne minimale de
la quantite´ de donne´es traite´es a` chaque instant par le serveur e´tudie´. Nous
utiliserons une structure mathe´matique sur l’espace R ∪ {+∞} ayant pour lois
internes le minimum et l’addition, deux ope´rations couramment utilise´es sont la
convolution et la de´convolution. Un peu plus loin, nous donnerons une de´finition
formelle de ces ope´rations.
Exemple introductif Conside´rons le re´seau de la figure 2, compose´ d’un
syste`me et d’un flux. Nous pre´sentons ici, les syste`mes leacky bucket, que l’on
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Fig. 2 – Exemple de syste`me.
peut traduire par seau perce´, qui sont tre`s souvent utilise´s pour la mode´lisation
de syste`mes contraints. Le livre [05] pre´sente une e´tude comple`te de ces syste`mes.
Soit un flux traversant un tel syste`me. Les donne´es y sont achemine´es afin
d’y eˆtre traite´es. Nous allons introduire une notion : la courbe d’arrive´e qui sera
pre´sente´ formellement plus loin.
Les donne´es a` l’entre´e d’un syste`me arrivent avec un certain de´bit. Celui-ci
peut varier au cours du temps. Pour se donner une image concre`te on peut faire
l’analogie avec la transmission de bits dans un caˆble allant d’un point A a` un
point B, lors d’une communication te´le´phonique.
La fonction de contrainte α des syste`mes leacky bucket est de´finie par :
∀t ∈ R, α(t) = σ + ρ(t). Le parame`tre σ de´finit la taille du buffer. Du point de
vue des arrive´es, cela signifie que la quantite´ maximale de donne´es arrivant d’un
coup dans le syste`me est σ. Le parame`tre ρ, quant a` lui de´finit le taux d’arrive´e
des donne´es : a` chaque unite´ de temps, au maximum ρ donne´es sont achemine´es
jusqu’au syste`me.
Sur le sche´ma ci-dessous, nous avons repre´sente´ par la courbe bleue (R) les
arrive´es cumule´es des donne´es au syste`me. Visuellement (R) est contrainte par
α si sa courbe est toujours en dessous de cette dernie`re. On dira alors que le
syste`me est (σ, ρ)-contraint.
Nous avons cherche´, durant ce stage, a` fournir une me´thode de calcul du de´lai
subi par un flux dans un re´seau de manie`re de´terministe, lorsque la politique de
service est a` priorite´ fixe. Il existe bien suˆr des me´thodes, [10] et [02], fournissant
des de´lais dans ce genre de situations. Notre but sera de fournir des re´sultats
plus fins. Nous allons tout d’abord introduire la base the´orique sur laquelle
repose les calculs de de´lai, appele´e Network Calculus, ainsi que les diffe´rentes
me´thodes qui en de´coulent et qui permettent ces calculs. Nous pre´sentons ensuite
un premier re´sultat sur le de´lai borne´. Puis, nous e´noncerons le travail que nous
avons re´alise´, avant de le comparer aux me´thodes concurrentes. Enfin, nous
exposerons une limite actuelle de notre travail, avant de conclure.
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Fig. 3 – Courbe d’arrive´e d’un syste`me leacky bucket.
2 Le Network Calculus
2.1 Outils mathe´matiques : convolution et de´convolution
Nous commenc¸ons par introduire l’ensemble de fonctions suivant : F = {f :
R+ → R+∪{+∞} |f est croissante et f(0) = 0}. Dans la suite, nous supposerons
toujours que les fonctions appartiennent a` cet ensemble.
Nous introduisons dans cette partie les ope´rations de convolution et de
de´convolution dans un espace a` temps discret dans le semi-anneau (F , ∧,⊗), ou`
∧ est la fonction minimum et ⊗ l’ope´rateur de convolution.
De´finition 1 Soit f et g ∈ F alors la convolution de f et g est :
∀t ∈ R+ (f ⊗ g)(t) = inf
06s6t
{f(t− s) + g(s)}.
Ci-dessous sont liste´es les proprie´te´s de la convolution dans le semi-anneau (F ,
∧,⊗).
Proposition 1 (Proprie´te´s de la convolution) Soient f, g, h ∈ F .
1. Cloˆture : f ⊗ g ∈ F .
2. Associativite´ : (f ⊗ g)⊗ h = f ⊗ (g ⊗ h).
3. E´lement neutre : soit δ0 le Dirac en 0 : f ⊗ δ0 = f.
4. E´lement absorbant : l’e´le´ment absorbant est  : t 7→ +∞. On a f ⊗ = .
5. Distributivite´ de la convolution par rapport au ∧ : (f ∧ g)⊗ h = (f ⊗ h) ∧
(g ⊗ h).
6. Addition par une constante : (f +K)⊗ g = f ⊗ g +K.
Nous de´finissons l’ope´ration de de´convolution ainsi que les principales pro-
prie´te´s qui en de´coulent :
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De´finition 2 Soit f et g ∈ F alors la de´convolution de f et g est :
∀t ∈ R+ (f  g)(t) = sups>0{f(t+ s)− g(s)}.
Proposition 2 (Proprie´te´s de la de´convolution) Soient f, g, h ∈ F .
1. (f  g) h = f  (g ⊗ h).
2. Composition de  et de ⊗ : (f ⊗ g) h ≤ f ⊗ (g  h).
3. Dualite´ entre  et ⊗ : f  g ≤ h si et seulement si f ≤ g ⊗ h.
Remarque : L’ope´ration  est une pseudo-inverse pour ⊗. En effet, si l’on
cherche a` calculer f ≤ g ⊗ h, on sait que f  g est la plus petite fonction h
ve´rifiant cette ine´galite´.
Dans la suite, nous verrons que ces deux ope´rations sont tre`s utilise´es dans
le calcul de bornes caracte´ristiques de re´seaux.
2.2 Courbes de controˆle des flux et des serveurs
Soit A la fonction des arrive´es cumule´es et B la fonction des sorties cumule´es.
Pour tout t, A(t) est le nombre de donne´es arrive´es dans le syste`me entre les
instants 0 et t, et B(t) est la quantite´ de donne´es ayant quitte´ le re´seau entre les
instants 0 et t. De manie`re intuitive B(t) 6 A(t), car on suppose que le serveur
ni ne perd, ni n’ajoute de paquet.
Nous commenc¸ons par de´finir les courbes d’arrive´e, fournissant des garanties
sur les arrive´es du syste`me, puis nous introduisons les courbes de services qui
de´finissent des garanties sur la vitesse de traitement des donne´es du syste`me.
Fig. 4 – Courbes d’arrive´es affine (a` gauche) et e´tage´e (a` droite).
2.2.1 Courbe d’arrive´e
On de´finit la courbe d’arrive´e comme suit :
De´finition 3 (Courbe d’arrive´e) Soit α ∈ F une fonction croissante de´finie
pour t ∈ R+.On dit que A est α-contrainte si et seulement si : ∀s 6 t,
A(t)−A(s) 6 α(t− s).
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Ainsi, quels que soient deux instants s et t choisis, la quantite´ de donne´es arrive´e
entre ces deux moments est infe´rieure a` α(t− s). La fonction α va ainsi donner
une borne sur la quantite´ de donne´es pouvant arriver entre deux instants.
Parmi toutes les courbes d’arrive´e, on distingue ici deux classes : les courbes
d’arrive´e affines (ou Leacky Bucket) (α(t) = σ + ρt) et les courbes d’arrive´es a`
e´tages (kνT,τ (t) = kb t+ τ
T
c). Ces courbes sont repre´sente´es sur la figure 4.
2.2.2 Courbe de service
Comme nous l’avons annonce´ au de´but de cette section, les courbes de service
donnent des garanties aux flots. En effet elles vont quantifier la vitesse a` laquelle
un nœud peut traiter des donne´es. Nous noterons A (resp. B) le flot d’entre´e
(resp. de sortie) d’un syste`me S. De manie`re formelle une courbe de service est
de´finie comme suit :
De´finition 4 (Courbe de service minimale) Le syste`me S offre au flot une
courbe de service β ∈ F si et seulement si B > A⊗ β.
Fig. 5 – Courbes de service.
Dans l’article [02] sont re´pertorie´s les types de courbes de service dont deux
classes sont :
– courbe de service simple β : A > B > A⊗ β ;
– courbe de service strict β : A > B et pour toute pe´riode charge´e, intervalle
de temps pendant lequel le re´seau n’est pas vide (de´finie formellement dans
le paragraphe 1.3) [s,t],
B(t)−B(s) > β(t− s).
On remarque facilement que si S offre une courbe de service strict β, il offre
aussi une courbe de service simple β.
La figure 5 illustre le principe des courbes de service simple. La figure de
droite donne la courbe de service β d’un syste`me S. Elle correspond a` un simple
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de´lai D pur. La figure a` droite repre´sente les arrive´es cumule´es de S (en rouge)
ainsi que trois flux de sorties cumule´es B1 et B2 repre´sentent deux sorties pos-
sibles de S lorsque le syste`me est muni d’une courbe de service simple. Les tra-
jectoires de sortie sont obtenues a` partir de A, en effet, il faut : B(t) > A(t+D).
Fig. 6 – Second exemple de courbes de service et des flots d’entre´e et de sortie
du serveur.
Sur la figure 6, nous avons mode´lise´ un comportement possible des flots
d’entre´e et de sortie, pour un serveur muni d’une courbe de service strict ou
simple β(t) = R(t− T )+. Sur le repe`re de droite, est repre´sente´ le flot de sortie
minimal B1 d’un serveur muni d’une courbe de service strict, et a` gauche B2 est
une trajectoire issu d’une courbe de service simple. En ge´ne´ral, les courbes de
service des re´seaux utilise cette fonction. Dans notre e´tude nous nous placerons
toujours dans ce cas. Sur la figure 6 nous avons symbolise´ un flux A, des entre´es
dans le serveur, ainsi que le flux de sortie minimal B. En effet B est nul pour
tout t infe´rieur a` T . Puis des donne´es sortent exactement avec un taux R tant
que le serveur n’est pas vide. Au moment ou` le serveur est vide, une nouvelle
pe´riode de latence de´bute.
De´finition 5 (Courbe de service maximale) Soit S un syste`me et A (resp.
B) le flot d’entre´e (resp. de sortie). Alors S offre au flot une courbe de service
maximale β′ ∈ F de´finie par : B 6 A⊗ β.
2.3 Bornes caracte´ristiques
En introduction nous avons cite´ les bornes classiquement e´value´e par le Net-
work Calculus : charge, de´lai, et flot de sortie/entre´e. Dans cette partie nous
donnons des de´finitions pre´cises permettant le calcul de ces grandeurs.
De´finition 6 (Charge) La charge de S a` la date t est de´finie par A(t)−B(t).
La charge correspond en re´alite´ a` la quantite´ de donne´es pre´sentes dans le
serveur e´tudie´ a` chaque instant. La charge d’un re´seau est une notion qui permet
de de´finir un intervalle de temps spe´cial appele´ pe´riode charge´e, et qui constitue
une notion importante pour la suite de notre travail.
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De´finition 7 (Pe´riode charge´e) La pe´riode charge´e est un intervalle de temps
I de R+ durant laquelle la charge du serveur S n’est pas nulle. Autrement dit :
∀u ∈ I,A(u)−B(u) > 0.
A` partir d’une date quelconque t, on peut retrouver son de´but de pe´riode
charge´e. Cette date est note´e start(t), et est de´finie par : start(t) = sup{u 6
t|A(u) = B(u)}.
Le livre [08] nous fournit le re´sultat ci-dessous.
The´ore`me 3 (Proprie´te´ de la charge) Soit α la contrainte sur A et soit β
la courbe de service du syste`me. Alors la charge ve´rifie :
A(t)−B(t) 6 sups>0{α(s)− β(s)} = α β(0).
La de´finition suivante concerne le de´lai subi par une donne´e de l’entre´e a` la
sortie du re´seau. Cette information permet de de´finir si un re´seau est surcharge´
ou non, et aussi, si une donne´e est traite´e assez vite (point important dans
l’AFDX pre´sente´ en introduction).
De´finition 8 (De´lai) Soit un flot traversant S, le de´lai subi par la donne´e
entrant dans le syste`me a` l’instant t est d(t)=inf{τ > 0|A(t) 6 B(t+ τ)}.
The´ore`me 4 (Proprie´te´ du de´lai) Soit un flot traversant S α-contraint et
β la courbe de service associe´e a` S. Alors d(t) 6 hDev(α,β) ou`
hDev = sup
s>0
{ inf
τ>0
{α(s) 6 β(s+ τ)}}.
Connaissant α et β, on peut obtenir le de´lai et la charge maximale. En effet
le de´lai maximal correspond a` la plus grande de´viation horizontale se´parant α de
β, et la charge maximale correspond a` la plus grande de´viation verticale (note´e
vDev = sups>0{α(s)− β(s)}). Nous avons repre´sente´ ces bornes sur le sche´ma
7.
Fig. 7 – Repre´sentation des de´lai et charge maximum d’un re´seau a` l’aide des
contraintes d’arrive´e et de service.
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Exemple Nous allons calculer le de´lai maximal dmax subi par un flux con-
traint par la fonction α(t) = σ+ ρt, passant dans un serveur muni d’une courbe
de service β, telle que β(t) = R(t− T )+. D’apre`s la proprie´te´ ci-dessus,
dmax 6 hDev(α, β) = supt>0{infd>0{α(t) 6 β(t + d)}}. Commenc¸ons par
calculer α(t) 6 β(t+ d) :
α(t) 6 β(t+ d)
σ + ρt 6 R(t+ d− T )+
σ + ρt 6 R(t+ d− T )
σ + ρt−R(t− T )
R
6 d
σ +RT
R
+
(ρ−R)t
R
6 d.
Donc,
dmax 6 hDev(α, β)
dmax 6 sup
t>0
{ inf
d>0
{α(t) 6 β(t+ d)}}
Si (ρ−R) < 0, alors dmax = σ +RT
R
;
Si non dmax = +∞.
The´ore`me 5 (Flot de sortie) Soit un flot passant dans S offrant une courbe
d’arrive´e α et une courbe de service β. Alors le flot sortant est α′-contraint
avec :
α′ = (α β)+.
Exemple Calculons le flot de sortie d’un flux de courbe d’arrive´e α telle que
α(t) = σ + ρt, traversant un serveur de courbe de service β, telle que β(t) =
R(t − T )+. Nous supposons ici que R > ρ. Cette hypothe`se correspond au
cas ge´ne´ralement conside´re´ car le de´lai est borne´, comme nous l’avons montre´
pre´ce´demment.
α′(t) = (α β)+
= ((σ + ρt)R(t− T )+)+
= sup
u>0
{σ + ρ(t+ u)−R(u− T )+}
= sup
06u6T
{σ + ρ(t+ u)} ∨ sup
u>T
{σ + ρ(t+ u)−R(u− T )}
= sup
06u6T
{σ + ρ(t+ u)} ∨ sup
u>T
{σ + ρt− (R− ρ)u+RT}
= σ + ρ(t+ T ) = α(t+ T ).
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Graˆce a` ce re´sultat, si l’on s’inte´resse a` la charge d’un serveur de courbe de
service β traverse´ par un flux α-contraint est α(T ).
Dans les calculs futurs, nous appliquerons directement ce re´sultat.
2.4 Premiers re´sultats sur les caracte´ristiques des re´seaux
Deux questions sont tre`s importantes lorsque l’on conside`re les syste`mes
comportant plusieurs flots et plusieurs composants a` la suite : comment obtenir
la capacite´ non utilise´e a` chaque instant ? Comment obtenir la courbe d’arrive´e
associe´e a` un composant quelconque du re´seau, ne connaissant que les courbes
d’arrive´es des flux a` l’entre´e du re´seau ?
De´finition 9 (Flux re´siduel) Conside´rons deux flux f1 et f2 tel que f1 est
α1-contraint, et supposons que β soit la courbe de service strict associe´ a` un
syste`me S. Alors une courbe de service associe´e a` f2 est (β − α1)+.
On peut ainsi calculer la capacite´ re´siduelle qui est donc apporte´e aux flux les
moins prioritaires. Graˆce a` ce re´sultat on peut de´finir la capacite´ de traitement
qu’un serveur accorde a` un flux quelconque. Sur la figure 8, si f2 est moins
prioritaire que f1 on peut calculer la courbe de service re´siduel associe´e et en
de´duire le de´lai. C’est ce que nous faisons dans l’exemple ci-dessous.
Exemple Nous examinons maintenant un serveur de courbe de service β1,
telle que β1(t) = R(t− T )+ traverse´ par deux flux f1 et f2 de courbe d’arrive´e
respective α1, α2 avec : α1(t) = σ1 + ρ1t, et α2(t) = σ2 + ρ2t. Ce re´seau est
repre´sente´ sur la figure 8 ci-dessus. Calculons β′ le flux re´siduel associe´ au second
flux.
Fig. 8 – Repre´sentation du re´seau e´tudie´.
β′(t) = (β1 − α1)+(t)
= ((R(t− T )+ − σ1 + ρ1t)+
= (R− ρ1)(t− T ′)+,
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avec T ′ est la date a` laquelle (β − α1) s’annule :
β(T ′) = α1(T ′)
R(T ′ − T ) = σ1 + ρ1T ′
T ′ =
σ1 +RT
R− ρ1 .
De´finition 10 (Concate´nation) Soit un flot traversant un syste`me s1 et un
syste`me s2. Supposons que le syste`me si est une courbe de service βi pour i=1,2.
Alors la concate´nation des deux syste`mes offre une courbe de service β1 ⊗ β2.
Exemple Nous e´tudions un re´seau compose´ de deux serveurs, s1 et s2 traverse´s
par un flux, dont les courbes de services associe´s sont respectivement β1 et β2,
telles que β1(t) = R1(t−T1)+ et β2(t) = R2(t−T2)+. Nous souhaitons obtenir la
courbe de service βTot du re´seau. Un re´sultat du le livre [08] nous dit que la con-
volution de fonctions convexes, affine par morceaux, re´sulte en la concate´nation
par pentes croissantes des segments affines. Donc :
βTot(t) = (min(R1, R2)(t− T1 − T2))+.
Ainsi, lorsqu’un flux traverse des serveurs les uns a` la suite des autres, on
peut imaginer qu’il franchit un unique serveur dont la courbe de service re´sulte
en la convolution des courbes des serveurs traverse´s. Cependant ce principe
n’est valable que si tous les flux traversent l’ensemble des serveurs dont on fait la
concate´nation. En effet, si ce n’est pas le cas, le proble`me devient plus complexe.
Ce cas est pre´sente´ ulte´rieurement. Cette de´finition de la concate´nation permet
de calculer la courbe de service d’un flot passant a` travers un ensemble de
syste`mes.
3 Me´thodes de calcul du de´lai maximal d’un
re´seau
Dans cette partie du rapport nous faisons l’inventaire des me´thodes exis-
tantes permettant de calculer le de´lai maximal d’un flux passant a` travers un
re´seau. Nous commenc¸ons par pre´senter des travaux dont la politique de ser-
vice ne conside`rent pas de priorite´s sur les flux, [03] et [09]. C’est ce que l’on
appelle des politiques ”arbitraires” : tout les flux sont servis ensemble par le
serveur dont on connait une borne minimale de la capacite´ de traitement. Enfin
nous pre´sentons une me´thode de calcul prenant en compte des priorite´s, [10].
Apre`s avoir pre´sente´ notre travail nous comparerons les de´lais obtenus par ces
me´thodes avec la noˆtre.
3.1 Re´seaux a` flux multiplexe´s et regroupe´s
Nous nous inte´ressons dans cette partie aux re´seaux dont les flux sont re-
groupe´s et ou` l’on ne peut pas supposer que la politique de service est FIFO
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(politique aveugle). L’analyse [09] commence par calculer la quantite´ de donne´es
traite´es en chaque nœud pour chaque flot conside´re´ se´pare´ment. Autrement dit,
elle calcule la bande passante associe´e a` chaque nœud. Pour de´duire le de´lai
maximum, il reste a` prendre la de´viation horizontale (comme le montre la figure
7). Cette me´thode s’appelle Separate Flow Analysis (SFA).
Prenons un exemple du calcul de de´lai graˆce a` cette me´thode. La figure 9
pre´sente un re´seau compose´ de deux serveurs s1 et s2 de courbes de service
respectives β1, β2. Deux flux, f1 et f2 de courbes d’arrive´e respectives α1, α2
traversent l’ensemble du re´seau. Alors le de´lai du flux f1, note´ d, est :
d = hDev(α1, [β1 − α2]+ ⊗ [β2 − (α2  (β1 − α1)+)+]+).
Cette me´thode s’applique aux politiques arbitraires. En effet comme on ne
sait pas quels sont les flux servis en premiers, on calcule les courbes de service
re´siduel en retirant tous les flux pre´sents autres que f`, le flux dont on calcul le
de´lai. Cependant cette approche concerne e´galement les politiques de services a`
priorite´s fixes. Dans ce cas, il suffit de ne retrancher le service apporte´ aux flux
plus prioritaires uniquement. Sur l’exemple pre´ce´dent, si l’on suppose f1 plus
prioritaire, alors la formule devient : d = hDev(α1, β1⊗β2), et le de´lai de f2 est :
d = hDev(α2, [β1 − α1]+ ⊗ [β2 − (α1  β1)+]+).
Dans le calcul fait par SFA le multiplexage des flots qui interfe`re est compte´
plusieurs fois. Ce n’est pas une vision tre`s re´aliste, car a` partir du moment
ou` une donne´e est passe´e a` travers un nœud avant une autre, le proble`me qui
consiste a` savoir qu’elle donne´e passe en premier ne va plus se poser pour les
serveurs suivant. Pour cela on compte les couˆts de multiplexage une seule fois.
Cette me´thode se nomme Pay Multiplexing Only Once SFA (PMOO-SFA). Ap-
pliquons l’analyse PMOO-SFA a` l’exemple de re´seau de la figure 9, pour le
calcul du de´lai du flux f1. Il est calcule´ par (β1 ⊗ β2 − α2)+. Autrement dit, on
effectue d’abord la concate´nation des syste`mes, puis on retranche la quantite´
de traitement ne´cessaire au premier flux. Cela donne donc la courbe de service
associe´e au second flux, et graˆce a` la de´viation horizontale maximale entre cette
courbe et la courbe d’arrive´e α2 on peut calculer le de´lai maximal. La me´thode
PMOO-SFA, lorsqu’elle s’applique, fournit de meilleur re´sultat. Cependant, son
utilisation est re´duite. En effet, si l’on calcule le de´lai de f , il faudra que les
autres flux effectuent le meˆme chemin dans le re´seau que celui emprunte´ par f .
3.2 Algorithme de programmation line´aire (LP)
L’article [03] apporte une nouvelle me´thode de calcul des bornes de de´lai
et de charge de ces re´seaux, en utilisant la programmation line´aire, graˆce au
the´ore`me suivant :
The´ore`me 6 Soit S un syste`me contenant n nœuds et f flots. Si S est acy-
clique alors pour un flot i(resp. un serveur j) il existe une collection finie λ de
programmes line´aires avec pour valeur optimale optλ ∈ λ tel que max(optλ) soit
le pire de´lai d’un bout a` l’autre du re´seau (resp. la pire charge).
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Fig. 9 – Repre´sentation d’un re´seau contenant deux flux et deux syste`mes.
Graˆce a` cette technique on peut de´sormais calculer le pire de´lai et la pire charge
d’un re´seau ne contenant pas de cycle, sans connaissance pre´alable de la politique
de service. Le proble`me c’est que le temps de calcul est NP-difficile. Cependant,
si le re´seau est en tandem ce calcul se fait en temps polynoˆmial.
Exemple A` titre d’exemple, nous e´nume´rons les contraintes line´aires du re´seau
de la figure 9, compose´ de deux serveurs s1 et s2 et deux flux f1 et f2. On notera,
pour tout i ∈ {1, 2}, Ai les arrive´es cumule´es des donne´es de fi en s1, Bi les
arrive´es cumule´es des donne´es de fi en s2, et Ci le flot de donne´es de fi sortant
du re´seau. On dispose de quatre dates importantes : t0 de´but de pe´riode charge´e
de s1, t1 celle de s2, t2 (resp. u) date a` laquelle la donne´e de f2 e´tudie´e sort du
re´seau (resp. rentre dans le re´seau).
– Objectif : max t2 − u ;
– Croissance des dates : t0 6 t1 6 t2 ;
– De´but de pe´riode charge´e :
– A1(t0) = B1(t0) ;
– A2(t0) = B2(t0) ;
– B1(t1) = C1(t1) ;
– B2(t1) = C2(t1) ;
– Croissance du flux fi, i ∈ {1, 2} :
– Ai(t0) 6 Ai(t1) 6 Ai(t2) ;
– Bi(t0) 6 Bi(t1) 6 Bi(t2) ;
– Ci(t0) 6 Ci(t1) 6 Ci(t2) ;
– Causalite´ :
– Ai(t0) > Bi(t0) > Ci(t0) ;
– Ai(t1) > Bi(t1) > Ci(t1) ;
– Ai(t2) > Bi(t2) > Ci(t2) ;
– Contrainte α :
– Ai(t1)−Ai(t0) 6 αi(t1 − t0) ;
– Ai(t2)−Ai(t1) 6 αi(t2 − t1) ;
– Ai(t2)−Ai(t0) 6 αi(t2 − t0) ;
– Contrainte β :
– B1(t1) +B2(t1)−B1(t0) +B2(t0) > β1(t1 − t0) ;
– C1(t2) + C2(t2)− C1(t1) + C2(t1) > β2(t2 − t1).
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3.3 Priorite´s fixes
Dans l’e´tude [10] on conside`re deux courbe des arrive´es : αmin correspond
au nombre minimum de donne´es arrive´es entre les instants 0 et t, et αmax au
nombre maximum de donne´es. De meˆme on suppose avoir deux courbes services
βmin et βmax. On calcule alors le de´lai maximal par :
d(t) = hDev(αmax, βmin).
Cette technique de calcul base´e sur plusieurs courbes de contraintes vise a`
apporter un ordonnancement efficace dans le cas de re´seaux a` taches pe´riodiques
et ape´riodiques, temps re´el ou sans contrainte de temps, a` l’aide de priorite´s fixes.
On veut donc garantir l’arrive´e des taˆches temps-re´el avant leurs e´che´ances tout
en permettant au syste`me d’exe´cuter le plus de taˆches non-contraintes possibles.
Pour cela on assigne les priorite´s les plus fortes aux taˆches temps-re´el.
Fig. 10 – Repre´sentation d’un re´seau contenant deux flux et deux syste`mes.
La figure 10, repre´sente le meˆme re´seau que la figure 9, mais vu avec la
me´thode de l’article [10]. Nous avons sur ce sche´ma repre´sente´ simplement les
courbes de service minimal, et d’arrive´e maximale. Les flux α′ et β′ correspon-
dent aux flux re´siduels de α et β. Les deux flots sont repre´sente´s comme traite´s
par diffe´rents syste`mes. En re´alite´ c’est le meˆme et l’on donne au deuxie`me flot
la courbe de service re´siduel. Le proble`me de cette approche re´side dans le fait
que le multiplexage est re´alise´ au fur et a` mesure de l’obtention des courbes
re´siduelles. Donc ils ne font pas le PMOO (Pay Multiplexing Only Once). Par
conse´quent, on risque de sur-estimer le de´lai.
Exemple Afin d’illustrer les propos pre´ce´dent, nous allons effectuer les calculs
des diffe´rentes fonctions α et β du re´seau de la figure 10. Nous allons pour cela
utiliser des re´sultats du paragraphe 1.4. Commenc¸ons par de´finir la courbe de
service re´siduel du serveur s1. On trouve directement β′1 = (β1 − α1)+. De
plus, la courbe d’arrive´e du premier flot est α′1 = (α1  β1)+. Inte´ressons nous
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maintenant au second flux. Sa courbe d’arrive´e au second serveur est :
α′2 = (α2  β′1)+
= (α2  (β1 − α1)+).
Il ne nous manque plus que la courbe de service re´siduel du second serveur, que
l’on obtient par : β′2 = (β2 − α′1)+ = (β2 − (α1  β1)+)+. Pour obtenir le de´lai
maximal de f2, il suffit d’utiliser la fonction hDev(α′2, β
′
2). On retrouve ainsi
la meˆme formule qu’au paragraphe 2.1, lorsque l’on calcule le de´lai de f2 avec
SFA.
3.4 Nœuds a` capacite´s variables
L’article [02] pre´sente une me´thode alternative pour calculer le flot de sortie
B d’un serveur. Il est vu comme un nœud a` capacite´ variable et est alors calcule´
en fonction de son flux d’entre´e A et sa capacite´. Plus formellement le flot de
sortie est de´fini par :
De´finition 11 (Nœud a` capacite´ variable) Soient (A,B) ∈ F × F | ∃C ∈
F , ∀t > 0, B(t) = inf06s6t[A(s) + C(t)− C(s)] avec C(t)− C(s) > β(t− s).
Il est montre´ dans [02] que : B(t) = A(start(t)) + C(t) − C(start(t)). Un
second re´sultat de cet article est que l’ensemble des trajectoires admettant β
comme courbe de service pour des serveurs de´finis comme des nœuds a` capacite´
variable et celles admettant β comme courbe de service strict lorsque les serveurs
respectent les contraintes du Network Calculus sont e´quivalentes si β  β <∞
et que β est convexe. Dans la suite nous choisissons des fonctions β de ce type,
ainsi il nous sera possible d’utiliser les proprie´te´s des nœuds a` capacite´ variable
ou bien celles du Network Calculus.
4 E´tude des re´seaux quelconques
On conside`re dans cette partie les re´seaux quelconques dans lesquels les flux
sont soumis a` des priorite´s. Dans la suite, les flux sont indice´s selon leur priorite´ :
soient fu, fv tels que u < v alors prio(fv) < prio(fu). Nous conside´rons un
re´seau contenant n serveurs tel que sk dispose d’une courbe de service minimale
βk telle que, βk(t) = Rk(t − Tk)+ et m flux tels que le flux fi est contraint
par αi(t) = σi + ρit. On ne pose aucune contrainte sur la fac¸on dont les flux
traversent le re´seau. Un exemple de re´seau concerne´ est donne´ sur la figure 11.
Le but est de formuler une condition ne´cessaire et suffisante pour obtenir un
de´lai borne´ dans ce re´seau.
Dans un premier temps, nous allons calculer la contrainte sur le flux de
sortie du serveur sk pour le flux fi. Comme les flux sont soumis a` des priorite´s
dans ce re´seau, pour obtenir la contrainte de sortie d’un flux fi, il nous faut
d’abord connaˆıtre les contraintes des flux plus prioritaires en ce serveur. Soit
Mki l’ensemble des serveurs traverse´s par fi avant d’arriver en sk (sk est inclu
dans cet ensemble).
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Fig. 11 – Exemple de re´seau sur lequel on peut appliquer the´ore`me.
Lemme 1 (Contrainte de sortie d’un flux en un serveur quelconque)
A` la sortie du serveur sk, la contrainte sur fi est :
αk+1i (t) = σi + ρi(t+
∑
j∈Mki T
i
j ), ou` T
i
j =
∑
fj∈sk,j<i σj+ρj(
∑
`∈Mk
j
T j` )+RkTk
Rk−
∑
fj∈sk,j<i ρj
.
De´monstration : Pour prouver ce lemme, nous devons raisonner avec une
double re´currence, sur le nombre de serveurs et de flux. Nous commenc¸ons par
supposer qu’il n’y a que f1 dans le re´seau, flux le plus prioritaire.
Initialisation : Le re´seau est compose´ d’un syste`me s1, de courbe de service
β1, telle que β1(t) = R1(t−T1)+, et f1 dispose d’une contrainte sur ces arrive´es
α11, alors α
2
1(t) = (α
1
1  β1)+(t) = σ1 + ρ1(t + T1), par le re´sultat sur le flot de
sortie pre´sente´ au paragraphe 1.3.
He´re´dite´ : Montrons que ∀k ∈ {1, ..., n}, αk+11 (t) = σ1 + ρ1(t+
∑
j∈Mk1 Tj).
Supposons que αk1(t) = σ1 + ρ1(t+
∑
j∈Mk−11 Tj) et montrons que :
αk+11 (t) = α
k
1(t+ Tk+1).
αk+11 (t) = (α
k
1  βk+1)+(t)
= σ1 + ρ1(t+
∑
j∈Mk−11
Tj + Tk+1),
car (Rk+1 − ρ1) < 0.
On vient de montrer que le flux de sortie d’un serveur quelconque sk pour
f1 d’un re´seau en tandem est une courbe αk+11 (t) = σ1 + ρ1(t+
∑
j∈Mk1 Tj).
Maintenant, nous ne supposons plus que f1 est le seul pre´sent dans le re´seau,
et l’on conside`re un flux quelconque fi de ce re´seau.
On sait que αk+1i = α
k
i  [βk −
∑
j|fj∈sk,j<i α
k
j ]+. Nous voulons en de´duire que
αk+1i (t) = σi + ρi(t+
∑
j∈Mki Tj), en supposant que la formule est vrai pour les
flux de priorite´ supe´rieure.
Initialisation : Nous supposons a` nouveau que le re´seau est compose´ d’un
seul serveur, sans perte de ge´ne´ralite´, on suppose qu’il s’agit de s1. Calculons
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α2i . On de´signera par la lettre `, pour chaque flux, la position du serveur 1 dans
leur chemin.
α2i (t) = (α
1
i  (β1 −
∑
j|fj∈s1,j<i
α`j)+)+(t)
= sup
s>0
{α1i (t+ s)−
(β1(s)−
∑
j|fj∈s1,j<i
(σj + ρj(s+
∑
n∈M1j
T jn)))+}
= α1i (t+ T
i
1),
avec T i1 date a` laquelle la fonction (β1 −
∑
j|fj∈s1,j<i α
`
j)+ s’annule. Donc,
T i1 =
∑
j|fj∈s1,j<i σj+ρj(
∑
`∈M1
j
T j` )+R1T1
R1−
∑
j|fj∈s1,j<i ρj
.
He´re´dite´ : Par un raisonnement similaire, on trouvera :
αk+1i (t) = σi+ρi(t+
∑
j∈Mki
T ij ), avec T
i
j =
∑
j|fj∈s1,j<i σj + ρj(
∑
`∈Mkj T
j
` ) +R1T1
R1 −
∑
j|fj∈s1,j<i ρj
.
Nous allons montrer la ve´racite´ du the´ore`me suivant :
The´ore`me 7 Proprie´te´ du de´lai
Si pour tout flux f` ayant une priorite´ supe´rieure ou e´gale a` fi, traversant le
serveur sk, Σ`∈Mki ρ` < Rk, alors le de´lai maximal de fi est borne´ au niveau du
serveur sk.
De´monstration :
Notons d le de´lai maximum atteint au serveur sk pour le flux fi. Nous allons
montrer que ce de´lai est borne´.
On a : d = hDev(αki , (βk − (Σ06`<i|f`∈skαk` ))+).
βk(t+ d)− (
∑
06`<i|f`∈sk
σk` + ρ
k
` (t+ d)) > αki (d)
Rk(t+ d− Tk) >
∑
06`<i|f`∈sk
σk` + ρ
k
` (t+ d)) + σ
k
i + ρ
k
i (d)
d >
∑
06`<i|f`∈sk σ
k
` + σ
k
i +RkTk
Rk
+
((
∑
06`<i|f`∈sk ρ
k
` )−Rk)t
Rk
.
En utilisant le meˆme argument que celui du paragraphe 1.3 :
d < +∞⇔ Rk −
∑
06`6i|f`∈sk
ρk` > 0.
Ce qui est vrai par hypothe`se, car ρk` = ρ`.
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5 E´tude du de´lai maximal pour des serveurs en
tandem : politique de service a` priorite´ fixe
5.1 Topologie des re´seaux e´tudie´s
Cette e´tude prend en compte une restriction de l’ensemble des re´seaux, pour
une topologie donne´e. Il serait en effet complexe de conside´rer tous les types
imaginables, qui ne se traitent pas tous de la meˆme fac¸on. Prenons l’exemple
des re´seaux cycliques : leur e´tude est complexe de part la de´pendance de la
charge a` l’instant t par rapport au passe´. Ainsi ces re´seaux disposent d’une
e´tude particulie`re. C’est pourquoi, dans notre travail nous nous restreignons a`
la classe des re´seaux en tandem. De plus, les re´seaux e´tudie´s dans la suite re-
spectent les hypothe`ses de stabilite´ e´nonce´ dans le the´ore`me 7.
5.2 Me´thodologie
Dans le paragraphe 2.2 nous avons pre´sente´ une e´tude des re´seaux acycliques
dans le cas d’une politique de service arbitraire (i.e. a` tout instant le serveur
traite un des flux pre´sents a` son entre´e choisi de manie`re arbitraire). Afin de
de´terminer le de´lai maximal subi par un flux f du re´seau, ils de´finissent des
contraintes line´aires traduisant le comportement du re´seau pour une politique de
service arbitraire et cherchent a` maximiser la dure´e ne´cessaire a` f pour traverser
le re´seau graˆce a` un solveur. Parmi ces contraintes, on repe`re notamment les
α-contraintes sur les arrive´es et β-contraintes sur les services.
Notre objectif est de de´finir un ensemble de contraintes assurant le syste`me
de priorite´ entre les flux choisis. Pour cela, nous allons reprendre le travail
effectue´ dans l’article [03], et l’enrichir en ajoutant des contraintes de priorite´.
Dans la suite, nous utiliserons les notations suivantes :
Notations :
– les flux du re´seau sont annote´s fi tels que si fu, fv sont tels que u < v alors
prio(fv) > prio(fu). Sur les figures de ce rapport, les priorite´s assigne´es
aux flux, sont donne´es entre parenthe`ses a` coˆte´ de la fle`che repre´sentant
le parcours du flux dans le re´seau.
– le flux fi est αi-contraint tel que : αi(t) = σi + ρit. Donc αi sera toujours
concave dans notre travail.
– le de´but de pe´riode charge´e du serveur j (note´ sj) est note´ tj−1.
– le serveur j dispose d’une courbe de service strict βj telle que :
βj(t) = Rj(t − Tj)+. Le symbole Rj donne le taux de traitement des
donne´es par le serveur, et T donne le temps d’attente maximale des
donne´es a` l’entre´e du serveur au de´but de la pe´riode charge´e. La fonc-
tion βj est affine par morceaux et convexe.
– Lorsque l’on conside`re l’entre´e et la sortie d’un flux quelconque au niveau
d’un serveur quelconque, on utilisera le symboleA (resp.B) pour repre´senter
la trajectoire d’entre´e (resp. de sortie). Par contre si l’on e´tudie un flux
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pre´cis, par exemple fi, en un serveur quelconque ; on utilisera les symboles
Ai et Bi pour de´finir les flux d’entre´e et de sortie du serveur. Enfin, si l’on
conside`re un flux fi au niveau du serveur sj on prendra comme notation
Aji et B
j
i .
5.3 Ge´ne´ralite´s
Si l’on s’inte´resse au de´lai maximal subi par les donne´es du flux f` alors il
n’est pas ne´cessaire de conside´rer les flux moins prioritaires que lui. En effet,
si a` une date donne´e, f` pre´sente des paquets a` traiter, alors f` sera toujours
exe´cute´ avant les flux moins prioritaires. Au contraire, la pre´sence de flux moins
prioritaires peut re´duire le temps d’attente. En effet, supposons que f` s’exe´cute
entie`rement et que les autres flux plus prioritaires soient vides, alors le serveur
se met en pause. Supposons qu’au bout d’un certain temps, des donne´es du
flux f` arrivent, elles peuvent alors attendre jusqu’a` T unite´s de temps avant
d’eˆtre traite´es (dans le pire cas), comme le montre la figure 12. Cela correspond
au temps de latence du serveur. Maintenant, si l’on ajoute des flux moins pri-
oritaires que f`, alors ils seront traite´s apre`s f` et le serveur ne sera pas en
pause. Ainsi de`s que des donne´es de f` arrivent, elles seront traite´es sans de´lai.
C’est pourquoi, dans la suite on supposera disposer uniquement de ` flux lors
de l’e´tude du de´lai maximal subit par f`.
Fig. 12 – Explication sche´matique du phe´nome`ne introduit.
5.4 Programmes line´aires
Nous commenc¸ons par pre´senter les contraintes line´aires qui satisfont les
priorite´s. Puis, nous allons montrer que ces contraintes suffisent a` assurer les
priorite´s sur les flux, pour le calcul du de´lai maximal subi par les donne´es du
flux f`. Pour ce faire, nous devons montrer que pour un serveur quelconque S
place´ en jeme position dans un re´seau entre tj−1 (de´but de pe´riode charge´e de S)
et tj les contraintes assurent les priorite´s fixe´es. La contrainte d’arrive´e du flux
Aji est repre´sente´e par αi, la contrainte sur le serveur sj est βj . Nous disposons
d’un ensemble de dates :
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– les de´buts de pe´riode charge´ de chaque serveur. Nous noterons ici cj,0
le de´but de pe´riode charge´e du serveur sj , afin de fournir des formules
ge´ne´rales.
– des dates interme´diaires introduites un peu plus loin, note´es cj,k∀k ∈
{1, ..., `}.
5.4.1 Contraintes Line´aires
Soit λ l’ensemble des contraintes line´aires. Nous listons ci-dessous les types
de contraintes pre´sent dans notre programme ainsi que des exemples de ces
contraintes applique´s a` S sur lequel on souhaite calculer le de´lai subi par un
flux f`. Nous indiquons par debi le premier serveur traverse´ par fi. L’ensemble
λ est compose´ des :
– ordres des dates :
{1, ..., `},∀k > k′|(k, k′) ∈ {1, ..., `}2, cj,k > cj,k′ .
– α-contraintes pour tout flux, pour toute date introduite dans le pro-
gramme :
∀k > k′|(k, k′) ∈ {1, ..., `}2,∀j ∈ {j|sj ∈ S},
Adebii (cj,k)−Adebii (cj′,k′) 6 αi(cj,k − cj′,k′) ;
et ∀k, k′|(k, k′) ∈ {1, ..., `}2,∀j > j′|(j, j′) ∈ {j|sj ∈ S}2,
Adebii (cj,k)−Adebii (cj′,k′) 6 αi(cj,k − cj′,k′) ;
– β-contraintes pour tout serveur sur leur pe´riode d’activite´ :
∀k > k′|(k, k′) ∈ {1, ..., `}2, ∑i|fi∈sj Bji (cj,k)−Bji (cj,k′) > βj(cj,k−cj,k′) ;
– contraintes de croissance des flux pour toute date :
∀k > k′|(k, k′) ∈ {1, ..., `}2, Aji (cj,k) > Aji (cj,k′);
– contraintes de causalite´ assurant que la quantite´ de donne´e sortie a` t est
infe´rieure a` la quantite´ de donne´e entre´e a` t :
∀k ∈ {1, ..., `}, Aji (cj,k) > Bji (cj,k) ;
– contraintes de priorite´s (dont nous de´taillons le principe ci-dessous).
Afin d’assurer les priorite´s pour S, nous de´finissons des dates interme´diaires
note´es ∀i ∈ {1, .., ` − 1}, cj,i, ainsi : tj−1 6 cj,i 6 tj . Et telle que ∀(i, k) ∈
{1, .., ` − 1}2, avec k > i, cj,i 6 cj,k. La date cj,1 = sup{t ∈ R+|∀i ∈ {1, .., ` −
1} Bji (t) = Aji (t)}. Il s’agit donc de la dernie`re date a` laquelle tous les flux
de priorite´ supe´rieure a` f` se sont vide´s. On de´finit ensuite les autres dates
interme´diaires par :
cj,i = sup{t ∈ R+|∀k ∈ {1, .., `− 1− i}, Bjk(t) = Ajk(t), et
∀k ∈ {`− i+ 1, .., `}, Bjk(t) = Bjk(cj,(i−1))}.
Pour comprendre le principe de fonctionnement de ces dates, il faut bien
noter que nous ne souhaitons pas assurer les priorite´s des flux a` chaque instant
d’exe´cution. En effet notre objectif est de calculer le pire de´lai de f`, et donc de
s’assurer que la donne´e e´tudie´e de ce flux passe a` travers le serveur une fois que
tous les flux plus prioritaire sont servis.
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Fig. 13 – Explication sche´matique des contraintes de priorite´s.
Le principe de fonctionnement de ces dates interme´diaires est le suivant :
pour que le flux le moins prioritaire puisse s’exe´cute´, il faut que tous les autres
soient vides. Nous notons cj,1 la dernie`re date a` laquelle f` peut s’exe´cuter. De
meˆme le flux f`−1 peut s’exe´cuter seulement quand f1, ...f`−2 sont vides. D’ou`
la date cj,1, et ainsi de suite. Sur la figure 13, nous avons repre´sente´ le flot de
donne´es minimal sortant d’un serveur quelconque sj , sur l’intervalle de temps
[tj−1, tj ], avec ces dates interme´diaires. Ainsi les priorite´s sont assure´es. Apre`s
cette date, f` n’a plus la possibilite´ de s’exe´cuter et donc d’un point de vue de
la donne´e e´tudie´e les priorite´s sont respecte´es. Dans le paragraphe 4.4.2, nous
prouverons ce re´sultat.
Les contraintes de priorite´s sont alors de´finies en toutes dates :
∀j ∈ {j|sj ∈ S},∀i ∈ {1, .., `− 1}, cj,i par :
∀k ∈ {1, .., `− 1− i}, Bjk(cj,i) = Ajk(cj,i)
∀k ∈ {`− i+ 1, .., `}, Bjk(cj,i) = Bjk(cj,(i−1)).
Fig. 14 – Sche´ma d’un re´seau.
Exemple Nous prenons le re´seau de la figure 14, pour en lister les contraintes
line´aires de´crivant le comportement du re´seau, dans le cas d’une politique de
service a` priorite´s fixes. L’ensemble λ contient toutes les contraintes line´aires
pre´sente´es pre´sente´ au paragraphe 2.2. Nous ajoutons ici uniquement les con-
traintes relatives aux priorite´s.
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Les dates interme´diaires sont c1,1, c2,1, c2,2 et c3,1 ainsi que t0, t1, t2, t3 telles
que [t0, t1] est une pe´riode charge´e pour s1 (de meˆme pour s2 et s3). Les trajec-
toires aux quelles on souhaite fournir les contraintes de priorite´s sont : A12, A
1
3
flux d’entre´e au premier serveur, B12 , B
1
3 flux de sortie au premier serveur et de
meˆme pour le second et troisie`me serveur. Il est a` noter que B12 = A
2
2, B
1
3 = A
2
3,
et de meˆme pour les autres serveurs. En effet, la trajectoire sortant du pre-
mier serveur est inchange´e en entrant dans le second serveur, puisqu’entre ces
deux points elle ne subi aucun traitement. Les contraintes de priorite´ sont alors :
Serveur 1
A12(c1,1) = B
1
2(c1,1).
B13(t1) = B
1
3(c1,1).
Serveur 2
A21(c2,1) = B
2
1(c2,1).
A22(c2,1) = B
2
2(c2,1).
A21(c2,2) = B
2
1(c2,2).
B23(c2,2) = B
2
3(c2,1).
B22(t2) = B
2
2(c2,2).
B23(t2) = B
2
3(c2,2).
Serveur 3
A12(c3,1) = B
1
2(c3,1).
B13(t1) = B
1
3(c1,1).
Afin de simplifier la re´daction des programmes line´aires re´pertoriant les
contraintes des re´seaux, nous avons cre´e´ un programme de ge´ne´ration de con-
traintes. Il suffit alors de lui transmettre un simple fichier texte contenant les
caracte´ristiques clefs du re´seau (nombre de flux, de serveurs, α et β contraintes
de chacun), pour obtenir le programme line´aire complet correspondant.
Exemple Si l’on veut obtenir les contraintes line´aires associe´es au re´seau 14,
il suffit d’e´crire ceci :
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nservers 3 // (commentaire : il y a 2 serveurs dans le re´seau.)
nflows 3 // (et 2 flux)
objective d 3 // (l’objectif est le calcul du de´lai pour le flux 2.)
// (la partie qui suit donne les fonctions β associe´es a` chaque serveur.)
beginservers
server 1 [R1, T1]
server 2 [R2, T2]
server 3 [R3, T3]
endservers
// (la partie qui suit donne la fonction α associe´e au flux
// et les serveurs par lesquels il passe.)
beginflows
flow 1 (2,3) [σ1, ρ1]
flow 2 (1,2) [σ2, ρ2]
flow 3 (1,3) [σ3, ρ3]
endflows
5.4.2 Application des nœuds a` capacite´s variables
Nous souhaitons tout d’abord montrer qu’entre deux dates interme´diaires
u et v (de´finies dans le lemme suivant) les priorite´s sont assure´es par la seule
connaissance de ces dates. Nous allons appliquer les re´sultats sur les nœuds a`
capacite´ variable pour prouver que les priorite´s sont assure´es entre u et v.
Dans cette partie, nous conside´rons le serveur s1, premier serveur d’un re´seau
quelconque. Soit A(t) = ΣiAi(t), Ai(t) ∈ F la fonction comptant la quantite´
de donne´es arrive´es en s1 entre start(t) et t. Soit C(t) ∈ F la quantite´ de
donne´es traite´es a` l’instant t par S. La date u est telle que Ai(u) = Bi(u),∀i ∈
{1, ..., ` − 1 − n} et v telle que : Ai(v) = Bi(v),∀i ∈ {1, ..., ` − 2 − n}. Soit
t ∈ [u, v], alors B(t) = A(u) + C(t)− C(u).
Lemme 2 Soit
−→
B i(t) une trajectoire construite a` partir des Ai(t) telle que :
−→
B i(t) = inf
t16s6t
{−→A i(s) + C(i)(t)− C(i)(s)},
ou` ∀1 6 i 6 `, C(i)(t) = C(t)− Σk=1,k6i−1−→B k(t) et −→A i = Ai.
Alors
−→
B i(t) est une trajectoire qui respecte les priorite´s et qui satisfait les
contraintes de service β.
De´monstration :
De manie`re e´vidente
−→
B i(t) est une trajectoire qui respecte les priorite´s. Mon-
trons que :
−→
B i(t) 6
−→
A i(t), que
−→
B (t) = B(t), et que
−→
B i(t) est croissante.
–
−→
B i(t) 6
−→
A i(t) :
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On sait que ∀1 6 i 6 `, −→B i(t) = inf
t16s6t
{−→A i(s) + C(i)(t)− C(i)(s)}
donc
−→
B i(t) ≤ −→A i(t) + C(t)− C(t)
=
−→
A i(t).
Ainsi ∀1 6 i 6 `,−→B i(t) ≤ −→A i(t).
–
−→
B (t) = B(t) :
on a B(t) = C(t)− C(u) +A(u),
et
−→
B `(t) = A`(u) + C(`)(t)− C(`)(u),
or A`(u) =
−→
B `(u),
donc
−→
B `(t) =
−→
B `(u) + C(t)− Σ16i≤`−1−→B i(t)− C(u) + Σ16i≤`−1−→B i(u),
D′ou`Σi=1,i≤`
−→
B i(t) = Σi=1,i≤`
−→
B i(u) + C(t)− C(u).
Finalement
−→
B (t) = B(t). Ainsi
−→
B i(t) est une trajectoire qui satisfait les
contraintes de service β.
–
−→
B i(t) est croissante :
On a :
−→
B i(t) = infu6s6t{−→A i(s) + C(i)(t)− C(i)(s)}
ou` C(i)(t) = C(i−1)(t)−−→B i−1(t) et C1 = C.
Commenc¸ons tout d’abord par montrer que C(i) est une fonction croissante
quelle que soit la valeur de i. Nous allons montrer cela par re´currence. Ini-
tialisation : C(1)(t) = C(t). Or, on sait que C est une fonction croissante.
Donc l’initialisation est ve´rifie´e.
Supposons maintenant que C(i) est croissante et montrons que C(i+1) l’est
aussi.
C(i+1)(t) = C(i)(t)−−→B i(t),
C(i+1)(t) = C(i)(t)− inf
u≤s≤t
{−→A i(s) + C(i)(t)− C(i)(s)},
C(i+1)(t) = sup
u≤s≤t
{C(i)(s)−−→A i(s)}.
Soit t′ < t alors
C(i+1)(t) ≥ sup
u≤s≤t′
{C(i)(s)−−→A i+1(s)} = C(i+1)(t′),
donc C(i+1) est croissante.
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Montrons maintenant que
−→
B i(t) est croissante :
−→
B i(t) = infu≤s≤t{−→A i(s)+
C(i)(t)− C(i)(s)}. Posons t′ < t, alors :−→
B i(t) = infu≤s≤t′{−→A i(s)+C(i)(t)−C(i)(s)}∧ inft′≤s≤t{−→A i(s)+C(i)(t)−
C(i)(s)}
Or infu≤s≤t′{−→A i(s) + C(i)(t) − C(i)(s)} > infu≤s≤t′{−→A i(s) + C(i)(t′) −
C(i)(s)} = Bi(t′) (car (Ci) est croissante)
inft′≤s≤t{−→A i(s) +C(i)(t)−C(i)(s)} > infs=t{−→A i(t) +C(i)(t)−C(i)(t)} =−→
A i(t)
Or Ai(t) >
−→
A i(t′), (par hypothe`se)
et Ai(t′) >
−→
B i(t′), (par le premier point de la de´monstration)
Donc
−→
B i(t) >
−→
B i(t′).
Le lemme que nous venons de prouver permet de montrer que les trajectoires
a` la sortie du premier serveur respecte les priorite´s et satisfait les contraintes de
service β. Le lemme suivant permet la ge´ne´ralisation de ce re´sultat a` la sortie
de sj .
Lemme 3 Soit
−→
B ji (t) une trajectoire de sortie d’un serveur quelconque d’un
re´seau, construite a` partir des
−→
A ji telle que :
−→
B ji (t) = inf
t16s6t
{−→A ji (s) + C(i)(t)− C(i)(s)},
ou` ∀1 6 i 6 `, C(i)(t) = C(t)−Σk=1,k6i−1−→B jk(t) et sachant que
−→
A ji =
−→
B j−1i (t),−→
A ji est croissante, que
−→
A ji 6 Ai et que
−→
A j = A.
Alors
−→
B ji (t) est une trajectoire qui respecte les priorite´s et qui satisfait les
contraintes de service β.
De´monstration : La preuve de ce lemme s’obtient en effectuant la preuve
du lemme pre´ce´dent par re´currence.
Nous venons de prouver que nous sommes capables de construire une tra-
jectoire qui respecte les priorite´s a` partir des contraintes du Network Calculus
et des contraintes line´aire. Ainsi, nous savons que les contraintes de´finies four-
nissent une borne maximale du de´lai dans le cas d’une politique de service a`
priorite´. Il nous faut maintenant montrer qu’a` partir des contraintes line´aires
transmises au solveur, il fournit des trajectoires respectant les contraintes du
Network Calculus. C’est l’objectif du paragraphe suivant.
5.4.3 Reconstruction des trajectoires
Les lemmes 3 et 4, nous permettent directement de constater que l’on a
besoin d’ajouter des contraintes seulement aux dates tj−1, cj,i, tj afin de garan-
tir les priorite´s qu’un point de vue du de´lai maximal du flux f`. Nous devons
maintenant montrer que pour tout f , flux quelconque respectant les contraintes
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line´aires de´finies, il ve´rifie les contraintes du Network Calculus. Nous com-
menc¸ons par montrer que la fonction d’arrive´es est α − contrainte, puis nous
montrons que la courbe de sortie de S est β − contrainte. On rappel que α est
affine par morceaux, concave et β affine par morceaux, convexe.
Lemme 4 Soit cn > t > cn−1, f(t) = min{minm<n{αi(t−cm)+Aji (cm)};Aji (cn)}.
Alors, la fonction f construite a` partir des valeurs Aji est α-contrainte.
De´monstration
Fig. 15 – Sche´ma repre´sentant la fonction f construite a` partir des contraintes
α et des valeurs de´termine´es par le solveur.
Nous avons repre´sente´ sur la figure 15, une fonction alpha convexe, affine
par morceau, ainsi que la fonction f construite a` partir des points Aji et d’α.
Soient u, v telles que : u > v, cn > u > cn−1, ∀ktelquek 6 n, ck > v > ck−1.
Par de´finition de f si v appartient a` αi alors f(v)− f(ck−1) = αi(v− ck−1).
Sinon, par de´finition f(v)− f(ck−1) = f(ck)− f(ck−1) = αi(ck − ck−1).
On sait, par de´finition de f , que : f(u)− f(ck−1) ≤ αi(u− ck−1).
f(u)−f(v) = f(u)−f(ck) = f(u)−f(ck−1)− [f(ck)−f(ck−1)] ≤ αi(u−ck−1)−
αi(ck − ck−1)
Or α est sous-additive donc αi(u−ck−1)−αi(ck−ck−1) ≤ αi(u−ck) ≤ αi(u−v)
car u− ck < u− v
Lemme 5 Soit ck > t > ck−1, f j(t) = max{Σi|fi∈SBji (ck),maxn|cn6t{β(t −
cn) + Σi|fi∈SB
j
i (cn)}}. Alors la fonction f j construite a` partir des valeurs Bji
respecte les β-contraintes.
De´monstration
On sait que ∀cn, cn′f j(cn) ≥ β(cn − cn′) + ΣBji (cn′)
Soit t ∈ [cn′ , cn], alors f j(cn) ≥ β(cn − t) + f j(t)
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Car soit β(cn − cn′) + ΣBji (cn′) ≥ β(cn − t) + f j(t) ou` ∃cn′′ > cn tel que
β(cn′′ − cn) + ΣBji (cn) ≥ β(cn′′ − t) + f j(t) duˆ au fait que β est affine (par
morceaux) croissante.
Soit t ∈ [cn′ , cn],
Alors ∃t′ tel que f j(t) ∈ β(t− t′) +Bji (t′).
Donc ∀t′′, f j(t) ≥ β(t− t′′) +Bji (t′′).
En conclusion :
The´ore`me 8 L’ensemble λ des contraintes line´aires assure les priorite´s as-
signe´s aux flux entre tj−1 et tj pour le calcul du de´lai maximal. De plus, toutes
les trajectoires possibles obtenues par le solveur a` partir de Λ ve´rifient les con-
traintes α et β.
Si l’on conside`re un re´seau a` n serveurs et que l’on calcule le de´lai subit
par le flux f`, notre programme ge´ne`re un nombre de contrainte de l’ordre de
`3 × n2.
On dispose le `+ 1 dates interme´diaires pour chacun des n serveurs. Ce qui
fait donc `n contraintes sur l’ordre des dates. Les α-contraintes sont exprime´s
pour chaque duo de dates et pour tout les flux, ce qui implique un ajout de dates
de l’ordre de (`n)× (`n)`. Les contraintes de causalite´ sont exprime´es pour tout
flux, par date voisines et en chaque serveur, donc on ajoute `n contraintes.
De meˆme, les contraintes de croissance sont exprime´es par doublon de dates
voisines, en chaque serveur, donc : `n contraintes. Le service est exprime´ `2n
fois, car on exprime les β-contraintes pour chaque dates de la pe´riode d’activite´
en chaque serveur. Les de´but de pe´riode charge´e sont exprime´es une fois par
serveur ce qui donne n contraintes, enfin on ge´ne`re `2n contraintes de priorite´
qui correpond au contraint sur la pe´riode d’activite´ pour chaque flux et en
chaque serveur.
5.4.4 Contraintes line´aires
Un proble`me demeure : actuellement, pour obtenir ce de´lai, il faut conside´rer
quels sont les flux auxquels il reste des donne´es non traite´es apre`s tj , et donc faire
une disjonction de cas, ce qui nous oblige a` travailler avec plusieurs programmes.
Le but de la prochaine partie est de prouver que cette disjonction est inutile.
Graˆce au lemme suivant, nous allons montrer qu’il n’est pas ne´cessaire de
faire plusieurs programmes line´aires en dissociant le nombre de flux pre´sents
dans le syste`me a` la date tj . En effet, nous montrons que conside´rer le cas ou`
tous les flux peuvent eˆtre pre´sent apre`s tj permet de retrouver les cas ou` il y en
a moins, et donc de calculer le de´lai maximal.
Lemme 6 Soit une trajectoire T telle qu’apre`s tj les flux f1, ..., f`−k−2 ne sont
pas vides, f`−k−1, ..., f` sont vides. Soit c1, ..., ck−2 les dates interme´diaires as-
socie´es a` T . Soit T ′ une seconde trajectoire telle qu’apre`s tj les flux f1, ..., f`−k−1
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ne sont pas vides, f`−k, ..., f` sont vides. Soit c1, ..., ck−1 les dates interme´diaires
associe´es a` T ′. Alors les contraintes associe´es a` T ′ expriment e´galement T .
De´monstration :
Conside´rons d’abord T . Soit ∀n ∈ {1, ..., k − 2} cn ces dates interme´diaires.
Les contraintes en ces dates sont alors :
Ai(cn) = Bi(cn) ∀i ∈ {1, ..., `− n− 1},
Bi(cn) = Bi(cn−1) ∀i ∈ {`− n, ..., `},
Σ06i6`Bi(cn) > Σ06i6`Bi(cn′) + β(cn − cn′), ∀n′ < n,
Σ06i6`Bi(cn) > Σ06i6`Bi(tj−1) + β(cn − tj−1).
Conside´rons maintenant la trajectoire T ′. Soit ∀n ∈ {1, ..., k − 1} cn. Les con-
traintes sont :
Ai(cn) = Bi(cn) ∀i ∈ {1, ..., `− n− 1}, (1)
Bi(cn) = Bi(cn−1) ∀i ∈ {`− n, ..., `}, (2)
Σ06i6`Bi(cn) > Σ06i6`Bi(cn′) + β(cn − cn′), ∀n′ < n, (3)
Σ06i6`Bi(cn) > Σ06i6`Bi(tj−1) + β(cn − tj−1). (4)
Autrement dit, ∀n ∈ {1, ..., k − 2} les contraintes sont les meˆmes. Reste a` con-
side´rer la date interme´diaire ck−1. A cette date on a :
Ai(ck−1) = Bi(ck−1) ∀i ∈ {1, ..., `− k − 2} (1).
Or en ck−2 on a Ai(ck−2) = Bi(ck−2) ∀i ∈ {1, ..., `− k − 3}.
Ainsi en posant ck−1 = ck−2 (1) est ve´rifie´. Et de meˆme pour (2,3).
Conclusion : On a montre´ qu’en posant ck−1 = ck−2 on peut exprimer T
avec les contraintes de T ′.
En ite´rant ce proce´de´, on montre qu’en exprimant uniquement le cas ou` tous
les flux sont tous pre´sents apre`s tj est ne´cessaire. Ainsi, lors des tests, nous ne
fournirons qu’un seul programme de contraintes line´aires et le solveur trouvera
par lui-meˆme les flux devant eˆtre pre´sents apre`s tj afin de fournir le pire cas.
6 Comparaison des me´thodes de calcul de de´lais
6.1 E´tude d’un premier type de re´seau
Le re´seau dessine´ ci-dessous est compose´ de n + 2 flux et 2n + 1 serveurs
en tandem. Le flux fn+2−i apparait dans le re´seau au serveur i et en sort au
serveur n + 2 + (n + 2 − i). La priorite´ de ce flux est i. Dans cette partie, on
conside´rera que tous les serveurs ont la meˆme courbe de service minimal : β telle
que, β(t) = R(t− T )+ et les flux, la meˆme courbe d’arrive´e : α(t) = σ + ρ(t).
Nous allons e´tudier le de´lai du flux le moins prioritaire de ce re´seau en util-
isant les diffe´rentes me´thodes pre´sente´es pre´ce´demment. Nous commencerons
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Fig. 16 – Repre´sentation du syste`me e´tudie´.
par appliquer le re´sultat de l’article [02], puis nous adopterons la me´thode
SFA de l’article [09], enfin, nous exe´cuterons notre programme line´aire et com-
parerons les valeurs ainsi obtenues.
6.1.1 Me´thode de composition des courbes de services re´siduelles
Cette me´thode e´value la courbe de service re´siduelle associe´e au re´seau en
concate´nant les courbes de service re´siduel des serveurs traverse´s par le flux dont
on calcule le de´lai. Cette me´thode s’applique uniquement lorsque les priorite´s
sont fixes avec des flux imbrique´s, tels que fk passe au moins a` travers les
serveurs de fk′ si k > k′. La courbe de service re´siduel du flux fi est β′i. Avec
β′i =
⊗
j∈Ni βj
⊗
k∈Mi(β
′
k−αk)+ ou` Ni est l’ensemble des serveurs traverse´s par
fi et qui ne sont pas traverse´s par des flux plus prioritaires, et Mi est l’ensemble
des serveurs traverse´s par fi ayant des flux plus prioritaires.
Lemme 7 Le de´lai maximal subi par le flux fn+2 est dm =
σ+(R−(n+1)ρ)t′2n+1
R−(n+2)ρ .
De´monstration
Le de´lai maximal subi par le flux fn+2 de´fini par : dm = hDev(α, βTot) ou` βTot
est la courbe de service re´siduelle du re´seau pour fn+2 :
βTot = β∗2n+1 = ((β ⊗ β2n−1)+ ⊗ β)+ ou` β1 = (β − α)+.
Calculons une expression de βTot en fonction des parame`tres R, T ,σ et ρ par
re´currence.
Initialisation : Par un re´sultat pre´ce´dent on sait que :
β1(t) = (β − α)+(t) = (R− ρ)(t− t′1)+, ou` t′1 = σ+RTR−ρ est la date pour laquelle
la fonction (β − α)+ s’annule.
Soit i < n, supposons que β2i−1(t) = (R − iρ)(t − t′2i−1)+. Montrons que
cette formule est vraie pour β2i+1.
Soit β∗2i+1 = ((β ⊗ β2i−1)+ ⊗ β)+.
On applique un re´sultat pour la convolution prouve´e dans le livre [08] : La con-
volution de fonctions convexes, affine par morceaux, re´sulte en la concate´nation
par pentes croissantes des segments affines. Donc :
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β∗2i+1(t) = (R− iρ)(t− (t′2i−1 + 2T ))+.
Et on pose : β2i+1 = (β∗2i+1 − α)+.
Donc : β2i+1(t) = (R − (i + 1)ρ)(t − t′2i+1)+, avec t′2i+1 la date a` laquelle
(β∗2i+1 − α+) s’annule :
β∗2i+1(t
′
2i+1) = α(t
′
2i+1)
(R− iρ)(t′2i+1 − (t′2i−1 + 2T )) = σ + ρ(t′2i+1)
(R− (i+ 1)ρ)t′2i+1 = (t′2i−1 + 2T )(R− iρ) + σ
t′2i+1 =
(t′2i−1 + 2T )(R− iρ) + σ
(R− (i+ 1)ρ) .
Le calcul du de´lai maximal se fait ensuite par un calcul similaire a` celui
pre´sente´ en partie 1.3.
6.1.2 Me´thode SFA
Le principe de la me´thode SFA consiste e´galement a` calculer la courbe de
service re´siduel minimal du re´seau puis a` calculer la de´viation horizontale max-
imale avec la courbe des arrive´es du flux e´tudie´. Le principe est que la courbe
de service re´siduel du serveur k est βk telle que, βk = (β −
∑
i∈Mi αi)+ ou` Mi
est l’ensemble des flux du serveur k plus prioritaire que fi.
Lemme 8 Le de´lai maximal subi par le flux fn+2est :
d = hDev(α(t), (R− (n+ 1)ρ)(t−
∑
j∈{1,...,n+1}
mj −
∑
j∈{1,...,n+1}
m′j)+),
ou` : mj =
(j+1)∗σ+RT+∑j`=0 ρ(∑`−1k=0 t′k)
R−(j+1)ρ
et m′j =
(n+1−j−2)∗σ+RT+∑n+1`=j+2 ρ(∑`−1k=0 t′k+∑jk=1 tk,j)
R−(n+1−j−2)ρ
Et avec t′k =
kσ+RT+
∑k−1
i=1 ρ(
∑i−1
j=0 t
′
j)
R−kρ , et
tk,j =
(k−j−1)σ+∑k−1i=j+1 ρ(∑k−2`=0 t′`+∑k−1`=i t`,j)
R−(k−j)ρ ∀j > 1
Et ti,1 =
(i−2)σ+∑i−1`=2 ρ(T+∑`−1k=1 t′k)+RT
R−(i−2)ρ
De´monstration La preuve est pre´sente´e en annexe.
6.1.3 Comparaison des re´sultats
Sur la figure 17, nous avons regroupe´ les re´sultats obtenus pour les diffe´rentes
me´thodes pre´sente´es pre´ce´demment. Ici, nous avons fait varier le nombre de
serveurs (et donc le nombre de flux). Chaque serveur du re´seau est contraint
par la meˆme courbe de service : β(t) = 28(t − 5)+. Aux flux est associe´e une
meˆme contrainte : α(t) = 2 + 3t.
Les barres bleues repre´sentent les de´lais obtenus par notre me´thode. Les
violettes de´signent les bornes calcule´s par la me´thode introduite dans l’article
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Fig. 17 – Diagramme repre´sentant les re´sultats obtenus pour le re´seau e´tudie´
avec diffe´rentes me´thodes.
[02], pour qu’une donne´e du flux le moins prioritaire traverse le re´seau. Nous
avons obtenu les re´sultats graˆce au lemme 5 e´nonce´ pre´ce´demment. Enfin le
jaune donne ce de´lai par la me´thode SFA. Ces derniers ont e´te´ calcule´s a` partir
des formules de´finies au lemme 6.
On constate que les re´sultats de la me´thode de programmation line´aire avec
priorite´s et celle de l’article [02] fournissent des re´sultats assez proche, bien que
l’e´cart tende a` augmenter en meˆme temps que le nombre de serveurs. Cepen-
dant que la me´thode SFA fournit des valeurs tre`s pessimistes. He´las pour que
la me´thode de l’article [02] soit applicable il faut pouvoir isoler les serveurs
traverse´s par le flux le plus prioritaire, afin de calculer sa courbe de service
re´siduelle, puis faire de meˆme pour le second flux et ainsi de suite. En l’occur-
rence la me´thode est applicable car le flux fi+1 passe au moins a` travers les
serveurs par lesquels passe fi, mais pour le re´seau de la figure 19 ce n’est plus
le cas. Ainsi, en plus de fournir des re´sultats plus fins des de´lais, notre me´thode
s’applique a` un plus grand spectre de re´seaux.
La de´marche utilise´e par SFA, elle aussi, s’applique a` tous les re´seaux, cepen-
dant ces re´sultats sont bien plus pessimistes. En moyenne, sur cet exemple, les
de´lais calcule´s sont 50% a` 100% plus e´leve´s que notre approche.
Nous souhaitons e´tudier sur cet exemple l’impact que la variation des parame`tres
des fonctions α et β. Nous avons effectue´ cette e´tude, en conside´rant un re´seau
a` 9 serveurs, sur le parame`tre R qui correspond au taux de donne´es traite´es par
les serveurs a` chaque instant. Nous avons repre´sente´ les re´sultats sur la figure 18
ci-dessous, pour les me´thodes de calcul de programmation line´aire et l’approche
de l’article [03].
L’approche de l’article [03] procure des re´sultats supe´rieurs a` ceux de notre
travail. De plus, plus le taux d’utilisation du re´seau est important, moins les
re´sultats de cette me´thode sont proches des notres, et sont donc moins fiables.
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Fig. 18 – Diagramme repre´sentant les re´sultats obtenus pour le re´seau e´tudie´
avec diffe´rentes me´thodes en faisant varier R.
6.2 E´tude d’une seconde topologie de re´seau
Le re´seau dessine´ ci-dessous est compose´ de n + 2 flux et n serveurs en
tandem. Le flux fn+1−i apparaˆıt dans le re´seau au serveur i et en sort au serveur
i+2. La priorite´ de se flux est i. Dans cette partie, on conside´rera que le serveur
sj dispose d’une courbe de service minimale : βj(t) = Rj(t− Tj)+ et le flux fi
est muni d’une courbe d’arrive´e : αi(t) = σi + ρit.
Fig. 19 – Repre´sentation du syste`me e´tudie´.
Nous allons calculer le de´lai de ce re´seau pour le flux fn+2 par la me´thode
SFA puis par noˆtre me´thode, afin d’en comparer les re´sultats.
6.2.1 Me´thode SFA
Lemme 9 Le de´lai maximal subi par le flux fn+2 est de´fini par : dm = hDev(αn+2, βTot),
ou` βTot(t) = min16i6n{(R− ρn+2−i − ρn+1−i)}(t−
∑
16i6n t
′
i)+,
et t′i =
σn+2−i+σn+1−i+RiTi+ρn+2−i−1∗Ti−1
Ri−ρn+2−i−ρn+1−i ∀i ∈ {2, ..., n}, t′1 =
σn−2+σn−1+RT
R−ρn−2−ρn−1 .
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De´monstration
La service re´siduel du re´seau pour le flux fn+2 est : βTot = (β − αn+1 −
αn)+
⊗
(β − αn+1−i − αn+2−i  β)+. En reprenant le meˆme raisonnement que
dans la preuve du lemme pre´ce´dent, on retrouve les valeurs annonce´es dans le
lemme.
6.2.2 Comparaison des re´sultats
Fig. 20 – Diagramme repre´sentant les re´sultats obtenus pour le re´seau e´tudie´
avec diffe´rentes me´thodes.
Sur la figure 20 repre´sente´e ci-dessus, nous avons regroupe´ les re´sultats
obtenus pour les diffe´rentes me´thodes pre´sente´es pre´ce´demment. Ici, nous avons
fait varier le nombre de serveurs (et donc le nombre de flux). Chaque serveur du
re´seau est contraint par la meˆme courbe de service β telle que, β(t) = 10(t−5)+.
Aux flux f1, f2, f3 ainsi qu’aux avant-dernier et dernier flux du re´seau, on as-
socie toujours la meˆme courbe d’arrive´e : α(t) = 3 + 4t. Puis les flux ajoute´s
au fur et a` mesure que l’on augmente la taille du re´seau, partagent une meˆme
courbe des arrive´es. Nous avons fait varier le nombre de serveur dans le re´seau
de 3 a` 8.
Les barres jaunes repre´sentent les de´lais obtenus par notre me´thode. Ensuite,
les bandes violettes de´signent le temps calcule´ par le solveur de programme
line´aire a` politique arbitraire, pour qu’une donne´e du flux le moins prioritaire
traverse le re´seau. Enfin le bleu donne ce de´lai par la me´thode SFA. Ces derniers
ont e´te´ calcule´s a` partir des formules de´finies au lemme 7.
On constate que cette dernie`re me´thode fournit des re´sultats bien plus pes-
simistes que les autres. En effet, la diffe´rence entre SFA et notre me´thode est 50%
a` 100% plus e´leve´e. La me´thode de calcul par programmation line´aire pour une
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politique aveugle ge´ne`re des valeurs plus hautes que notre me´thode. Ce re´sultat
est tout a` fait pre´visible puisqu’elle est moins restrictive que la politique a` pri-
orite´ fixe. On peut ne´anmoins remarquer que l’e´cart entre ces programmations
line´aires est assez faible. En effet, nos de´lais sont 3% a` 4% plus faibles que la
politique aveugle.
Conclusion Nous venons d’e´tudier deux topologies de re´seaux. Nous avons
remarque´ que la me´thode SFA fournissait des re´sultats bien plus e´leve´s que les
autres me´thodes et que de plus, elle est assez complexe a` calculer. L’approche
pre´sente´e dans l’article [02] fournit des re´sultats plus fins. Cependant elle s’ap-
plique a` un sous-ensemble plutoˆt restrictif des re´seaux acycliques, quand notre
de´marche s’applique a` tous. Enfin nous avons pu ve´rifier que nos re´sultats e´taient
infe´rieurs a` la me´thode de programmation line´aire pour la politique arbitraire.
6.3 Limite du calcul de de´lai pour les politiques a` priorite´
fixe a` l’aide des contraintes line´aires
Jusqu’ici nous avons montre´ que nos contraintes permettaient d’assurer les
priorite´s sur la premie`re pe´riode d’activite´ du serveur e´tudie´ et que les con-
traintes du Network Calculus (α et β contraintes, croissance, causalite´) e´taient
satisfaite sur cet intervalle. Une question reste en suspens : que se passe-t-il dans
les serveurs en-dehors de la pe´riode d’activite´ e´tudie´e ? Intuitivement, on pour-
rait penser que s’il se passe des phe´nome`nes bizarres sur les autres intervalles de
temps, ce n’est pas un proble`me puisque la donne´e, du flux le moins prioritaire,
dont on e´tudie le de´lai est passe´e. E´videment ce n’est pas aussi simple.
Nous avons exprime´ les contraintes α entre toutes les dates interme´diaires
existantes. Donc on sait que ces contraintes seront toujours assure´es. Il en est
de meˆme pour la croissance et la causalite´. Ainsi seules les contraintes sur le
service peuvent nous faire de´faut. Nous avons recherche´ un exemple dans lequel
une telle contrainte ne serait pas assure´e.
Fig. 21 – Repre´sentation du re´seau dans lequel une contrainte de service n’est
pas controˆle´e.
Nous avons e´tudie´ le comportement du re´seau repre´sente´ en figure 21. Nous
avions l’intuition que les priorite´s ainsi dispose´es pourraient permettre le genre
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de comportement recherche´. Nous avons choisi de prendre : α1(t) = 2 + 2t,
α2(t) = 3 + 3t, α3(t) = 2 et β1 = 4(t− 5)+, β2 = 8(t− 4)+, β3 = 3(t− 4)+.
Sur le sche´ma 22, nous avons trace´ les trajectoires A1, B1, A3 et B3, ainsi
que la contrainte de service du premier serveur dans l’intervalle de temps [t0, t2].
Il montre que la trajectoire B1 est en-dessous de β1 dans l’intervalle de temps
[t1, t2].
Fig. 22 – Sche´ma repre´sentant les trajectoires des flux d’entre´e et de sortie
pre´sent dans le serveur s1 entre t0 et t2.
Il est a` noter qu’aucune donne´e n’est servie pour f1 dans l’intervalle [t0, t2]
ce qui, intuitivement, paraˆıt anormal puisque c’est le flux le plus prioritaire.
Avant t1 c’est normal puisque β1 y est nulle. Mais passe´e cette date ce n’est
plus le cas. La trajectoire B1 est nulle jusqu’a` t3. Ainsi f1 n’est servi qu’a` partir
de cette date alors que des donne´es de ce dernier attendent a` l’entre´e du serveur
de`s t0. Quel est l’impact de ce phe´nome`ne sur le de´lai calcule´ ?
Nous avons simule´ ce re´seau par programmation line´aire avec une politique
de service a` priorite´ fixe ou arbitraire, puis nous avons compare´ les valeurs
obtenues. Quelque soit la politique de service applique´e le de´lai calcule´ est le
meˆme. Il est e´vident que l’on ne peut obtenir une valeur plus e´leve´e avec une
politique de priorite´ fixe qu’avec une politique aveugle. En effet, l’ensemble
de contraintes de nos programmes inclu toute les contraintes de la politique
arbitraire. Ainsi, les trajectoires possibles dans notre cas le sont e´galement pour
la politique arbitraire. Comme le de´lai maximal est e´gale au pire de´lai calcule´
sur l’ensemble des trajectoires possibles, le de´lai que nous obtenons ne peut
qu’eˆtre plus faible.
Nous voulons maintenant comparer notre de´lai avec celui obtenu par la
me´thode SFA.
Calcul du de´lai par la me´thode SFA Nous devons donc commencer par
le calcul de service re´siduel total du re´seau :
βTot = ((β1 − α1)+ ⊗ (β2 − α2 − (α1  β1)+)+ ⊗ (β3 − ((α1  β1)+  β2)+)+
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β′1(t) = (β1(t)− α1(t))+
= (R1 − ρ1)(t− t′1)+
t′1 =
σ1 +R1T1
R1 − ρ1
= 11.
De meˆme on calcule le service re´siduel du second serveur :
β′2(t) = (β2(t)− α2(t)− (α1  β1)(t)+)+
= β2(t)− α2(t)− α1(t+ T1)
= (R2 − ρ1 − ρ2)(t− t′2)+
t′2 =
σ1 + σ2 + ρ1T1 +R2T2
R2 − ρ2 − ρ1
= 15, 7.
Reste a` calculer β′3 :
β′3(t) = (β3(t)− α1(t+ T1 + T2))+
= (R3 − ρ1)(t− t′1)+
t′3 =
σ1 + ρ1(T1 + T2) +R3T3
R3 − ρ1
= 32.
Finalement, βTot = 2(t− 58, 7)+ et d = hDev(α3, βTot) = 119.4. Avec notre
programme line´aire nous avons obtenu un de´lai de 52. Ainsi, malgre´ l’e´galite´
des re´sultats avec la politique arbitraire, nous avons tout de meˆme ame´lioree´,
de manie`re significative, les re´sultats obtenus par rapport a` la meilleure me´thode
existante jusque la`.
Une prochaine e´tape dans nos recherches sera de de´terminer sous quelles
hypothe`ses le de´lai obtenu correspond exactement au pire de´lai du flux calcule´
sur le re´seau. Nous aimerions e´galement savoir dans quelles circonstances les
priorite´s ne sont pas assure´es, et tenter de re´soudre ces proble`mes.
Conclusion
L’enjeu de ce stage e´tait de de´terminer des bornes de performances de´terministes
telles que le de´lai ou la charge d’un re´seau dans le cas de politique de service
a` priorite´s fixes. Nous avons de´couvert des me´thodes base´es sur l’application
directe du Network Calculus effectuant de´ja` ce genre de calculs (tel que SFA).
Nous avons tente´ une autre approche pour fournir des re´sultats plus fins. Pour
cela, nous nous sommes inte´resse´s a` la programmation line´aire. Alors, nous avons
forge´ un ensemble de contraintes line´aires qui permettaient de de´crire le com-
portement d’un tel re´seau (en cre´ant un programme de ge´ne´ration automatique
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de contraintes). Ainsi, nous avons mis les contraintes ne´cessaires au bon fonc-
tionnement du re´seau (contraintes du Network calculus) que l’on retrouvait de´ja`
dans la programmation line´aire pour une politique arbitraire. Puis nous avons
ajoute´ les contraintes de´finissant les priorite´s. Nous avons trouve´ des re´sultats
toujours infe´rieurs a` la politique arbitraire. Mais, plus inte´ressant encore, nous
avons montre´ que la me´thode SFA ge´ne`re des de´lais pessimistes.
He´las, dans certains cas, les priorite´s ne sont pas assure´es en-dehors des
pe´riodes charge´es des serveurs. Dans ce cas, notre de´lai est e´gal a` celui obtenu par
programmation line´aire avec la politique arbitraire, mais est toujours infe´rieur
aux re´sultats de SFA.
De´sormais notre enjeu consiste a` trouver des hypothe`ses sous lesquelles le
de´lai obtenu est exactement le pire de´lai du re´seau. De plus, nous souhaitons
e´tablir dans quel cas les priorite´s ne sont pas respecte´es, pour tenter d’y reme´dier.
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7 Annexe A : Preuve du lemme 7
Le de´lai maximal subit par le flux f(n+2) est de´fini par : dm = hDev(α, βTot).
βTot =
⊗n+2
j=0 (β −
∑j
k=0 α
0
k)+
⊗n
j=1(β −
∑n+1
k=j+2 α
j
k)+,
ou` α0k est la courbe d’arrive´e du kie`me flux le plus prioritaire du serveur j, et α
j
k
est la courbe d’arrive´e de fk au serveur n+ 1 + j.
Calcul des α0k :
La figure 24 pre´sente l’arrive´e des trois flux les plus prioritaires du re´seau ac-
compagne´s des diffe´rentes fonctions alpha qui leur sont associe´s au cours de leur
traverse´e du re´seau, jusqu’au serveur n+ 2.
Fig. 23 – Repre´sentation d’une partie de la premie`re moitie´ du re´seau e´tudie´.
α00(t) = α(t),
α01(t) = (α  β)+ = α(t + T ) = α(t + t′0), (prouve´ dans le livre [08] a` la page
148)
α02(t) = ((α β)+  (β − α)+)+(t) = (α01  (β − α00)+)+(t) etc.
Et donc α0k(t) = α
0
k−1  (β −
∑k−2
i=0 α
0
i )(t), ∀k ∈ {0, ..., n}.
Nous allons montrer par re´curence que α0k(t) = α(t+
∑k−2
i=0 t
′
i).
On trouve directement que α01 ve´rifie la formule. Supposons maintenant que
cette expression est vraie a` l’ordre (k − 1) et montrons qu’elle l’est alors a`
l’ordre k.
α0k = (α
0
k−1  (β −
∑k−2
i=0 α
0
i )+)+,
et β −∑k−2i=0 α0i = (R− (k − 1)ρ)(t− t′k−1))+,
avec t′k−1 la date a` laquelle la fonction (β −
∑k−2
i=0 α
0
i )+ s’annule. On trouve
t′k−1 =
(k−1)σ+∑k−2i=0 ρ(∑j−1j=0 t′i)+RT
R−(k−1)ρ .
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α0k(t) = sup
u>0
{α0k−1(t+ u)− (β −
k−2∑
i=1
α0i )+(u)}
= sup
06u6t′k−1
{σ + ρ(t+
k−2∑
i=0
t′i + u)} ∨ sup
u>t′k−1
{σ + ρ(t+
k−2∑
i=0
t′i + u)− (R− (k − 1)ρ)(u− t′k−1)}
= {σ + ρ(t+
k−2∑
i=0
t′i + tk−1)} ∨ sup
u>t′k−1
{σ + ρ(t+
k−2∑
i=0
t′i)− (R− kρ)u+ t′k−1(R− (k − 1)ρ)}
Or (R− kρ) > 0,
donc {σ+ ρ(t+∑k−2i=0 t′i+ tk−1)} > supu>tk−1{σ+ ρ(t+∑k−2i=0 t′i)− (R− kρ)u+
t′k−1(R− (k − 1)ρ)}.
Finalement : α0k = {σ + ρ(t+
∑k−2
i=0 t
′
i + t
′
k−1)}.
Calcul des αjk : Sur la figure ci-dessous nous avons repre´sente´ les premiers
serveurs apre`s le milieu du re´seau. A partir de ce moment, les flux vont quitter
le re´seau un a` un en commenc¸ant par le plus prioritaire. Nous avons associe´ les
courbes des arrive´es de ces flux en fonction de leur progression dans le re´seau,
de fac¸on a` montrer l’e´volution de ces donne´es.
Fig. 24 – Repre´sentation d’une partie de la deuxie`me moitie´ du re´seau e´tudie´.
La fonction αjk est la courbe des arrive´es associe´e au flux fk a` l’entre´e du
serveur (n + 1 − j). Comme le calcul de ces fonctions est tre`s similaire a` celui
fait pour les α0k, nous pre´senterons uniquement le cas initial (i.e. j = 1).
On a α1i = (α
0
i  (β −
∑i−1
`=2 α
0
` )+)+,
et (β −∑i−1`=2 α0` )+(t) = (R− (i− 2)ρ)(t− ti,1))+,
avec ti,1 la date a` laquelle la fonction (β −
∑i−2
`=1 α
0
` )+ s’annule.
Alors ti,1 =
(i−2)σ+∑i−1`=2 ρ(T+∑`−1k=1 t′k)+RT
R−(i−2)ρ .
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Ainsi,
α1i (t) = sup
u>0
{α0i (t+ u)− (β −
i−1∑
`=2
α0` )+(u)}
= sup
06u6ti,1
{σ + ρ(t+
i−1∑
`=0
t′` + u)} ∨ sup
u>ti,1
{σ + ρ(t+
i−2∑
`=0
t′` + u)− (R− (i− 1)ρ)(u− ti,1)}
= {σ + ρ(t+ T +
i−1∑
`=1
t′` + ti,1)}
Donc αji (t) = α(t+
∑i−1
`=0 t
′
`+
∑n+2
`=J ti,`), ou` ti,j =
(i−j)σ+∑i−1`=j+1 ρ(t+∑i−1k=0 t′k+∑jk=1 t`,k)
R−(i−j)ρ .
Il ne nous reste plus qu’a` de´terminer une expression de βTot est fonction des
parame`tres : R, T, ρ, σ :
βTot(t) =
n+1⊗
j=0
(β(t)−
j∑
`=0
α(t+
`−1∑
k=0
t′k))+
n⊗
j=1
(β(t)−
n+2∑
`=j
α(t+
`−1∑
k=0
t′k +
j∑
k=1
t`,k))+,
βTot(t) = (R− (n+ 1)ρ)(t−
n+2∑
j=0
mj +
n∑
j=1
m′j)+.
Soit mj la date a` laquelle (β(t)−
∑j
`=0 α(t+T+
∑`−1
k=1 t
′
k))+ s’annule et m
′
j celle
a` laquelle l’autre fonction s’annule. Par un simple calcul (identique a` celui fait
pour de´terminer les t′k et tk), on retrouve les formules e´nonce´es dans le lemme.
De plus, en appliquant le concate´nation des pentes par coefficient directeur
croissant, on obtient la formule de βTot e´nonce´e dans le lemme.
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