This study explores the similarities of trade integrations in the BRICS member countries. Using time series data from 2001 to 2015 and employing the Panel-Gravity trade model approach, we utilized the separate disaggregated trade data of manufactured goods and raw materials of each BRICS member with United Nations-defined regional groups: the African group, the Asia Pacific group, the Eastern European group, the Latin American and Caribbean group, and the Western European. The analysis results revealed that Russia's manufactured goods and raw material trade integration based on the HeckscherOhlin framework with these five regional groups is not similar to that of other BRICS members following the Linder hypothesis. Furthermore, the dominance of China in total trade flows of BRICS has made the Chinese Yuan's effects on trade with partners from different groups stronger than other BRICS members' national currencies impacts. Geographical distance as a proxy for transportation cost has a weaker negative effect on the manufactured goods and raw materials trade patterns of China and India than it does on other countries, creating dissimilarity in the trade patterns of BRICS countries.
I. Introduction
With regards to trade integration, a challenge is that how we can measure or analyze the trade integration pattern between countries. One of the most popular instrument is the gravity model of trade, which was first introduced by Tinbergen (1962) and Poyhonen (1963) on the basis of the notion that bilateral trade flowing between two countries directly depends on national incomes and indirectly links with bilateral distance (Rasoulinezhad 2016) . This pattern of relationships among bilateral trade, economic size, and distance could help researchers analyze bilateral or multilateral trade integration between two or more countries.
This study attempts to analyze the bilateral trade integration patterns of BRICS 1 member countries over the period of 2001~2015 by using a panel data approach under gravity model foundation. The main motivations of choosing BRICS countries in our study are as follows.
First of all, the contribution of BRICS countries to world economic growth during the past decade is known to have exceeded nearly 50%, and these countries' economic growth rates will be higher than those of developed nations and other emerging economies by 2030 (Ayhan Kose and Ozturk 2014). The following figure illustrates the Gross Domestic product (GDP) growth rate of BRICS compared to developed nations from 2001 to 2015.
As shown in Figure 1 , among BRICS economies, China and India have experienced relatively higher GDP growth from 2001 to 2015. The Russian Federation had a significant negative GDP growth rate during 2009~2010, affected by the global economic recession and the western sanctions in recent years. South Africa has also experienced a smooth GDP growth rate of 0~5%, except in 2010-when the global economic recession harshly affected its labor market in which one-third of the labor force was unemployed.
Another BRICS member, Brazil, faced numerous fluctuations. For example, Brazil has experienced various economic events, such as the most overvalued currency in the world in 2009 and a large account deficit in 2014. (US dollars) (Note) The figure illustrates the trends of GDP economic growth in five BRICS member countries (Source) World Bank database Second, BRICS has a significant role in the global trade flows. Its contribution to the global trade turnover has approximately tripled over the last two decades which proves the increased magnitude of BRICS in the global trade flows. Based on the Trade Map data, the BRICS' imports value has increased from 417 billion US dollars in 2001 to over 2,339 billion US dollars in 2016, while the BRICS's exports value has boosted up from 494 billion US dollars in 2001 to nearly 2,902 billion US dollars in 2016. As the global contribution in import flows, the BRICS's contribution to the global imports value has increased from 2.21% to 14.5% in 2001 and 2016, respectively. In the case of BRICS's contribution to the global export flows, it can be expressed that its share has moved from 8.06% in 2001 to over 18.1% in 2016. The raised contributions of BRICS in the global flows are an evidence of increased role of the international trade. Table 1 As shown in Table 1 , export and import flows of BRICS with the regions, i.e. Africa, America, Asia and Europe, have been increased over this period. For BRICS's imports, Asia and Europe are the largest exporters to these five economies in 2016, while America and Africa have the smallest contributions in this year. Meawhile, for BRICS's exports between 2001~2016, Asia and Europe are the top importers from BRICS, while two rest regions, America and Africa, are the smallest importers from them. Hence, it can be concluded that Asia and Europe are the top regional trade partners for BRICS economies.
Figure 1. GDP economic growth in BRICS economies
Although the trade flows of BRICS members has drawn some attention from researchers-Yavuz Cakir and Kabundi (2013), Yin (2014), Izotov (2007) , Nayyar Rahman (2016), Bezuidenhout and Claassen (2013) , Clus-Rossouw et al. (2015 ) Caporale et al. (2015 , and Fung et al. (2015) -we do not find a study that analyzes the similarity in trade integration patterns of BRICS members using a gravity model. This study will fill the gap.
The remainder of this paper is structured as follows: Section II provides a brief literature view; Section III discusses data and econometric model; Section IV presents the research results; and finally, section V concludes with directions for further research.
II. Literature Review
The literature can be divided into three main strands: (i) consideration of trade integration between nations; (ii) applying the gravity model to explore trade integration patterns; (iii) investigation BRICS' bilateral or multilateral trade patterns by using the gravity trade model.
The first strand mainly concentrates on the importance of trade integration between nations. Surugiu and Surugiu (2015) emphasized that trade integration creates a new growth opportunities for companies which leads to a wider range of products and services for consumers. Furthermore, a result of increased trade integration is less responsive to the exchange rate. Gust, Leduc, and Vigfusson (2010) developed an open economy Dynamic General Equilibrium (DGE) model and find that with increase trade integration exporters have become more responsive to the prices of their competitiors. Kraay and Ventura (2002) showed that trade integration increases the volatility of the trade balance and amplifies the risk of trade sector. Moreover, Hallett and Pisciatelli (2002) showed that different nations provide dissimilar trade integration patterns. The results revealed that large and stable economies with integrated structures are likely to diverge, while trade integration in smaller economies leads to economic convergence. In consistent with this study, Palmer and Elliott (2003) proved the same result for developing countries. It revealed that four Latin American and Caribbean economic groups have different trade integration patterns due to the specifications of extra-group markets.
The second strand considered the gravity trade for analyzing trade integration patterns. Jakab, Kovacs, and Oszlay (2001) investigated the development of trade in the Czech Republic, Hungary and Poland applying the gravity model. The results revealed that the differences in the speed of trade convergence among the three nations based on the product-structure of exports and the impacts of Foreign Direct Investment (FDI). Carrilo-Tudela and Li (2004) applied the gravity trade model to analyze the impacts of the Andean Community and Mercosur on intra-regional and intra-industrial trade integration for the period 1980~1997. They found that Mercosur preferencial trade agreements has a positive impact on the capital-intensive subcategory of the reference products. Chen and Novy (2011) used a micro-founded measure that accounts for corss-industry heterogeneity in a gravity trade framework. They found that substantial technical barriers are the most notable barriers which shape the integration patterns between countries. Rasoulinezhad (2016) Lastly, a combined approach of the above two strands has emerged in the recent literature which enables to conduct the trade patterns of BRICS applying the gravity model.
In an empirical study, Fadaee, Abolhasani, and Shaygani (2013) attempted to test the Linder theory in BRICS economies by using the generalized gravity model for the period 2001~2013. They concluded that using a free-floating exchange rate arrangement had no significant effect on bilateral trade in the selected countries. Furthermore, the managed floating exchange rate arrangement significantly and negatively affected bilateral trade, whereas pegged and crawling pegged affected it positively.
Kumar Mishra et al. (2015) investigated India-BRICS trade flows using a gravity model during 1990~2010 and found that a positive relationship exists between the Gross National Product (GNP) and per capita GNP of the nation and its trade volume. Furthermore, transport costs play a negative role in influencing foreign trade among BRICS nations. Kundu (2015) concentrated on the bilateral trade balance of Bangladesh with BRICS countries through a static panel-gravity data analysis during 1991~2013. The research found significant effects of all of the factors (relative GDP, relative per capita gross national income, real exchange rate, import-weighted distance) on the concerned bilateral trade balance. Shaygani et al. (2015) represented a study to find the effects of imposed exchange rate arrangements on the trade volume of BRICS countries between 2001 and 2013 using the generalized gravity model. The results showed that imposing pegged exchange rate arrangements improves bilateral trade toward exports, and inversely, free-floating arrangements improved bilateral trade toward imports. Shah Zainal Abidin et al. (2016) considered the Malaysia-BRICS trade linkages through a gravity model approach for 1980~2015. The findings revealed that the negative effects of distance and corruption on bilateral trade between Malaysia and BRICS economies.
Furthermore, the inflation and exchange rates of Malaysia and BRICS countries were found to have no effect on the bilateral trade between these nations. In another empirical study, Nayyar Rahman (2016) investigated the role of the World Trade Organization (WTO) in promoting the merchandise trade of BRICS during 1995~2014 using a gravity model, concluding that the WTO accession positively impacted on enhancing trade flows in BRICS economies. Zharikov et al. (2016) focused on an econometric estimation of bilateral transboundary trade between two BRICS members-Russia and Chinausing a gravity model. The estimation results showed that the coefficients for the main variables of the model are relevant, thus proving its theoretical significance. De MelloSampayo (2017) compared two competing-destination formulations of the gravity model as applied to trade in intermediates in the cases of BRICS members. The findings revealed that firms may purchase some of their inputs from other firms by paying the required transport costs.
Review of the previous literature leads to the conclusion that no empirical studies have applied a gravity model to compare the manufactured-based trade pattern and raw material-based trade pattern of BRICS countries with different regions. The present empirical study is the first to focus on a comparison of trade integration patterns of BRICS countries through a gravity trade approach to fill the gap. To analyze trade integration pattern of the BRICS member countries with these five UN's regions, we use a modified gravity model due to previous models suffered from the omitted variable bias in the model. In this study, to circumvent this problem, we employ a gravity model framework by including various proxies. According to the trade structures of BRICS economies in Trade Map database, manufacturing goods 3 and raw materials 4 are the most imported and exported products in the BRICS's trade structure. Based on the dependent and independent variables, our econometric gravity model can be specified as follows:
Model A:
where TMANijt and TRAWijt are disaggregated trade flows between each member of BRICS (country i) and a trading partner (country j) in manufactured goods and raw materials, respectively; i represents each member of BRICS (Brazil, Russia, India, China, and South Africa); j indicates a trading partner; and t = 2001, 2002, …, 2015 refers to the period. YitYjt expresses joint GDP (economic size) of country i and trading partner j at time t; and DYPijt is the difference between the incomes of country i and trading partner j. The coefficient of this variable proves the existence of the Linder's hypothesis or the Heckscher-Ohlin (H-O) trade hypothesis. Furthermore, EXijt refers to the bilateral exchange rate of each BRICS member (country i) to trading partner j. TOijt denotes the trade openness, respectively. REMijt represents the Multilateral Resistance Term (MRT), which was first introduced by Anderson and Wincoop (2003) . Following Baier and Bergstrand (2007) , we calculated this variable as the GDP weighted average of the distance from trading partners. Finally, DISijt shows the geographical distance between capital cities in each BRICS member (country i) and trading partner j. According to the estimated signs, listed in Table 2 , we expect that GDP, representing economic size, positively impacts all disaggregated trade flows and accelerate manufactured-based trade and raw material-based trade growth between each BRICS member and a trading partner. The impact of the difference in income may be vague. DYP's coefficient can have a positive sign if the H-O bilateral trade pattern exists between countries (Baskaran et al. 2011) ; otherwise, this variable's negative sign can appear under the Linder hypothesis, which was proposed by Burenstam Linder in 1961. He pointed out that differences in preferences constitute a significant trade barrier between countries.
A positive relationship is expected between a bilateral exchange rate and trade flows. In other words, any increase in the real effective exchange rate for each BRICS member leads to an increase in trade flows. It is also expected that the coefficient of trade openness may be positive. A negative relationship is expected to exist between geographical distance and trade flows, whereas multilateral resistance term is widely believed to expand trade flows.
IV. Empirical results

A. Preliminary tests
According to Hsiao, Hashem Pesaran, and Rich (2011 ) and Xu, Cai, and Fang (2016 ), (2016 , panel data sets are likely to exhibit substantial cross-sectional dependence. Hence, one of the most important preliminary tests for panel data is the cross-sectional dependence test, which is conducted through three different tests: Breusch-Pagan Lagrange Multiplier (LM), Pesaran Scaled LM, and Pesaran Cross-sectional Dependence (CD). These tests are defined as follows.
Breusch-Pagan Lagrange Multiplier (LM):
where indicates the correlation coefficients from the residuals of the model. Pesaran Scaled LM:
The results of these three tests, as shown in Appendix 1, indicate that the null hypothesis (no cross-section dependence on residuals) is strongly rejected at the 5% significance level, revealing that all of our series have cross-sectional dependence.
Prior to the application of the panel cointegration approach, we tested for the presence of stationarity among series. Due to various years have certain disturbances, series always tends to experience random drift. Accordingly, it is essential to implement unit root tests to determine whether or not the series are stationary from 2001 to 2015. We use two popular panel unit root tests: the Im, Pesaran, and Shin (IPS) and the ADF-Fisher Chi-square. These two panel unit root tests specify a separate ADF regression for each cross section (Al-mulali and Binti Che Sab 2012):
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In the next step, we followed the panel cointegration test proposed by Pedroni (1999 Pedroni ( , 2004 and apply it in the case of our gravity models. The test contains two sets of F-statistics. The first set, based on the within dimension approach, includes panel v-statistic , p-statistic, panel PP-statistic, and panel ADF-statistic. These statistics pool the autoregressive coefficients across different BRICS members or the unit root tests on the estimated residuals considering time factors and heterogeneity across BRICS members. The second set is named the group mean panel cointegration statistics using the between dimension approach and comprises three statistics: group p-statistic, group pp-statistic, and group ADF-statistic. All seven statistics are distributed asymptotically as standard normal (Apergis and Payne 2009 ). According to the results, the null hypothesis of no cointegration is rejected at the 1% significance level.
B. Gravity-trade model
Similar to the extant literature on the gravity model, we employed a panel cointegration estimator called the Fully Modified Ordinary Least Squares (FMOLS) to examine the BRICS's bilateral trade patterns within the gravity-trade framework. With regard to the selection of the FMOLS, it should be noted that despite dissimilar views of the estimation of panel cointegration e.g., Pedroni (1996 Pedroni ( , 2001 , who suggest using the FMOLS estimator; Fixed Effects by Cheng and Wall (2005) and Anderson and Wincoop (2003) ; and the Random Effects by Soren, Behnhard, and Glauben (2014), a number of studies such as those by Fidrmuc (2009) , Rasoulinezhad and Kang (2016) , Popova and Rasoulinezhad (2016) , Nasre Esfahani and Rasoulinezhad (2017) and Rasoulinezhad (2017) proved the similarity of panel cointegration estimators' results.
The empirical results for the FMOLS gravity-trade estimations are as follows.
•Group I: The African group
The African group, comprising 28% of all UN members, is a large export market for BRICS. Table 3 lists the estimation results of the gravity trade models for bilateral integration trade between each BRICS member and the African group.
Whereas joint GDP has a significantly strong coefficient for BICS (Brazil, India, China, and South Africa)-African group trade flows in both models, it is only 0.44% for Russian manufactured trade (Model A) with the African group. This dissimilar pattern of Russia is due to its energy-based of trade structure. The sign of the coefficient for the difference in income reveals the existence of the Linder hypothesis between BICS and the African group, while it has negative sign in case of Russia-African group trade which proves the H-O trade pattern. For trade openness, although the sign of this variable is positive for the trade of all BRICS members with the African group, it has the smallest magnitude in the case of China. Regarding the bilateral exchange rate, it is clear that China's national currency is the strongest national currency among other members' national currency. A 1% depreciation in the Chinese Yuan increases the trade flow of this country with the African region by nearly 0.65% and 0.69% in manufactured goods trade and raw material trade, respectively, whereas a 1% depreciation in the Brazilian Real, Russian Ruble, Indian Rupee, and South African Rand increases their trade volume with the African group by approximately 0.08%, 0.23%, 0.22%, and 0.01%, respectively. In the case of geographical distance, it has negative sign for all BRICS members trade with the African countries. However, the magnitude of this variable for China is the smallest among other BRICS members. The multilateral resistance term, as expected, has a positive effect on BRICS-African group countries in both disaggregated trade, i.e., manufactured goods and raw material trade flows. 
•Group II: Asia Pacific group
Potential commodities trading efficiencies of the Asia Pacific nations in the last decades (Contessi 2016) pushed the BRICS members to draw their trade policies mainly to this region, especially with Japan, South Korea and Malaysia. The gravity trade estimations presented in Table 4 prove a strong influence of economic size in bilateral trade between BRICS and the Asia Pacific group. Only in the case of manufactured goods trade between Russia and the Asia Pacific group, this variable has the smallest magnitude which is mainly due to the trade structure of this country. The coefficient of the difference in income show evidence of trade dissimilarity among the BRICS members. The positive sign for BICS proves the Linder hypothesis, whereas the negative sign of this variable supports a H-O trade pattern of Russia with the Asia Pacific group. The main reason is the static and undiversified trade pattern of Russia, which focused on non-renewable energy trade (Garanina 2009 ). Furthermore, the effect of trade openness is statistically significant and positive for the BRICS-Asia Pacific trade flow, whereas it has not a big impact on the China-Asia Pacific region trade. A 1% increase in trade openness level accelerates the China-Asia Pacific region trade by nearly 13% (average of 0.11% and 0.14%), while it increases the trade of Brazil, Russia, India and South Africa with the Asia Pacific nations by approximately 0.41%, 0.16%, 0.22% and 0.46%, respectively. The market penetration strategy of China which is adoptable to various trade barriers of countries leads to less impact of trade openness level on Chinese trade framework. Moreover, geographical distance and the multilateral resistance term have expected signs. It should be noted that the magnitude of geographical distance's coefficient in the case of China is the smallest one among other BRICS economies (Table 4) . 
•Group III: Eastern European group
The Eastern European economies, currently having small and under developed internal markets (Martinez-Zarzoso and Johannsen 2017), are potential markets for the BRICS's commodities. Economic size has a positive impact on each member of BRICS's trade with the Eastern European group. It has the largest magnitude of trade between Russia and this region. The main reason is the historical economic ties between these countries as the Soviet Union. The Eastern European region highly depends on trade relations with Russia (Malle 2017). A review of the coefficient sign of the difference in income shows that all BICS (Brazil, India, China, and South Africa) economies follow the Linder hypothesis, whereas Russia-Eastern European nations' trade is in line with the H-O pattern. In addition, the signs of the bilateral exchange rate coefficients are similar for the BRICS economies, which reveal that a 1% depreciation of the BRICS' national currencies against the Eastern European nations' currencies increases the bilateral trade volume. Geographical distance has a negative impact on BRICS-Eastern Euripean region's trade flows. However, the magnitude of this impact is quite small in cases of Russia and China. The main reason is that Russian economy ties chiefly with the economy of the Eastern European nations, therefore transportation cost is not so important in trade flows between Russia and this region. For China, transportation cost is not a challenge to deal in trade with this region. Because this region is a potential market for Chinese traders which pushes and motivates China to improve its penetration in the region's market without serious attention to the transprtation cost. Furthermore, the MRT shows a positive impact on each member of BRICS's trade with this region.
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•Group IV: Latin American and Caribbean group
The main goal of group IV is also to increase the degree of economic integration with the world (Thoumi 1989) which motivates doing trade with emerging economies. Because Brazil (Table 6) , is considered part of Latin America, has a stronger effect on its bilateral trade with other Latin American and Caribbean nations (LAC), whereas the coefficients of this variable is the lowest in the case of Russia. Similar to the previous estimations, the negative sign of the difference in income for Russia supports the H-O hypothesis, whereas for other members (BICS), the Linder hypothesis is supported by the positive sign of the coefficient. Moreover, trade openness has a statistically significant on the BRICS-LAC's trade flows. Regarding the bilateral exchange rate variable, it has the largest impact in the case of China-LAC's trade flows which proves the power of China's national currency than other BRICS members's. While geographical distance as the proxy of transportation cost has a negative effect on BRICS and LAC's trade flows, the MRT has positive sign which accelerates the BRICS-LAC's trade flows. Vol.33 No.1, March 2018 , 1011~1045 Ehsan Rasoulinezhad and Farkhondeh Jabalameli http://dx.doi.org/10.11130/jei.2018 .33.1.1011 jei 
•Group V: Western European and others group
The Western European and Other group, featured by advanced economic system and technology-based export pattern, always receives attention from the BRICS. The estimation findings in Table 7 show the strongest effect of economic size for all BRICS members among the UN-classified group V. Based on the existence of the energy-trade pattern between group V and Russia, the negative sign of coefficient of difference in income proves the H-O hypothesis, whereas this variable has a positive sign for the rest of the BRICS members, supporting the Linder hypothesis. The coefficients of the bilateral exchange rate among BRICS economies show that any depreciation of the BRICS currencies increases the trade flow between the countries of BRICS and Western European and Other group. Furthermore, trade openness and the MRT have a positive impact on the BRICS-Western European region, while geographical distance negatively affects trade flows of BRICS with the Western European and others group. It should be noted that bilateral exchange rate and geographical distance have the smallest effects on China-Western European region which reveal the power of Chinese Yuan and less importance of transportation cost. 
V. Conclusion
This study investigates the trade integration patterns for BRICS members using the 2014-UN Regional Groups and the gravity-panel data over the period of 2001~2015. The data include GDP, difference in income, trade openness, bilateral exchange rate, geographical distance, and the Multilateral Resistance Term (MRT). The results find a dissimilar integration trade patterns in manufactured products and raw materials, among the BRICS members, particularly Russia. This finding is in line with Medvedev (2015) and Makhmudova and Koreleva (2016) , who claim that, Russia has faced geopolitical tensions in the recent decade that destabilized its economy and has a particular trade patterns. The rest of our findings are summarized as follows.
From the coefficients of the bilateral exchange rate for BRICS member states in trading with UN member states, the Chinese currency, Yuan, shows stronger impacts on trade among the currencies of BRICS countries. It is consistent with the results of Orastean (2013)'s study. The main reason for the higher power of Chinese Yuan would be the dominance of this country in the BRICS's total trade flows. According to the Trade Map database, China contributes 67.8% to the total BRICS's imports and 72.2% to the total BRICS's exports in 2016.
The coefficient of different in incomes reveal that the Russian trade model is based on the H-O pattern in both manufactured products trade and raw material trade, whereas four other countries follow the Linder hypothesis in both products trade. The result is attributable to the excessive dependence of Russian trade on natural resources, such as oil and gas, and its tendency to deal trade with trade partners who have not similar income level with Russian Federation.
The size of the economy are significant for variables particularly two groups of Western European and Asia Pacific countries in both manufactured goods and raw material trade patterns. The existence of the countries, such as South Korea, Japan, China, India, Qatar, Singapore, and the UAE, in the group of Asia Pacific countries, as well as the presence of advanced economies such as Germany, England, the United States, France, Switzerland, the Netherlands, and Canada in the Western European Countries and Others group, appear to attract BRICS member states. In contrast, the attraction toward Latin America, Eastern Europe, and Africa is more pronounced for China. Further research should try to model integration patterns, for exports and imports of BRICS economies, seperately. It helps policy makers to find out more details about trade integration patterns of BRICS with different regions.
