Rutherford backscattering spectrometry (RBS) is a non-destructive thin film analytical technique of the highest absolute accuracy which, when used for elemental depth profiling, depends at first order on the gain of the pulse-height spectrometry system. We show here for the first time how this gain can be reliably and robustly determined at about 0.1%.
Introduction: the value of high accuracy RBS
High accuracy Rutherford backscattering spectrometry (RBS) is a powerful analytical method for metrology purposes. We have recently demonstrated that high accuracy RBS can be used for validating the accuracy of our implanted fluence measurement both by charge collection and also by sheet resistance measurements 1, 2 . This is an important result showing that RBS and quantitative implantation are both suitable for certifying new ion implanted or other standards for the quantification of other analytical techniques such as secondary ion mass spectrometry (SIMS) or Xray fluorescence (XRF). High accuracy RBS will also prove very valuable in Total-IBA (the synergistic use of multiple IBA techniques, such as RBS and PIXE) where the other techniques can inherit the accuracy of RBS 3 .
Equations 1 & 2 describe RBS and have been explained in great detail previously 4 . They have been simplified without any loss of generality, and their simplicity underlines why RBS is expected to be a high accuracy technique.
A = Q N  
Eq.1
Y = Q  / []
Eq.2 Figure 1 shows a pair of RBS spectra from an arsenic-implanted silicon sample. Considering the question of how many As atoms there are in the sample, Eq.1 simply says that the number of counts A in the As signal is given by the product of: the number of He particles Q in the probing beam, the number per unit area N of As atoms, the probability  of the He scattering from the As (expressed as an area), and the probability of detection  (expressed as a detector solid angle). Usually, a scattering cross-section function (is complicated and not known very well, but if the incident beam energy is low enough so that the two nuclei involved in the scattering event do not overlap, then  is given by the analytical Rutherford formula which simply assumes Coulomb repulsion of point charges. Spectra shown in Figure 1 are purely Rutherford. Determining a fluence N from a spectral area A therefore requires knowledge of the charge × solid-angle product (Q, but as we have discussed at length elsewhere 2 the charge Q is not easy to measure accurately, and accurate measurements of the solid-angle  are also notoriously difficult. Therefore, referring to Equation 2, we can obtain Q from the amorphous silicon yield Y (counts/channel), the gain  (keV/channel) of the spectroscopic electronics and the energy loss factor [] , the latter being a physical constant corresponding to the integrated inelastic energy loss of the He + ion in the sample, both on the in-path to the scattering event and the out-path towards the detector (in eV/TFU, where TFU ≡ "thin film unit" ≡ 10 15 atoms/cm 2 ). In this case [] has been measured at 0.8% uncertainty 1 relative to an Sb-implanted certified reference material (CRM) 5 . But the channel width  (keV/channel) is the gain of the spectroscopic electronics, and must be measured for each detection channel every day, and every time the gain is changed. The present work shows how to determine this electronic gain very accurately.
Figure 1 shows spectra taken from our programme for the quality assurance (QA) of our quantitative implantation, which is discussed in detail elsewhere 2 . The statistics in these spectra are very good since the signals of interest are rather small and we want a 1% measurement accuracy. It is interesting that the isotopic abundance of silicon is very clearly modelled in these data, and also that the pulse pileup is equally well modelled. What is critical is that there are two detectors in the scattering chamber: this means that we immediately have a double-check on the gain determination since the two independent detector channels have to give the same As fluence.
And since the channels are independent, the average result has √2 of the uncertainty of each. In terms of the Guide to the Expression of Uncertainty in Measurement (GUM) 6 we can give a Type A estimate of uncertainty instead of a (rather uncertain) Type B one; thus two detectors are infinitely better than one, but four detectors are only √2 as good as two: there are rapidly diminishing returns!
The present work is one of a set of five papers that unequivocally establishes high accuracy RBS as a definitive method for the traceable and non-destructive determination of quantity of material in thin films at a global accuracy of 1%. In 2012, an interlaboratory study of Jeynes, Barradas & Szilágyi 4 demonstrated reproducibility at about 1%, also describing RBS in detail including second (and higher) order effects and claiming ~0.1% (Type B) for the gain uncertainty (without any details). In 2014 the longitudinal study of Colaux & Jeynes 1 demonstrated reproducibility at about 0.9%, also establishing the uncertainty budget in considerable detail but also giving no details of how to achieve the claimed accuracy (~0.2%, Type A) for the gain calibration. A companion paper to the present one 7 concentrates on a straightforward method, using the 16 O() 16 O resonance at 3038 keV, for establishing the beam energy at 0.07%. In the present work we explicitly justify our Type A estimate of about 0.1% for the uncertainty of the gain determination, also showing why it is easy to underestimate it by consideration of the covariance factors. The single-measurement 4 reproducibility (of 0.99%) for this high accuracy RBS method as well as the accuracy of about 1% for quantitative implantation at Surrey are treated fully quantitatively in the last of this 5-paper set 2 .
Previous claims of high accuracy determination of electronic gain include Gurbich & Jeynes 8 , who also estimate 0.1% accuracy and discuss the issue. Their claim is credible since a proton beam was being used (with a much smaller pulse-height defect, or PHD), together with a very wide range of energies (as here). The previous authors they cite did not justify their claims -except for Munnik et al 9 , who also treat a wide range of energies, and who also correctly and explicitly treat the PHD. Munnik et al estimated a standard error on their gain of 0.16%.
Experimental details
RBS measurements used the 6-axis goniometer of the 2 MV Tandem accelerator of the University of Surrey Ion Beam Centre 10 which allows air-lock handling of 100 mm wafers without breaking vacuum. Two standard semiconductor diode detectors were used at backscattering angles of 173.4° (DetA) and 148.8° (DetB), measured with an accuracy of 0.2° using the goniometer with an in-line laser. The solid angles of detection were 0.9 and 2.1 msr for DetA and DetB, respectively.
The beam energy is controlled using feedback from the generating voltmeter (GVM) monitoring the tandem terminal voltage. The GVM calibration factor (i.e. relationship between the nominal and actual terminal voltage) is determined with an absolute accuracy of 0.07% as described elsewhere 7 .
Standard analogue electronics were used for pulse-height amplification and measurement with successive-approximation (6 s conversion time) ADCs. The shaping amplifiers have a shaping time of about 500 ns, and implement a pulse-pileup inspection circuit with a time resolution also of about 500 ns: the ADCs were gated to reject detected pileup events.
The ADC electronic zero ("offset") was measured directly using an electronic pulser: that is, electronic pulses of various heights (measured with a storage oscilloscope) are recorded by the pulse-height spectrometry system. The offset (in channels) is determined from a linear regression of the pulse-height (in volts) and the pulse position (in channel numbers). The offset in keV follows from knowing the electronic gain of the pulse-height spectrometry system (keV/ch).
The electronic gains obtained by our calibration method are validated against the Sb-implant certified reference material (CRM). The certified ion fluence is (48.1 ± 0.6) × 10 15 Sb/cm², where the stated expanded combined uncertainty has coverage factor k=2. The CRM is a 15 mm square piece of IRMM-ERM-EG001/BAM-L001
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, subsequently amorphised at Surrey to a depth of about 630 nm with an "Epifab" implant 11 : that is, a 5 × 10 15 28 Si/cm 2 cold implant at 500 keV on a liquid-nitrogen cooled stage. It is necessary to amorphise the CRM since we need the silicon yield Y (Eq.2) to be unaffected by channelling effects: it has long been recognised that methods of "randomising" the beam direction into single crystals to avoid RBS channelling effects are only effective at accuracies of 4% or so (there are no "random" directions in single crystals) 12 , not good enough for the present purposes.
The RBS spectra were fitted using the DataFurnace code 13 , and also the pulseheight defect (PHD) correction of Pascual-Izarra & Barradas 19 which uses Lennard's calculation of the non-ionising energy loss 20 .
The channelled substrate signals were fitted using an ad-hoc cubic polynomial correction to the scattering cross-section of Si, discussed in detail by Barradas et al 21 .
A parameterisation of the measurements of Pascual-Izarra et al 22 , which have been confirmed by Lennard et al 23 (who gives his results in terms of the Si stopping powers of Konac et al 24 ), were used for the SiO 2 stopping power.
In this work spectral fitting is accomplished by minimising the standard chi-squared ( 2 ) function (using the usual definition of ²: the sum over all channels of the squared deviation of the simulated from the collected spectra). Any convenient function can be minimised, but  2 is wellbehaved where the simulation is close to the data. DataFurnace can use other functions for minimisation, the "robustified 
2
" is discussed in the companion work 5 .
Calibrating the pulse-height spectrometry system
The electronic gain () of the acquisition system is usually derived from a spectrum obtained from a calibration sample such as shown in Figure 2 . This is a multilayer calibration sample discussed at length previously 4, 25 and consisting of a thin metallic bilayer on a silica-coated silicon substrate.
Thus, there are four elemental signals (Au, Ni, Si & O), and with a detector at a given scattering angle we will detect particles backscattered from the "surface" of the sample whose energy can be calculated precisely from the incident beam energy and a simple application of the kinematics of the scattering event. Of course, the signals in this case from Si and O are not exactly surface signals: they are noticeably displaced to lower energies because of the energy loss through the metal layers, but the energy loss in the metals is known well enough for this not to compromise the available calibration precision.
With reasonable care, treating the spectra as energy spectra allows one to routinely achieve accuracies around 2%. But this is not good enough for the technique to be taken seriously as a "definitive method"
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, nor is it good enough for straightforward QA applications, such as the important case of implanter fluence qualification treated in the companion work 2 . Lennard pointed out forcefully some time ago 23 that the traditional RBS spectra obtained using semiconductor detectors as shown in Figures 1 & 2 are pulse-height spectra, not energy ones. The pulse-height response of such detectors is proportional only to that part of the particle energy that is converted to electron-hole pairs in the active region of the detector, but some of the particle energy is also lost both at the entrance window and into the nuclear displacements which are not converted to electron-hole pairs. This is known as the pulse-height defect (PHD) which, as Figure 3 shows, varies quite strongly with energy 20, 27 and is not quite the same as a simple offset strictly independent of energy. The PHD must be taken into account for properly interpreting the RBS spectra. The non-linearity of the PHD has a dramatic effect on RBS spectra that cannot be accurately fitted for all peaks and edges without properly taking it into account (see Fig.1 in Jeynes et al 4 and Fig.4 in Pascual-Izarra & Barradas 19 ). On the other hand, Figure 3 shows that the non-linearity of the PHD is mainly due to the energy loss in the detector dead layer. In this work, we propose to use the silicon (Si & Si|SiO 2 ) and oxygen (O & Si|SiO 2 ) interface signals (see Figure 2) for assessing the dead layer thickness used in DataFurnace to simulate the spectra. Obviously, using a single energy for determining the dead layer thickness is not quite good enough since the PHD function would only be probed on a rather small energy range (i.e. Si and O signals edges appear between 400 and 850 keV in Figure 2) . The use of a dataset acquired for a wide energy range is therefore required for properly deriving the detector dead layer thicknesses. In this work we used 18 pairs of spectra from two detectors: 9 pairs collected around the 3038 keV 16 O(α,α) 16 O resonance (this sub-set is also used for the GVM calibration procedure 7 ) and 9 pairs collected at energies ranging from typically 1400 to 1700 keV (see Table 1 ). From these 18 pairs of spectra, we want to extract the dead layer of each detector and the electronic gain of each detection channel. But these parameters are strongly correlated 28 and an iterative procedure (see flow diagram in Figure 4) must be used to converge on the optimum values. . The nominal PHD value may come from the datasheet of the detector; from previous work or from direct measurement using a triple-alpha source 20 . When no information is available, the PHD value is roughly determined by fixing the electronic offset at the value directly measured with an electronic pulser.
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A 2 The whole dataset (18 pairs of spectra) is fitted using DataFurnace, that is, all spectra are automatically fitted one after the other where the incident energy and PHD are fixed to nominal values and the electronic gain (± 2%) and offset (±10 channels) are fitted to minimise the chi-squared (²) function for each spectrum. Other parameters such as the collected charge (±20%), the detector resolution (±10 keV) and the sample depth profile are also allowed to vary during the ² minimisation. This is because, although there is a true value for all these (which ought to be known), any error in selected (non-varying) values will bias the results quite strongly. In fact, the data determine all of these parameters independently.
We should comment that the detector resolution is fitted because ² minimisation is extremely sensitive to the shape of edges and peaks, and if the instrumental function is not correct the positions of both edges and peaks can be heavily distorted. The purpose is to use these features of the spectra to determine the experimental parameters so that it is of the essence to avoid such distortion. Of course it is the position of the peaks and edges that fixes the electronic gain and offset. The precision with which these positions can be determined depends only on the size of the signals (and not on the nominal energy resolution), as was pointed out long ago in this context Figure 2) . If all of these edges are not properly fitted for each spectrum, the PHD value is accordingly adjusted (A 4 ) for performing the next iteration (A 3 + A 2 ). Otherwise, the fitting procedure is completed. It should be noted that both oxygen and silicon edges at the Si|SiO 2 interface are subject to possible errors existing in the SiO 2 stopping power function. Since the exit path length is quite different for the two detectors, we separately fit the spectra recorded by DetA & DetB, so that any error in the stopping power function can be artificially compensated by adapting the SiO 2 thickness used for the simulation. The use of the correct stopping power function is also of importance for getting the correct electronic gain (see Discussion below).
Results
Fitting the whole dataset (36 spectra: 2 detectors, 18 energies) with DataFurnace and exporting the results to a spreadsheet, one can obtain a table similar to Table 1 where the standard error at 99% of confidence (SE99) is given by:
where SD is the standard deviation of the N measurements, α is the interval of confidence (i.e. 99%) and Chiinv is the function that returns the inverse of the right-tailed probability of the chisquared distribution.
Logging the mean value of the fitted parameters (electronic gain, offset, PHD and ²) after each iteration (A 2 in Figure 4) , one obtains the trend charts shown in Figure 5 and used for assessing the criterion C 1 . In this example, steady state of all fitted parameters is reached fairly quickly (~30 iterations) because of the prior knowledge available for the detectors: both PHD and electronic gain were previously derived (at lower accuracy) from the GVM calibration method 7 using the subset of spectra acquired around 3 MeV.
At the end of this calibration procedure, the electronic gains are validated against any convenient ion-implanted standard sample. That is, if the electronic gains are correctly determined, both detectors ought to give the same (correct) measured fluence. We have used the Sb-implanted CRM for which the true (certified) value is known to be (48. In the analysis shown, the electronic offset measured directly using an electronic pulser was found to be (2. Considering the scattered energies (that is, neglecting the PHD) for determining the electronic gain and offset one finds: ℎ = 3.1458 × ℎ + 68.9 at 1.5 MeV Eq.4 ℎ = 3.1557 × ℎ + 67.9 at 3.0 MeV Eq.5
The offset is unexpectedly high at about 70 keV where the direct measurement using an electronic pulser indicated (2.4 ± 10.8) keV for this detector (DetA). Treating these spectra as energy spectra also causes the apparent gain to be a function of incident beam energy: the variation between the gains determined at 1.5 MeV and 3.0 MeV is about 0.3%.
Considering the detected energies of Table 3 (that is, scattered energies corrected for the PHD) one finds: ℎ = 3.1831 × ℎ − 5.4 at 1.5 MeV Eq.6 ℎ = 3.1846 × ℎ − 3.0 at 3.0 MeV Eq.7
The derived electronic offset is now in close agreement with the direct measurement performed with an electronic pulser. Moreover, the electronic gains determined at 1.5 MeV and 3.0 MeV are indistinguishable (difference lower than 0.05%) and in agreement with the electronic gain given by our calibration method ( Table 1) . This result demonstrates how the PHD can linearise the electronic gain of the pulse-height spectrometry system.
Moreover, the comparison of Eqs. 4 & 6 (or Eqs. 5 & 7) highlights the size of the error on the electronic gain determination when handling the data as energy-rather than pulse-height spectra: the electronic gain variation is 1.2 % (0.9 %) at 1.5 MeV (3.0 MeV)! Finding a smaller deviation at higher incident beam energy simply reflects the lower PHD correction at higher energies (Figure 3) . The trouble with gain errors of about 1% and greater is that the peaks and edges now cannot all be fitted exactly, and the incentive to be careful is reduced, increasing the expected error! Experience shows that it is shockingly easy to get 2% or even larger errors in the gain determination. Obtaining the PHD correction is therefore of primary importance for correctly calibrating the pulseheight spectrometry system. In our calibration procedure presented above, this is achieved by ; conversely, this trailing edge signal can be used to determine the PHD, as we do here using a dataset acquired on a wide energy range for probing different parts of the PHD function (Figure 3) .
It is worth noting that the energy loss factors are also non-linear with the energy (Figure 6) . They are consequently different for the O and Si signals, and the evaluation of the PHD relies on the accuracy of the SiO 2 (molecular) stopping power measurements. Moreover, Figure 6 shows that significant discrepancies exist between the various databases available in the literature. However, although the variation of the energy loss factor for the O and Si signals is large when considering the whole dataset (20-25% between 250 keV and 1.8 MeV, regardless of the database used), this variation is rather small for a given incident beam energy ( 1%). For that reason, each spectrum is separately fitted in our calibration method, allowing one to compensate any error in the stopping power function by adjusting the SiO 2 thickness used in the simulations. The accuracy of the PHD determination in our calibration method is therefore only limited by the eye of the analyst who needs to evaluate the goodness of the fit: that is, about 5% (evaluated by trial-and-error). We have not yet found a sufficiently sensitive objective test. . The lower part shows the ratio of these two measurements.
The procedure described here results in the excellent fits to the spectra shown in Figs. 1 & 2. ). This is an accuracy far better than 0.1% for the electronic gain determination of both detectors! It should be noted that similar results could be obtained with a reduced dataset providing that a similar energy range is covered by the dataset: for instance, 9 pairs of spectra acquired between 1.0 and 2.0 MeV. The small SD of the detector resolution (~3%), the electronic offset (<0.4 keV) and the ² values reported in Table 1 also demonstrate that the whole dataset is consistently fitted when the PHD is properly determined.
In fact, the combined uncertainty of the gain is dominated by the uncertainty of the determination of the PHD. In the companion work we determined the covariance of the PHD and gain by trialand-error, finding that 20% variation of the PHD gives a gain variation of 0.4%. Then assuming (conservatively) linear behaviour, the sensitivity of 5% in the PHD for this more precise work (also determined by trial-and-error) implies a gain variation of 0.1%. This is confirmed by a numerical determination of the covariance.
The results obtained in this work have been validated against the Sb-implant CRM: the measured fluence is directly proportional to the electronic gain (Eq.2), but both detectors ought to give the same Sb-fluence since they are measuring the same sample. Table 2 gives the Sb-fluences measured by both detectors on several occasions. The uncertainty associated with the ratio DetA/DetB leaves out all systematic contributions which are identical for both detectors: namely, convenience. Since we are aiming to validate the electronic gain, the uncertainty A 3 is also disregarded. For each measurement, the ratio DetA/DetB is indistinguishable from unity: that is, the discrepancy from unity is lower than the uncertainty associated with the measurement. Thus the error on the electronic gain (if any) is negligible in comparison to the uncertainty on the ratio. We conclude that the uncertainty on the electronic gain ought to be lower than 0.2% (i.e. a third of the average uncertainty of the ratio DetA/DetB), in agreement with our estimate (SE99 on the electronic gain mean in Table 1 ). The agreement between the certified value and the mean fluences measured by DetA and DetB gives further confidence in the electronic gain determination. The mean Average/Certified fluences ratio is found to be 1.002 ± 0.005: indistinguishable from unity.
Finally, it should be noted that the starting point (i.e. iteration #1 in Figure 5 ) comes from the GVM calibration procedure described in the companion work 7 . The variation of the dead layer thicknesses between the first and last iteration is found to be about 2.5% and 14% for DetA and DetB, respectively. This result is in agreement with the previous conclusions 7 stating that the PHD cannot be determined at an accuracy much better than 20% when handling only the dataset of spectra acquired around 3.0 MeV. The very close value found for the DetA dead layer in this work simply reflects that this detector has been used many times (thus the PHD value was already well known), while DetB was a brand new detector. Similarly, the variation of the electronic gains derived from the GVM calibration procedure 7 or in this work is found to be 0.30% for the DetA and 0.25% for the DetB, consistent with the previous claim 7 (i.e. electronic gain is determined at about 0.4% handling only the dataset acquired around 3.0 MeV).
Conclusion
We have presented a complete method of calibrating the free parameters for Rutherford backscattering spectrometry at the best traceable accuracy for the certification of ion implanted fluences. We have shown that by following the procedure described in this work the PHD per detector can be determined at about 5%, giving 0.1% as the covariance of the gain of the pulseheight spectrometry system (again, per detector). For a fixed PHD the gain itself is determined very precisely indeed, with a standard uncertainty of only 0.033%. Thus, the standard uncertainty introduced by the gain is 0.11%, dominated by the determination of the PHD.
This estimate of the uncertainty (Type A in terms of GUM 6 , see Table 1 ) has been shown to be consistent with the repeated analysis of the Sb-implant CRM. The results presented in this work are derived from a dataset of 36 spectra (18 energies, 2 detectors), but we believe that similar results could be achieved with a reduced dataset covering a similar energy range (for instance, 9 pairs spectra acquired between 1.0 and 2.0 MeV) for properly probing the PHD function (Figure 2) . The dead layer thickness of each detector can be derived at better than 5%, which is of primary importance for properly determine the electronic gain: neglecting the PHD in the data processing leads to errors of 1% or larger in the electronic gain! .
