Abstract Most commonly, to estimate permeability, we can use values of porosity, pore size distribution, and water saturation from logging data and established correlations. One benefit of using wireline log data to estimate permeability is that it can provide a continuous permeability profile throughout a particular interval. This study will focus on the evaluation of formation permeability for a sandstone reservoir in the reservoir formations of Hassi R'Mel Field Southern from well log data using the multivariate methods. In order to improve the permeability estimation in these reservoirs, several statistical regression techniques have already been tested in previous work to correlate permeability with different well logs. It has been shown that statistical regression for data correlation is quite promising. We propose a two-step approach to permeability prediction that utilizes non-parametric regression in conjunction with multivariate statistical analysis. First we classify the well log data into electrofacies types. A combination of principal component analysis, model-based cluster analysis and discriminant analysis is used to characterize and identify electrofacies types. Second, we apply nonparametric regression techniques to predict permeability using well logs within each electrofacies. Three non-parametric approaches are examined via alternating conditional expectations (ACE), generalized additive model (GAM) and neural networks (NNET) and the relative advantages and disadvantages are explored. The results are compared with three other approaches to permeability predictions that utilize data partitioning based on reservoir layering, lithofacies information and hydraulic flow units. An examination of the error rates associated with discriminant analysis for uncored wells indicates that data classification based on electrofacies characterization is more robust compared to other approaches. These methods are tested and compared at the heterogeneous reservoirs in Triassic formations of Hassi R'Mel. The results show that permeability prediction is improved by applying variable selection to non-parametric regression ACE while tree regression is unable to predict permeability.
Introduction
The knowledge of permeability is critical to developing an effective reservoir description. Permeability data can be obtained from well tests, cores or logs. Normally, using well log data to derive estimates of permeability is the lowest cost method. In the Hassi R'Mel area (Fig. 1) , the principal reservoir is located in the deposits of Triassic age. This field of Southern directed anticline structure is located at the Western end of the Triassic province of Algeria (Fig. 1) . The principal studies carried out in this formation are mainly focalized in electrofacies characterization and non-parametric regression ACE techniques [7] and are proven to be successful in predicting permeability in highly heterogeneous sandy reservoirs.
The prediction of absolute permeability is a key element in reservoir descriptions and has a direct impact on, among others, [14] , effective completion designs, successful water injection programs and more efficient reservoir management. Traditionally simple linear regressions of core porosity -permeability data or empirical formulae using various log responses (usually porosity, clay volume and water saturation) have been used to predict permeability. These empirical methods only apply locally and ignore the fact that there is no theoretical basis for a relationship between porosity and permeability. In addition the scatter of the data about the regression line is explicitly ignored and implicitly attributed to measurement error or lower order variability in reservoir characteristics. Amaefule et al. [1] state that a practical and theoretically correct methodology is proposed for identification of hydraulic flow units based on a modified Kozeny-Carman equation [6, 5, 2, 12, 1] . In doing so they make extensive use of core data to describe the complex variations in pore geometry and the identification of ''flow zone indicators" (FZI) from hydraulic units, which are, in turn, implicitly linked too much improved permeability estimations [24] .
This article investigates the usefulness of the mathematical concepts and the predictive capabilities of multivariate analysis [23] with a view to better estimation of facies using the tree regression methods and to improving permeability estimates for the Hassi R'Mel Field in Triassic Formations.
In this context, we utilize the stepwise algorithm method to further improve permeability estimates. Stepwise regression is a kind of stepwise algorithm used in linear regression. We first demonstrate the availability of the stepwise algorithm by applying stepwise regression [10, 11] to Hassi R'Mel Southern (Triassic). A method combining the stepwise algorithm and ACE is proposed and applied to the Hassi R'Mel Field (Triassic). Results are compared with those from regression without variable selection.
Methodology
The applications of the results obtained during the facies analysis, starting from the available log data for the Triassic formations of Hassi R'Mel Southern made it possible, first, to define ten electrofacies (sandstone, shale, dolomite, evaporate, andesite and clay), in the wells of Triassic formations. Manual facies analysis of Triassic well log data was carried out in ten Figure 1 Field location of Hassi R'Mel. Sands (yellow), limestone (blue), shale (green), dolomite (Magenta), Silts (light brown), Sebkha (dark brown).
surveys [3] . This allowed us, in a first stage, to define ten lithologies. Next, after developing a model on a well using the ''Petrolog" software, and checking it on other wells, a semi-automatic data processing was carried out on seven other wells. The facies analysis in the Hassi R'Mel Field is shown in Fig. 2 .
This approach was developed in two stages for the prediction of permeability using the non-parametric regression in conjunction with multivariate statistical analysis [17] . In a first step, a classification of log data in many electrofacies types is made in accordance with the unique characteristics of well log data and measures reflecting minerals and lithofacies in Figure 2 Facies analysis in Triassic of Hassi R'Mel [3] .
Prediction of permeability and porosity from well log datathe interval studied. A combination of principal component analysis, cluster analysis based on a model and discriminant analysis [16] is used to characterize and identify the types of electrofacies. Second, we apply nonparametric regression techniques to predict permeability using well logs in each electrofacies. Three non-parametric approaches are examined:ACE, GAM, and NNET and the relative advantages and disadvantages are explored.
Data available
The data presented in this analysis have been gathered from 5 wells. We left out two cored wells (HRS-7 and HRS-8) to verify our correlations using blind tests. The data presented in this analysis have been gathered from 7 wells. The consideration of the data quality and field-wide availability, a suite of well logs is selected for the analysis. In this field we have 7 well logs: caliper, gamma ray (GR), and three different resistivity (LLD, LLS, and MSFL), acoustic transit-time (DT), neutron (NPHI), and density (RHOB), and photoelectric logs (PEF). Among the 7 well logs, only 6 logs (GR, RLLD, DT, NPHI, RHOB, and SW) are chosen for characterizing the electrofacies groups.
After partitioning of well log responses into electrofacies groups, statistical regression techniques are applied to model the correlation between permeability and well log responses within the partitioned groups. In this study, three nonparametric techniques are examined using ACE, GAM, and NNET and their relative predictive performances are assessed. In neural network modeling, the 927 sample data set from 7 wells was divided into two subsets for training and supervising. The supervising data set is used for testing whether the neural net can generalize from the training data set. For each electrofacies group, we modeled the networks containing the optimal number of nodes in the hidden layer which produce the least mean square error for the supervising data set. Table 1a and b compares regression errors for the three models used for developing the correlations. These errors are summarized in terms of mean squared error (MSE) and mean absolute error (MAE) during regression. The GAM appears to fit the data better compared to the other models.
Analyses

Electrofacies analysis
Recent methods used in electrofacies classification are mainly based on techniques for identifying groups from responses logging data with the same characteristics. (Fig. 3) . For this purpose, the process results of principal component analysis can be shown in Table 2 . First principal component (PC1) appears to indicate porosity (NPHI) of the formation while second principal component (PC2) shows a stronger correlation with density (RHOB) readings. The eigenvectors of the covariance matrix ( P ) provides coefficients of the principal component transformation.
Principal component analysis
Principal component analysis (PCA) is probably the oldest and best known of the techniques of multivariate analysis. It was first introduced by Pearson [19] , and developed independently by [13] . Like many multivariate methods, it was not widely used until the advent of electronic computers, but it is now well entrenched in virtually every statistical computer package.
Principal components constitute an alternative form of displaying the data [15] , thereby allowing better knowledge of its structure without changing the information. In addition, because the total variance in a data set can be defined as the sum of the variances associated with each principal component, the first few principal components that explain most of the variation in the original variables are often useful to reveal the structure in the data. This can reduce the dimensionality of the problem and complexity in the cluster and discriminant analysis.
Cluster analysis
This method can provide better performance compared to traditional methods such as the nearest neighbor and k-mean clustering methods, which are often not capable of identifying the groups (sebkha, river channel, paleosols, floodplains and dolerite) that are either overlapping or of varying sizes and shapes.
Another advantage of the model-based approach is that there is an associated Bayesian criterion for assessing the model [22] . Bayesian criterion is associated with this method to evaluate the model [22] where the number of clusters without the subjective judgments necessary in other conventional cluster analysis techniques can be estimated.
Discriminant analysis
It is a statistical analysis to predict a categorical dependent variable (called a grouping variable) by one or more continuous or binary independent variables (called predictor variables). Discriminant analysis is used when groups are known a priori (unlike in cluster analysis). Each case must have a score on one or more quantitative predictor measures, and a score on a group measure. In simple terms, discriminant function analysis is classification the act of distributing things into groups, classes or categories of the same type.
This technique is based on the assumption that an individual sample arises [8] from one of g populations or groups (P 1 , . . . P g , g > 2). If each group is characterized by a group-specific probability density function fc(x) and the prior probability of the group/c is known, then according to the Bayes theorem, the posterior distribution of the classes given the observation x is as follows (Eq. (1)): Prediction of permeability and porosity from well log data 5
Permeability correlation
The non-parametric regression techniques which do not require a priori assumptions about the functional forms to model the data in this case may be applied if electrofacies are known. In this case correlations between permeability and log responses can be established for each kind of electrofacies. There are generally three different nonparametric approaches that address this issue: GAM, ACE, and Nnet.
The Generalized additive models (GAM)
Regression model has the general form (Eq. (2)):
where v L is the predictor and u L is function of predictors. Thus additive models replace the problem of estimating a function of a p-dimensional variable v by one of estimating p separate one-dimensional functions, u L . Such models are attractive if they fit the data since they are far easier to interpret than a p-dimensional multivariate surface. Algorithm: The response transformation models generalize the additive model by allowing transformation of the response variable y. The models have the following general form as (Eq. (3)):
The ACE algorithm, originally proposed by Breiman and Friedman [4] , provides a method for estimating optimal transformations for multiple regressions that result in a maximum correlation between a dependent (response) random variable and multiple independent (predictor) random variables. Such optimal transformations can be derived by minimizing the variance of a linear relationship between the transformed response variable and the sum of transformed predictor variables.
Feed-forward neural networks (NNET)
A feed forward neural network is an artificial neural network where connections between the units do not form a directed cycle. This is different from recurrent neural networks. The feed forward neural network was the first and simplest type of artificial neural network devised. In this network, the information moves in only one direction, forward, from the input nodes, through the hidden nodes (if any) and to the output nodes.
Usually, the feed forward neural net is arranged in multiple layers as shown in Fig. 7 : Six input layers, two output layers and more hidden layers. Each layer contains a number of nodes (also called neuron's processing units) which are connected to each node in the preceding layer by simple weighted links. Except for nodes in the input layer, each node multiplies its specific input value by the corresponding weight and then sums up all the weighted inputs. Sometimes a constant (the 'bias' term) can be involved in the summation. The final output from the node is calculated by applying an activation function (transfer function) to the sum of the weighted inputs as shown in Eq. (4):
where y is the vector of output variables, x is the vector of input variables, 6 is the bias term, w ij are the connection weights on the link from i to j node, nh is the number of hidden nodes, and ni is the number of input variables.
The original activation function proposed by McCulloch and Pitts [18] is a step function, the so called threshold function (with f(x) = I (x > 0)). However, the artificial neuron model has been expanded to include other functions such as the sigmoid, piecewise linear, and Gaussian. In this study, a logistic function is used as the activation function, which gives values that range from 0 to 1 as (Eq. (5)):
A critical aspect in a neural network is the learning process of forcing a network to yield a particular output (response) for a specific input (signal). For multilayer feed forward neural networks, a more powerful supervised learning algorithm, called back propagation, can be employed to recursively adjust the connection weights so that the difference between the predicted and the observed outputs is as small as possible.
Permeability in uncored wells
Many of the Petrophysical models used for simulation studies are based on the classical approach of cross plotting the logarithms of permeability versus porosity (Fig. 8) and then, by fitting a regression line on this plot, predicting the permeability through the reservoir rock with correlation coefficient (R 2 = 0.029). This approach is critical when used to model permeable rocks, as it implies two misleading concepts. First, it considers the relationship between the logarithms of core permeability versus core porosity as linear. Secondly, using log porosities on this plot to predict the permeabilities would imply a scaling agreement between the macroscopic level (core plug) and the megascopic level (log data). Discretizing the reservoir into units such as layers and blocks, and assigning values of all pertinent physical properties to these blocks will give a better agreement with the reservoir heterogeneity.
Classification based on stratigraphical zones
The Saharan Triassic consisted of varied continental environments, namely, fluvial, flood plain, lake, Sebkha or Evaporate, and Eolian [3] . This Triassic is composed of three Formations: I, II and III. At the top of Formation I, the lower series of strata of the Triassic, there are intercalations of volcanic rocks represented by dolerites. Sedimentation interspersed with periods of no deposition is thought to have occurred during the Triassic continental; resulting in a deposition of ground-level strata and the development of a more or less intense pedogenesis. At the top of Formation II, the eruptive on the level of the lower member II a at the base and constituted primarily of dolerites but the roof is primarily by a channel in a fine sandy filling. The member II b is characterized by fluvial facies of channels prevailing and evolving to the top in a complex of playa or evaporates.
Formation III is characterized primarily by an evaporate facies of sebkha type halite.
Classification based on Lithofacies: Error rate from all classifications
The facies studies started with a core analysis, and was carried out on the Triassic formations of the Southern Hassi R' Mel. This required a core analysis in the laboratory of Sonatrach (Algiers), as well as the combination of the different well log data: Gamma Ray, neutron and sonic log, their fittings in sequences and their vertical evolution. The study of the sedimentary figures, representing the hydrodynamic and physical conditions of the sedimentation environment, was also taken into account.
Well log responses can be also partitioned using lithofacies that are usually determined by core descriptions and thin section analysis for all the wells (2, 4, 7, 8, 9, 11 and 12 ). The Field of Hassi R'Mel can be described by 10 different lithofacies types as shown in (Table 6 ).
The crossval function (Matlab 12a, 2012) can estimate the misclassification error for both LDA (Linear Discriminant Analysis) and QDA (Quadratic Discriminant Analysis) using the given data partition for the two wells HRS-7 and HRS-8, where the QDA has a slightly larger cross-validation error than LDA.
Results
Principal component analysis
In the scatter plot (Fig. 4) , the relationship between reservoir properties and the 3 major principal components generated from the 5 well logs can be explored. First principal component (PC1) appears to indicate porosity of the formation while second principal component (PC2) shows a stronger correlation with gamma ray readings. Fig. 5a shows the projection of the well log variables on the factors plane (1x2), where the contribution of the factor 1 is of 46.01% and 21.71% for the second factor.
For the PC1 and PC2 (Table 3a) , with porosity, the components are given by, Fig. 5b shows the projection of the well log variables on the factors plane (1 Â 2) , where the contribution of the factor 1 is of 48.22% and 35.61% for the second factor.
For the PC1 and PC2 (Table 3b) , with permeability KH, the components are given by, Figure 4 Scatter plot of GR, DT, RLLD, RHOB, RHOCMA and NPHI, SW.
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Cluster analysis
The goal of the cluster analysis is to establish classes of data groups, homogeneous and isolated from the outside on the basis of a measure of similarity or dissimilarity between the groups (Fig. 6a, b) . In this study, the grouping based on a model, a hierarchical clustering technique by agglomeration is used.
Discriminant analysis
The observations should be allocated into the group with the maximal posterior probability p(c/x). The discriminant analysis used in this study requires prior classification (Table 4) of the data into relatively homogenous subgroups whose characteristics can be described by the statistical distributions [9] of the grouping variables associated with each subgroup.
Permeability correlation
The optimal transformations are derived solely based on the data sets and can be shown to result in a maximum correlation in the transformed space. The transformations do not require a priori assumptions of any functional form for the response or predictor variables and thus, provide a powerful tool for exploratory data analysis and correlation. The correlations of vectors in matrix representing the predictor values (well logs) and the predicted value (core permeability KH or CPerm and core porosity CPor) are summarized in Table 5a and b.
Feed forward neural network
In this study, we used a typical feed forward model that consists of one input layer, one hidden layer and one output layer. In addition, the optimum number of hidden nodes is determined by trial and error.
This technique is applied to highly shaly sand reservoirs in the Triassic formations of Hassi R'Mel, Sahara Algeria. Conventional multiple regressions did not provide satisfactory permeability and porosity predictions in this field. The superior predictive ability of our proposed approach is verified using blind tests. We also, compared our results with the neural network method for permeability and porosity prediction based lithofacies characterization and the results are better (Fig. 7) .
Permeability in uncored wells
Some flow units in Well HR-7 and the permeability porosity relationship constructed for the unique HFUs are illustrated in Figs. 8 and 9 . The samples in the scatter plot are grouped by HFUs after calculating FZI in uncored well using Eqs. (6)- (11) from well log data, permeability can be determined for each HFU (mean FZI value) using Eq. (12) . A result of calculated permeability versus core permeability with depth in uncored wells is shown in Fig. 10 . These predicted permeability profiles were obtained by assuming that this well had been logged only and did not have core data, while in reality core data were available at well. This was done only to check how accurately the HFU method would predict permeability in these well if they had not been cored. As shown, the permeability profiles of the log-derived HFU agree with core data. Prediction of permeability and porosity from well log data 9
Classification based stratigraphy
The estimation of the permeability by application of the correlation equation established in each area can be applied directly to the log responses in corresponding predefined area without the use of discriminant analysis. All the Permeability and porosity predictions based on the zonal classification for the well HRS-7 as: KH (core permeability) can be shown in Fig. 10 : KH-NN (Neural permeability) and PERMC (FHU permeability). The same results were obtained for the well HRS-8 ( Figs. 10 and 11 ).
Classification based Lithofacies
The Means with error plot of core porosity and core permeability, associated with the lithofacies can be shown in Fig. 12a and b. An examination of this plot will show that variables evaporate, shale, shale dolomite, shale sand and low sand shale are the least influential in determining the first principal component while sands plays the most significant important role. The predictive performance of different classifiers is defined as an error rate which represents the fraction of training or a test set that have been misclassified. The error rates Figure 7 Feed forward neural net in multiple layers. (Tables 7 and 6) for the wells HRS-7 and HRS-8. It shows that a simpler model may get comparable or better performance than a more complicated model of other classifications ( Table 7) . The error rate associated with the classification of HFUs is the highest among all techniques considered in this study. The quadratic discriminant analysis (QDA) for the data used shows the computed ''ldaCVerr" and the ''qdaCVerr" errors for linear and quadratic discriminant analysis and represents the expected prediction error on an independent set. To this end, the discriminant analysis based on lithofacies data performs worse than classifiers based on the electrofacies information.
Among the three non-parametric methods, the ACE model appears to be the best models in terms of their predictive of porosity and permeability. The Neural Network model tends to overestimate or underestimate in some intervals of the formation. Especially the poor predictive performance in the blind well HRS-8 indicates that a trained neural network will not necessarily provide accurate predictions for the data that were not used during training. Therefore, the GAM model produces good results for most intervals in the blind wells.
Comparison for other techniques for permeability prediction
The Hydraulic Unit concept [1] was selected for subdividing the reservoir into distinct petrophysical types. Each distinct reservoir type has a unique Flow Zone Indicator (FZI) value.
According to [20] , a hydraulic flow unit is a continuous body over a specific reservoir volume that practically possesses consistent petrophysical and fluid properties, which uniquely characterize its static and dynamic communication with the wellbore.
This technique is based on a modified Kozeny-Carman [5] (cited in Amaefule et al. [1] ) and the concept of mean hydraulic radius (Eq. (6)):
S gv : may also be defining as the surface area of grains exposed to fluid per unit volume of solid material. Flow zone indicator depends on geological characteristics of the material and various pore geometry of a rock mass; hence, it is a good parameter for determining hydraulic flow ).
Prediction of permeability and porosity from well log dataunits (HFUs). Flow zone indicator is a function of reservoir quality index and void ratio. Amaefule et al. [1] addressed the variability of Kozeny's constant by dividing Eq. (1) by the effective porosity, u e and taking the logarithm:
Defining the flow zone indictor FZI (lm) as (Eq. (7)):
Reservoir quality index RQI (lm) as (Eq. (8)):
Normalized porosity u z (fraction) as (Eq. (9)):
Therefore (Eq. (10)) becomes:
Taking the logarithm of both sides of (Eq. (11)) yields:
On a log-log plot of RQI versus u z , all samples with similar FZl values will lie on a straight line with unit slope, in Fig. 9 , the value of the FZI constant can be determined from the intercept of the unit slope straight line at u z = 1. Samples that lie on the same straight line have similar pore throat attributes and, thereby, constitute hydraulic unit. The permeability of a sample point is then calculated from a pertinent HFU using the mean FZI value and the corresponding sample porosity using the following (Eq. (12)):
However, it is worth-mentioning that given the true porosity and true HFUs (based on core data), the predicted permeability shows almost perfect agreement with the true permeability. So, the principal difficulty appears to be the identification of hydraulic flow units in uncored wells. In Table 7 , the predictive performances of the four approaches are compared using linear and quadratic errors for both the two wells HRS-7 and HRS-8.
All the results of Permeability and porosity prediction are plotted in the Fig. 12a and b where the three methods used in this work shows the well log data correlation with porosity and permeability calculated from the HFU (PERMC) and others porosity/permeability as (KH-NN) from FFNET with core data (KH).
Discussion and conclusion
The use of nonparametric regression methods in the Electrofacies Characterization study allows more significant results in the model clay sandstone oil reservoir. Therefore, 1. The predicted permeability profiles obtained from the data recorded in the depth, by assuming that this well had been logged only and did not have core data, while in reality core data were available at well. An examination of the error rates associated with Discriminant Analysis for core porosity and core Permeability showing the summary Goodness of Fit for uncored wells indicates that data classification based on electrofacies characterization look more robust compared to other methods. 2. The simplest approach uses flow zones or reservoir layering. Other approaches have used lithofacies information identified from cores, electrofacies derived from well logs, and the concept of HFUs. 3. Non-parametric regression offer better technical means to better approximate the permeability in the shaly sand reservoirs, even in intervals where there is no relationship between permeability and logs. 4. The best performance of permeability prediction result of the discrimination ability of the pattern recognition and reliability correlation models and this has, in advance; explained the methods for predicting porosity and permeability calculated from partitioning and correlation of data. The identification of errors from HFU and lithofacies can thus lead to incorrect results in the predictions of porosity and permeability.
To improve further the permeability and porosity predictions, The results of treatment should be checked carefully. The number of the Hydraulic flow units must be optimum in the current study. Calculations FZI and HFU settings must first be made. We need to ensure that a better quality of permeabilities is obtained practically and good effect compaction corrections have been introduced into the petrophysical analysis stage.
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