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(BOUNDED) TRAVELING COMBUSTION FRONTS WITH
DEGENERATE KINETICS
NATHAE¨L ALIBAUD AND GAWTUM NAMAH
Abstract. We consider the propagation of a flame front in a solid periodic
medium. The model is governed by a free boundary system in which the front’s
velocity depends on the temperature via a kinetic rate which may degenerate.
We show the existence of travelling wave solutions which are bounded and
global. Previous results by the same authors (cf. [1]) were obtained for es-
sentially positively lower bounded kinetics or eventually which have some very
weak degeneracy. Here we consider general degenerate kinetics, including in
particular those of Arrhenius type which are commonly used in physics.
1. Introduction
In this paper, we consider a flame front in a solid periodic medium Rx×Ry where
the fresh region is a hypograph {x < ξ(y, t)} with a temperature T = T (x, y, t).
The evolution of (ξ, T ) will be governed by the free boundary system
(1)


Tt −△T = 0, x < ξ(y, t), t > 0,
ξt +R(y)K(T )
√
1 + ξ2y =
ξyy
1+ξ2y
, x = ξ(y, t), t > 0,
subject to the boundary conditions
(2)
{
∂T
∂ν = Vn, x = ξ(y, t),
T (x, y, t)→ 0, as x→ −∞,
where ν := (1,−ξy)/
√
1 + ξ2y is the outward unit normal and Vn is the normal
velocity of the front. The second equation of (1) states that the front propagates
with a normal velocity Vn given by
Vn = −R(y)K(T )− κ,
where κ is the mean curvature and RK is the forcing term. The latter depends on
the temperature through a kinetic which is generally of Arrhenius type i.e. of the
form
(3) K(T ) = Ae−
B
T
for some physical positive constants A and B. The heterogeneity is given through
the function R which represents the combustion rate. It is typically a periodic step
function for a striated medium obtained from a superposition of different materials,
which is the most common situation. The heterogeneity may as well come from A,
B or other intrinsic parameters such as the diffusivity, etc. Here we will assume
that all these parameters are independent of the striations and normalized to one
except for R = R(y). We opted for such a simple problem to shed light on the
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main mathematical difficulties but extensions are possible. For more details and
references about the physical model, see [2], [5] and [1].
In this work we will focus on the existence of traveling wave solutions (TWS)
to (1)-(2) i.e. fronts having a constant profile ψ = ψ(y) and moving with a constant
speed c > 0. This comes to looking for solutions of the form
ξ(y, t) = −c t+ ψ(y) and T (x, y, t) = u(x+ c t, y).
It is convenient to fix the front through the change of variable x + c t 7→ x which
leads to the problem of finding a triplet (c, ψ, u) satisfying
(4)


c ux −△u = 0, x < ψ(y),
∂u
∂ν =
c√
1+ψ2y
, x = ψ(y),
u(x, y)→ 0, as x→ −∞,
and
(5) − c+R(y)K(u)
√
1 + ψ2y =
ψyy
1 + ψ2y
, x = ψ(y).
This problem has been dealt in [1] by the present authors for a positively lower
bounded combustion rate R and for a positive kinetic K which can eventually very
weakly degenerate at zero. This means that K may vanish but not too fast. The
worst situation that we were able to consider is when
K(u) ∽
1
ln 1u
as u→ 0.
The existence of a TWS was then proved in [1] where the speed c > 0 and the
profile ψ = ψ(y) is globally defined and bounded. Our aim is to generalize this
result to much more degenerate kinetics including those of Arrhenius type (3),
which is what seems to be the most realistic. More precisely, we just assume that
there are constants Rm, RM , and KM such that
(6)
{
R : T→ R is measurable with 0 < Rm ≤ R(y) ≤ RM , and
K : R+ → R+ is continuous, nondecreasing with 0 < K(u) < KM ,
where T is the torus R/Z. Let us now define a solution of (4) in the variationnal
sense.
Definition 1. Let Ω := {(x, y); x < ψ(y), y ∈ T}. Then given c ∈ R and ψ ∈
W 1,∞(T), a function u will be called a variationnal solution of (4) if u ∈ H1(Ω)
and satisfies
(7) c
ˆ
Ω
uxw +
ˆ
Ω
∇u∇w =
ˆ
x=ψ(y)
cw√
1 + ψ2y
for all w ∈ H1(Ω).
We now state our main result.
Theorem 2. Under (6), there exists a TWS (c, ψ, u) of (1)-(2) with c > 0, ψ ∈
W 2,∞(T) and 0 ≤ u ∈ H1(Ω). More precisely ψ satisfies (5) a.e. and u is a
variationnal solution of (4).
Technically speaking, it is not obvious that the front remains bounded since the
forcing term can a priori vanish as u goes to zero. It is indeed well known that for
pure geometric propagations of the form
−c+H(y)
√
1 + ψ2y =
ψyy
1 + ψ2y
, x = ψ(y)
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with H not positively lower bounded, one can as well end up with unbounded
traveling fronts which in addition may not be globally defined. For more details
see [3], where the existence of so-called generalized TWS are discussed by the use
of variational techniques. Here, we not only provide a new existence result of TWS
for (1)-(2) with general degenerate kinetics but we also rigorously show that the
front is globally defined and bounded.
The rest of the paper is organized as follows. To prove Theorem 2 we will need
three key lemmas stated and proved in Sections 2, 3 and 4 respectively. In these
preliminary results, we will establish an a priori positive lower bound for the speed
c (Lemma 3) and a lower bound for the front’s temperature (Lemma 10) based on
some adequate monotonicity property of the temperature (Lemma 6). The proof
of Theorem 2 will then be done in Section 5.
2. Positive lower bound for the speed
Here is our first key lemma.
Lemma 3 (Lower bound for c). Assume (6) and let c > 0, ψ ∈ W 2,∞(T) satisfy
(5) a.e. and u ∈ H1(Ω) a variationnal solution of (4). Then
c ≥ Rm
1ˆ
0
K(s) ds.
To prove Lemma 3 we need some technical results.
Lemma 4. Let (c, ψ, u) be given as in Lemma 3. Then
´
T
u(ψ(y), y) dy = 1.
Proof. Consider any arbitrary L > 0 and take
w(x, y) :=


0 if x ≤ −L,
x+ L if − L ≤ x ≤ −L+ 1,
1 if − L+ 1 ≤ x ≤ ψ(y)
in (7), which is in H1(Ω) since ψ is bounded. This gives
(8)
ˆ
T
( ˆ −L+1
−L
c(x+ L)ux dx +
ˆ ψ(y)
−L+1
cux dx+
ˆ −L+1
−L
ux dx
)
dy = c.
After an integration by parts, the sum of the first two terms gives
c
ˆ
T
u(ψ(y), y) dy − c
ˆ
T
ˆ −L+1
−L
u dxdy
where the second integral vanishes when L→ +∞ since
0 ≤ c
ˆ
T
ˆ −L+1
−L
u dxdy ≤ c ‖u‖L2((−L,−L+1)×T).
Likewise the third term of (8) goes to zero when L → +∞ and we conclude the
proof by passing to the limit in (8). 
We proceed by a second technical lemma.
Lemma 5. Let (c, ψ, u) as in Lemma 3. Then
´
T
K(u(ψ(y), y) dy ≥ ´ 1
0
K(s) ds.
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Proof. For any ε > 0, define Kε(u) :=
1
ε
´ u
(u−ε)+ K(s) ds. Then Kε is Lipschitz and
satisfies (6). In particular we can take w(x, y) := Kε(u(x, y)) in (7). We thus have
c
ˆ
Ω
uxKε(u) +
ˆ
Ω
∇u∇Kε(u) =
ˆ
x=ψ(y)
cKε(u)√
1 + ψ2y
,
which can be rewritten as
c
ˆ
Ω
Jε(u)x dxdy +
ˆ
Ω
K ′ε(u)|∇u|2dxdy =
ˆ
T
cKε(u(ψ(y), y)) dy
where Jε(u) :=
´ u
0
Kε(s) ds. As the second term is nonnegative by (6) and since
c
ˆ
Ω
Jε(u)x dxdy = c
ˆ
T
( ˆ ψ(y)
−∞
Jε(u)x dx
)
dy = c
ˆ
T
Jε(u(ψ(y), y)) dy,
we deduce thatˆ
T
Kε(u(ψ(y), y)) dy ≥
ˆ
T
Jε(u(ψ(y), y)) dy ≥ Jε
( ˆ
T
u(ψ(y), y) dy
)
=
ˆ 1
0
Kε(s) ds
thanks to Jensen’s inequality and Lemma 4. We then complete the proof by using
the fact that Kε ↑ K as ε ↓ 0. 
We are now ready to prove Lemma 3.
Proof of Lemma 3. An integration of (5) over T gives
c =
ˆ
T
R(y)K(u(ψ(y), y))
√
1 + ψ2y dy.
We thus have c ≥ Rm
´
T
K(u(ψ(y), y)) dy and we conclude by Lemma 5. 
3. A monotonicity result
Here is our second key lemma.
Lemma 6 (Monotonicity of u). Let c > 0, ψ ∈ W 2,∞(T) and u ∈ H1(Ω) satisfy
(4). Then the function
x ∈ (−∞,maxψ] 7−→ min
y:(x,y)∈Ω
u(x, y) is nondecreasing.
Remark 7. Recall that u is defined on Ω = {x ≤ ψ(y)}, which explains the above
interval of definition.
Remark 8. The min above can be understood in the classical sense since a vari-
ationnal solution u ∈ H1(Ω) of (4) is at least in C(Ω) thanks to classical elliptic
regularity results (see e.g. [9] and the references therein or [1, Appendix A.4]).
Proof. Let us take x0 ∈ (−∞,maxψ) and consider the problem
(9)


cwx −△w = 0, in Ω0,
∂w
∂ν =
c√
1+ψ2y
, on ∂Ω0 ∩ {x > x0},
w = w0, on ∂Ω0 ∩ {x = x0},
where
Ω0 := Ω ∩ {x > x0} and w0 := min
y
u(x0, y).
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Then the constant function w0 is a subsolution of (9) whereas u is a supersolution.
By comparison,
(10) u(x, y) ≥ w0 for all (x, y) ∈ Ω0
and it follows that
min
y:(x,y)∈Ω0
u(x, y) ≥ w0 = min
y:(x,y)∈Ω0
u(x0, y) for all x ∈ [x0,maxψ].

Remark 9. Note that ∂Ω0 may not be Lipschitz at truncated points. Nevertheless
the comparison result used in the above proof holds by standard arguments [4, 8].
For completeness, a short verification is given in Appendix B.
4. Positive lower bound for the temperature
In this section we prove a general result concerning the temperature. Consider
for this sake the following problem
(11)


c ux −△u = 0, in Ω,
∂u
∂ν =
c√
1+ψ2y
, x = ψ(y),
u(x, y)→ 0, as x→ −∞,
where c ∈ R and ψ ∈ W 2,∞(T) satisfy, for some given c0, cM and a continuous
function G,
(12)


0 < c0 ≤ c ≤ cM ,
|ψyy| ≤ G(ψy) a.e. and min
y∈T
ψ(y) = 0.
We then claim our last key result.
Lemma 10 (Lower bound on u). Let G ∈ C(R) and 0 < c0 ≤ cM be given. Then
there exists α > 0 such that for all c ∈ R and ψ ∈ W 2,∞(T) verifying (12), the
unique variationnal solution u ∈ H1(Ω) of (11) satisfies
min
y∈T
u(0, y) ≥ α.
Proof. Let us define
α := inf
c,ψ
{
min
y
u(0, y); u ∈ H1(Ω) solution of (11)
}
,
the infimum being taken on all c ∈ R and ψ ∈ W 2,∞(T) satisfying (12). The min
is to be understood in the classical sense by Remark 8. We have to show that α is
positive. Consider for this sake a minimizing triplet (cn, ψn, un) such that
(13)


cn and ψn ∈ W 2,∞(T) satisfy (12),
un ∈ H1(Ωn := {x < ψn(y)}) solves (11)
and limn→∞ miny un(0, y) = α.
Since un ∈ C(Ωn) by Remark 8 and T and [c0, cM ] are compact, there exist (yn)n
and y in T as well as c ∈ [c0, cM ] such that
(14)
miny un(0, y) = un(0, yn),
yn → y and cn → c when n→∞.
Consider now the limiting domain
Ω∞ := ∪nInt(∩k≥nΩk),
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where Int is the interior. Note that Ω∞ is open. Note also that (0, y) ∈ Ω∞ (the
closure of Ω∞) since each ψn was chosen such that ψn ≥ 0, so that for all ε > 0,
(−ε, y) ∈ Ω∞. The analysis which follows will depend on whether (0, y) is on ∂Ω∞
(the boundary of Ω∞) or in Ω∞. In the sequel, B(y, r) := {z ∈ T; d(y, z) < r} will
denote a ball of T with d(y, z) := dist(P−1(y), P−1(z)) and where P : R→ R/Z is
the usual projection. We denote similarly by B((x, y), r) the balls of R× T.
First case : (0, y) ∈ ∂Ω∞.
Claim 1. In this case we claim that there exist an increasing sequence (np)p in N
and (wp)p in T such that
(15) wp → y and ψnp(wp)→ 0 as p→∞.
Indeed B((0, y), 1p ) intersects Ω
c
∞ = ∩n(∪k≥nΩck) for any integer p ≥ 1, so that
there exists a sequence (xp, yp) such that (xp, yp) ∈ B((0, y), 1p ) ∩ (∪k≥pΩck). Since
B((0, y), 1p ) is open and (xp, yp) is the limit of some sequence in ∪k≥pΩck, there exist
np ≥ p and (x˜p, y˜p) such that (x˜p, y˜p) ∈ B((0, y), 1p ) ∩ Ωcnp . Taking wp = y˜p gives
(15). Indeed wp ∈ B(y, 1p ) and 0 ≤ ψnp(wp) ≤ x˜p ≤ 1p by construction. Moreover
the sequence np can be chosen increasing up to taking subsequences if necessary
since np ≥ p goes to infinity as p→∞. This proves Claim 1.
We proceed by another claim:
Claim 2. For all ε > 0 and p0 ∈ N, there exist y ∈ B(y, ε) and p ≥ p0 such that
(16) |ψ′np(y)| < ε.
Indeed if the above does not hold, then there exist ε > 0 and p0 ∈ N such that for
any p ≥ p0,
|ψ′np(y)| ≥ ε for all y ∈ B(y, ε).
Up to taking a subsequence, we can suppose that for all p, ψ′np(y) ≥ ε in B(y, ε).
For ε small enough, identifying B(y, ε) with the interval I := P−1(B(y, ε)) in R,
we have in I
ψnp(y − ε) = ψnp(wp) +
ˆ y−ε
wp
ψ′np(y) dy
≤ ψnp(wp)− ε(wp − (y − ε)).
This is not possible because as ψnp ≥ 0 by definition, the LHS is ≥ 0 whereas the
RHS goes to −ε2 < 0 in the limit p →∞. This proves Claim 2.
Now (16) implies that there exist a subsequence (npk)k and another sequence
(w˜k)k such that
w˜
k
→ y and ψ′npk (w˜k)→ 0 as k →∞.
Recalling (15) and renaming the sequences from the beginning of the proof for
simplicity, we have proved that we have (wn)n and (w˜n)n such that
(17) wn → y, w˜n → y with ψn(wn)→ 0 and ψ′n(w˜n)→ 0 as n→∞.
This leads to our next claim below concerning the fronts.
Claim 3. There exists ε0 such that (ψn)n is bounded in W
2,∞(B(y, ε0)). In par-
ticular ψn → ψ uniformly in B(y, ε0), up to some subsequence, for some ψ ∈
W 2,∞(B(y, ε0)).
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Indeed the existence of ε0 as well as the uniform bound for ψ
′
n in B(y, ε0) are
provided by Lemma 12 in Appendix B and (17). The bounds for ψn follow from
(17) again and the ones for ψ′′n from (12). With these bounds in hand, Ascoli-Arzela
theorem completes the proof of Claim 3.
To conclude, we will pass to the limit in the boundary problem satisfied by the
temperature, cf. (11). In the case where (0, y) ∈ ∂Ω∞, we only need to handle
the boundary condition on the moving interface {x = ψn(y), y ∈ B(y, ε0)}. Before
hand, it is convenient to extend un onto R× T by
(18) u˜n(x, y) :=
{
un(x, y) if (x, y) ∈ Ωn,
un(2ψn(y)− x, y) otherwise.
Consider now the cylinder Q˜ := {(x, y); y ∈ B(y, ε0)}. We then have
Claim 4. There exists 0 ≤ u˜ ∈ C1(Q˜) such that
u˜n → u˜ locally uniformly in Q˜ as n→∞,
up to a subsequence, with
∂u˜
∂ν
=
c√
1 + ψ
2
y
on
{
x = ψ(y), y ∈ B(y, ε0)
}
.
To show this claim, apply Lemma 11 of Appendix A with B0 := B(y, ε0) and
B1 := ∅. Note that (23) holds by (14) and Claim 3.
To conclude we have un(0, yn)→ u˜(0, y) = α as n → ∞, cf. (13), (14), (17), as
well as Claims 3 and 4, and it remains now to show that u˜(0, y) > 0. But as u˜ ≥ 0
around (0, y) and ∂u˜∂ν (0, y) > 0, we end up with u˜(0, y) > 0. This completes the
proof of Lemma 10 when (0, y) ∈ ∂Ω∞.
Second case : (0, y) ∈ Ω∞.
Recalling that Ω∞ = ∪nInt(∩k≥nΩk), there exist now n0 and an open O ⊂ R2 such
that
(19) (0, y) ∈ O ⊆ Ωn for all n ≥ n0.
Roughly speaking, we will show that un converges to some nontrivial u˜ ≥ 0 which
satisfies the first equation of (11) in O. This will imply that α = u˜(0, y) > 0 by an
argument of propagation of maximum. The overall idea to get a nontrivial limit is
to work eventually in a larger open O with O ⊆ O ⊆ Ω∞, so that the nontrivial
boundary condition of (11) holds on some part of ∂O.
To construct O, take (zn)n in T such that zn is a minimizer of ψn. Considering
a subsequence if necessary, we can assume that
(20) ψn(zn) = ψ
′
n(zn) = 0 and zn → z as n→∞,
for some z ∈ T. The above property looks like (17) and we have the following
analogous of Claim 3 whose proof is similar.
Claim 5. There exist ε0 and ψ ∈ W 2,∞(B(z, ε0)) such that (ψn)n is bounded in
W 2,∞(B(z, ε0)) and ψn → ψ uniformly in B(z, ε0), up to some subsequence.
Using now (19), there exist η > 0 and ε1 > 0 such that (−η, η)× B(y, ε1) ⊂ Ωn
for all n ≥ n0. Recall that Ωn = {x < ψn(y)} so that we have
ψn(y) ≥ η, for all n ≥ n0 and y ∈ B(y, ε1).
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Using in addition (20) and Claim 5, we note in particular that y 6= z. This enables
us to choose ε0 and ε1 (smaller if needed) so that B(z, ε0) ∩B(y, ε1) = ∅. We can
now define O (resp. O˜) as follows:
O (resp. O˜) := {(x, y); x < χ(y) (resp. x < χ˜(y))} ,
where
χ(y) (resp. χ˜(y)) :=


ψ(y) (resp. +∞) if y ∈ B(z, ε0),
η if y ∈ B(y, ε1),
0 otherwise.
As previously announced, we need to identify both the PDE and the boundary
condition of the limiting temperature. We propose
Claim 6. There exists 0 ≤ u˜ ∈ C1(O˜) ∩C2(O) such that
u˜n → u˜ locally uniformly in O˜ as n→∞,
up to a subsequence, where
(21)


c u˜x −△u˜ = 0, in O,
∂u˜
∂ν =
c√
1+ψ
2
y
, x = ψ(y), y ∈ B(z, ε0).
To show this claim, apply again Lemma 11 with now B0 := B(z, ε0), η as above
and B1 := B(y, ε1), so (23) is ensured by Claim 5 and (24) holds by what precedes.
Once again un(0, yn) → u˜(0, y) = α and it remains to show that u˜(0, y) > 0.
For this sake, note that u˜ is not identically zero because c > 0 in the boundary
condition of (21). By the strong maximum principle, u˜(0, y) > 0 since it cannot
achieve its minimum in the connected open O otherwise it will vanish everywhere
in O, cf. [6, Sec. 6.4.2]. This completes the proof of Lemma 10. 
5. Proof of Theorem 2
Now we are ready to prove our main result. For this sake, let us consider Eqns.
(4)-(5) with K(u) replaced by the truncated function
Kn(s) := max
{
K(s),
1
n
}
.
By [1, Thm. 3.2], the latter system admits a solution (cn, ψn, un) for any integer
n ≥ 1, with cn > 0, ψn ∈ W 2,∞(T) and 0 ≤ un ∈ H1({x < ψn(y)}). Since ψn
is defined up to an additive constant, we can choose it such that miny ψn(y) = 0.
Now from Lemma 3, we know that
cn ≥ c0 := Rm
ˆ 1
0
K(s) ds > 0 for all n.
Likewise we have the following upper bound by [5, Thm. 2.1] and Assumption (6):
cn ≤ cM := RMKM for all n.
From the front’s equation (5), we then have
|(ψn)yy| ≤ 2cM (1 + ψ2ny)
3
2 .
Hence, applying Lemma 10 with G(h) := 2cM (1+h
2)
3
2 leads to the existence of an
α > 0, α depending only on c0, cM and G, such that
min
y
un(0, y) ≥ α for all n.
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Now as x 7−→ miny u(x, y) is nondecreasing by Lemma 6, we have un(ψn(y), y) ≥ α,
and consequently by (6) and the definition of Kn, we end up with
Kn(un(ψn(y), y)) ≥ Kn(α) ≥ K(α) for all n and y ∈ T.
We proceed by setting
Hn(y) := R(y)Kn(un(ψn(y), y)).
Since K(α) > 0 by (6), the above uniform positive lower boundedness of (Hn)n
enables us to use the results of [1] to pass to the limit as n → ∞. Indeed an
application of [1, Lemmas 2.5 & 2.7] gives the existence of (H, c, ψ, u) limit of
(Hn, cn, ψn, un), up to a subsequence, where

c ux −△u = 0, in {x < ψ(y)},
∂u
∂ν =
c√
1+ψ2y
, x = ψ(y),
u(x, y)→ 0, as x→ −∞,
and
−c+H(y)
√
1 + ψ2y =
ψyy
1 + ψ2y
, x = ψ(y),
in the sense and with the regularity claimed in Theorem 2. It remains to identify
H(y). As Hn ⇀ H in L
∞ weak − ∗ (see [1]), we haveˆ
T
Hn(y)ϕ(y) dy →
ˆ
T
H(y)ϕ(y) dy for all ϕ ∈ C∞c (T).
But by [1, Lemma 2.8], we have
un(ψn(y), y)→ u(ψ(y), y) for a.e. y ∈ T,
so that, by the definition of Hn, the assumptions in (6), and Lebesgue’s theorem,
we also haveˆ
T
Hn(y)ϕ(y) dy →
ˆ
T
R(y)K(u(ψ(y), y))ϕ(y) dy for all ϕ ∈ C∞c (T).
Finally we end up with H(y) = R(y)K(u(ψ(y), y)) and the proof of Theorem 2 is
complete. 
Appendix A. A convergence result for the temperature
Let us now state and prove Lemma 11, see below, that we have admitted during
the proof of Lemma 10. As before, consider (cn)n in R, (ψn)n in W
2,∞(T) and
(un)n in H
1(Ωn = {x < ψn(y)}) such that
(22)


cn (un)x −△un = 0, in Ωn
∂un
∂ν =
cn√
1+ψ2ny
, x = ψn(y),
un(x, y)→ 0, as x→ −∞,
as well as
(23)


0 < cn ≤ cM and cn → c > 0 as n→∞,
(ψn)n is bounded in W
2,∞(B0), and
ψn → ψ uniformly in B0 as n→∞,
for some reals cM and c, nonempty open B0 ⊂ T and ψ ∈W 2,∞(B0). Let moreover
η > 0 and B1 ⊂ T be another open, eventually empty, such that
(24) B0 ∩B1 = ∅ and (−η, η)×B1 ⊂ ∩nΩn.
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Define then
Un := {(x, y); x < χn(y)},
where
χn(y) :=


ψn(y) if y ∈ B0,
η if y ∈ B1,
0 otherwise.
Likewise we define the limiting domain
U := {(x, y); x < χ(y)},
with χ the same as χn with ψn replaced by ψ. We further consider the extended
domain
U˜ := {(x, y); x < χ˜(y)} ,
where
χ˜(y) :=


+∞ if y ∈ B0,
η if y ∈ B1,
0 otherwise.
Recall that u˜n is defined in (18) and belongs at least to C ∩ H1(R × T) because
un ∈ C ∩H1(Ωn) and ψn ∈W 1,∞(T).
Lemma 11. Under the above assumptions, there is 0 ≤ u˜ ∈ C1(U˜) ∩ C2(U) such
that
u˜n → u˜ locally uniformly in U˜ as n→∞,
up to a subsequence, where
(25)


c u˜x −△u˜ = 0, in U,
∂u˜
∂ν =
c√
1+ψ
2
y
, x = ψ(y), y ∈ B0.
Proof. We proceed in several steps.
Step 1: A priori estimates.
We claim that
(26)
{
0 ≤ un(x, y) ≤ ecnx ∀(x, y) ∈ Ωn
and
´
Ωn
|∇un|2 ≤ cn.
The first estimate follows since the functions 0 and ecnx are respectively sub and
supersolution of (22), see e.g. [1, Appendix A.2]. For the second estimate, take
w := un in (7), which is a weak formulation of (22) as well, to see that
cn
ˆ
Ω
(
u2n/2
)
x
+
ˆ
Ω
|∇un|2 =
ˆ
x=ψ(y)
un
cn√
1 + (ψ′n)
2
dy = cn
by Lemma 4. The proof of (26) is complete since the first term is equal to
cn
´
T
u2n(ψn(y), y)/2 dy ≥ 0.
Consequently, there is a constant C independent of n such that
(27) max
U˜
|u˜n| ≤ C and
ˆ
U˜
|∇u˜n|2 ≤ C,
thanks to (18) and (23). Note that ϕn is not assumed uniformly bounded outside
B0, but in that region we use that U˜ ∩ {y /∈ B0} ⊂ Ωn to deduce (27) from (26).
Step 2: Limiting problem.
By (27), un converges weakly to some u˜ in H
1
loc(U˜) up to a subsequence. Taking
any test ϕ ∈ C∞c (U˜) in (22), we have
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(28) cn
ˆ
Ωn
(un)xϕ+
ˆ
Ωn
∇un∇ϕ = cn
ˆ
B0
ϕ(ψn(y), y) dy.
The LHS can be rewritten asˆ
U∩{y/∈B0}
(cn (un)xϕ+∇un∇ϕ) +
ˆ
U˜∩{y∈B0}
(cn (un)xϕ+∇un∇ϕ) 1x<ψn(y),
since suppϕ ∩ {y /∈ B0} ⊂ U ∩ {y /∈ B0}. This converges toˆ
U∩{y/∈B0}
(c u˜xϕ+∇u˜∇ϕ) +
ˆ
U˜∩{y∈B0}
(c u˜xϕ+∇u˜∇ϕ) 1x<ψ(y),
because 1x<ψn(y) → 1x<ψ(y) a.e. in U˜ ∩ {y ∈ B0} by the uniform convergence of
ψn to ψ in B0, cf. (23). Noting that
U˜ ∩ {x < ψ(y), y ∈ B0} = U ∩ {y ∈ B0},
the LHS of (28) thus converges to
´
U
(c u˜xϕ+∇u˜∇ϕ) . Using again the uniform
convergence of ψn to ψ in B0 to handle the RHS, we obtain thatˆ
U
(c u˜xϕ+∇u˜∇ϕ) = c
ˆ
B0
ϕ(ψ(y), y) dy ∀ϕ ∈ C∞c (U˜).
This proves that u˜ ∈ H1loc(U˜) is a variational solution of (25). Note that it is
nonnegative by (26).
Step 3: Local uniform convergence.
When calling for Lemma 11, it was important that u˜n → u˜ locally uniformly in U˜ ,
especially around the moving interfaces {x = ψn(y), y ∈ B0}. Let us adapt an idea
of [9] to establish this convergence. It consists in considering the problem satisfied
by u˜n in order to apply standard interior elliptic estimates, cf. also [1, Appendix
A.4].
By [1, Lemma A.5],
bn (u˜n)x − div(An∇u˜n) = −(bn)x in D′(R× T),
with
bn(x, y) = cn1{x<ψn(y)} − cn1{x>ψn(y)},
An(x, y) =
(
1 0
0 1
)
1{x<ψn(y)} −
(
1 + 4ψ2ny 2ψny
2ψny 1
)
1{x>ψn(y)}.
We claim that there are Λ ≥ λ > 0, ν ≥ 0, such that for each n and a.e. x, y ∈ U˜ ,
Λ ≥ An(x, y) ≥ λ and λ−1 |bn(x, y)| ≤ ν.
For y /∈ B0, this follows once again from the fact U˜ ∩ {y /∈ B0} ⊂ Ωn, so bn = cn
and An = Id everywhere in that region. For y ∈ B0, recall that (ψn)n is bounded
in W 1,∞(B0) and the proof is the same as in [1, Lemma A.7].
Now by [7, Thm. 8.24] combined with (27), (u˜n)n is locally equi-Ho¨lder contin-
uous in U˜ and the convergence of u˜n to u˜ is local uniform, up to taking another
subsequence if necessary.
Step 4: C1 regularity.
This step is now standard. For example, let us call for [8, Thm. 2.4.2.7] to get the
regularity around the boundary {x = ψ(y), y ∈ B0}. For any arbitrary ρ ∈ C∞c (U˜),
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consider a nonempty C1,1 open V such that U ∩ supp ρ ⊂ V ⊂ U and rewrite (25)
for the function v := u˜ρ as follows:{
v −△v = f in V,
∂v
∂νV
= g on ∂V,
with f = u˜ρ− cρu˜x − 2∇u˜∇ρ− u˜△ρ and
g =


c ρ√
1+ψ
2
y
+ u˜∂ρ∂ν on ∂V ∩ {x = ψ(y), y ∈ B0},
0 elsewhere on ∂V ,
where νV is the outer unit normal of ∂V . Such a regular open V exists because
supp ρ ⊂ U˜ and ψ ∈ W 2,∞(B0). Using then that u˜ ∈ L∞ ∩ H1(U˜), we have
f ∈ L2(V ) and g ∈ H1/2(∂V ). It follows that v ∈ H2(V ) by [8, Thm. 2.4.2.7].
Since ρ is arbitrary, u˜ ∈ H2loc(U) thus a fortiori in H2loc(U˜) because ψ ∈ W 2,∞(B0).
By Sobolev’s embeddings [4, Cor. IX.14], ∇u˜ ∈ Lploc(U˜) for any p ∈ [2,∞), so
f ∈ Lp(V ) and g ∈ W 1−1/p,p(∂V ) thanks to trace results [8, Thm. 1.5.1.3]. Here
we used that u˜ ∈ L∞ ∩W 1,ploc (U˜). Applying again [8, Thm. 2.4.2.7], v ∈ W 2,p(V ),
u˜ ∈ W 2,ploc (U˜), and by [4, Cor. IX.14], u˜ ∈ C1(U˜). To get the C2 regularity in U ,
use e.g. [4, Rem. 26]. 
Appendix B. Technical features
Here is another result used in the proofs.
Lemma 12. Let G ∈ C(R) and R > 0. There exists r > 0 such that for any
h ∈W 1,∞(T) and y0 ∈ T such that |hy| ≤ G(h) a.e. in T and |h(y0)| ≤ R, we have
|h(y)| ≤ 2R ∀y ∈ B(y0, r).
Proof. Set C2R := max{max[−2R,2R] |G|, 1}, let h = h(y) and y0 be as in the lemma,
and define
r0 := sup{r > 0; sup
B(y0,r)
|h| ≤ 2R}.
The above set is not empty because |h(y0)| ≤ R and h is continuous, so r0 is
well-defined in (0,+∞]. We claim that r0 ≥ R/C2R and this will show that any
r ≤ R/C2R fits the lemma. If indeed r0 < R/C2R then for all y ∈ B(y0, r0),
|h(y)| ≤ |h(y0)|+ r0|hy|L∞(B(y0,r0)) ≤ R+ r0C2R < 2R,
but one can then choose r1 > r0 such that supB(y0,r1) |h(y)| ≤ 2R and this contra-
dicts the definition of r0. 
It only remains to check that (10) holds, cf. Remark 9.
Proof of (10). The domain Ω0 is not Lipschitz at (x0, y0) ∈ ∂Ω0 whenever ψ(y0) =
x0 and ψy(y0) = 0. But the variational solution u ∈ H1(Ω) of (4) is in C1(Ω) ∩
C2(Ω) by standard elliptic regularity; cf. the fourth step of the proof of Lemma 11.
The strong maximum principle [6, Sec. 6.4.2] then implies that minΩ0(u − w0) is
not achieved in Ω0 or on ∂Ω0 ∩ {x > x0} where ∂(u−w0)∂ν > 0 pointwise. It is then
achieved on ∂Ω0 ∩ {x = x0} where u ≥ w0 pointwise, including at (x0, y0) such as
above. 
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