The Davey-MacKay (DM) concatenated code employing the symbol-level watermark decoding algorithm is able to correct a large number of binary insertions, deletions, and substitutions, while it has the high computational complexity for recovering the synchronization. In the DM concatenated scheme, at the large insertion/deletion probability, in order to achieve the reliable output, the watermark decoder needs to perform the forward and backward passes on a very large trellis. In this paper, a threshold is selected to prevent the paths having very low forward and backward quantities from participating in the calculation of log-likelihood ratios from the watermark decoder. Simulation results show that great reduction in the complexity of the decoding algorithm is achieved at a very slight expense of accuracy.
I. INTRODUCTION
Insertions and deletions, which could induce the loss of synchronization, occur in many practical systems such as the imperfect synchronization in the communication systems [1] , the file updates under general edits [2] , [3] , the bitpatterned media recording channel [4] , [5] , the multimedia watermarking methods in speech watermarking [6] , and the differential pulse position modulation system [7] . Once insertions or deletions exist in the received sequences, symbol and block boundaries are unknown [8] - [11] . Considering that modern communication systems require more and more stringent synchronization constraints, alternative error-correcting codes for correcting insertions/ deletions and recovering the synchronization must be used for complement existing synchronization techniques [12] - [14] .
The Davey-MacKay (DM) concatenated code was proposed to correct multiple binary insertions and deletions, and regarded as the most promising approach [15] . In this scheme, the watermark and non-binary low-density parity-check (NB-LDPC) codes were employed as inner and outer codes respectively. The watermark decoder called the inner decoder compared the received bits with the known watermark bits to identify the symbol and block boundaries [16] - [19] .
For the watermark decoder, the unknown transmitted bits were treated as the additive noise. Since there were two types of the noise in the received sequences, the capability of the watermark decoder recovering the synchronization from the damaged sequences was limited.
In [20] , using the symbol-level watermark decoding algorithm and considering more information about the transmitted code, the log-likelihood ratios (LLRs) provided by the watermark decoder were more reliable and the estimations outputted by the NB-LDPC decoder were more accurate. Therefore, the performance of the DM concatenated code was improved significantly. Since the width of the decoding trellis is proportional to the number of insertions and deletions in one block, at the large insertion/deletion probability, the scale of the decoding trellis is vast and the computations needed in the forward and backward passes over the trellis are very high [21] . For the large alphabet of the NB-LDPC code, the situation is worse.
In order to reduce the computational complexity, states with small values are removed in the trellis considering that small forward and backward values have little effect on the reliability of LLRs. The operations among all states is replaced by the operations among the δ < X most reliable states for the one symbol in the NB-LDPC code, where X is the number of states at each time in the trellis. Synchronization could still be recovered by decoding on the pruning trellis, because of the removed passes represent weak transitions due to the small drift at each step. Therefore, computations are reduced at a very slight expense of accuracy.
The rest of this paper is organized as follows. Section II introduces the original DM construction using the symbollevel watermark decoding algorithm. Section III describes the proposed watermark decoding scheme with low complexity and gives the comparison between the original and the proposed decoding schemes. Section IV illustrates the simulation results. Finally, some conclusions are drawn in Section V.
II. BACKGROUND
Following notations will be used throughout the paper.
• NB-LDPC code (N L , K L ) over GF(q) : N L denotes the number of symbols in a codeword, K L is the number of information symbols.
• P i , P d , P t , P s : insertion, deletion, transmission and substitution probabilities (respectively).
• x i : the drift of the i-th position.
• Forward quantity F ni (x ni = y): the probability that the drift at (ni)-th position is y and that the first (ni−1 + y) bits agree with r.
• Backward quantity B ni (x ni = y): the probability of outputting the tail of r given a drift of y at (ni)-th position. 
A. ORIGINAL DM TRANSMISSION SCHEME
The schematic model of the original system [20] is depicted in Fig. 1 . The information sequence m with the length of K L symbols is encoded into a q-ary NB-LDPC code [22] , [23] d with the length of N L symbols, which is then mapped into a sparse code s using a nonlinear mapping law µ. q = 2 k , where k is the number of bits associated with a symbol d i . After transforming, each symbol d i is associated with a vector s i of length n bits, where 0 ≤ i < N L . A binary pseudorandom sequence is selected as a watermark code w, i.e., the inner code. The concatenation of s and w is the modulo-2 addition. The whole length of the concatenated code t is N = nN L , and the code rate is R = kK L /(nN L ). The transmitted code t is sent over a channel involving bit insertions and deletions, which can model the imperfect sampling. As illustrated in Fig. 1 , t i enters a queue to be transmitted over the channel, and experiences the following three disturbances: a random symbol is inserted with a probability P i , t i is deleted with a probability P d , or t i is transmitted with a probability P t = 1 − P i − P d , the transmitted bit suffers a substitution with a probability P s .
B. ENCODER
Take q = 16 for example, the nonlinear mapping law µ : d → s is shown in Table 1 , where n = 5. The frame structure of the concatenated code is illustrated in Fig. 2 . The channel outputs the received sequence r which is corrupted by insertions, deletions and substitutions. In order to provide LLRs l = P(d|r) for the NB-LDPC code, the watermark decoder recovers the symbol boundaries and compares r to all codewords in the codebook of the NB-LDPC code by employing the symbol-level forward-backward algorithm based on a decoding trellis.
Considering that insertions and deletions have effect on the positions of symbols, the drift of the i-th position x i is defined, which is computed as follows. where D I is the number of insertions and D D is the number of deletions in the channel from the first transmitted symbol t 0 to the point where the symbol t i is ready to be transmitted. The drift is denoted as the state in the trellis. The size of the trellis Fig. 3 gives the trellis used in the symbollevel watermark decoding algorithm of the DM construction. In this paper, the maximum insertion length I is assumed to be 2.
The LLR at the i-th position [20] is
where 0 < a ≤ q−1, F ni (x ni ) and B n(i+1) (x n(i+1) ) are forward and backward quantities respectively and are calculated as follows. The forward quantity [20] F ni (x ni = y) = P(r 0 , · · · , r ni−1+y , x ni = y)
where r = (r n(i−1)+a , · · · , r ni+y−1 ),
is the middle quantity which is calculated in (4) . The backward quantity [20] B ni (x ni = y) = P(r ni+y , · · · |x ni = y)
where r = (r ni+y , · · · , r n(i+1)+b−1 ), d i → (s ni , · · · , s ni+n ).
The middle quantity is calculated as follows.
where 0 ≤ θ < n, M (x ni = z) = 1 and is set to 0 at other drifts, r 0 = (r ni+x ni , · · · , r ni+l+x ni+l ), the branch quantity P zy · Q ni+θ−1 zy is the output probability [20] . Finally, the NB-LDPC code receives the LLRs and generates the estimation ofm.
III. PROPOSED DECODING SCHEME
Parameters q, N L and X affect the number of computations needed to perform the forward, middle and backward passes. With the alphabet q and the code length N L increasing, the trellis becomes larger and the complexity becomes higher. It is known that each bit t i enters the channel to generate strings with the length between 0 and I + 1. Thus, The relative drift for one symbol takes value in {−1, 0, 1, 2, · · · , I }.
Since symbols only drifts a small amount at each time, most transitions among states in the trellis are weak or disallowed.
In this paper, the decoding path is constrained along a narrow corridor around the most likely path in the trellis of the modified watermark decoding scheme. Therefore, the irregular decoding trellis is used in the calculations of forward/backward quantities through a block. The procedure of passing information from the watermark decoder to the NB-LDPC decoder is illustrated in Fig. 4 .
A. TRELLIS PRUNING RULE
The pruning rule is used for classifying the states involved in forward/backward vectors into dominant set and nondominant set. The pruning threshold for the classification is related to the forward/backward quantities and independent of the middle quantities. Only the dominant set is used for watermark decoding. In this algorithm, the key idea is to choose the δ most reliable entries from each X -sized forward/backward vector, which is the ni-th column of the trellis in the watermark decoder shown in Fig. 4, 0 
In order to reduce the computational complexity of the watermark decoder, the size of the dominant set is fixed to δ × N L and should be as small as possible. Since N L is the length of symbols in the NB-LDPC code, the scaling factor δ is expected to be small.
B. CALCULATION OF THE FORWARD/ BACKWARD QUANTITY

Define the following index set
as the dominant set. {x i |x i ∈ i } takes value in the alphabet {y 0 , y 1 , · · · , y j , · · · , y δ−1 }, where 0 ≤ j < δ . The forward quantity at ni-th position is calculated as follows.
× P(d i−1 )P(r , x ni = y|x n(i−1) = c, d i−1 ), (7) where, P(r , x ni = y|x n(i−1) = c, d i−1 ) is computed by performing the forward pass from i−1 to {−x max , · · · , 0, x max } on the irregular trellis, and is stored in M (x ni = y|x n(i−1) = c, d i−1 ). Each of the qpossible values of d i is stored. At ni-th position, states having the most δ largest forward quantities build the set i .
The lookup-table approach is used in the computation of the middle quantity M (x n(i+1) = y|x ni = z, d i = a), where y and z take the value in i+1 and i respectively.
For the calculation of the backward quantity,
In this section, the computational complexity of the original and the proposed watermark decoding algorithms is analyzed. Computations are determined by counting the number of multiplications, additions involved in the calculations of forward, middle, and backward quantities. Let's take I = 2 as an example. Considering that the complexity of the branch quantity is independent of the time, a forward pass from ni-th position to FIGURE 5. A forward pass for one bit in the watermark decoding trellis, I = 2, y ∈ {−x max , · · · , 0, · · · , x max }.
(ni+1)-th position in the watermark decoding trellis is illustrated in Fig. 5 , the calculations of branch quantities are given in eq. (8), and the computations are shown in Table 2 . α I is the normalizing constant. Finally, the number of multiplications and additions needed in the original and proposed passes is analyzed in Table 3 . Since the computations involved in the calculations of the forward and backward passes are the same, only computations for performing forward passes are shown as follows. As observed from Table 3 , the proposed decoding scheme attains a reduction in the computations. The complexity ratio ρ is denoted as
Furthermore, the proposed decoding scheme becomes very efficient as P d increases because X becomes larger with the increasing of P d . X = 2x max +1 = 10
The selection of the width of the narrow corridor δ is important to the accuracy of LLRs and the computational complexity of the watermark decoding algorithm. Large width will improve the accuracy of LLRs but lead to the little reduction in the complexity. Conversely, small width will provide significant reduction in the computations but cause the performance lose. In the simulation results, the analysis of the selection of X will be described.
IV. SIMULATION RESULTS
In this section, the efficiency of the proposed scheme is demonstrated as follows. The NB-LDPC code of length 999 symbols over GF(q = 16) and the mapping parameter n = 5 are chosen. A binary pseudorandom sequence of length 4995 bits is generated as the watermark code I = 2. P i = P d . P s = 0. The forward quantity of the first position in the first block are initialized as follows.
F 0 (x) = 1, x = 0, 0, otherwise.
At the beginning of the next block, the quantities are computed as follows.
The backward quantities are usually set to the equal probability as follows:
A belief-propagation algorithm in log-domain is used in the NB-LDPC decoder and the maximum number of iterations is set to 20. The true drift paths within the received blocks are analyzed and plotted in Fig. 6 , where 1000 samples are employed in the simulation. As shown in Fig. 6 , at the front of the block, the synchronization only drifts a small amount, and many states have not been accessed. As the position increases, the drift becomes large. This phenomenon reveals that the original decoding scheme is wasteful.
Furthermore, a true drift path within a received block is selected from Fig. 6 and shown in Fig. 7 . Moreover, the forward and backward quantities in a block are illustrated in the Fig. 8 and Fig. 9 respectively. From Fig. 7 , it is obviously shown that most transitions among states in the trellis are weak or disallowed. Symbols only drifts a small amount at each time. Furthermore, as shown in Figs. 8 and 9 , the values of forward/backward quantities decrease with the increasing of the difference between the true drift and the estimated drift at each position, where the drift is denoted as the state in the trellis. Very small forward and backward quantities have little effect on the output from the watermark decoder. Therefore, decoding along a narrow corridor around the most likely path is generally good enough for recovering the synchronization and is a cheaper alternative approach.
In order to demonstrate the efficiency of the proposed decoding scheme, the proposed decoding scheme with different δ is compared to the original scheme. Frame error rates (FERs) of the proposed scheme with δ = 5, 7, 10, 20 are simulated in Fig. 10 . If P d = 0.0065, 0.006, 0.0055, 0.005, then X = 59, 57, 55, 51 respectively. In Fig. 10 , it is shown that FERs of the proposed scheme closely matches with the original result for δ ≥ 10. In order to achieve the low complexity at a very slight performance loss, δ = 10 is selected in this paper. For δ = 10, the average complexity ratio ρ ≈11%. Furthermore, X of the original scheme is set to δ, and then two approaches with the same complexity are compared. As illustrated from the figure, the proposed scheme for δ = 10 performs substantially better than the original scheme for X = 10. Furthermore, the average iteration number of the NB-LDPC decoders employed in the proposed and original schemes is analyzed in Fig. 11 . The computations of NB-LDPC decoders employed in the proposed and the original schemes are very close. It is clear that the reduction in the complexity of the watermark decoder does not lead to the increasing of the complexity of the NB-LDPC decoder. Therefore, the proposed decoding scheme is able to reduce the computations with little performance loss compared to the original scheme.
V. CONCLUSIONS
An irregular decoding trellis is used in the watermark decoding scheme of the concatenated code for correcting binary insertions and deletions. In this proposed decoding scheme, the decoding path is constrained along a narrow corridor around the most likely path in the trellis. Since most of reliable states are involved in the narrow corridor, the LLRs outputted by the watermark decoder are accurate enough. As a result, significant reduction in decoding complexity is achieved by pruning states with very small forward/backward quantities.
