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Bisognano-Wichmann property for rigid
categorical extensions and non-local extensions
of conformal nets
BIN GUI
Abstract
Given an (irreducible) Mo¨bius covariant net A, we prove a Bisognano-
Wichmann theorem for its categorical extension E f associated to the braided C˚-
tensor category RepfpAq of dualizable Mo¨bius covariant A-modules. As a closely
related result, we prove a (modified) Bisognano-Wichmann theorem for any (pos-
sibly) non-local extension of A obtained by a C˚-Frobenius algebra Q in RepfpAq.
As an application, we discuss the relation between the domains of modular oper-
ators and the preclosedness of certain unbounded operators in E f .
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0 Introduction
The notion of categorical extensions of conformal nets was introduced in [Gui18]
to understand the relations between the tensor categories of conformal nets and vertex
operator algebras (VOA’s). A categorical extension E of an irreducible conformal (or
Mo¨bius covariant) netA is the Haag-Kastler net of bounded charged fields (intertwin-
ers) associated to A. E satisfies a list of axioms similar to those of A, including, most
importantly, the locality axiom, which says that bounded charged fields supported in
disjoint open intervals commute adjointly. One main observation in [Gui18] is that,
in order to relate the tensor category of a unitary VOA V with the one of the corre-
sponding conformal netAV (assumingAV exists), it suffices to show that the (usually)
unbounded smeared intertwining operators of V give rise to bounded intertwiners sat-
isfying the axioms of a categorical extension, especially the locality. Similar to the
construction in [CKLW18] of AV from V , proving the locality axiom is the most dif-
ficult step, which amounts to proving the strong commutativity of certain adjointly
commuting unbounded closed operators.1
The Bisognano-Wichmann (B-W) theorem [BW75] is a powerful tool for proving
the locality of the conformal net AV associated to a unitary VOA V . In [CKLW18],
Carpi-Kawahigashi-Longo-Weiner used this theorem to show that very often, one only
needs the strong commutativity of a small amount of smeared vertex operators (which
“generate V ”) to prove the strong commutativity of all smeared vertex operators sup-
ported in disjoint intervals. 2 The main motivation of our present article is to general-
ize this result to intertwining operators (charged fields) of VOA’s.
Let us first recall the B-W theorem in (algebraic) chiral conformal field theory
[BGL93, GF93, FJ96]. Let A be an (irreducible) Mo¨bius covariant net with vacuum
representation H0 and vacuum vector Ω. The representation of PSUp1, 1q on H0 is de-
noted by U . By Reeh-Schlieder property, Ω is a cyclic and separating vector of ApIq
where I is any open (non-dense non-empty) interval on the unit circle S1. Thus, one
can associate to the pair pApIq,Ωq the modular operator ∆I and modular conjugation
JI satisfying the Tomita-Takesaki theorem. Now, the B-W theorem for A says that:
• (Geometric modular theorem) ∆itI “ δIp´2πtq, where δI is the dilation subgroup
of the Mo¨bius group PSUp1, 1q associated to the interval I (see section 5 for more
details).
• (PCT theorem) The antiunitary map Θ :“ JS1
`
(which is an involution by Tomita-
Takesaki theory) is a PCT operator forA, where S1` is the upper semi-circle. More
precisely, if we set r : S1 Ñ S1, z ÞÑ z, then we have ΘApIqΘ “ AprIq and
ΘUpgqΘ “ Uprgrq for any g P PSUp1, 1q.
More generally, one has the B-W theorem for Fermi conformal nets [ALR01, CKL08]
and irreducible finite-index non-local extensions of conformal nets [LR04].
1Two closed operators A and B on a Hilbert space H are said to commute adjointly if rA,Bs “
rA˚, Bs “ 0 when acting on suitable vectors; they are said to commute strongly if the von Neumann
algebras generated by A and by B commute. Strong commutativity implies adjoint commutativity; the
converse may not hold by the famous counterexample of Neilson [Nel59].
2For general quantum field theories, a similar result was proved in [DSW86].
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To derive a B-W theorem for categorical extensions ofA, we first need to define the
modular S and F operators for them. Before explaining the definition, we first recall
what are categorical extensions.
Let S1´ be the lower semi-circle. If Hi,Hj are A-modules, then Hj is a left ApS1`q
module, and Hi is a right ApS1`q module defined by the action x P ApS1`q ÞÑ Θx˚Θ.
Then the fusion product Hi b Hj is the Connes-Sauvageot relative tensor product of
Hi andHj overApS1`q. ApS1`q andApS1´q act naturally onHibHj by acting respectively
on the left and the right components, and can be extended to a representation of A on
Hi b Hj using “path continuations”. (See section A or [Gui18] chapter 2 for details.)
Now, one can define a dense vector space HipIq “ HomApI 1qpH0,HiqΩ, where I 1 is the
interior of the complement of I . HjpIq is defined similarly. Then we know thatHibHj
has a dense subspace spanned by vectors of the form ξ b η where ξ P HipS1`q and
η P HjpS1´q. We then have bounded operators
Lpξq P HomApS1
´
qpHj,Hi bHjq, Rpηq P HomApS1
`
qpHi,Hi bHjq
defined by Lpξqφ “ ξ b φ and Rpηqψ “ ψ b η for any φ P HjpS1´q, ψ P HipS1`q. We
understand Lpξq, Rpηq as operators acting on any possible A-modules. This means
that when χ P Hk, we have Lpξqχ P Hi bHk, Rpηqχ P Hk bHj .
The L and R operators defined above should be understood as supported in S1`
and S1´ respectively. We would like to have them supported in any interval I , so that
we have nets of sets of L operators and R operators. It turns out that in general, such
nets can be defined not on S1 but on its universal cover. So one should consider the
L and R operators localized not in intervals, but in arg-valued intervals. If I is an
interval of S1, then one can choose a continuous argument function argI . Then the
pair rI “ pI, argIq is called an arg-valued interval. We choose ĂS1` and ĂS1´ such that
argS1
`
peitq “ t (0 ă t ă π), and that argS1
´
peitq “ t (´π ă t ă 0). Then one can define
consistently the L and R operators localized in any given arg-valued interval rI . To be
more precise, for any A-modulesHi,Hk and any ξ P HipIq, one can define
Lpξ, rIq P HomApI 1qpHk,Hi bHkq, Rpξ, rIq P HomApI 1qpHk,Hk bHiq.
Moreover, when rI “ ĂS1` we have Lpξ, rIq “ Lpξq; when rI “ ĂS1´ we have Rpξ, rIq “ Rpξq.
These L and R operators form a categorical extension of A.
We now focus on dualizable A-modules Hi,Hj,Hk, etc. Since Hi is dualizable, we
have an A-module Hi (the dual object) and evaluations evi,i P HomApHi bHi,H0q and
evi,i P HomApHi bHi,H0q satisfying the conjugate equations
pevi,i b 1iqp1i b coevi,iq “ 1i “ p1i b evi,iqpcoevi,i b 1iq,
pevi,i b 1iqp1i b coevi,iq “ 1i “ p1i b evi,iqpcoevi,i b 1iq,
where we set coevi,i “ ev˚i,i, coevi,i “ ev˚i,i. Moreover, we may and do assume that the
ev and coev are standard, which means di “ ‖evi,i‖2 equals di “ ‖evi,i‖2 and are the
smallest possible values. (Equivalently, ev and coev satisfy (2.18); cf. [LR97].) Now, for
any rI , we define the categorical S and F operators SrI , FrI . For any dualizable Hi, we
have
SrI , FrI : Hi Ñ Hi
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with common domainHipIq defined by
SrIξ “ Lpξ, rIq˚coevi,iΩ, FrIξ “ Rpξ, rIq˚coevi,iΩ.
These two operators are indeed preclosed. Moreover, they are related by the (uni-
tary) twist operator ϑ (proposition 4.5):
FrI “ ϑSrI .
We can thus define the modular operator ∆rI and modular conjugation JrI by the polar
decompositions:
SrI “ JrI ¨∆ 12rI , FrI “ ϑJrI ¨∆
1
2rI ,
where, for each Hi, ∆rI is a positive closed operator on Hi, and JrI : Hi Ñ Hi is antiu-
nitary. Indeed, JrI : Hi Ñ Hi is an involution, i.e., J2rI “ 1. Note that JrI depends on the
choice of dual objects and standard evaluations because SrI do. This is related to the
important fact that JrI implements the conjugations of morphisms which depend on dual
objects and standard evaluations. Indeed, for any morphism G P HomApHi,Hjq one
can define its conjugate G P HomApHi,Hiq to be the adjoint of the transpose G_, where
G_ is the unique morphism in HomApHj ,Hiq satisfying
evj,jpGb 1jq “ evi,ip1i bG_q.
We will prove that
G “ JrI ¨G ¨ JrI
(see proposition 4.13), which suggests that JrI is the correct modular conjugation for
categorical extensions.
On the other hand,∆rI is independent of dual objects and standard evaluations. (It
even does not depend on argI , which means that we can write ∆rI as ∆I .) Moreover,
the action of ∆rI on any Hi can be interpreted as a Connes spatial derivative (see re-
mark 4.14). Indeed, our definition and treatment of SrI and FrI are deeply motivated
by the matrix algebra approach to Connes fusion products and Connes spatial deriva-
tives in [Fal00] and [Tak02] section IX.3. Those matrices of von Neumann algebras
are described in our article by the C˚-Frobenius algebra Q “ pHk b Hk, µ, ιq in the
representation category RepfpAq of dualizable Mo¨bius covariant A-modules, where
ι P HomApH0,Hk b Hkq is coevk,k, and µ P HomApHk b Hk b Hk b Hk,Hk b Hkq is
evk,kp1k b evk,k b 1kq. As we will show, SrI and FrI are closely related to the S and F
operators of non-local extensions of A constructed from C˚-Frobenius algebras. Thus,
using the Tomita-Takesaki theory for those non-local extensions, we are able to show
that SrI and FrI are always preclosed, and that ∆rI and JrI satisfy similar algebraic rela-
tions as those in Tomita-Takesaki theory (see for example proposition 4.10). The idea
here is the same as in [Fal00] and [Tak02].
We emphasize that the categorical extensions and the non-local finite index exten-
sions (by C˚-Frobenius algebras) of a conformal net A are closely related. So are their
modular theories. As we will see, the proof of the B-W theorem for categorical exten-
sions relies on that for non-local extensions, and vice versa: As indicated in [ALR01]
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and [LR04], for a non-local extension B constructed from the C˚-Frobenius algebra Q,
zptq “ ∆itI δIp2πtq is a one-parameter group independent of I . To show that zptq “ 1
whenQ is standard, we have to make use of the relation FrI “ ϑSrI in the modular theory
of categorical extensions. On the other hand, to prove the categorical B-W theorem, we
need the non-local B-W theorem in the case thatQ is standard; to prove the (modified)
non-local B-W theorem for non-necessarily standard Q, one needs the categorical B-W
theorem. These two B-W theorems are the main results of our paper, which are stated
in details in theorems 5.3 and 5.10. Roughly speaking, the categorical B-W theorem
says:
Theorem 0.1 (Categorical B-W theorem). We have
∆itrI “ δIp´2πtq (0.1)
when acting on any dualizable Hi. Moreover, Θ :“ JĂ
S1
`
is a PCT-operator for the (rigid)
categorical extension.
Let Q “ pHa, µ, ιq be a C˚-Frobenius algebra in RepfpAq, where ι P HomApH0,Haq
and µ P HomApHa b Ha,Haq. Choose dual object Ha and standard evaluations
eva,a, eva,a. Let ǫ be the unique invertible morphism in HomApHa,Haq satisfying
eva,apǫb 1aq “ ι˚µ.
(ǫ will be called reflection operator in our paper.) We remark that ǫ˚ǫ is independent
of dual objects and standard evaluations. Then we have:
Theorem 0.2 (Modified non-local B-W theorem). Let B be the non-local extension of A
obtained through Q. For any rI P rJ , Let DrI and JQrI be the modular operator and conjugation
associated to pBprIq, ιΩq. Then
DitrI “ pǫ˚ǫqitδIp´2πtq, (0.2)
and ΘQ :“ JQĂ
S1
`
is a PCT operator for B and its “clockwise dual net” B1.
Some remarks on these two theorems:
• Equivalent forms of equation (0.1) already appeared in [FRS92, Jo¨rß96] and in
[Lon97]. In [FRS92, Jo¨rß96], the S operators are defined for reduced field bun-
dles, which are an alternative model for charged fields (intertwining operators)
of conformal nets. For our purpose (see the beginning of the introduction), cat-
egorical extensions might be more convenient than reduce field bundles. In
[Lon97], Longo showed that the dilation group δI is related to Connes Radon-
Nikodym derivatives, which are in turn related to Connes spatial derivatives
and hence related to our ∆rI (see remark 4.14).
• Similar to [Jo¨rß96, GL96], the conformal spin-statistics theorem ϑ “ e2ipiL0 is a
consequence of the PCT theorem for (rigid) categorical extensions (see theorem
5.7).
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• The C˚-Frobienius algebra Q is standard if and only if ǫ is unitary. Thus, by
(0.2), for the non-local extension B of A obtained by Q, the standard geometric
modular theorem DitrI “ δIp´2πtq holds if and only if Q is standard.
• When Q is irreducible (as a left Q-module), theorem 0.2 was proved by [LR04]
proposition 3.5-(ii).
This article is organized as follows. In section 1we review the definitions ofMo¨bius
covariant nets and conformal nets and their representations. In section 2 we review
the definition and basic properties of categorical extensions of conformal nets. Con-
struction of non-local extensions of conformal nets via C˚-Frobenius algebras (or Q-
systems) was first studied in [LR95] using endomorphisms of von Neumann algebras.
A parallel construction using bimodules and Connes fusions was given in [Mas97].
In section 3, we use categorical extensions as a new method to realize such construc-
tion of non-local extensions. Our method emphasizes the close relation between the
charged field operators of a conformal net and the field operators of its non-local ex-
tensions, and explains the slogan “non-local extensions are subquotients of categorical
extensions” proposed in [Gui18]. In section 4 we define the S and F operators for rigid
categorical extensions, and prove basic properties of these operators by relating them
with the S and F operators of non-local extensions. We also prove that the conju-
gations of morphisms are implemented by the modular conjugations of categorical
extensions. In section 5 we prove the main results of this article, namely theorems 0.1
and 0.2. In section 6 we use the modular theory of categorical extensions to study the
preclosedness of certain unbounded charged fields of conformal nets. Although our
main motivation of this article is to study the functional analytic properties of these
field operators, here we do not give a systematic study of this topic but leave it to
future works.
Categorical extensions of conformal nets are closely related to Connes fusion. In
section A we briefly explain this relation for the convenience of the readers who are
not familiar with this relation. We hope that this appendix section would help them
understand the axioms in the definition of categorical extensions. In section B we
prove that the rigid categorical extensions of Mo¨bius covariant nets are Mo¨bius co-
variant. This result parallels the conformal covariance of the categorical extensions of
conformal (covariant) nets proved in [Gui18] section 2.4 and theorem 3.5. Indeed, our
proof of the Mo¨bius covariance in this article can be adapted to give a simpler proof
of the conformal covariance in [Gui18]; see the end of section B.
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1 Backgrounds
Let J be the set of all non-empty non-dense open intervals in the unit circle S1. If
I P J , then I 1 denotes the interior of the complement of I , which is also an element
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in J . The group Diff`pS1q of orientation-preserving diffeomorphisms of S1 contains
the subgroup PSUp1, 1q of Mo¨bius transforms of S1. If I P J , we let DiffpIq be the
subgroup of all g P Diff`pS1q acting as identity on I 1.
In this article, we always let A be an (irreducible) Mo¨bius covariant net, which
means that for each I P J there is a von Neumann algebra ApIq acting on a fixed
separable Hilbert space H0, such that the following conditions hold:
(a) (Isotony) If I1 Ă I2 P J , then ApI1q is a von Neumann subalgebra of ApI2q.
(b) (Locality) If I1, I2 P J are disjoint, then ApI1q and ApI2q commute.
(c) (Mo¨bius covariance) We have a strongly continuous unitary representation U of
PSUp1, 1q onH0 such that for any g P PSUp1, 1q, I P J ,,
UpgqApIqUpgq˚ “ ApgIq.
(d) (Positivity of energy) The generator L0 of the rotation subgroup ̺ is positive.
(e) There exists a unique (up to scalar) PSUp1, 1q-invariant unit vector Ω P H0. More-
over, Ω is cyclic under the action of
Ž
IPJ MpIq (the von Neumann algebra generated
by allMpIq).
We say that A is a conformal (covariant) net if the representation U of PSUp1, 1q
onH0 can be extended to a strongly continuous projective unitary representation U of
Diff`pS1q on H0, such that for any g P Diff`pS1q, I P J , and any representing element
V P UpH0q of Upgq,
VApIqV ˚ “ ApgIq.
Moreover, if g P DiffpIq and x P ApI 1q, then
V xV ˚ “ x.
Let Hi be a separable Hilbert space. Recall that a (normal) representation pHi, πiq
of A (also called an A-module) associates to each I P J a unital *-representation πi,I :
ApIq Ñ BpHiq, such that for any I1, I2 P J satisfying I1 Ă I2, and any x P ApI1q, we
have πi,I1pxq “ πi,I2pxq. We write πi,Ipxq as πipxq or just xwhen no confusion arises.
Let G be the universal covering of Diff`pS1q. The corresponding projective repre-
sentation of G on H0 is also denoted by U . Then G has a central extension
1Ñ Up1q Ñ GA Ñ G Ñ 1
associated to the projective representation of Diff`pS1q onH0. In other words, we set
GA “ tpg, V q P G ˆ UpH0q|V is a representing element of Upgqu.
Then the projective representation Diff`pS1q ñ H0 gives rise to an actual unitary rep-
resentation of GA of H0, also denoted by U . For each I , we let G pIq be the preimage of
DiffpIq under the covering map G Ñ Diff`pS1q. Similarly, let GApIq be the preimage of
G pIq under GA Ñ G . If A is conformal covariant, then any A-module Hi is conformal
covariant, which means that there is a unique representation Ui of GA on Hi such that
for any I P J and g P GApIq,
Uipgq “ πipUpgqq. (1.1)
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This is proved in [AFK04] (only for irreducible representations) and in [Hen19] the-
orem 11. Moreover, the generator of the rotation subgroup acting on Hi is positive
by [Wei06] theorem 3.8. From (1.1) and the fact that GA is algebraically generated by
tGApIq : I P J u proved in [Hen19] Lemma 17-(ii) (see also [Gui18] proposition 2.2), it
is clear that any homomorphism of conformal net modules is also a homomorphism
of representations of GA. Moreover, for any g P GA and x P ApIq one has
Uipgqπi,IpxqUipgq˚ “ πi,gIpUpgqxUpgq˚q. (1.2)
Very often, we will write Upgq and Uipgq as g for short.
Let ĆPSUp1, 1q be the universal cover of PSUp1, 1q, regarded as a subgroup of G .
By [Bar54], the restriction of any strongly continuous projective representation G
to ĆPSUp1, 1q can be lifted to a unique strongly continuous unitary representation ofĆPSUp1, 1q. ThusĆPSUp1, 1q is also a subgroup of GA. Note that the action ofĆPSUp1, 1q
on H0 also preserves Ω. We say that an A-module Hi isMo¨bius covariant if there is a
strongly continuous unitary representation Ui ofĆPSUp1, 1q on Hi such that (1.2) holds
for any g PĆPSUp1, 1q and I P J .
2 Rigid categorical extensions
Let ReppAq be the C˚-category of A-modules whose objects are denoted by
Hi,Hj ,Hk, . . . . Then one can equip ReppAqwith a structure of braided C˚-tensor cate-
gory either via Doplicher-Haag-Roberts (DHR) superselection theory [FRS89, FRS92],
or via Connes fusion [BDH15, BDH17, Gui18]. These two constructions are equivalent
by [Gui18] chapter 6. The unit of ReppAq isH0. We write the tensor (fusion) product of
two A-modules Hi,Hj as Hi b Hj . We assume without loss of generality that ReppAq
is strict, which means that we will not distinguish between H0,H0 b Hi,Hi b H0, or
pHi b Hjq b Hk and Hi b pHj b Hkq (abbreviated to Hi b Hj b Hk). In the following,
we review the definition and the basic properties of closed vector-labeled categori-
cal extensions of A (abbreviated to “categorical extensions” for short) introduced in
[Gui18].
To begin with, if Hi,Hj are A-modules and I P J , then HomApI 1qpHi,Hjq denotes
the vector space of bounded linear operators T : Hi Ñ Hj such that Tπi,I 1pxq “
πj,I 1pxqT for any x P ApI 1q. We then define HipIq “ HomApI 1qpH0,HiqΩ, which is
a dense subspace of Hi. Note that I Ă J implies HipIq Ă HipJq. Moreover, if
G P HomApHi,Hjq, then GHipIq Ă HjpIq.
If I P J , an arg-function of I is, by definition, a continuous function argI : I Ñ R
such that for any eit P I , argIpeitq ´ t P 2πZ. rI “ pI, argIq is called an arg-valued
interval. Equivalently, rI is a branch of I in the universal cover of S1. We let rJ be the
set of arg-valued intervals. If rI “ pI, argIq and rJ “ pJ, argJq are in rJ , we say thatrI and rJ are disjoint if I and J are so. Suppose moreover that for any z P I, ζ P J
we have argJpζq ă argIpzq ă argJpζq ` 2π, then we say that rI is anticlockwise to rJ
(equivalently, rJ is clockwise to rI). We write rI Ă rJ if I Ă J and argJ |I “ argI . GivenrI P rJ , we also define rI 1 “ pI 1, argI 1q P rJ such that rI is anticlockwise to rI 1. We say thatrI 1 is the clockwise complement of rI .
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Definition 2.1. A (closed and vector-labeled) categorical extension E “
pA,ReppAq,b,Hq of A associates, to any Hi,Hk P ObjpReppAqq and any rI P rJ , ξ P
HipIq, bounded linear operators
Lpξ, rIq P HomApI 1qpHk,Hi bHkq,
Rpξ, rIq P HomApI 1qpHk,Hk bHiq,
such that the following conditions are satisfied:
(a) (Isotony) If rI1 Ă rI2 P rJ , and ξ P HipI1q, then Lpξ, rI1q “ Lpξ, rI2q, Rpξ, rI1q “ Rpξ, rI2q
when acting on anyHk P ObjpReppAqq.
(b) (Functoriality) If Hi,Hk,Hk1 P ObjpReppAqq, F P HomApHk,Hk1q, the following
diagrams commute for any rI P rJ , ξ P HipIq.
Hk
FÝÝÝÑ Hk1
Lpξ,rIq§§đ Lpξ,rIq§§đ
Hi bHk
1ibFÝÝÝÑ Hi bHk1
Hk
Rpξ,rIqÝÝÝÑ Hk bHi
F
§§đ Fb1i§§đ
Hk1
Rpξ,rIqÝÝÝÑ Hk1 bHi
. (2.1)
(c) (State-field correspondence3) For any Hi P ObjpReppAqq, under the identifications
Hi “ Hi bH0 “ H0 bHi, the relation
Lpξ, rIqΩ “ Rpξ, rIqΩ “ ξ (2.2)
holds for any rI P rJ , ξ P HipIq. It follows immediately that when acting on H0, Lpξ, rIq
equals Rpξ, rIq and is independent of argI .
(d) (Density of fusion products) If Hi,Hk P ObjpReppAqq, rI P rJ , then the set
LpHipIq, rIqHk spans a dense subspace of Hi b Hk, and RpHipIq, rIqHk spans a dense
subspace of Hk bHi.
(e) (Locality) For any Hk P ObjpReppAqq, disjoint rI, rJ P rJ with rI anticlockwise to rJ ,
and any ξ P HipIq, η P HjpJq, the following diagram (2.3) commutes adjointly.
Hk
Rpη, rJqÝÝÝÝÝÝÝÑ Hk bHj
Lpξ,rIq§§đ Lpξ,rIq§§đ
Hi bHk
Rpη, rJqÝÝÝÝÝÝÝÑ Hi bHk bHj
(2.3)
Here, the adjoint commutativity of diagram (2.3) means that Rpη, rJqLpξ, rIq “
Lpξ, rIqRpη, rJq when acting on Hk, and Rpη, rJqLpξ, rIq˚ “ Lpξ, rIq˚Rpη, rJq when acting
onHi bHk.
(f) (Braiding) There is a unitary linear map ßi,j : Hi b Hj Ñ Hj b Hi for any
Hi,Hj P ObjpReppAqq, such that
ßi,jLpξ, rIqη “ Rpξ, rIqη (2.4)
whenever rI P rJ , ξ P HipIq, η P Hj .
3For general (i.e., non-necessarily closed or vector-labeled) categorical extensions, this axiom is re-
placed by the neutrality and the Reeh-Schlieder property; see [Gui18] section 3.1.
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Note that ßi,j is unique by the density of fusion products. Moreover, ßi,j commutes
with the actions of A, and is the same as the braid operator of ReppAq; see [Gui18]
sections 3.2, 3.3. The existence of E is also proved in [Gui18] sections 3.2.4
Remark 2.2. We see that Lpξ, rIq and Rpξ, rIq can act on any object in ReppAq. If we
want to emphasize that they are acting on a specific object Hk, we write Lpξ, rIq|Hk and
Rpξ, rIq|Hk . It is noteworthy that for any x P ApIq,
LpxΩ, rIq|Hk “ RpxΩ, rIq|Hk “ πk,Ipxq. (2.5)
See the end of [Gui18] section 3.1. By the locality and the state-field correspondence,
it is also easy to see that
Lpξ, rIqη “ Rpη, rJqξ (2.6)
whenever ξ P HipIq, η P HjpJq, and rI is anticlockwise to rJ .
Another useful fact is that if F P HomApHi,Hi1q, G P HomApHj ,Hj1q, ξ P HipIq, and
η P Hj , then
pF bGqLpξ, rIqη “ LpFξ, rIqGη, pGb F qRpξ, rIqη “ RpFξ, rIqGη. (2.7)
This was proved in [Gui18] section 3.3 using Connes fusion, but it also follows directly
from the axioms of categorical extensions. To prove the first equation, it suffices to
assume that η P HjpJqwhere rJ is clockwise to rI . Then, by the functoriality and relation
(2.6),
pF bGqLpξ, rIqη “ p1bGqpF b 1qLpξ, rIqη “ p1bGqpF b 1qRpη, rJqξ
“p1bGqRpη, rJqFξ “ p1bGqLpFξ, rIqη “ LpFξ, rIqGη.
The second relation follows from the first one and (2.6).
We now prove some fusion relations for the L and R operators of E .
Proposition 2.3. LetHi,Hj,Hk P ObjpReppAqq, rI P rJ , and ξ P HipIq.
(a) If η P HjpIq, then Lpξ, rIqη P pHi bHjqpIq, Rpξ, rIqη P pHj bHiqpIq, and
Lpξ, rIqLpη, rIq|Hk “ LpLpξ, rIqη, rIq|Hk , (2.8)
Rpξ, rIqRpη, rIq|Hk “ RpRpξ, rIqη, rIq|Hk . (2.9)
(b) If ψ P pHi b HjqpIq and φ P pHj b HiqpIq, then Lpξ, rIq˚ψ P HjpIq, Rpξ, rIq˚φ P HjpIq,
and
Lpξ, rIq˚Lpψ, rIq|Hk “ LpLpξ, rIq˚ψ, rIq|Hk , (2.10)
Rpξ, rIq˚Rpφ, rIq|Hk “ RpRpξ, rIq˚φ, rIq|Hk . (2.11)
4In [Gui18] we assume A to be conformal covariant for the simplicity of discussions. Most results in
that article (for example, the construction of Connes categorical extensions, the uniqueness of braided
C˚-tensor categories, the uniqueness of vector-labeled closed categorical extensions, etc.) do not rely
on the conformal covariance and are also true for Mo¨bius covariant nets. The only exception is the
conformal covariance of categorical extensions, which should be replaced by Mo¨bius covariance when
the A is only Mo¨bius covariant; see theorem 2.5 and section B.
10
As a special case, we see that if ξ P HipIq and x P ApIq, then xξ P HipIq, and
Lpxξ, rIq “ xLpξ, rIq, Rpxξ, rIq “ xRpξ, rIq. (2.12)
Proof. We only prove the first equation of part (b); the second one follows simi-
larly. Part (a) follows either from a similar argument or from [Gui18] proposition 3.6.
Since Lpξ, rIq˚ψ “ Lpξ, rIq˚Lpψ, rIqΩ, we clearly have Lpξ, rIq˚ψ P HjpIq. Choose any
χ P HkprI 1q. Then, by the adjoint commutativity of left and right operators,
Lpξ, rIq˚Lpψ, rIqχ “ Lpξ, rIq˚Lpψ, rIqRpχ, rI 1qΩ “ Rpχ, rI 1qLpξ, rIq˚Lpψ, rIqΩ
“Rpχ, rI 1qLpξ, rIq˚ψ “ Rpχ, rI 1qLpLpξ, rIq˚ψqΩ “ LpLpξ, rIq˚ψqRpχ, rI 1qΩ
“LpLpξ, rIq˚ψqχ.
Next, we discuss the conformal covariance of E . For any rI “ pI, argIq P rJ and
g P GA, we have gI defined by the action ofDiff`pS1q on S1. We now set grI “ pgI, arggIq,
where arggI is defined as follows. Choose any map γ : r0, 1s Ñ GA satisfying γp0q “
1, γp1q “ g such that γ descends to a (continuous) path in G . Then for any z P I
there is a path γz : r0, 1s Ñ S1 defined by γzptq “ γptqz. The argument argIpzq of z
changes continuously along the path γz to an argument of gz, whose value is denoted
by arggIpgzq.
Theorem 2.4 ([Gui18] theorem 3.13). If A is conformal covariant, then E “
pA,ReppAq,b,Hq is conformal covariant, which means that for any g P GA, rI P rJ ,Hi P
ObjpReppAqq, ξ P HipIq, there exists an element gξg´1 P HipgIq such that
Lpgξg´1, grIq “ gLpξ, rIqg´1, Rpgξg´1, grIq “ gRpξ, rIqg´1 (2.13)
when acting on anyHj P ObjpReppAqq.
It’s clear that we have
gξg´1 “ gLpξ, rIqg´1Ω “ gRpξ, rIqg´1Ω. (2.14)
In particular, when g PĆPSUp1, 1q one has gξg´1 “ gξ by the state-field correspondence
and that gΩ “ Ω. Therefore
Lpgξ, grIq “ gLpξ, rIqg´1, Rpgξ, grIq “ gRpξ, rIqg´1 p@g PĆPSUp1, 1qq. (2.15)
The above property is called theMo¨bius covariance of E .
In the remaining part of this paper, we will be interested in RepfpAq, the C˚-tensor
category of dualizable Mo¨bius covariant representations of A. (Recall that when A
is conformal covariant, the conformal covariance and hence the Mo¨bius covariance of
dualizable representations are automatic.) ThenRepfpAq is a rigid C˚-tensor category.5
Recall that a representation Hi of A is called dualizable if there exists an object Hi P
5That RepfpAq is closed under fusion product b is known to experts. In section B we give a proof of
this fact.
11
ObjpReppAqq (called dual object) and evaluations evi,i P HomApHibHi,H0q and evi,i P
HomApHi bHi,H0q satisfying the conjugate equations
pevi,i b 1iqp1i b coevi,iq “ 1i “ p1i b evi,iqpcoevi,i b 1iq, (2.16)
pevi,i b 1iqp1i b coevi,iq “ 1i “ p1i b evi,iqpcoevi,i b 1iq, (2.17)
where we set coevi,i “ ev˚i,i, coevi,i “ ev˚i,i. Note that in each of (2.16) and (2.17), the
first equation is equivalent to the second one by taking adjoint. Note also that evi,i
is uniquely determined by evi,i since coevi,i is so. Moreover, one can choose the eval-
uations to be standard, which means that besides the conjugate equations, we also
have
evi,ipF b 1iqcoevi,i “ evi,ip1i b F qcoevi,i (2.18)
for any F P EndApHiq. Then there exist positive numbers di “ di satisfying
evi,icoevi,i “ evi,icoevi,i “ di10 “ di10, called the quantum dimensions of Hi and
Hi. Standard evaluations exist and are unique up to unitaries, which means that if
u P EndApHiq is unitary, then revi,i :“ evi,ipu b 1iq and revi,i :“ evi,ip1i b uq are also
standard, and any pair of standard evaluations arises in this way. We refer the reader
to [LR97] or [Yam04] for more details. We remark that Hi is also Mo¨bius covariant by
[GL96] theorem 2.11. Therefore Hi P ObjpRepfpAqq ifHi is so.
We can now restrict E to RepfpAq to obtain a (closed, vector-labeled) rigid categori-
cal extension E f “ pA,RepfpAq,b,Hq, which is also conformal covariant whenA is so.
This means that when A is conformal covariant, definition 2.1 and theorem 2.4 hold
verbatim for E f , except that ReppAq should be replaced by RepfpAq. When A is only
Mo¨bius covariant, these are also true except that theorem 2.4 should be replaced by
Mo¨bius covariance. Note first of all that for any Hi P ObjpRepfpAqq, the strongly con-
tinuous unitary representations ofĆPSUp1, 1q making Hi Mo¨bius covariant are unique
by [GL96] proposition 2.2. It is easy to see that any morphism in RepfpAq intertwines
the actions ofĆPSUp1, 1q (see lemma B.1). The following is proved in section B.
Theorem 2.5. RepfpAq is closed under b. Moreover, E “ pA,RepfpAq,b,Hq is Mo¨bius
covariant, which means that for any g P ĆPSUp1, 1q, rI P rJ ,Hi P ObjpRepfpAqq, ξ P HipIq,
we have
Lpgξ, grIq “ gLpξ, rIqg´1, Rpgξ, grIq “ gRpξ, rIqg´1 (2.19)
when acting on anyHj P ObjpRepfpAqq.
3 Non-local extensions
Q-systems were introduced by R.Longo [Lon94] and are powerful tools for study-
ing local and non-local extensions of conformal and Mo¨bius covariant nets [LR95,
KL04, BKLR15]. In this section, we give a construction of non-local extensions by Q-
systems under the framework of categorical extensions. We shall work with a general
C˚-Frobenius algebra Q in RepfpAq, and construct a non-local extension B of A via Q.
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Recall that Q “ pHa, µ, ιq is called a C˚-Frobenius algebra in RepfpAq if Ha P
ObjpRepfpAqq, µ P HomApHa b Ha,Haq, ι P HomApH0,Haq, and the following condi-
tions are satisfied:
• (Unit) µpιb 1aq “ 1a “ µp1a b ιq.
• (Associativity) µpµb 1aq “ µp1a b µq.
• (Frobenius relation) p1a b µqpµ˚ b 1aq “ µ˚µ.
Note that the associativity and the Frobenius relation are equivalent to the adjoint com-
mutativity of the following diagram
Ha bHa bHa
1abµÝÝÝÝÝÝÝÑ Ha bHa
µb1a
§§đ µ§§đ
Ha bHa
µÝÝÝÝÝÝÝÝÑ Ha
. (3.1)
Let us fix a C˚-Frobenius algebra Q. For any ξ P HapIq, we define bounded linear
operators onHa:
Apξ, rIq “ µ ¨ Lpξ, rIq|Ha , Bpξ, rIq “ µ ¨Rpξ, rIq|Ha .
Definition 3.1. For any rI P rJ , BprIq (resp. B1prIq) is defined to be the set of all Apξ, rIq
(resp. Bpξ, rIq) where ξ P HapIq.
We shall show that B : rI P rJ ÞÑ BprIq and B1 : rI P rJ ÞÑ B1prIq are two nets of von
Neumann algebras extending A, and that the Haag duality BprIq1 “ B1prI 1q is satisfied.
First, notice that ApIq is also acting on Ha. We also denote by ApIq the image of ApIq
under πa,I . The following lemma shows that B and B1 are extensions of A.
Proposition 3.2. We have ApIq Ă BprIq and ApIq Ă B1prIq.
Proof. Choose any x P ApIq. Then one has
ApιxΩ, rIq “ πa,Ipxq “ BpιxΩ, rIq. (3.2)
Indeed, for any η P Ha,
ApιxΩ, rIqη “ µ ¨ LpιxΩ, rIqη “ µpιb 1aqLpxΩ, rIqη “ LpxΩ, rIqη “ xη,
where we have used (2.7), the unit property, and (2.5). The other relation is proved in
a similar manner.
Proposition 3.3. If rI is anticlockwise to rJ , then for any ξ P HapIq and η P HapJq, Apξ, rIq
commutes adjointly with Bpη, rJq, which means that Apξ, rIqBpη, rJq “ Bpη, rJqApξ, rIq and
Apξ, rIq˚Bpη, rJq “ Bpη, rJqApξ, rIq˚.
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Proof. Consider the following matrix of diagrams.
Ha
Rpη, rJqÝÝÝÝÝÝÝÑ Ha bHa µÝÝÝÝÝÝÝÑ Ha
Lpξ,rIq§§đ Lpξ,rIq§§đ Lpξ,rIq§§đ
Ha bHa
Rpη, rJqÝÝÝÝÝÝÝÑ Ha bHa bHa 1abµÝÝÝÝÝÝÝÑ Ha bHa
µ
§§đ µb1a§§đ µ§§đ
Ha
Rpη, rJqÝÝÝÝÝÝÝÑ Ha bHa µÝÝÝÝÝÝÝÑ Ha
(3.3)
The p1, 1q-diagram commutes adjointly by the locality of E f . The p2, 1q- and p1, 2q-
diagrams commute adjointly by the functoriality of E f . The p2, 2q-diagram is just (3.1),
which we know is commuting adjointly by the associativity and the Frobenius prop-
erty of Q. Thus the largest diagram commutes adjointly, which is exactly the adjoint
commutativity of Apξ, rIq and Bpη, rJq.
Definition 3.4. If S is a set of bounded linear operators on a Hilbert spaceH, its com-
mutant S1 is defined to be the set of bounded linear operators on H which commute
adjointly with the operators in S. Then S1 is a von Neumann algebra. The double
commutant S2 is called the von Neumann algebra generated byS.
Proposition 3.5. For any rI P rJ we have BprIq1 “ B1prI 1q and B1prI 1q1 “ BprIq. As a conse-
quence, BprIq and B1prI 1q are von Neumann algebras acting on Ha.
We remind the reader that rI 1 is the clockwise complement of rI .
Proof. Weonly prove BprIq1 “ B1prI 1q as the other relation can be proved in a similarway.
Note that by the previous proposition, we have BprIq1 Ą B1prI 1q. To prove BprIq1 Ă B1prI 1q,
we choose any Y P BprIq1 and show that Y P B1prI 1q.
Set η “ Y ιΩ. Since ι P HomApH0,Haq and Y P HomApIqpHa,Haq (by proposition
3.2), one has Y ι P HomApIqpH0,Haq. Therefore η P HapI 1q. Choose any ξ P HapIq. Then,
by proposition 3.6, we have
Y ξ “ Y Apξ, rIqιΩ “ Apξ, rIqY ιΩ “ Apξ, rIqη “ Apξ, rIqBpη, rI 1qιΩ
“Bpη, rI 1qApξ, rIqιΩ “ Bpη, rI 1qξ.
This shows Y “ Bpη, rI 1q and hence that Y P B1prI 1q.
Proposition 3.6. For any rI P rJ and ξ P HipIq,
Apξ, rIqιΩ “ ξ “ Bpξ, rIqιΩ. (3.4)
Proof. We shall prove the following more general relations:
Apξ, rIqι “ Lpξ, rIq|H0 , Bpξ, rIqι “ Rpξ, rIq|H0. (3.5)
Again, we only prove the first one as the second one can be argued similarly. We
compute that
Apξ, rIqι “ µ ¨ Lpξ, rIq ¨ ι “ µp1a b ιqLpξ, rIq|H0 “ Lpξ, rIq|H0
where we have used the functoriality of E f and the unit property of Q.
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Finally, if A is conformal covariant, we notice that for any g P GA, we have
gBprIqg´1 “ BpgrIq and gB1prIqg´1 “ B1pgrIq. Indeed, we notice that the actions of g
commute with µ (see the discussion after (1.1)). Therefore the conformal covariance
of E f implies the two equations. If A is only Mo¨bius covariant, we also have similar
relations for g PĆPSUp1, 1q. We summarize the above results as follows. (Note that (3.6)
follows from lemma 3.6.)
Theorem 3.7. B : rI P rJ ÞÑ BprIq and B1 : rI P rJ ÞÑ B1prIq are families of von Neumann
algebras satisfying the following properties for any rI, rJ P rJ .
(a) (Extension property)ApIq Ă BprIq X B1prIq.
(b) (Isotony) If rI Ă rJ , then BprIq Ă Bp rJq and B1prIq Ă B1p rJq.
(c) (Reeh-Schlieder property) BprIqιΩ and B1prIqιΩ are dense subspaces of Ha. Indeed, we have
BprIqιΩ “ B1prIqιΩ “ HapIq. (3.6)
(d) (Haag duality) BprIq1 “ B1prI 1q.
(e) (Mo¨bius/conformal covariance) For any g PĆPSUp1, 1q one has
gBprIqg´1 “ BpgrIq, gB1prIqg´1 “ B1pgrIq. (3.7)
When A is conformal covariance, the above relations are also true when g P GA.
We say that B and B1 are the non-local extensions of A associated to the C˚-
Frobenius algebra Q, and that B1 is the clockwise dual net of B.
Given Q “ pHa, µ, ιq and the associated non-local extensions B,B1, we define Q1 “
pHa, µ1, ιq, where µ1 “ µßa,a.
Proposition 3.8. The non-local extensions ofA associated to the C˚-Frobenius algebraQ1 are
B1 and B2, where B2 is the clockwise commutant of B1.
Proof. Operators in B1prIq are written as µ1Lpξ, rIq|Ha where ξ P HapIq. By the braiding
axiom of E f , µ1Lpξ, rIq|Ha “ µßLpξ, rIq|Ha “ µRpξ, rIq|Ha which is inside B1prIq.
We describe the relation between B and its clockwise double dual net B2. Let rI2 be
the clockwise complement of rI 1. Then we have I2 “ I and argI2 “ argI ´2π.
Proposition 3.9. B2prI2q “ BprIq for any rI P rJ .
Proof. We have BprIq “ B1prI 1q1 and, similarly, B1prI 1q “ B2prI2q1.
4 Categorical modular operators and conjugations
We first recall the Tomita-Takesaki theory for von Neumann algebras associated
with cyclic seperating vectors; details can be found in [Tak02] or [Tak70]. LetM be a
von Neumann algebra acting on a Hilbert space H, and assume that Ω P H is a cyclic
and separating vector of M. (We do not require ‖Ω‖“ 1.) One defines unbounded
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antilinear operators S :MΩÑMΩ and F :M1ΩÑM1Ω such that for any x PM, y P
M1,
SxΩ “ x˚Ω, F yΩ “ y˚Ω.
S and F are indeed preclosed operators, whose closures are also denoted by the
same symbols S and F respectively. Moreover, S˚ “ F . Let S “ J∆ 12 be the po-
lar decomposition of S, where the positive operator ∆ “ S˚S is called the modu-
lar operator, and the antiunitary map J is called the modular conjugation. We have
∆itΩ “ JΩ “ Ω, S “ S´1, J2 “ 1, S “ J∆ 12 “ ∆´ 12J. Let i “ ?´1. For any t P R, we
have
∆itM∆´it “M, JMJ “M1.
Tomita-takesaki theory can be applied to non-local extensions without difficulty.
This will be used to derive a categorical Tomita-takesaki theory in this section. We
first choose a system of dual objects and standard evaluations for E f . This means
that for each Hi P ObjpRepfpAqq, we choose a dual object Hi and standard evaluations
evi,i, evi,i satisfying (2.16) and (2.17). For the vacuum representation H0, its dual object
is fixed to beH0, and the standard evaluations are chosen in an obvious way. The dual
object of Hi is fixed to be Hi. Namely, we set Hi “ Hi and evi,i “ evi,i, evi,i “ evi,i.
(This is necessary for the categorical S and F operators to be involutions.) Finally, if
the dual objects and the standard evaluations of Hi,Hj P ObjpRepfpAqq are chosen,
then the dual object ofHi bHj is assumed to beHj bHi, and the standard evaluations
are
evibj,jbi “ evi,ip1i b evj,j b 1iq, evjbi,ibj “ evj,jp1j b evi,i b 1jq. (4.1)
This last condition will be used in the PCT theorem of E f (see (5.8)).
Recall that we set coevi,i “ ev˚i,i and coevi,i “ ev˚i,i. Then for any rI P rJ we define
unbounded linear operators SrI , FrI : Hi Ñ Hi with domains HipIq such that for any
ξ P HipIq,
SrIξ “ Lpξ, rIq˚coevi,iΩ, FrIξ “ Rpξ, rIq˚coevi,iΩ (4.2)
Note that SrI and FrI depend not only on rI but also on the choice of dual objects and
evaluations. We also understand SrI and FrI as categorical operators, which means
that they can act on any object of RepfpAq. We write SrI as SrI |Hi (and similarly FrI as
FrI |Hi) if we want to emphasize that SrI is acting on the object Hi. We first discuss the
dependence of SrI and FrI on duals and evaluations.
Proposition 4.1. For eachHi P ObjpRepfpAqq, we chose another dual objectHpi and standard
evaluations ev1
i,pi, ev1pi,i, and define the corresponding S and F operators S 1rI , F 1rI . Then there
exists a unitary ui P HomApHi,Hpiq such that
S 1rI “ uiSrI , F 1rI “ uiFrI .
Proof. By the uniqueness up to unitaries of standard evaluations, there exists a unitary
ui P HomApHi,Hpiq such that ev1i,pi “ evi,ip1i b u´1i q and ev1pi,i “ evi,ipu´1i b 1iq. Using the
functoriality of E f one obtains the desired equations.
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Proposition 4.2. If ξ P HipIq, then SrIξ P HipIq, FrIξ P HipIq. Moreover, for any Hk P
ObjpReppAqq we have
LpSrIξ, rIq|Hk “ Lpξ, rIq˚pcoevi,i b 1kq, (4.3)
RpFrIξ, rIq|Hk “ Rpξ, rIq˚p1k b coevi,iq. (4.4)
Note that in the above two equations, Lpξ, rIq˚ is a bounded linear operator from
Hi bHi bHk to Hi bHk, and Rpξ, rIq˚ from Hk bHi bHi to Hk bHi.
Proof. That SrIξ and FrIξ are inside HipIq is obvious from the definition of SrI and FrI .
For any χ P Hk, we use proposition 2.3 to compute that
LpSrIξ, rIqχ “ L`Lpξ, rIq˚coevi,iΩ, rI˘χ “ Lpξ, rIq˚L`coevi,iΩ, rI˘χ
(2.7)ùùùùLpξ, rIq˚pcoevi,i b 1kqL`Ω, rI˘χ (2.5)ùùùù Lpξ, rIq˚pcoevi,i b 1kqχ.
The other equation is proved similarly.
We now show that SrI and FrI are involutions. This fact is closely related to the
conjugate equations (2.16) and (2.17).
Proposition 4.3. For any ξ P HipIq, we have S2rI ξ “ F 2rI ξ “ ξ.
Notice that the actions of SrI and FrI on Hi are defined respectively by coevi,i and
coevi,i, which are the same coevaluations as those in (4.2), (4.3), (4.4).
Proof. We compute
S2rI ξ (4.2)ùùùù LpSrIξ, rIq˚coevi,iΩ (4.3)ùùùù pevi,i b 1iqLpξ, rIqcoevi,iΩ
“pevi,i b 1iqp1i b coevi,iqLpξ, rIqΩ (2.16)ùùùù Lpξ, rIqΩ “ ξ.
Similarly, we may use (2.17) to show F 2rI ξ “ ξ.
The above two propositions imply immediately the following:
Corollary 4.4. For any Hi P ObjpRepfpAqq,Hk P ObjpReppAqq, ξ P HipIq, φ P Hi b
Hk, ψ P Hk bHi,
Lpξ, rIq˚φ “ pevi,i b 1kqLpSrIξ, rIqφ, (4.5)
Rpξ, rIq˚ψ “ p1k b evi,iqRpFrIξ, rIqψ. (4.6)
Next, we relate SrI and FrI . To begin with, recall that we can define the twist opera-
tor ϑi on anyHi P ObjpRepfpAqq to be the unique operator in EndApHiq such that
evi,i “ evi,ißi,ipϑi b 1iq, (4.7)
where we recall that ß is the braid operator ofReppAq, and the evaluations are assumed
to be standard. Then, by [Mu¨g00], ϑi is a unitary operator independent of the choice of
standard evaluations, and that the actions of ϑ on allHi P ObjpRepfpAqq (as ϑi) define a
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ribbon structure compatible with the braided C˚-tensor structure of RepfpAq. (Indeed,
ϑi is unitary if and only if the evaluations are standard.) This means, among other
things, that ϑ commutes with homomorphisms, that for any Hi,Hj P ObjpRepfpAqq,
ß2i,j “ ϑibjpϑ´1i b ϑ´1j q, (4.8)
evi,ipϑi b 1iq “ evi,ip1i b ϑiq, evi,ipϑi b 1iq “ evi,ip1i b ϑiq. (4.9)
and (hence) that
p1i b ϑiqcoevi,i “ ß´1i,i coevi,i. (4.10)
Proposition 4.5. We have
FrI “ ϑSrI . (4.11)
More precisely, for any ξ P HipIq we have FrIξ “ ϑiSrIξ.
Proof. By the braiding axiom of E f we have Rpξ, rIq|Hi “ ßi,iLpξ, rIq|Hi . Therefore
FrIξ “ Rpξ, rIq˚coevi,iΩ “ Lpξ, rIq˚ß´1i,i coevi,iΩ (4.10)ùùùù Lpξ, rIq˚p1i b ϑiqcoevi,iΩ
“ϑiLpξ, rIq˚coevi,iΩ “ ϑiSrIξ.
We will see later that SrI and FrI are preclosed. Therefore S˚rI SrI “ F ˚rI FrI , which will
be denoted by ∆rI . This fact is crucial for proving the geometric modular theorems.
We now show the Mo¨bius covariance of SrI and FrI .
Proposition 4.6. For any g PĆPSUp1, 1q,
gSrIg´1 “ SgrI , gFrIg´1 “ FgrI . (4.12)
Proof. The domain of SgrI |Hi isHipgIq, whereas the domain of gSrIg´1|Hi is gHipIq. From
(1.2) one clearly has gHipIq “ HipgIq. Now choose any ξ P HipgIq. Then g´1ξ P
HipIq, and Lpξ, grIq “ gLpg´1ξ, rIqg´1 by the Mo¨bius covariance of E f . Notice that Ω isĆPSUp1, 1q-invariant. Therefore
SgrIξ “ Lpξ, grIq˚coevi,iΩ “ gLpg´1ξ, rIq˚g´1coevi,iΩ
“gLpg´1ξ, rIq˚coevi,ig´1Ω “ gLpg´1ξ, rIq˚coevi,iΩ “ gSrIg´1ξ.
To prove further properties of SrI and FrI , we have to relate them with the S and F
operators of non-local extensions ofA. First of all, ifQ “ pHa, µ, ιq is aC˚-Frobenius al-
gebra in RepfpAq, thenHa is self dual, and eva,a :“ ι˚µ defines an evaluation satisfying
the conjugate equation
peva,a b 1aqp1a b coeva,aq “ 1a “ p1a b eva,aqpcoeva,a b 1aq.
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We say that Q is standard if eva,a is a standard evaluation.
In the remaining part of this section, we shall always assume that Q is a standard
C˚-Frobenius algebra in RepfpAq. Note that we have already chosen a dual object and
a pair of standard evaluations for each object in RepfpAq. In particular, we have fixed
for the objectHa a dualHa and standard evaluations eva,a, eva,a. By the uniqueness up
to unitaries of standard evaluations, we have a unitary ǫ P HomApHa,Haq satisfying
eva,apǫb 1aq “ ι˚µ “ eva,ap1a b ǫq, (4.13)
called the reflection operator ofQ (with respect to the dual objectHa and the standard
evaluations eva,a, eva,a).
Let B and B1 be the pair of non-local extensions of A obtained by Q. Then for eachrI P rJ , ιΩ is a cyclic separating vector for BprIq and B1prIq.
Proposition 4.7. Assume thatQ is standard. Then ǫ´1SrI |Ha and ǫ´1FrI |Ha are respectively the
(preclosed) S operators of BprIq and B1prIq with respect to ιΩ. More precisely, for anyX P BprIq
and Y P B1prIq,
ǫ´1SrI ¨XιΩ “ X˚ιΩ, ǫ´1FrI ¨ Y ιΩ “ Y ˚ιΩ. (4.14)
Proof. We prove the second equation. Choose any ξ P HapIq. We want to show that
FrIBpξ, rIqιΩ “ ǫBpξ, rIq˚ιΩ. By proposition 3.6 we have FrIBpξ, rIqιΩ “ FrIξ. On the other
hand,
ǫBpξ, rIq˚ιΩ “ ǫRpξ, rIq˚µ˚ιΩ (4.6)ùùùù ǫp1a b eva,aqRpFrIξ, rIqµ˚ιΩ
“ǫp1a b eva,aqpµ˚ιb 1aqRpFrIξ, rIqΩ “ ǫp1a b eva,aqpµ˚ιb 1aq ¨ FrIξ.
By (4.13) we have pǫb 1aqµ˚ι “ coeva,a. Therefore
ǫp1a b eva,aqpµ˚ιb 1aq “ pǫb eva,aqpµ˚ιb 1aq
“p1a b eva,aqpǫb 1a b 1aqpµ˚ιb 1aq “ p1a b eva,aqppǫb 1aqµ˚ιb 1aq
“p1a b eva,aqpcoeva,a b 1aq “ 1a.
This proves the second equation. A similar argument proves the first one.
Remark 4.8. Since ϑ commutes with homomorphisms, it commutes in particular with
ǫ. Therefore the S operators of BprIq and B1prIq differ by a trist: ǫ´1FrI “ ϑ ¨ ǫ´1SrI .
By Tomita-Takesaki theory, we know that SrI and FrI are preclosed onHa, and hence
on any subobject of Ha by proposition 4.1. (Note that it is in general not true that the
restriction of SrI |Ha to a sub-module Hj of Ha is SrI |Hj , since the dual objects and the
evaluations of Ha and of Hj are not related a priori.) To show that SrI and FrI are
preclosed on anyHi P ObjpRepfpAqq, we need to show that anyHi is a subobject ofHa
for some standard C˚-Frobenius algebra Q “ pHa, µ, ιq. For this purpose we review a
well known construction of Q in the following.
First, assume Hk P ObjpRepfpAqq with a dual object Hk and standard evaluations
evk,k, evk,k. Then Q “ pHk bHk, µ, ιq is a standard C˚-Frobenius algebra, where
ι “ coevk,k, µ “ 1k b evk,k b 1k. (4.15)
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By our definition of a system of dual objects and standard evaluations, Hk bHk is the
dual object of itself, and we have evkbk,kbk “ ι˚µ by (4.1). Thus the reflection operator
ǫ “ 1kbk.
Now assume that tHi : i P Eu is a family of objects in RepfpAq where E is a finite
set. LetHk “
À
iPE Hi, and assume that the dual object and standard evaluations are
Hk “
à
iPE
Hi, evk,k “
ÿ
iPE
evi,i, evk,k “
ÿ
iPE
evi,i, (4.16)
where evi,i : HibHi Ñ H0 is naturally extended toHkbHk Ñ H0 and evi,i toHkbHk Ñ
H0. (We can always assume this by slightly adjusting the system of dual objects and
standard evaluations without affecting the other results under discussions.) Let Q be
the corresponding standard C˚-Frobenius algebra forHkbHk. Thenwe have a natural
unitary equivalence
Hk bHk »
à
i,jPE
Hj bHj . (4.17)
Moreover, for each i, j, l,m P E , the restriction of µ to pHi bHjq b pHl bHmq is
µ|HibHjbHlbHm “ δj,lp1i b evj,j b 1mq, (4.18)
and we have
evkbk,kbk|HibHjbHjbHi “ evibj,jbi. (4.19)
In the case that 0 P E , i.e., tHi : i P Eu contains the vacuum module, notice that
H0 “ H0. Then for each i, j P E ,
µ|HibH0bH0bHj “ 1i b 1j, (4.20)
evkbk,kbk|HibH0bH0bHi “ evi,i, evkbk,kbk|H0bHibHibH0 “ evi,i (4.21)
ConsiderHi » Hi bH0 andHi » H0 bHi as subspaces ofHk bHk. Then by (4.21), the
restrictions of SrI |HkbHk to the sub-modules Hi,Hi are SrI |Hi and SrI |Hi respectively.
Now, for any Hi P ObjpRepfpAqq, we set Hk “ H0
À
Hi. Then Hk b Hk defines a
standard C˚-Frobenius algebra. By (4.17),Hi bH0 is a sub-representation of Hk bHk.
Thus we conclude:
Proposition 4.9. SrI and FrI are preclosed operators on anyHi P ObjpRepfpAqq.
In the following, we will always let SrI , FrI denote the closures of the preclosed
operators in (4.2). We have a positive closed operator ∆rI :“ S˚rI SrI “ F ˚rI FrI definable
on any object Hi P ObjpRepfpAqq. (We will write ∆rI as ∆I after showing that ∆rI is
independent of the choice of argI .) So ∆rI |Hi is a positive closed operator on Hi. We
call∆rI themodular operator of E f . Note that by proposition 4.1,∆rI is independent of
the choice of dual objects and standard evaluations. We define the categorical domain
Dp∆
1
2rI q which associates to each Hi P ObjpRepfpAqq the dense subspace Dp∆
1
2rI |Hiq of
Hi. Then Dp∆
1
2rI q “ DpSrIq “ DpFrIq. We also have (categorical) polar decompositions
SrI “ JrI ¨∆ 12rI , FrI “ ϑJrI ¨∆
1
2rI (4.22)
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where JrI , when restricted to anyHi P ObjpRepfpAqq, is an anti-unitary operator
JrI |Hi : Hi Ñ Hi.
We call JrI the (left) modular conjugation of E f . (The right modular conjugation is ϑJrI
for the obvious reason.) The following are some easy consequences of Tomita-Takesaki
theorem, some of which can also be proved using results in the next section.
Proposition 4.10. The following are true.
J2rI “ 1. (4.23)
∆rI 1 “ ∆´1rI , ϑJrI 1 “ JrI . (4.24)
JrI∆ 12rI “ ∆´
1
2rI JrI . (4.25)
ϑJrI “ JrIϑ´1, ϑ∆rI “ ∆rIϑ. (4.26)
Proof. For any Hi P ObjpRepfpAqq, consider Hk “ H0 ‘ Hi and the standard C˚-
Frobenius algebra Q “ pHa, µ, ιq where Ha “ Hk b Hk. Let B and B1 be the non-
local extensions of A associated to Q as usual. Then ∆rI |Ha and ∆rI 1 |Ha are respectively
the modular operators of BprIq and B1prI 1q. Since BprIq is the commutant of B1prI 1q, by
Tomita-Takesaki theory we have ∆rI |Ha “ ∆´1rI 1 |Ha . Since Hi is a submodule of Ha, we
have ∆rI 1 “ ∆´1rI when acting onHi.
Since the reflection operator ǫ of Q equals 1, the modular conjugations of BprIq and
B1prI 1q are JrI |Ha and ϑJrI 1|Ha respectively. Thus pJrI |Haq2 “ 1a. Since we know that
the restriction of SrI |Ha to Hi » Hi b H0 is SrI |Hi , the same is true for the modular
conjugations. Therefore J2rI “ 1 when acting on Hi. By Tomita-Takesaki theory, we
have ϑJrI 1 “ JrI and JrI∆ 12rI “ ∆´
1
2rI JrI when acting on Ha. Thus they are also true when
acting onHi.
Since ϑJrI is the modular conjugation for B1prIq, equations (4.23) and (4.25) also hold
if JrI is replaced by ϑJrI . This proves (4.26).
Corollary 4.11. We have FrI 1 “ S˚rI when acting on anyHi P ObjpRepfpAqq.
Proof. We compute
S˚rI “ pJrI∆
1
2rI q˚ (4.23)ùùùù ∆
1
2rI JrI (4.25)ùùùù JrI∆´
1
2rI (4.24)ùùùù ϑJrI 1∆
1
2rI 1 “ FrI 1.
Of course, this can also be proved using the construction of Q.
Suppose that G P HomApHi,Hjq where Hi,Hj P ObjpRepfpAqq. Then there exists a
unique G_ P HompHj,Hiq satisfying
evj,jpGb 1jq “ evi,ip1i bG_q, (4.27)
called the transpose of G. G_ is independent of the choice standard evaluations, and
we have G__ “ G. Thus
G :“ pG_q˚ “ pG˚q_ (4.28)
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which is in HomApHi,Hjq and called the conjugation of G. See for example [Yam04].
It is easy to see that G “ G. We now show that conjugations of morphisms are imple-
mented by the modular conjugation JrI . Recall that two closed operators A and B on
a Hilbert space H are said to commute strongly if the von Neumann algebras gener-
ated by A and by B commute.6 We now recall the definition of strongly commuting
diagrams of closed operators:
Definition 4.12. Let P,Q,R,S be Hilbert spaces, and A : P Ñ R, B : QÑ S, C : P Ñ
Q, D : R Ñ S be unbounded closed operators. By saying that the diagram of closed
operators
P
CÝÝÝÑ Q
A
§§đ B§§đ
R
DÝÝÝÑ S
(4.29)
commutes strongly, we mean the following: Let H “ P ‘ Q ‘R ‘ S. Define closed
operators R, S onHwith domains DpRq “ DpAq‘DpBq‘R‘S, DpSq “ DpCq‘Q‘
DpDq ‘ S, such that
Rpξ ‘ η ‘ χ‘ ςq “ 0‘ 0‘ Aξ ‘Bη p@ξ P DpAq, η P DpBq, χ P R, ς P Sq,
Spξ ‘ η ‘ χ‘ ςq “ 0‘ Cξ ‘ 0‘Dχ p@ξ P DpCq, η P Q, χ P DpDq, ς P Sq.
(Such construction is called the extension from A,B to R, and from C,D to S.) Then R
and S commute strongly. In the case that A and B are preclosed antilinear operators,
we choose anti-unitary operators U1 on R and U2 on S. We say that (4.29) commutes
strongly if the following diagram of closed linear operators commutes strongly:
P
CÝÝÝÑ Q
U1A
§§đ U2B§§đ
R
U2DU
´1
1ÝÝÝÝÝÑ S
. (4.30)
This definition is independent of the choice of U1, U2.
Proposition 4.13. For any G P HomApHi,Hjq, the following equation holds when acting on
Hj .
G “ JrI ¨G ¨ JrI . (4.31)
Proof. For any ξ P HipIq, we have LpGξ, rIq “ pGb 1qLpξ, rIq by (2.7). Therefore
SrIGξ “ LpGξ, rIq˚coevj,jΩ “ Lpξ, rIq˚pG˚ b 1jqcoevj,jΩ
(4.27)ùùùùLpξ, rIq˚p1i bGqcoevi,iΩ “ GLpξ, rIq˚coevi,iΩ “ GSrIξ.
6The von Neumann algebra generated by A is the one generated by U and all eitH where A “ UH is
the polar decomposition of A.
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Since HipIq is a core for SrI |Hi , we conclude GSrI Ă SrIG. Since G˚ “ G_ “ G˚, we also
have G˚SrI Ă SrIG˚. Therefore the following diagram of closed operators commute7:
Hi
GÝÝÝÑ Hj
SrI
§§đ SrI§§đ
Hi
GÝÝÝÑ Hj
. (4.32)
If we take the polar decomposition of the two vertical SrI , then its phase commutes
adjointly with the horizontal G and G, i.e., the following diagram commutes adjointly
Hi
GÝÝÝÑ Hj
J rI
§§đ J rI§§đ
Hi
GÝÝÝÑ Hj
. (4.33)
We remark that in the above proof, the second half can be simplified after proving
the geometric modular theorem, since we can use the fact that ∆rI commutes strongly
with any homomorphism. However, if we deal with bimodules of von Neumann
algebras instead of conformal net modules, the above is the only way of proving the
strong commutativity of modular conjugations and homomorphisms.
Remark 4.14. We close this section with a brief discussion of the relations between
∆rI and Connes spatial derivatives [Con80]. Fix I P J . Choose a non-empty Hi P
ObjpRepfpAqq and let N “ πi,I 1pApI 1qq. The (normalized) state on ApI 1q defined by
x¨Ω|Ωy is transported through the isomorphism πi,I 1 to a state ϕ on N . LetM “ N 1
be the commutant of N (acting on Hi). Then M can be described by the left repre-
sentation of Q “ pHi b Hi, µ, ιq on Hi as follows: Let B be the non-local extension
associated to Q. Then any X P BprIq can be expressed as Apχ, rIq “ µLpχ, rIq for some
χ P pHi bHiqpIq. We then define a representation of BprIq onHi by defining the action
of Apχ, rIq on any ξ P Hi to be p1i b evi,iqLpχ, rIqξ. This representation is indeed faithful
(since BprIq is indeed a (type III) factor). Moreover, the image of BprIq under this rep-
resentation is exactlyM. The state of BprIq defined by x¨ιΩ|ιΩy is transported through
this representation to a state ψ ofM. Then we actually have
∆rI |Hi “ dψdϕ. (4.34)
Note that ψ is in general not normalized: By the fact that ι “ coevi,i we have ψp1q “
di where di is the quantum dimension of Hi. We give another description of ψ: Let E :
M Ñ πi,IpApIqq be the minimal conditional expectation of the subfactor πi,IpApIqq Ă
M. Transport the state x¨Ω|Ωy of ApIq to πi,IpApIqq and denote it by ψ0. Then the
normalized state d´1i ψ equals ψ0 ˝ E .
7To prove that a closed operatorA commutes strongly with a bounded operator x, it suffices to check
that x ¨A|D Ă A|D ¨x and x˚ ¨A|D Ă A|D ¨x˚ where D is a core forA. See for example [Gui19] Appendix
B.1.
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5 Categorical and non-local Bisognano-Wichmann theo-
rems
Let r : z P S1 ÞÑ z P S1 be the reflection. Then r “ r´1, and g P PSUp1, 1q ÞÑ rgr P
PSUp1, 1q is an automorphism of PSUp1, 1q. Recall that any element in PSUp1, 1q takes
the form g “
ˆ
α β
β α
˙
where |α|2 ´ |β|2 “ 1. Then we have rgr “
ˆ
α β
β α
˙
. We lift
this automorphism toĆPSUp1, 1q and also denote it by rp¨qr. For rI “ pI, arg Iq P rJ , we
define rrI “ prI, argrIq where argrIpzq “ ´ argIpzq for any z P rI .
Define S1` “ ta ` ib P S1 : b ą 0u be the upper semi-circle. Define ĂS1` such that
arg
S1
`
takes values in p0, πq. Then ĂS1´ :“ rĂS1` is the lower semi-circle with arg values in
p´π, 0q. Note thatĂS1` is the clockwise complement ofĂS1´. Wewrite∆ĂS1
`
,∆Ă
S1
´
, as∆`,∆´
respectively. We also define Θ “ JĂ
S1
`
, called the PCT operator of E f . Note that Θ is an
involution. Also, if g PĆPSUp1, 1q and rI “ gĂS1`, then by proposition 4.6,
JrI “ gΘg´1. (5.1)
The following noteworthy result is just proposition 4.13.
Theorem 5.1. For any morphism G of objects in RepfpAq, we have
G “ Θ ¨G ¨ Θ.
Consider the rotation subgroup ̺ptq “
˜
e
it
2 0
0 e
´it
2
¸
and dilation subgroup δptq “ˆ
cosh t
2
´ sinh t
2
´ sinh t
2
cosh t
2
˙
of PSUp1, 1q. For each I P J , define δIptq “ gδptqg´1 where
g P PSUp1, 1q and gS1` “ I . Then δI is well defined, and δptq “ δS1`ptq. We lift ̺ and δ to
one-parameter subgroups ofĆPSUp1, 1q and denote them by the same symbols.
Let Q “ pHa, µ, ιq be a standard C˚-Frobenius algebra in RepfpAq, and let B,B1 be
the pair of non-local extensions of A associated to Q. Let ǫ : Ha Ñ Ha be the reflection
operator. By proposition 4.7, for any rI P rJ , ∆rI |Ha is the modular operator of both
BprIq and B1prIq, and ǫ´1JrI |Ha is the modular conjugation of BprIq. In particular, ǫ´1Θ|Ha
is the modular operator of both BpĂS1`q and its commutant B1pĂS1´q. Then we have the
non-local Bisognano-Wichmann Theorem:
Theorem 5.2. Let Q be standard. For any rI P rJ , the following are true when acting on Ha.
(a) (Geometric modular theorem) For any t P R,
∆itrI “ δIp´2πtq. (5.2)
(b) (PCT theorem) For any g PĆPSUp1, 1q,
ǫ´1Θ ¨ g ¨Θǫ “ rgr (5.3)
ǫ´1Θ ¨ BprIq ¨ Θǫ “ B1prrIq. (5.4)
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Note that in equation (5.3), rgr is inĆPSUp1, 1q and is acting onHa.
Proof. The restriction of ĆPSUp1, 1q ñ Ha to its rotation subgroup has positive gener-
ator by [GL96] proposition 2.14. Therefore the generators of translation subgroups
are also positive by [Wei06] lemma 3.1. As in [ALR01] theorem 2.1 or [LR04] propo-
sition 3.2, one may use Borchers theorem ([Bor92] theorem 2.9) to show (5.3) and
show that zptq :“ δIp2πtq∆itrI is a one-parameter group independent of rI . Thus
δp2πtq∆it` “ δ´p2πtq∆it´ where δ´ “ δS1´ . By (4.24), we have ∆it´ “ ∆´it` . We also
have δ´p2πtq “ ̺pπqδp2πtq̺p´πq, which equals δp´2πtq by an easy calculation. Thus
zptq “ zp´tq, which forces zptq to be 1. This proves the geometric modular theorem.
By the non-local Haag-duality (theorem 3.7), B1pĂS1´q is the commutant of BpĂS1`q. Thus,
by Tomita-Takesaki theorem, (5.4) holds in the special case that rI “ ĂS1`. The general
case follows from the special case, the Mo¨bius covariance of B, and equation (5.3).
Theorem 5.3. For any rI P rJ , the following are true when acting on anyHj P ObjpRepfpAqq.
(a) (Geometric modular theorem) For any t P R,
∆itrI “ δIp´2πtq. (5.5)
(b) (PCT theorem) For any g PĆPSUp1, 1q,
Θ ¨ g ¨Θ “ rgr. (5.6)
Moreover, for anyHi P ObjpRepfpAqq and ξ P HipIq, we have
Θ ¨HipIq “ HiprIq, (5.7)
Θ ¨ Lpξ, rIq ¨Θ “ RpΘξ, rrIq. (5.8)
Proof. Let Q “ pHa, µ, ιq where Ha “ Hk b Hk and Hk “ H0 ‘Hj . Then ǫ “ 1. By the
non-local Bisognano-Wichmann theorem, (5.5) and (5.6) are true when acting on Ha.
Thus they are also true when acting on the submodule Hj » Hj bH0 by (4.21).
Now we take Hk “ H0 ‘ Hi ‘ Hj and define Q in the same way. Consider Hi »
Hi b H0 and Hj » Hj b H0 as submodules of Ha. Recall that ǫ “ 1. So Θ|Ha is the
modular conjugation for BpĂS1`q with respect to ιΩ. Therefore ΘιΩ “ ιΩ. Choose any
ξ P HipIq. Then
ΘApξ, rIqΘιΩ “ ΘApξ, rIqιΩ (3.4)ùùùù Θξ.
By the non-local PCT theorem, ΘApξ, rIqΘ is inside B1prrIq. So there exists η P HaprrIq
such that ΘApξ, rIqΘ “ Bpη, rrIq. Again, by (3.4), we must have η “ Θξ. Therefore
Θξ P HaprIq. Since Θ maps Hi » Hi b H0 to Hi » H0 b Hi, both considered as
submodules of Ha, we have Θξ P Hi. Therefore Θξ P HiprIq. Thus ΘHipIq Ă HiprIq.
Similarly, ΘHiprIq Ă HipIq. Therefore (5.7) is true.
We have proved that ΘApξ, rIqΘ “ BpΘξ, rrIq. Recall that Θξ P Hi » H0 b Hi. By
(4.20), the restriction of Apξ, rIq to Hj » H0 b Hj is Lpξ, rIq|Hj , and the restriction of
BpΘξ, rrIq toHj » Hj bH0 is RpΘξ, rrIq|Hj . Therefore (5.8) is true.
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Convention 5.4. By (5.5), ∆rI depends only on I but not on argI . Thus we will write
∆rI as ∆I in the future.
Corollary 5.5 ([GL96] Thm.2.11). For any Hi P ObjpRepfpAqq, I P J , and x P ApIq, we
have
Θπi,IpxqΘ “ πi,rIpΘxΘq. (5.9)
Notice that ΘxΘ P AprIq by the PCT theorem for A.
Proof. Choose an argI . Then, by (2.5), we have πi,Ipxq “ LpxΩ, rIq|Hi and πi,rIpΘxΘq “
RpΘxΘΩ, rrIq|Hi “ RpΘxΩ, rrIq|Hi . We may now apply (5.8) to prove the desired equa-
tion.
Remark 5.6. The above corollary gives an explicit construction of dual representation
of any Hi P ObjpRepfpAqq. Namely, we choose any seperable Hilbert space Hi, and
choose an arbitrary anti-unitary map A : Hi Ñ Hi. Define a representation πi of A on
Hi such that for any I P J and x P ApIq,
πi,Ipxq “ A ¨ πi,rIpΘxΘq ¨ A´1. (5.10)
Then pHi, πiq is a dual object of pHi, πiq.
The conformal spin-statistics theorem is also an easy consequence of the categorical
PCT theorem:
Theorem 5.7 ([GL96] Thm. 3.13, [Jo¨rß96] Sect. 4.1). On anyHi P ObjpRepfpAqq we have
ϑ “ ̺p2πq. (5.11)
Proof. By (4.24) we have Θ “ JĂ
S1
`
“ ϑJĂ
S1
´
. So JĂ
S1
´
“ ϑ´1Θ. Since ĂS1´ “ ̺p´πqĂS1`, by
proposition 4.6 we also have SĂ
S1
´
“ ̺p´πqSĂ
S1
`
̺pπq, and hence JĂ
S1
´
“ ̺p´πqΘ̺pπq. So
ϑ´1Θ “ ̺p´πqΘ̺pπq. By the categorical PCT theorem, Θ̺ptq “ pr̺ptqrqΘ “ ̺p´tqΘ.
Therefore ϑ´1Θ “ ̺p´2πqΘ and hence ϑ “ ̺p2πq.
We now want to generalize theorem 5.2 to any (non-necessarily standard) C˚-
Frobenius algebra Q “ pHa, µ, ιq in RepfpAq. Notice that ι˚µ is an evaluation of the
self-dual object Ha. Thus, by the uniqueness of evaluations up to multiplications by
invertible morphisms, there is a unique invertible ǫ P HomApHa,Haq, also called re-
flection operator, such that
eva,apǫb 1aq “ ι˚µ “ eva,ap1a b pǫ´1q˚q. (5.12)
(Recall that we assume eva,a, eva,a to be standard.) Thus, by (4.27), we have
ǫ_ “ pǫ´1q˚ and hence ǫ´1 “ ǫ. (5.13)
From this one easily shows that coeva,a “ pǫ_ b 1aqµ˚ι and coeva,a “ p1a b ǫqµ˚ι.
Using these two equations, the following can be proved in essentially the same way as
proposition 4.7.
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Proposition 5.8. ǫ´1SrI |Ha and ǫ˚FrI |Ha are respectively the S operators of BprIq and B1prIq
with respect to ιΩ.
Hence we have:
Proposition 5.9. The modular conjugations and operators of BprIq and B1prIq with respect to
ιΩ are described by the following polar decompositions:
ǫ´1SrI ˇˇHa “ `JrIǫpǫ˚ǫq´ 12 ˘ ¨ `∆ 12I pǫ˚ǫq 12˘ˇˇˇHa , (5.14)
ǫ˚FrI
ˇˇˇ
Ha
“ `ϑJrIǫ_pǫ˚ǫq 12˘ ¨ `∆ 12I pǫ˚ǫq´ 12˘ˇˇˇ
Ha
. (5.15)
Proof. Recall the polar decompositions (4.22). Note also that ∆I commutes with any
homomorphism. By proposition 4.13, we have ǫ´1JrI∆ 12I “ JrIǫ´1∆ 12I “ JrIǫ∆ 12I . This
proves (5.14). Similarly we have ǫ˚ϑJrI∆ 12I “ ϑJrIpǫ˚q´1∆ 12I “ ϑJrIǫ_∆ 12I . In addition,
using (5.13) we have
pǫ_q˚ǫ_ “ ǫ´1ǫ_ “ ǫ´1pǫ˚q´1 “ pǫ˚ǫq´1. (5.16)
This proves the polar decomposition (5.15).
We now prove the following modified Bisognano-Wichmann theorem. Note that
although ǫ depends on the choice of Ha and standard evaluations eva,a, eva,a, its abso-
lute value pǫ˚ǫq 12 does not.
Theorem 5.10. Let Q “ pHa, µ, ιq be a (non-necessarily standard) C˚-Frobenius algebra in
RepfpAq, let B and B1 be the associated non-local extensions of A, and let ǫ be the reflection
operator. Choose any rI P rJ . The following are true when acting on Ha.
(a) (Modified geometric modular theorem) Let DrI and D1rI be respectively the modular op-
erators of BprIq and B1prIq with respect to ιΩ. Then for any t P R,
DitrI “ pǫ˚ǫqitδIp´2πtq, pD1rIqit “ pǫ˚ǫq´itδIp´2πtq. (5.17)
(b) (PCT theorem) Let ΘQ “ `JĂ
S1
`
ǫpǫ˚ǫq´ 12˘ˇˇ
Ha
be the modular conjugation of BpĂS1`q with
respect to ιΩ. Then for any g PĆPSUp1, 1q,
ΘQ ¨ g ¨ΘQ “ rgr (5.18)
ΘQ ¨ BprIq ¨ΘQ “ B1prrIq. (5.19)
Proof. The proof of PCT theorem is exactly the same as in the standard case. Equations
(5.17) follow from proposition 5.9 and the geometric modular theorem for E f .
Corollary 5.11. For the non-local extension B obtained by a C˚-Frobenius algebra Q in
RepfpAq, the standard geometric modular theorem (5.2) holds if and only if Q is standard.
Proof. Q is standard if and only if the invertible homomorphism ǫ is unitary, if and
only if ǫ˚ǫ “ 1a.
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6 Unbounded field operators in rigid categorical exten-
sions
In this section, we discuss the relation between the domain of ∆
1
2
I and the pre-
closedness of certain unbounded operators in E f . First, we recall the following well-
known fact (cf. [Tak02] section VI.1). A proof is included for the reader’s convenience.
Proposition 6.1. Let M be a von Neumann algebra on a Hilbert space H with commutant
M1, and let Ω be a cyclic separating vector of M. Let ∆, J be the modular operator and
conjugation of pM,Ωq, and set S “ J∆ 12 . For any ξ P H, define an unbounded operator L pξq
with domainM1Ω such that L pξqyΩ “ yξ for any y PM1. Then the following two conditions
are equivalent.
(a) Ω P DpL pξq˚q.
(b) ξ P Dp∆ 12 q.
If either (a) or (b) is true, then L pξq is preclosed, and Sξ “ L pξq˚Ω.
Proof. Let J be the modular conjugation. Recall that S :“ J∆ 12 has coreMΩ, F “ S˚ “
J∆´
1
2 has coreM1Ω, and SxΩ “ x˚Ω, F yΩ “ y˚Ω for any x PM, y PM1.
First, we assume that (a) is true. Then, for any y PM1, we compute
xS˚yΩ|ξy “ xy˚Ω|ξy “ xΩ|yξy “ xΩ|L pξqyΩy “ xL pξq˚Ω|yΩy,
which shows that ξ P DpSq “ Dp∆ 12 q and Sξ “ L pξq˚Ω.
Next, assume that (b) is true. Choose any y1, y2 PM1. Then
xL pSξqy1Ω|y2Ωy “ xy1Sξ|y2Ωy “ xSξ|y˚1y2Ωy “ xFy˚1y2Ω|ξy “ xy˚2y1Ω|ξy
“xy1Ω|y2ξy “ xy1Ω|L pξqy2Ωy,
which shows L pSξq Ă L pξq˚. Thus Ω P DpL pSξqq Ă DpL pξq˚q, and Sξ “ L pSξqΩ “
L pξq˚Ω. Since L pSξq has dense domain, so does L pξq˚. Therefore L pξq is preclosed.
We would like to generalize the above proposition to E f . For any rI P rJ , recall
that rI 1 is the clockwise complement of rI . We define 8rI P rJ such that p8rIq1 “ rI, and
call 8rI the anticlockwise complement of rI . Choose Hi P ObjpReppAqq. (We do not
assume Hi to be dualizable.) For any ξ P HipIq, we let L pξ, rIq (resp. Rpξ, rIq) act on
anyHj P ObjpReppAqq as an unbounded operatorHj Ñ Hi bHj (resp. Hj Ñ Hj bHi)
with domainHjpI 1q such that for any η P HjpI 1q,
L pξ, rIqη “ Rpη, rI 1qξ, resp. Rpξ, rIqη “ Lpη, 8rIqξ. (6.1)
It is clear that Ω is inside the domains of L pξ, rIq|H0 and Rpξ, rIq|H0 , and the state-field
correspondence
L pξ, rIqΩ “ Rpξ, rIqΩ “ ξ (6.2)
is satisfied. We also have that
L pξ, rIq|H0 “ Rpξ, rIq|H0 , (6.3)
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and that they depend only on I but not on the choice of argI . Indeed, both operators
send any yΩ P ApI 1qΩ to yξ.
Definition 6.2. For anyHi P ObjpReppAqq and I P J ,Hpri pIq is the set of all ξ P Hi such
that L pξ, rIq|H0 “ Rpξ, rIq|H0 is precloded. It is clear thatHipIq Ă Hpri pIq.
It turns out that for any ξ P Hpri pIq, L pξ, rIq is preclosed on any Hj P ObjpReppAqq.
To prove this, we first need a lemma.
Lemma 6.3. Let Hi,Hj P ObjpReppAqq, rI, rJ P rJ , and assume that rJ is clockwise to rI . If
ξ P Hi, ξ0 P DppL pξ, rIq|H0q˚q, and η, η0 P HjpJq, then
xL pξ, rIqη|Rpη0, rJqξ0y “ xRpη0, rJq˚η|L pξ, rIq˚ξ0y. (6.4)
Proof. Choose ξ, ξ0, η, η0 as in the lemma. Recall that by proposition 2.3, we have
Rpη0, rJq˚η P H0pJq and
RpRpη0, rJq˚η, rI 1q|Hi “ RpRpη0, rJq˚η, rJq|Hi “ Rpη0, rJq˚Rpη, rJq|Hi .
Thus
xL pξ, rIqη|Rpη0, rJqξ0y “ xRpη, rJqξ|Rpη0, rJqξ0y “ xRpη0, rJq˚Rpη, rJqξ|ξ0y
“xRpRpη0, rJq˚η, rI 1qξ|ξ0y “ xL pξ, rIqRpη0, rJq˚η|ξ0y “ xRpη0, rJq˚η|L pξ, rIq˚ξ0y.
Theorem 6.4. Choose any Hi P ObjpReppAqq, rI P rJ , and ξ P Hpri pIq. Then L pξ, rIq|Hj and
Rpξ, rIq|Hj are preclosed for anyHj P ObjpReppAqq.
Proof. Let rJ “ rI 1. Assume that ηn is a sequence of vectors inHjpJq converging to 0 such
that L pξ, rIqηn converges to χ P Hi bHj . We shall show that χ “ 0. Since L pξ, rIq|H0 is
preclosed,W :“ DppL pξ, rIq|H0q˚q is a dense subspace ofHi. Since Rpη0, rJq is bounded
for any η0 P HjpJq, we conclude that RpHjpJq, rJqW is dense in RpHjpJq, rJqHi which
spans a dense subspace of Hi bHj by the density axiom of E . Therefore, it suffices to
show that xχ|Rpη0, rJqξ0y “ 0 for any ξ0 P W and η0 P HjpJq. We notice that χ is the
limit of
xL pξ, rIqηn|Rpη0, rJqξ0y (6.4)ùùùù xRpη0, rJq˚ηn|L pξ, rIq˚ξ0y,
which converges to 0 since Rpη0, rJq is bounded. This proves that L pξ, rIq|Hj is pre-
cloded. As for Rpξ, rIq|Hj , the argument is similar.
We now relate the preclosedness of L pξ, rIq with the domain of ∆ 12I .
Theorem 6.5. Let Hi P ObjpRepfpAqq and rI P rJ . Then for any ξ P Hi, the following are
equivalent:
(a) Ω is in the domain of L pξ, rIq˚coevi,i.
(a’) Ω is in the domain of Rpξ, rIq˚coevi,i.
(b) ξ is in the domain of ∆
1
2
I |Hi .
If any of them are true, then ξ P Hpri pIq, and
SrIξ “ L pξ, rIq˚coevi,iΩ, FrIξ “ Rpξ, rIq˚coevi,iΩ. (6.5)
29
Here, as usual,Hi is a dual object ofHi, and evi,i, evi,i are standard evaluations with
adjoints coevi,i, coevi,i.
Proof. Choose any ξ P Hi. Let Hk “ H0 ‘ Hi, let Ha “ Hk b Hk, and consider the
standard C˚-Frobenius algebra Q “ pHa, µ, ιq. Let B and B1 be the associated non-local
extensions of A, and letM “ BprIq. Consider Hi » Hi b H0 as a submodule of Ha.
Then ξ P Ha, and we can define an unbounded operator L Qpξq on Ha with domain
M1ιΩ such that L QpξqyιΩ “ yξ for any y PM1 “ B1prI 1q. Note thatM1ιΩ “ HapI 1q by
(3.6), and that elements inM1 are of the form Bpη, rI 1q “ µRpη, rI 1q|Ha where η P HapI 1q.
We compute that for any η P HapI 1q,
L
Qpξqη (3.4)ùùùù L QpξqBpη, rI 1qιΩ “ Bpη, rI 1qξ “ µRpη, rI 1qξ “ µL pξ, rIqη,
which shows
L
Qpξq “ µL pξ, rIq|Ha (6.6)
with common domainHapI 1q.
Note that
Ha »pH0 bH0q ‘ pHi bH0q ‘ pH0 bHiq ‘ pHi bHiq
»H0 ‘Hi ‘Hi ‘ pHi bHiq.
Then, by (4.18) and (6.6), L Qpξq acts trivially on Hi and Hi b Hi. It acts as L pξ, rIq|H0
on H0, and as L pξ, rIq|Hi on Hi. Consequently, L Qpξq˚ acts trivially on H0 and Hi; it
acts as L pξ, rIq˚|Hi on Hi, and as L pξ, rIq˚|HibHi on Hi b Hi. Thus, L Qpξq is preclosed
if and only if both L pξ, rIq|H0 and L pξ, rIq|Hi are preclosed, if and only if ξ P Hpri pIq by
theorem 6.4. By (4.15) and (4.16),
ιΩ “ coevk,kΩ “ coev0,0Ω‘ coevi,iΩ “ Ω‘ coevi,iΩ P H0 ‘ pHi bHiq.
Thus ιΩ is in the domain of L Qpξq˚ if and only if coevi,iΩ is in the domain of
L pξ, rIq˚|HibHi . If this is true then L Qpξq˚ιΩ “ L pξ, rIq˚coevi,iΩ. We thus conclude that
(a) holds if and only if ιΩ P DpL Qpξq˚q. On the other hand, since the reflection opera-
tor ǫ of Q equals 1a, by proposition 4.7 we know that ∆I |Ha and SrI |Ha are respectively
the modular operator and the S operator for pM, ιΩq. By (4.21) and the sentences
thereafter, the restrictions of ∆I |Ha and SrI |Ha to Hi are ∆I |Hi and SrI |Hi respectively.
Thus (b) holds if and only if ξ is in the domain of the square root of the modular oper-
ator for pM, ιΩq. Therefore, by proposition 6.1, (a) and (b) are equivalent; when (a) or
(b) is true, we have ξ P Hpri pIq and SrIξ “ L Qpξq˚ιΩ “ L pξ, rIq˚coevi,iΩ.
To prove the equivalence of (a’) and (b) and the second equation of (6.5), construct
Q “ pHk bHk, µ, ιqwhere Hk “ H0 ‘Hi and use similar arguments.
A Connes categorical extensions
In this appendix section, we sketch the constuction of categorical extensions via
Connes fusion. Details can be found in [Gui18]. We do not assume the representations
to be dualizable in this section.
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Recall that we set HipIq “ HomApI 1qpH0,HiqΩ. For any ξ P HipIq, we define Zpξ, rIq
to be the unique element in HomApI 1qpH0,Hiq satisfying ξ “ Zpξ, rIqΩ. If J is disjoint
from I , we define a (degenerate) inner product x¨|¨y (antilinear on the second variable)
on the algebraic tensor product HipIq b HjpJq such that for any ξ1, ξ2 P HipIq and
η1, η2 P HjpJq,
xξ1 b η1|ξ2 b η2y “ xZpη2, Jq˚Zpη1, JqZpξ2, Iq˚Zpξ1, IqΩ|Ωy. (A.1)
This is nothing but the formula of Connes relative tensor product. We letHipIqbHjpJq
be the Hilbert space completion of HipIq bHjpJq under this inner product. Note that
ApIq and ApJq can naturally act on HipIq b HjpJq by acting on the first resp. second
component of the tensor product.
If I0 Ă I and J0 Ă J , then HipI0q and HjpJ0q are dense in HipIq and HjpJq. It is
not hard to check that HipI0q bHjpJ0q is also dense in HipIq bHjpJq under the above
inner product. Thus we have a natural unitary mapHipI0q bHjpJ0q »ÝÑ HipIq bHjpJq
induced by inclusion of intervals. Its adjoint HipIq b HjpJq »ÝÑ HipI0q b HjpJ0q is the
natural unitary map induced by restriction of intervals. Both maps commute with the
actions of ApI0q and ApJ0q.
Let I1, I2 be disjoint respectively from J1, J2. First, assume that these two pairs of
intervals ”overlap properly”, which means that I1 X I2, J1 X J2 P J . Then
HipI1q bHjpJ1q »ÝÑ HipI1 X I2q bHjpJ1 X J2q »ÝÑ HipI2q bHjpJ2q (A.2)
defines a natural unitary mapHipI1qbHjpJ1q »ÝÑ HipI2qbHjpJ2q. In general, we need
to choose a path γ : r0, 1s Ñ Conf2pS1q, where Conf2pS1q “ tpz, wq P S1 : z ‰ wu. We
assume that γp0q P I1 ˆ J1 and γp1q P I2 ˆ J2. Then we can define a natural unitary
map γ‚ : HipI1q bHjpJ1q »ÝÑ HipI2q bHjpJ2q by covering γ by a chain of pairs of open
intervals pK1, L1q, . . . pKn, Lnq, such that K1 “ I1, L1 “ J1, Kn “ I2, Ln “ J2, and that
for each l “ 1, 2, . . . , n, pKl´1, Ll´1q and pKl, Klq overlap properly. Then we can use a
chain of unitary maps induced by restriction and inclusion of intervals (as in (A.2)) to
define γ‚. We say that γ‚ is the path continuation induced by γ. If we have paths γ1, γ2,
then pγ1 ˚γ2q‚ “ γ‚1γ‚2 . Moreover, γ‚ depends only on the homotopy class of γ. Then we
can transport the actions ofApI1q,ApJ1q fromHipI1qbHjpI1q toHipI2qbHjpI2q through
the map γ‚. Indeed, the result of transportation is independent of the choice of γ (but
not just its homotopy class). It turns out that we have a well defined action ofA on any
Connes fusion HipIq b HjpJq so that it restricts to the standard actions of ApIq,ApJq
onHipIqbHjpJq, and that the actions ofA commute with all path continuations. Thus
HipIq b HjpJq becomes a representation of A, and the path continuations are unitary
isomorphisms of A-modules.
In the construction of the tensor categoryReppAq, we letHibHj beHipS1`qbHjpS1´q,
where S1`, S
1
´ P J are respectively the upper and lower semi-circle. Choose argS1
`
(resp.
argS1
´
) to be the one whose values are inside p0, πq (resp. p´π, 0q). This defines ĂS1` andĂS1´. Now, for each rI “ pI, argIq P rJ and ξ P HipIq, we describe the operator Lpξ, rIq.
Recall that rI 1 is the clockwise complement of rI , which means that I 1 is (the interior
of) the complement of I , and rI 1 is clockwise to rI. We write rI 1 “ pI 1, argI 1q. The action
Zpξ, Iq : η P HjpI 1q ÞÑ ξ b η P HipIq b HjpI 1q is a bounded operator which intertwines
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the actions of ApI 1q. Thus Zpξ, Iq P HomApI 1qpHj ,HipIq b HjpI 1qq. We now choose a
path γ : r0, 1s Ñ Conf2pS1q from I ˆ I 1 to S1` ˆ S1´ such that the arguments of rI and rI 1
are changing continuously to those of ĂS1` and ĂS1´ respectively along γ. Then for each
η P Hj , Lpξ, rIqη is defined to be
Lpξ, rIqη “ γ‚Zpξ, Iqη P Hi bHj . (A.3)
Define a path ρ : r0, 1s Ñ Conf2pS1q from S1`ˆS1´ to S1´ˆS1` by ρptq “ peipip
1
2
´tq, eipip´
1
2
´tqq.
Then
ρ‚ : Hi bHj “ HipS1`q bHjpS1´q Ñ HipS1´q bHjpS1`q » Hj bHi (A.4)
is the braiding ßi,j . We define Rpξ, rIqη “ ßi,jLpξ, rIqη. That these operators define a
categorical extension E “ pA,ReppAq,b,Hq ofA (called Connes categorical extension)
was proved in [Gui18].
B Mo¨bius covariance of categorical extensions
Let E f “ pA,RepfpAq,b,Hq be the rigid (vector-labeled and closed) categorical
extension of the Mo¨bius covariant net A. Recall that we assume objects in RepfpAq
(which are dualizable) to beMo¨bius covariant, whichmeans that (1.2) holds for any g PĆPSUp1, 1q and I P J . In this section we prove theorem 2.5, namely, that the fusion of
two Mo¨bius covariant representations is also Mo¨bius covariant, and that E f is Mo¨bius
covariant. We remark that the arguments in this section can also be used to show that
E is conformal covariant when A is so; see the end of the section.
We first notice the following easy fact:
Lemma B.1. Any morphism in RepfpAq commutes with the actions ofĆPSUp1, 1q.
Proof. Let Hi,Hj P RepfpAq and G P HomApHi,Hjq. Let Hk “ Hi ‘ Hj . Then the
unique representation Uk ofĆPSUp1, 1q onHk is described by Ukpgq “ diagpUipgq, Ujpgqq
for any g P ĆPSUp1, 1q. We regard G as an endomorphism of Hk by acting trivially
on Hj . Then it suffices to show that any endomorphism of Hk commutes with the
action of ĆPSUp1, 1q on Hk. By linearity, it suffices to prove this for any unitary V P
EndApHkq. Then, by the uniqueness of the representation ofĆPSUp1, 1q on Hk, we have
Ukpgq “ V UkpgqV ˚ for any g P ĆPSUp1, 1q. Therefore V commutes with the action ofĆPSUp1, 1q.
Choose any Hj P ObjpRepfpAqq, rI P rJ , and define a unitary representation VrI ofĆPSUp1, 1q onHi bHj by setting
VrIpgqLpξ, rIqη “ Lpgξ, grIqgη (B.1)
for any ξ P HipIq, η P HjpI 1q, g P ĆPSUp1, 1q. Note that we have gHipIq “ HipgIq since,
by (1.2), we have gHomApI 1qpH0,Hiqg´1 “ HomApgI 1qpH0,Hiq. Thus we have
Lpgξ, grIq “ gLpξ, rIqg´1
32
when acting on H0. Now, we choose any ξ1, ξ2 P HipIq, η1, η2 P HjpI 1q, and use the
locality of E f and the fact that gΩ “ Ω to compute that
xLpgξ1, grIqgη1|Lpgξ2, grIqgη2y “ xLpgξ1, grIqRpgη1, grI 1qΩ|Lpgξ2, grIqRpgη2, grI 1qΩy
“xLpgξ2, grIq˚Lpgξ1, grIqΩ|Rpgη1, grI 1q˚Rpgη2, grI 1qΩy
“xgLpξ2, rIq˚Lpξ1, rIqΩ|gRpη1, rI 1q˚Rpη2, rI 1qΩy “ xLpξ2, rIq˚Lpξ1, rIqΩ|Rpη1, rI 1q˚Rpη2, rI 1qΩy
“xLpξ1, rIqη1|Lpξ2, rIqη2y. (B.2)
This proves the well-definedness and the unitarity of VrIpgq.
Notice that VrI is independent of rI , namely, VrI “ VrI0 when rI, rI0 P rJ . Indeed,
it suffices to check this when rI0 Ă rI . In that case, the actions of VrIpgq and VrI0pgq
on LpHipI0q, rIqHjpI 1q are clearly the same. So they must be equal. We write VrI as V
for short. From our definition (B.1), it is clear that V pghq “ V pgqV phq for any g, h PĆPSUp1, 1q. Thus V is a representation ofĆPSUp1, 1q.
We choose rI0 Ă rI such that I0 ĂĂ I . To check the continuity of the representation
V , we need to show that for any sequence of elements gn in ĆPSUp1, 1q converging
to 1, Lpgnξ, gnrI0qgnη converges to Lpξ, rI0qη for any ξ P HipI0q and η P Hj . Assume
without loss of generality that gnI0 Ă I for any n. Since gnη converges to η, it suffices to
show that Lpgnξ, gnrI0q|Hj “ Lpgnξ, rIq|Hj converge strongly to Lpξ, rIq and are uniformly
bounded over n. Using the locality of E f , it is easy to see that Lpgnξ, rIqχ converges to
Lpξ, rIqχ for any χ P HjpI 1q. Set x “ Lpξ, rIq˚Lpξ, rIq|H0 P ApIq. Then xn :“ gnxg˚n equals
Lpgnξ, gnrIq˚Lpgnξ, gnrIq|H0 . So xnΩ “ Lpgnξ, gnrIq˚gnξ. Hence, by proposition 2.3,
‖Lpgnξ, rIq|Hj‖2“ ‖Lpgnξ, rIq˚Lpgnξ, rIq|Hj‖“ ‖LpLpgnξ, rIq˚gnξ, rIq|Hj‖
“‖LpxnΩ, gnrIq|Hj‖“ ‖πj,gnIpxnq‖ď ‖xn‖“ ‖x‖.
This shows that ‖Lpgnξ, rIq|Hj‖ is uniformly bounded over all n. Thus Lpgnξ, rIq con-
verges strongly to Lpξ, rIq.
To show that V makesHi bHj Mo¨bius covariant, we need to check that
V pgqπibj,Jpxq “ πibj,gJpgxg´1qV pgq
for any g P ĆPSUp1, 1q, J P J , x P ApJq. It suffices to verify this equation when both
sides act on LpHipIq, rIqHjpJq where I is disjoint from J . This is easy. Therefore Hi b
Hj is Mo¨bius covariant, and the unique representation of ĆPSUp1, 1q is described by
(B.1). From (B.1) it is clear that Lpgξ, grIq “ gLpξ, rIqg´1 is always true on any Hj P
ObjpRepfpAqq. By the braiding axiom of E f and lemma B.1, we also have Rpgξ, grIq “
gRpξ, rIqg´1. This proves the Mo¨bius covariance of E f .
Finally, we explain how the above arguments can be adapted to show the confor-
mal covariance of E when A is conformal covariant. Let A be conformal covariant.
Recall that for any Hi P ObjpReppAqq, ξ P HipIq, and g P GA, we have gξg´1 P HipgIq
where gξg´1 :“ gLpξ, rIqg´1Ω “ gRpξ, rIqg´1Ω. Thus, for anyHi,Hj P ObjpReppAqq, one
can define an action of GA onHi bHj by setting
VrIpgqLpξ, rIqη “ Lpgξg´1, grIqgη (B.3)
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for any ξ P HipIq, η P HjpI 1q, g P GA. Note that (B.3) also equals
Lpgξg´1, grIqgRpη, rI 1qg´1gΩ “ Lpgξg´1, grIqRpgηg´1, grI 1qgΩ
since we have gRpη, rI 1qg´1 “ Rpgηg´1, grI 1q when acting onH0. Using this relation and
the calculations as in (B.2), one checks that VrIpgq is well-defined and unitary. Similar
arguments as in the above paragraphs show that VrI is independent of rI , that V respects
the group multiplication of GA (which follows clearly from the definition of VrIpgq8),
that V : GA ñ Hi b Hj descends to a continuous projective representation of G , and
that (1.1) holds. Thus V is the unique representation of GA makingHi bHj conformal
covariant. The relations (2.13) follow easily from the definition (B.3) of V .
8In [Gui18], the fact that V preserves the group multiplications is proved in lemma 2.16, which is
long and complicated. Here, our proof is much simplified and follows directly from the definition of V .
34
References
[AFK04] D’antoni, C., Fredenhagen, K. and Ko¨ster, S., 2004. Implementation of conformal co-
variance by diffeomorphism symmetry. Letters in Mathematical Physics, 67(3), pp.239-
247.
[ALR01] D’Antoni, C., Longo, R. and Radulescu, F., 2001. Conformal nets, maximal tempera-
ture and models from free probability. Journal of Operator Theory, pp.195-208.
[BDH15] Bartels, A., Douglas, C.L. and Henriques, A., 2015. Conformal nets I: Coordinate-free
nets. International Mathematics Research Notices, 2015(13), pp.4975-5052.
[BDH17] Bartels, A., Douglas, C.L. and Henriques, A., 2017. Conformal nets II: Conformal
blocks. Communications in Mathematical Physics, 354(1), pp.393-458.
[BGL93] Brunetti, R., Guido, D. and Longo, R., 1993. Modular structure and duality in confor-
mal quantum field theory. Communications in Mathematical Physics, 156(1), pp.201-219.
[BKLR15] Bischoff, M., Kawahigashi, Y., Longo, R., Rehren, K. H. (2015). Tensor categories and
endomorphisms of von neumann algebras: with applications to quantum field theory,
Springer Briefs in Mathematical Physics, vol. 3.
[BW75] Bisognano, J.J. and Wichmann, E.H., 1975. On the duality condition for a Hermitian
scalar field. Journal of Mathematical Physics, 16(4), pp.985-1007.
[Bar54] Bargmann, V., 1954. On unitary ray representations of continuous groups. Annals of
Mathematics, pp.1-46.
[Bor92] Borchers, H.J., 1992. The CPT-theorem in two-dimensional theories of local observ-
ables. Communications in Mathematical Physics, 143(2), pp.315-332.
[CKL08] Carpi, S., Kawahigashi, Y. and Longo, R., 2008, October. Structure and classifica-
tion of superconformal nets. In Annales Henri Poincae´ (Vol. 9, No. 6, pp. 1069-1121). SP
Birkha¨user Verlag Basel.
[CKLW18] Carpi, S., Kawahigashi, Y., Longo, R. and Weiner, M., 2018. From vertex opera-
tor algebras to conformal nets and back (Vol. 254, No. 1213). Memoirs of the American
Mathematical Society
[Con80] Connes, A., 1980. On the spatial theory of von Neumann algebras. Journal of Func-
tional Analysis, 35(2), pp.153-164.
[DSW86] Driessler, W., Summers, S.J. and Wichmann, E.H., 1986. On the connection between
quantum fields and von Neumann algebras of local operators. Communications in math-
ematical physics, 105(1), pp.49-84.
[FJ96] Fredenhagen, K. and Jo¨rß, M., 1996. Conformal Haag-Kastler nets, pointlike localized
fields and the existence of operator product expansions. Communications in mathemati-
cal physics, 176(3), pp.541-554.
[FRS89] Fredenhagen, K., Rehren, K.H. and Schroer, B., 1989. Superselection sectorswith braid
group statistics and exchange algebras. Communications inMathematical Physics, 125(2),
pp.201-226.
[FRS92] Fredenhagen, K., Rehren, K.H. and Schroer, B., 1992. Superselection sectorswith braid
group statistics and exchange algebras II: Geometric aspects and conformal covariance.
Reviews in Mathematical Physics, 4(spec01), pp.113-157.
[Fal00] Falcone, T., 2000. L2-von Neumann modules, their relative tensor products and the
spatial derivative. Illinois Journal of Mathematics, 44(2), pp.407-437.
[GF93] Gabbiani, F. and Fro¨hlich, J., 1993. Operator algebras and conformal field theory. Com-
munications in mathematical physics, 155(3), pp.569-640.
35
[GL96] Guido, D. and Longo, R., 1996. The conformal spin and statistics theorem. Communi-
cations in Mathematical Physics, 181(1), pp.11-35.
[Gui18] Gui, B., 2018. Categorical extensions of conformal nets. arXiv preprint
arXiv:1812.04470.
[Gui19] Gui, B., 2019. Unitarity of the modular tensor categories associated to unitary vertex
operator algebras, I, Comm. Math. Phys., 366(1), pp.333-396.
[Hen19] Henriques, A., 2019. H. Loop groups and diffeomorphism groups of the circle as
colimits. Communications in Mathematical Physics, Volume 366, Issue 2, pp 537-565
[Jo¨rß96] Jo¨rß, M., 1996. The construction of pointlike localized charged fields from conformal
HaagKastler nets. Letters in Mathematical Physics, 38(3), pp.257-274.
[KL04] Kawahigashi, Y. and Longo, R., 2004. Classification of local conformal nets. Case c ă 1.
Annals of mathematics, pp.493-522.
[LR95] Longo, R. and Rehren, K.H., 1995. Nets of subfactors. Reviews in Mathematical
Physics, 7(04), pp.567-597.
[LR97] Longo, R. and Roberts, J.E., 1997. A theory of dimension. K-theory, 11(2), pp.103-159.
[LR04] Longo, R. and Rehren, K.H., 2004. Local fields in boundary conformal QFT. Reviews
in Mathematical Physics, 16(07), pp.909-960.
[Lon94] Longo, R., 1994. A duality for Hopf algebras and for subfactors. I. Communications
in mathematical physics, 159(1), pp.133-150.
[Lon97] Longo, R., 1997. An Analogue of the Kac-Wakimoto Formula and Black Hole Condi-
tional Entropy. Communications in mathematical physics, 186(2), pp.451-479.
[Mas97] Masuda, T., 1997. An analogue of Longo’s canonical endomorphism for bimodule
theory and its application to asymptotic inclusions. International Journal of Mathematics,
8(02), pp.249-265.
[Mu¨g00] Mu¨ger, M., 2000. Galois theory for braided tensor categories and the modular clo-
sure. Advances in Mathematics, 150(2), pp.151-201.
[Nel59] Nelson, E., 1959. Analytic vectors. Annals of Mathematics, pp.572-615.
[Tak70] Takesaki, M., 1970. Tomita’s theory of modular Hilbert algebras and its applications
(Vol. 128). Springer.
[Tak02] Takesaki, M., 2002. Theory of operator algebras II (Vol. 125). Springer Science & Busi-
ness Media.
[Wei06] Weiner, M., 2006. Conformal covariance and positivity of energy in charged sectors.
Communications in mathematical physics, 265(2), pp.493-506.
[Yam04] Yamagami, S., 2004. Frobenius duality in C*-tensor categories. Journal of Operator
Theory, pp.3-20.
DEPARTMENT OF MATHEMATICS, RUTGERS UNIVERSITY, USA.
E-mail: bin.gui@rutgers.edu binguimath@gmail.com
36
