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Distributed Subgradient-based Multi-agent Optimization with
More General Step Sizes
Peng Wang, and Wei Ren
Abstract—A wider selection of step sizes is explored for the distributed
subgradient algorithm for multi-agent optimization problems, for both
time-invariant and time-varying communication topologies. The square
summable requirement of the step sizes commonly adopted in the
literature is removed. The step sizes are only required to be positive,
vanishing and non-summable. It is proved that in both unconstrained and
constrained optimization problems, the agents’ estimates reach consensus
and converge to the optimal solution with the more general choice of step
sizes. The idea is to show that a weighted average of the agents’ estimates
approaches the optimal solution, but with different approaches. In the
unconstrained case, the optimal convergence of the weighted average
of the agents’ estimates is proved by analyzing the distance change
from the weighted average to the optimal solution and showing that
the weighted average is arbitrarily close to the optimal solution. In the
constrained case, this is achieved by analyzing the distance change from
the agents’ estimates to the optimal solution and utilizing the boundedness
of the constraints. Then the optimal convergence of the agents’ estimates
follows because consensus is reached in both cases. These results are valid
for both a strongly connected time-invariant graph and time-varying
balanced graphs that are jointly strongly connected.
I. INTRODUCTION
With the emergence of large scale networks and complex large
systems, distributed optimization arises in many areas such as dis-
tributed model predictive control [1], distributed signal processing
[2], optimal network flow [3] and network utility maximization [4]
and has attracted significant attention. The distributed optimization
problems can be roughly classified into two categories. In the first
category, each agent has a local objective function and sometimes a
local constraint, both unknown to others, but different agents share
the same optimization variable. This means that different agents’
estimates of the optimizer should be the same at last [5]–[11]. The
problems in this category can be regarded as a distributed potential
problem. In the second category, every agent has a local objective
function unknown to others, the constraints of the agents are coupled,
and every agent knows only a part of the coupled constraints [1],
[3], [4], [12]. The problems in this category can be regarded as a
distributed network flow problem. In this paper we will focus on the
problems in the first category.
Various algorithms have been developed to solve the problems
in the first category. In [5], a distributed subgradient algorithm
is designed for an unconstrained distributed optimization problem,
with the assumption of uniformly bounded subgradients, and a non-
degenerate, time-varying and balanced communication topology. In
[6], a distributed optimization problem with identical local constraints
or non-identical local constraints in the context of a complete graph is
considered through a projected distributed subgradient algorithm. Ref.
[7] considers non-identical local constraints for balanced and state-
dependent switching graphs. Then [8] proves the convergence of the
distributed subgradient algorithm with non-identical local constraints
under time-varying balanced and fixed unbalanced graphs. Some
accelerated algorithms are proposed in [9], in which two distributed
Nesterov gradient methods are designed and these algorithms are
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shown to converge faster than the distributed subgradient algorithm
in [5]. A zero-gradient-sum algorithm is developed in [13], in
which each agent starts from its local minimizer and the sum of
the gradients is kept at zero. On the other hand, some dual or
primal-dual subgradient algorithms are developed for distributed
optimization problems with equality and inequality constraints. Ref.
[10] proposes a distributed primal-dual subgradient algorithm to deal
with identical affine equality and convex inequality constraints. A
projected subgradient method is designed to find the saddle point of
the Lagrangian of the primal problem. Then in [11], a similar idea is
adopted to develop a distributed dual subgradient algorithm to solve a
non-convex problem approximately, with the consensus requirement
relaxed.
In the above papers on subgradient-related distributed solutions to
the optimization problem [5], [6], [8], [10], [11], the step sizes for the
subgradient should be positive, vanishing, non-summable but square
summable. Intuitively, the positiveness makes the algorithm travel in
the descent direction, and the non-summablity makes the subgradient
a persistent factor in the optimization process finally leading to the
optimal solution. But there seems to be no obvious meaning for the
square summability of the step size.
In this paper, we will show that the square summability is not
necessary for the distributed subgradient method. We will prove that a
positive, vanishing and non-summable step size can make the agents’
estimates converge to the optimal solution in both the unconstrained
and constrained distributed optimization problems. This step size
selection is actually the same as that required by the centralized
subgradient method [14]. Our results are valid for both the time-
varying balanced and time-invariant unbalanced networks. It is worth
mentioning that [15] solves the distributed optimization problem with
a continuous-time algorithm, where a feedback term instead of the
projection operator is used to drive the agents’ estimates to the
constraint set. In [15], the step size is required to be positive and
vanishing and to have infinite integral. While the results in [15]
are interesting and relax the step size requirement, our results are
different from and complement those in [15] in the following aspects:
first, the results in this paper are valid for the problem with non-
identical constraints, while those in [15] only deal with that with
identical constraints; second, both time-varying balanced graphs and
fixed unbalanced graphs are considered in this paper, while only a
fixed undirected graph is taken into account in [15]; third, the local
objective functions are only required to be convex in this paper,
while they are required to be strictly convex and differentiable in
[15]; fourth, the algorithms are different (discrete-time algorithm in
this paper versus continuous-time algorithm in [15]) and so are the
analysis approaches. The discrete-time algorithm is projection based,
ensuring that the agents stay in their constraint sets at each time
instant while the continuous-time algorithm only ensures that the
agents approach their constraint sets eventually.
In this paper, we show that with the more general selection of step
sizes, the agents’ estimates can still reach a consensus and arrive
at an optimal solution using the distributed subgradient method. For
the unconstrained optimization problem, we first show the optimal
convergence of a sub-sequence of a weighted average of the estimates
2of different agents by investigating the distance change from the
weighted average to the optimal set. Then we show that as time goes
by, the weighted average stays in the neighborhood, vanishing with
step size, of arbitrary sublevel sets of the global objective function.
Next, with consensus, we prove that the estimates of all agents
approach the optimal solution. For the constrained optimization
problem, we first prove the optimal convergence of a sub-sequence
of the weighted average of the agents’ estimates by studying the
distance change from the estimates of different agents to the optimal
solution. Then the convergence of the corresponding sub-sequence
of the agents’ estimates follows from consensus. Next, we show
the convergence to the optimal solution of the estimates of different
agents with the boundedness of the constraints. The above results hold
for both a strongly connected fixed graph and time-varying balanced
graphs that are jointly strongly connected.
a) Notations: We use R for the set of real numbers, Rn for the
set of n×1 real vectors and Rn×n for the set of n×n real matrices.
The symbol N+ represents the set of positive integers, i.e., N+ =
{1,2,3, · · · }, and the symbol N represents the set of natural numbers,
i.e. N= {0}
⋃
N
+
. A sequence of real numbers or vectors x(k), k =
1,2, · · · , is represented by {x(k)}. The distance between a point x and
some set X is d(x,X) = inf
p∈X
‖x− p‖, and the distance between two
sets X and Y is defined as d(X ,Y ) = inf
x∈X , y∈Y
‖x− y‖. The transpose
of a vector a is represented by aT . We let 1n be the n×1 vector of
all ones. We use PX(x) to denote the projection of a point x onto a
closed convex set X : PX (x) = argmin
p∈X
‖x− p‖. The convex hull of a
set X is denoted by conv(X).
II. PRELIMINARIES
In this section, we introduce some preliminary results on graph
theory and convex optimization.
A. Graph Theory
An nth order directed graph, denoted by G (V,E,A), is composed of
a vertex set V = {1, · · · ,n}, an edge set E ⊆V ×V and an adjacency
matrix A. We use the pair ( j, i) to denote the edge from vertex j
to vertex i. We suppose that (i, i) ∈ E, ∀i ∈V . The adjacency matrix
A = (ai j)n×n ∈Rn×n associated with the graph G is defined such that
ai j is positive if ( j, i) ∈ E, and ai j = 0 otherwise. We assume that A
is row stochastic, i.e.,
n
∑
j=1
ai j = 1, ∀i ∈ V . The graph G is balanced
if
n
∑
j=1
ai j =
n
∑
j=1
a ji, ∀i ∈ V . The neighbor set of vertex i is defined
as Ni = { j : ( j, i) ∈ E}. A directed path from i to j is a sequence of
edges (i, i1),(i1, i2), · · · ,(ip, j), starting from vertex i and sinking at
vertex j. The directed graph G is strongly connected if for any pair
of vertices i and j, there is a directed path from i to j. Intuitively
speaking, every vertex in a strongly connected graph can have some
influence on the whole network. The union of a collection of graphs
is a graph with the vertex and edge sets being the unions of the vertex
and edge sets of the graphs in the collection.
B. Convex Optimization
A set C is convex if ∀x, y ∈ C, αx+ (1−α)y ∈ C, ∀α ∈ [0,1].
That is, the line segment is in the set C if the two endpoints are. The
convex hull of a set D, denoted by conv(D) is the smallest convex
set that contains D, i.e., a) conv(D) is convex, b) D⊂ conv(D), and
c) for arbitrary convex set C that contains D, conv(D)⊂C. A function
f is convex if its domain is convex and for all x and y in its domain,
f (αx+(1−α)y) ≤ α f (x)+(1−α) f (y), ∀α ∈ [0,1].
An optimization problem
minimize f (x) subject to x ∈ X
is a convex optimization problem if the objective function f (x) is
convex and the constraint set X is also convex.
A vector g is a subgradient of a function f at the point x0 if for
all x in the domain of f ,
f (x)− f (x0)≥ gT (x−x0). (1)
The set of subgradients of f at x0 is called subdifferential, denoted
by ∂ f (x0). The concept of subgradients (or subdifferential) is a gen-
eralization of that of gradients. When the function f is differentiable
at x0, the gradient of f at x0 is the subgradient.
For a projection operator onto a closed convex set, we have the
following non-expansiveness property.
Lemma 1. [6] Let X ⊂Rm be a closed convex set. For any pair of
points x and y in Rm, we have ‖PX (x)−PX (y)‖ ≤ ‖x−y‖.
III. PROBLEM STATEMENT
For a multi-agent system with n agents, we regard each agent
as a vertex. There is an edge ( j, i) if agent i receives information
from agent j. The corresponding entry ai j in the adjacency matrix A
denotes the weight assigned by agent i to the received information
from agent j.
We will focus on the first kind of distributed optimization problems
described in Section I. Each agent has a private local objective
function unknown to the other agents, and shares the same variable
with the other agents. Also it has its private local constraint. The goal
of the multi-agent system is to cooperatively figure out the minimizer
of the weighted sum of all local objective functions in the common
part of all local constraints:
minimize f (x) =
n
∑
i=1
qi fi(x) subject to x ∈ X =
n⋂
i=1
Xi, (2)
where x is the variable of the multi-agent system, fi, i ∈ V, are the
local objective functions, Xi ⊆Rm, i∈V, are the local constraints, and
the positive weights qi, i ∈V, are to be specified later. The problem
(2) is equivalent to the following problem
minimize
n
∑
i=1
qi fi(xi)subject to xi ∈ Xi, ∀i ∈V, xi = x j, ∀i, j ∈V,
where xi ∈ Rm is the variable of agent i. For an unconstrained
problem, we let Xi =Rm, i ∈V . Consensus is necessary for this kind
of optimization problem, because the variables of different agents
should be the same and different agents should figure out a common
solution of the problem (2).
For the multi-agent network, we have some assumptions on its
connectivity and the weights in the adjacency matrices.
Assumption 1. There exists an infinite sequence k0,k1, · · · ,kp, · · ·
with 0 < kp+1 − kp ≤ B, B ∈ N+, such that the union
kp+1−1⋃
k=kp
G (k) is
strongly connected, for all p ∈ N.
The essence behind Assumption 1 is that the emerging edges
should form a strongly connected graph and these edges should also
appear sufficiently often to guarantee consensus and convergence to
the optimizer.
Assumption 2. The adjacency matrices A(k), k = 1,2, · · · , share a
common positive left eigenvector associated with eigenvalue 1. That
is, there exists a constant stochastic vector q = (q1, · · · ,qn)T with
qi > 0, i ∈V, and 1Tn q = 1, such that for all k, qT A(k) = qT .
3Remark 1. Under Assumption 1, when G (k) is fixed and hence
strongly connected, q is the positive left eigenvector of the adjacency
matrix A associated with eigenvalue 1 satisfying 1Tn q = 1. When the
time-varying graph G (k) is balanced, q = 1n 1n.
Assumption 3. The graph is non-degenerate. That is, there exists
η > 0, such that for all k ∈ N, if ai j(k) > 0, then ai j(k) > η , and
ai j(k) = 0 otherwise.
This assumption shows that if agent i receives information from
agent j, then the edge weight ai j is uniformly bounded away from
zero. This assumption ensures that the influence of an individual agent
on the network, if there is any, is persistent and does not vanish as
time goes by.
For the optimization problem (2), we have the following assump-
tions:
Assumption 4. The problem (2) has a bounded nonempty set of
optimal points, denoted by X⋆.
Assumption 5. Each local objective function fi, i∈V, is convex and
continuous in its local constraint set Xi.
From [14] we know that a convex function is continuous in the
interior of its domain, but Assumption 5 only requires fi to be
continuous in its local constraint set Xi.
Assumption 6. Each local constraint set Xi, i∈V, is bounded, closed
and convex if Xi 6=Rm.
As the sum of convex functions is also convex, the global objective
function f is convex from Assumption 5. With Assumption 6, the
constraint set Xi is convex and so is the intersection X =
n⋂
i=1
Xi. Then
the problem (2) is a convex optimization problem.
One of the distributed ways to solve the convex optimization
problem (2) is to use the distributed subgradient method [5]–[8]
xi(k+1) = PXi(
n
∑
j=1
ai j(k)x j(k)−α(k)gi(k)), (3)
where xi(k) is agent i’s estimate of the minimizer of the global
objective function f at the kth iteration, ai j(k) is the (i, j)th entry
of the adjacency matrix A(k) at the kth iteration, α(k) is the step
size, gi(k) is the subgradient of the local objective function fi at
n
∑
j=1
ai j(k)x j(k), and PXi is the projection operator onto Xi.
In (3), the row stochastic property, i.e.,
n
∑
j=1
ai j = 1, makes each
agent reach a consensus and converge to a point minimizing a
weighted sum of the local objective functions [8], while the column
stochastic property, i.e,
n
∑
j=1
a ji = 1, makes all agents converge to the
optimizer of the sum of the local objective functions [6], [8].
Assumption 7. The subgradients of fi, i∈V, are uniformly bounded,
i.e., there exists G > 0 such that for all g ∈ ∂ fi(x), ‖g‖ ≤ G, ∀x ∈
Xi, ∀i ∈V .
The assumption of uniformly bounded subgradients can be found
in many references [5], [6], [8]–[11], and plays an important role in
the consensus and convergence of the distributed subgradient method.
But with Assumption 6 when the local constraint sets Xi, ∀i ∈ V,
are compact, i.e., closed and bounded, Assumption 7 is redundant
because the boundedness of the subgradients can be deduced from
the compactness of the constraint sets.
Assumption 8. The step size α(k) is positive, vanishing and non-
summable, i.e., α(k)> 0, lim
k→∞
α(k) = 0 and
∞
∑
k=0
α(k) = ∞.
Remark 2. Assumption 8 allows a wider selection of the step
sizes for the distributed subgradient algorithm (3), by removing the
requirement of ∞∑
k=1
α(k)2 <∞ commonly adopted in the literature [5],
[6], [8], [10], [11]. Also, Assumption 8 is the same as that for the
centralized subgradient method [14], which might imply that this is
among the widest range of step sizes for the distributed subgradient
algorithm.
IV. MAIN RESULTS
In this section, we prove that all agents’ estimates of the minimizer
of the convex optimization problem (2) generated by the distributed
subgradient algorithm (3) converge to the optimal solution of (2),
without requiring
∞
∑
k=1
α(k)2 < ∞. Even without the square summable
assumption, the existing results can still ensure that the agents’
estimates reach a consensus in both the unconstrained and constrained
cases, as summarized in the next lemma.
Lemma 2. [6], [8] For a graph sequence G (k), k = 0,1,2, · · · ,
satisfying Assumptions 1, 2 and 3 and the optimization problem (2)
satisfying Assumptions 5, 7, 8 with either Xi =Rm, i∈V, or Assump-
tion 6, the agent’s estimates xi, i ∈V, in the distributed subgradient
algorithm (3) reach a consensus, i.e., lim
k→∞
‖xi(k)−x j(k)‖= 0, ∀i, j ∈
V .
However, it is not clear whether the agents’ estimates will converge
to the optimal solution. Next, we will prove the convergence of (3) to
the optimal solution of (2) in both the unconstrained and constrained
cases.
A. Unconstrained Case
In this section, we will prove that the global weighted average of
the agents’ estimates converges to the global optimal set with the
step size in Assumption 8 by analyzing the distance change from
the weighted average to the optimal solution. Then as consensus is
shown in Lemma 2, all agents reach a common minimizer for the
problem (2). The rigorous statement is as follows:
Theorem 1. For a graph sequence G (k), k = 0,1,2, · · · , satisfying
Assumptions 1, 2 and 3 and the optimization problem (2) satisfying
Assumptions 4, 5, 7, and 8 with Xi =Rm, i∈V , the agents’ estimates
xi, i ∈ V, in the distributed subgradient algorithm (3) converge to a
common point in the optimal set X⋆ of (2).
Proof: Let x⋆ be some point in the optimal set X⋆. Also let y(k) =
n
∑
i=1
qixi(k) be the global weighted average of the estimates of all
agents and
vi(k) =
n
∑
j=1
ai j(k)x j(k) (4)
be the local weighted average of the estimates of agent i’s neighbors.
Then note that qT A(k) = qT , i.e.
n
∑
i=1
qiai j(k) = q j, ∀ j ∈ V with
Assumption 2, we have
y(k+1) =
n
∑
i=1
qixi(k+1) =
n
∑
i=1
qi(
n
∑
j=1
ai j(k)x j(k)−α(k)gi(k))
=
n
∑
j=1
(
n
∑
i=1
qiai j(k))x j(k)−α(k)
n
∑
i=1
qigi(k)
=
n
∑
j=1
q jx j(k)−α(k)
n
∑
i=1
qigi(k) = y(k)−α(k)
n
∑
i=1
qigi(k).
4Then the distance between the global weighted average y(k)
and the point x⋆ in the optimal set evolves as follows
‖y(k + 1) − x⋆‖2 = ‖y(k) − α(k)
n
∑
j=1
q jg j(k) − x⋆‖2 = ‖y(k) −
x⋆‖2 +α(k)2‖
n
∑
j=1
q jg j(k)‖2 − 2α(k)
n
∑
j=1
q jg j(k)(y(k)− x⋆). Accord-
ing to Assumption 7, the subgradient g j(k) ≤ G. Note that
g j(k)(y(k)− v j(k)) ≥ −‖g j(k)‖‖y(k)− v j(k)‖ ≥ −G‖y(k)− v j(k)‖
and f j(v j(k))− f j(y(k))≥ gTj (y(k))(v j(k)−y(k)) from the definition
of subgradients in (1), we have
n
∑
j=1
q jg j(k)(y(k)−x⋆)
=
n
∑
j=1
q jg j(k)(y(k)−v j(k))+
n
∑
j=1
q jg j(k)(v j(k)−x⋆)
≥−
n
∑
j=1
Gq j‖y(k)−v j(k)‖+
n
∑
j=1
q j( f j(v j(k))− f j(x⋆))
=−
n
∑
j=1
Gq j‖y(k)−v j(k)‖+
n
∑
j=1
q j( f j(v j(k))− f j(y(k)))
+
n
∑
j=1
q j( f j(y(k))− f j(x⋆))
≥−
n
∑
j=1
Gq j‖y(k)−v j(k)‖+
n
∑
j=1
q jg j(y(k))(v j(k)−y(k))
+
n
∑
j=1
q j( f j(y(k))− f j(x⋆))
≥−2G
n
∑
j=1
q j‖y(k)−v j(k)‖+
n
∑
j=1
q j( f j(y(k))− f j(x⋆)).
Combining with the fact that ‖
n
∑
j=1
q jg j(k)‖2 ≤
n
∑
j=1
q j‖g j(k)‖2 ≤
G2, we have ‖y(k + 1) − x⋆‖2 ≤ ‖y(k) − x⋆‖2 + α(k)2G2 +
4α(k)
n
∑
j=1
Gq j‖y(k)−v j(k)‖−2α(k)
n
∑
j=1
q j( f j(v j(k))− f j(x⋆)).
Next we prove that liminf
k→∞
n
∑
j=1
q j( f j(y(k))− f j(x⋆)) ≤ 0 by con-
tradiction. If not, there exist ε > 0 and Kε ∈ N+, such that for
all k > Kε ,
n
∑
j=1
q j( f j(y(k))− f j(x⋆)) > ε. Then ‖y(k + 1)− x⋆‖2 ≤
‖y(k)− x⋆‖2 + α(k)2G2 + 4G
n
∑
j=1
q j‖y(k)− v j(k)‖α(k)− 2α(k)ε =
‖y(k)−x⋆‖2−α(k)ε +G2(α(k)2 +
4G
n
∑
j=1
q j‖y(k)−v j(k)‖−ε
G2 α(k)). From
Lemma 2, lim
k→∞
‖xi(k)−x j(k)‖= 0. We have
lim
k→∞
‖vi(k)−y(k)‖
= lim
k→∞
‖
n
∑
j=1
ai j(k)x j(k)−y(k)‖ ≤ limk→∞
n
∑
j=1
ai j(k)‖x j(k)−y(k)‖
= lim
k→∞
n
∑
j=1
ai j(k)‖x j(k)−
n
∑
i=1
qixi(k)‖ ≤
n
∑
j=1
n
∑
i=1
lim
k→∞
‖xi(k)−x j(k)‖
=0.
(5)
Then it follows that there exists Kc ∈ N+, such that for all k >
Kc,
n
∑
j=1
q j‖y(k)− v j(k)‖ ≤ ε8G . Then we have ‖y(k + 1)− x
⋆‖2 ≤
‖y(k)−x⋆‖2−α(k)ε +G2(α(k)2− ε2G2 α(k)). As α(k) vanishes from
Assumption 8, there exists Kα ∈ N+, such that for all k > Kα ,
α(k)≤ ε2G2 . Then it follows that α(k)
2− ε2G2 α(k) < 0 and
‖y(k+1)−x⋆‖2 ≤ ‖y(k)−x⋆‖2−α(k)ε. (6)
Denote K0 =max{Kε ,Kc,Kα}. We have ‖y(K0+m)−x⋆‖2 ≤‖y(K0+
1)− x⋆‖2 − ε
K0+m−1
∑
t=K0+1
α(t). As
∞
∑
k=1
α(k) = ∞, we have ‖y(K0 +m)−
x⋆‖2 ≤ ‖y(K0 +1)−x⋆‖2− ε
K0+m−1
∑
t=K0+1
α(t)< 0 when m is sufficiently
large. This contradicts with the fact that ‖y(K0 +m)− x⋆‖2 ≥ 0. It
follows that
liminf
k→∞
n
∑
j=1
( f j(y(k))− f j(x⋆))≤ 0. (7)
Next we show the optimal convergence of the agents’ estimates.
Note that
n
∑
j=1
q j( f j(y(k))− f j(x⋆))≥ 0 because x⋆ is in the optimal set
X⋆. Combing with (7), we have that liminf
k→∞
n
∑
j=1
( f j(y(k))− f j(x⋆))= 0.
Then there exists a sub-sequence {y(kp)} of {y(k)}, such that
lim
kp→∞
y(kp) = x⋆ and lim
kp→∞
f (y(kp)) = f (x⋆), where f =
n
∑
i=1
qi fi as in
(2). It follows that for all δ > 0, there exists Kδ ∈N+, such that for all
kp > Kδ , f (y(kp))− f (x⋆) ≤ δ . Define Uδ = {y : f (y)− f (x⋆) = δ}
as the level curve of the global objective function. Let d(δ ) =
max
y∈Uδ
min
p∈X ⋆
‖y− p‖ be the maximum distance from the level curve
Uδ to the optimal set X⋆. From α(k) → 0 and (5), there exists
K ′α ∈ N+ and K
′
c ∈ N
+
, such that for all k > K ′α , α(k) ≤ δ2G2 and
for all k > K ′c,
n
∑
j=1
q j‖y(k) − v j(k)‖ ≤ δ8G . If f (y(k)) ≤ f (x⋆) +
δ , then min
p∈X ⋆
‖y(k) − p‖ ≤ d(δ ). We have min
p∈X ⋆
‖y(k + 1)− p‖ ≤
d(δ ) + α(k)‖
n
∑
j=1
q jg j(k)‖ ≤ d(δ ) + α(k)G. On the other hand, if
f (y(k))> f (x⋆)+δ , it follows from (6) that when k > max{K ′α ,K ′c},
‖y(k + 1) − x⋆‖2 ≤ ‖y(k) − x⋆‖2 − α(k)δ ≤ ‖y(k) − x⋆‖2. Taking
into consideration of both cases, we have when k > max{K ′α ,K
′
c},
min
p∈X ⋆
‖y(k + 1)− p‖ ≤ min
p∈X ⋆
‖y(k)− p‖+max
k
{α(k)}G ≤ d(δ )+ δ2G .
As δ is arbitrary and d(δ )→ 0 when δ → 0, we get min
p∈X ⋆
‖y(k)− p‖→
0, which means that the global weighted average of all agents’
estimates converges to some point in the optimal set X⋆. Finally with
Lemma 2, we obtain that lim
k→∞
min
p∈X ⋆
‖xi(k)− p‖ ≤ lim
k→∞
min
p∈X ⋆
(‖y(k)−
p‖+‖xi(k)−y(k)‖) = 0, which means that the estimates of all agents
converge to the optimal set. 
Remark 3. A similar analysis can be applied to the push-sum sub-
gradient algorithm in [16] to prove that the more general step sizes
that are positive, vanishing and non-summable can also guarantee
the optimal convergence of the push-sum subgradient algorithm. As
there is no significant difference in the proof, we omit it in this paper.
B. Constrained Case
In this section, we prove that the distributed subgradient algorithm
(3) under Assumption 8 without the square summable requirement
can drive every agent to the optimal solution of the optimization
problem (2) with constraints.
Theorem 2. For a graph sequence G (k), k = 0,1,2, · · · , satisfying
Assumptions 1, 2 and 3 and the optimization problem (2) satisfying
Assumptions 4, 5, 6, 7, 8, the agent estimates xi, i ∈ V, in the dis-
tributed subgradient algorithm (3) converge to a common minimizer
of (2).
5Proof: Let x⋆ be some point in the optimal set X⋆ of the problem
(2). Let vi(k) be defined in (4). Then we have
n
∑
i=1
qi‖xi(k+1)−x⋆‖2
=
n
∑
i=1
qi‖PXi(
n
∑
j=1
ai j(k)x j(k)−α(k)gi(k))−x⋆‖2
≤
n
∑
i=1
qi‖
n
∑
j=1
ai j(k)x j(k)−α(k)gi(k)−x⋆‖2
=
n
∑
i=1
qi‖
n
∑
j=1
ai j(k)x j(k)−x⋆‖2 +α(k)2
n
∑
i=1
qi‖gi(k)‖2
−2α(k)
n
∑
j=1
q jgTj (k)(v j(k)−x⋆),
where the inequality is obtained from Lemma 1. As ‖ · ‖2 is
convex and qT A(k) = qT , i.e.,
n
∑
i=1
qiai j(k) = q j , under Assumption
2, we have
n
∑
i=1
qi‖
n
∑
j=1
ai j(k)x j(k)− x⋆‖2 ≤
n
∑
i=1
qi
n
∑
j=1
ai j(k)‖x j(k)−
x⋆‖2 =
n
∑
j=1
(
n
∑
i=1
qiai j(k))‖x j(k)−x⋆‖2 =
n
∑
j=1
q j‖x j(k)−x⋆‖2. Because
‖gi(k)‖ ≤ G under Assumption 7, it follows that
n
∑
i=1
qi‖xi(k+1)−x⋆‖2 ≤
n
∑
i=1
qi‖x j(k)−x⋆‖2 +α(k)2G2
−2α(k)
n
∑
j=1
q jgTj (k)(v j(k)−x⋆).
(8)
As f j, j ∈ V, are convex, f j(v j(k))− f (x⋆) ≤ gTj (k)(v j(k)− x⋆).
As a result, we have
n
∑
i=1
qi‖xi(k+ 1)− x⋆‖2 ≤
n
∑
i=1
qi‖xi(k)− x⋆‖2 +
α(k)2G2−2α(k)
n
∑
j=1
q j( f j(v j(k))− f j(x⋆)).
Next, we prove that liminf
k→∞
n
∑
j=1
q j( f j(v j(k)) − f j(x⋆)) ≤ 0 by
contradiction. If not, there exist ε > 0 and Kε ∈ N+, such that
∀k > Kε ,
n
∑
j=1
q j( f j(v j(k))− f j(x⋆))> ε . Then we have
n
∑
i=1
qi‖xi(k+
1)− x⋆‖2 ≤
n
∑
i=1
qi‖xi(k)− x⋆‖2 +α(k)2G2− 2α(k)ε =
n
∑
i=1
qi‖xi(k)−
x⋆‖2 − α(k)ε + (α(k)2G2 − α(k)ε). As lim
k→∞
α(k) = 0, there ex-
ists Kα ∈ N+, such that ∀k > Kα , 0 < α(k) < εG2 , which im-
plies that α(k)2G2 − α(k)ε < 0. Hence ∀k > K = max(Kε ,Kα),
we have
n
∑
i=1
qi‖xi(k + 1)− x⋆‖2 ≤
n
∑
i=1
qi‖xi(k)− x⋆‖2 −α(k)ε . Be-
cause
∞
∑
k=1
α(k) = ∞, it follows that when k is sufficiently large
n
∑
i=1
qi‖xi(k + 1)− x⋆‖2 ≤
n
∑
i=1
qi‖xi(K + 1)− x⋆‖2 −
k
∑
t=K+1
α(t)ε < 0.
This contradicts with ‖xi(k+1)−x⋆‖2 ≥ 0. It can thus be concluded
that liminf
k→∞
n
∑
j=1
q j( f j(v j(k))− f j(x⋆))≤ 0.
Next we show the optimal convergence of the agents’ estimates.
Define y(k) = 1n
n
∑
i=1
PX(xi(k)). Note that y(k)∈X because X is convex.
We have
‖xi(k)−y(k)‖ = ‖xi(k)−
1
n
n
∑
j=1
PX(x j(k))‖ ≤
1
n
n
∑
j=1
‖xi(k)−PX (x j(k))‖
≤
1
n
(
n
∑
j=1
‖xi(k)−x j(k)‖+‖x j(k)−PX (x j(k))‖).
From Lemma 2, we know that lim
k→∞
‖xi(k)− x j(k)‖ = 0. So we have
lim
k→∞
d(x j(k),Xi) ≤ limk→∞‖xi(k)− x j(k)‖ = 0, ∀i ∈ V . Then it follows
that lim
k→∞
‖x j(k)−PX (x j(k))‖= lim
k→∞
d(x j(k),X) = 0. Hence we have
lim
k→∞
‖xi(k)−y(k)‖ = 0 (9)
and lim
k→∞
‖vi(k) − y(k)‖ = lim
k→∞
‖
n
∑
j=1
ai j(k)x j(k) − y(k)‖ ≤
n
∑
j=1
lim
k→∞
‖x j(k) − y(k)‖ = 0. As fi, i ∈ V, are convex, and
continuous in the constraints under Assumption 5, we have
liminf
k→∞
n
∑
i=1
qi( fi(y(k))− fi(x⋆)) = liminfk→∞
n
∑
i=1
qi( fi(vi(k))− fi(x⋆)) ≤ 0.
Also as y(k) ∈ X , it follows that
n
∑
i=1
qi( fi(y(k))− fi(x⋆)) ≥ 0. Then
we have liminf
k→∞
n
∑
i=1
qi( fi(y(k))− fi(x⋆)) = 0. Therefore, there exists a
sub-sequence {y(kp)} of {y(k)}, such that
lim
kp→∞
n
∑
i=1
qi( fi(y(kp))− fi(x⋆)) = liminfk→∞
n
∑
i=1
qi( fi(y(k))− fi(x⋆))
= 0.
(10)
As {y(kp)} ∈ X is uniformly bounded from Assumption 6, {y(kp)}
has a convergent sub-sequence. Without loss of generality, suppose
that the convergent sub-sequence is {y(kp)} itself, with y∞ being its
limit point. We also know that y∞ ∈ X⋆ from (10). Without loss of
generality, let x⋆ = y∞. Then we get from (9) that
lim
kp→∞
‖xi(kp)−x⋆‖= limkp→∞
‖xi(kp)−y∞‖
≤ lim
kp→∞
(‖xi(kp)−y(kp)‖+‖y(kp)−y∞‖)
= 0
(11)
and lim
kp→∞
n
∑
i=1
qi fi(xi(kp)) = f (x⋆).
We then prove the convergence of the estimates {xi(k)},∀i ∈
V to x⋆. For the last term in (8), we have
n
∑
i=1
qigTi (k)(vi(k) −
x⋆) ≤
n
∑
i=1
qi‖gi(k)‖‖vi(k) − x⋆‖ ≤ G
n
∑
i=1
qi‖
n
∑
j=1
ai j(k)x j(k) − x⋆‖ ≤
G
n
∑
j=1
n
∑
i=1
qiai j(k)‖x j(k)− x⋆‖ = G
n
∑
i=1
qi‖xi(k)− x⋆‖, where the last
equality is obtained from the fact that qT A(k) = qT under As-
sumption 2. Then (8) can be transformed into
n
∑
i=1
qi‖xi(k + 1)−
x⋆‖2 ≤
n
∑
i=1
qi‖xi(k)− x⋆‖2 +α(k)2nG2 + 2α(k)
n
∑
i=1
Gqi‖xi(k))− x⋆‖.
As ‖xi(k))− x⋆‖ ≤ ‖xi(k)‖+ ‖x⋆‖, i ∈ V, and both the optimal set
X⋆ and the constraint sets Xi, i ∈V, are bounded under Assumptions
4 and 6, ‖xi(k))− x⋆‖, i ∈ V, are also bounded. With lim
k→∞
α(k) =
0, we have limsup
k→∞
n
∑
i=1
qi‖xi(k + 1) − x⋆‖2 ≤ liminf
k→∞
(
n
∑
i=1
qi‖xi(k) −
x⋆‖2+α(k)2nG2+2α(k)
n
∑
i=1
Gqi‖xi(k))−x⋆‖) = liminf
k→∞
n
∑
i=1
qi‖xi(k)−
x⋆‖2. So
n
∑
i=1
qi‖xi(k) − x⋆‖2 is convergent. From (11) we have
lim
k→∞
n
∑
i=1
qi‖xi(k)−x⋆‖2 = limkp→∞
n
∑
i=1
qi‖xi(kp)−x⋆‖2 = 0. As qi > 0, i∈
V, under Assumptions 1 and 2, it follows that lim
k→∞
‖xi(k)− x⋆‖ = 0
and lim
k→∞
n
∑
i=1
qi fi(xi(k)) = f (x⋆). 
Remark 4. We can see from Theorem 1 and 2 that for both the
unconstrained and constrained distributed optimization problems (2),
the positive, vanishing and non-summable step sizes can guarantee
6the optimal convergence of the distributed subgradient algorithm (3).
The square summability
∞
∑
k=1
α(k)2 <∞ is not necessary. When G (k) is
balanced, we can get the minimizer of the sum of the local objective
functions. When G (k) is unbalanced and fixed, we can obtain the
minimizer of a weighted average of the local objective functions,
with the weights being the elements in the positive left eigenvector
of the adjacency matrix associated with eigenvalue 1.
Remark 5. Sometimes we can transform an unconstrained dis-
tributed optimization problem with unbounded subgradients into one
with compact constraints, when the graph is balanced. Suppose
every local objective function fi is bounded below, i.e., there exists
B ∈ R, such that fi(x) ≥ B. Without loss of generality, suppose
that fi(x) ≥ 0 (optimizing fi(x) and fi(x)− B is the same). Also
assume that the sublevel set of each local objective function is
compact. Then the transformation can be achieved in the following
steps. First, initialize all agents’ estimates at the same value, i.e.,
xi(0) = x j(0),∀i, j ∈ V. Then each agent runs a consensus algo-
rithm to compute f (x(0)) = n∑
i=1
fi(xi(0)). Next, denote the sublevel
set Si(a) = {x : fi(x) ≤ f (x(0)) + a, ∀a ≥ 0}. Because fi(x⋆) ≤
n
∑
i=1
fi(x⋆) ≤
n
∑
i=1
fi(xi(0)) = f (x(0)) ≤ f (x(0)) + a,∀a > 0, it follows
that x⋆ ∈ Si(a). Thus, the unconstrained optimization problem be-
comes a constrained one.
Remark 6. For the constrained case, if the step sizes are selected
in a non-uniform way as αi(k) = α(k)(1 + δi(k)), where αi(k) is
the step size of agent i at iteration step k, α(k) satisfies α(k) > 0,
lim
k→∞
α(k) = 0 and
∞
∑
k=1
α(k) = ∞, and lim
k→∞
δi(k) = 0, then we can also
prove the convergence to the optimal point of the estimates of the
agents generated from the distributed subgradient algorithm with a
similar analysis process. First we analyze the distance change from
the agents’ estimates to the optimal solution as:
n
∑
i=1
qi‖xi(k+1)−x⋆‖2
≤
n
∑
i=1
qi‖xi(k)−x⋆‖2 +α(k)2
n
∑
j=1
qi‖gi(k)‖2
+α(k)2
n
∑
i=1
qi‖δi(k)gi(k)‖2 +2α(k)2
n
∑
i=1
qiδi(k)gTi (k)gi(k)
−2α(k)
n
∑
j=1
q j( f j(v j(k))− f (x⋆))
+2α(k)
n
∑
i=1
qiδi(k)‖gi(k)‖‖(vi(k)−x⋆)‖.
(12)
Then we can prove that liminf
k→∞
n
∑
j=1
q j( f j(v j(k))− f j(x⋆)) ≤ 0 by
contradiction. Suppose not. Then there exist ε > 0 and K ∈ N+,
such that for all k > K, n∑
j=1
q j( f j(v j(k))− f j(x⋆))> ε . Because the
local constraint set Xi, i ∈ V, is bounded from Assumption 6, we
have that vi(k) ∈ conv(
n⋃
i=1
Xi) and x⋆ ∈
n⋂
i=1
Xi are bounded. Then it
follows that vi(k)−x⋆ is also bounded, i.e., there exists H > 0, such
that ‖vi(k)− x⋆‖ ≤ H. Then we have from (12) that
n
∑
i=1
qi‖xi(k +
1)− x⋆‖2 ≤
n
∑
i=1
qi‖xi(k)− x⋆‖2 + G2(
n
∑
i=1
(1 + qiδ 2i + 2qiδi))α(k)2 +
2(GH
n
∑
i=1
qiδi − ε)α(k) =
n
∑
i=1
qi‖xi(k)− x⋆‖2 − εα(k) + G2(
n
∑
i=1
(1 +
qiδ 2i +2qiδi))α(k)2 +(2GH
n
∑
i=1
qiδi−ε)α(k), As δi → 0, there exists
K1 ∈ N+, such that for all k > K1, we have qiδ 2i +2qiδi < 1,∀i ∈V ,
and
n
∑
i=1
qiδi ≤ ε4GH . Then it follows that
n
∑
i=1
qi‖xi(k + 1)− x⋆‖2 =
n
∑
i=1
qi‖xi(k)−x⋆‖2−εα(k)+2nG2α(k)2− ε2 α(k). As α(k)→ 0, there
exists K2 ∈N+, such that for all k > K2, we have α(k)≤ ε4nG2 . Then
it follows that n∑
i=1
‖xi(k+1)− x⋆‖2 =
n
∑
i=1
‖xi(k)− x⋆‖2 − εα(k). The
rest part is very similar to the proof of Theorem 2 and is omitted.
V. CONCLUSIONS
We proved the convergence to a common optimal solution of the
distributed subgradient method for a distributed convex optimization
problem for both the unconstrained and constrained cases. We relaxed
the requirement on the step size by removing the square summable
requirement, and showed the positive, vanishing and non-summable
step sizes were sufficient for the optimal convergence of the dis-
tributed subgradient algorithm, when the topology is fixed or time-
varying but balanced.
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