Abstract-A fast demodulator for real-time measurement of the amplitudes and phases of multiple sinusoids is highly desired in many applications. When the sampling frequency is fixed, the number of samples needed for demodulation determines the time consumption and hence the demodulation speed. In this paper, a quadrature demodulation method is first presented, which requires that the samples cover exactly integer periods of the multi-frequency signal. Second, a new recursive demodulation method is proposed, which can not only overcome the limitation of the quadrature method but also provide greater flexibility between accuracy and speed, i.e., either to obtain a higher speed at an expense of a lower accuracy, or vice versa. The proposed method can work with a sample series of any length as long as more than twice the number of sinusoids and generate demodulation results for all sinusoids simultaneously. Third, a resource-saving and fast implementation of the recursive demodulator was proposed and constructed on a digital signal processor/field-programmable gate array, which enables in situ and online application of the recursive demodulator. Experiments were carried out to investigate the performance of the proposed demodulator, including relative error, standard deviation, and their variations with the number of samples involved in the demodulation and compared with other conventional methods.
I. INTRODUCTION

I
N THE active measurement of various object parameters, an external excitation signal is applied on the target object through a sensor. By measuring the response signal that carries the information of the object's characteristic parameters, the parameters to be measured can be derived. Sinusoid is a kind of commonly used excitation signal. To quickly obtain the target parameters of the object under excitation of a series of given frequencies, multiple sinusoids of the given frequencies can be combined as an excitation signal so that the unknowns are measured simultaneously. Because the response sensor signal is also composed of multiple sinusoids with the same frequencies and the frequencies are pre-known, only the amplitudes and phases of the sinusoids need to be obtained. The active measurement is required in many industrial and biomedical applications, such as industrial process tomography [1] - [3] , bio-impedance measurement [4] - [6] , eddy current testing [7] , [8] and built-in self-test [9] , etc. Because the characteristic parameters of the target object are often rapidly changing, real-time and fast measurement of the amplitudes and phases of multiple sinusoids in the response sensor signal is highly desired in sensor data processing.
The demodulation process can be implemented using an analog method [10] , which consists of multiplexers and filters. However, the demodulation speed is restricted by the highorder low-pass filters. In recent years, digital demodulators have been widely used, including the synchronous sampling method [11] , the DFT, FFT [12] - [14] and quadrature methods [15] - [18] , etc. The synchronous sampling method is low-cost but the demodulation speed is also restricted by the low sampling rate. The DFT method converts a finite-length sequence of equally-spaced samples into an equivalent-length sequence of complex values, which carries the information of the amplitude and phase of each frequency component. To reduce spectrum leakage and obtain accurate demodulation results, the samples in a complete or integer periods of the signal are required. The main drawback of the DFT method is its heavy computation burden. The FFT method is used to reduce the computing complexity of the DFT and provides exactly the same results as the DFT method. Both the DFT and FFT methods require the samples in a complete or integer periods of a multi-frequency signal to accurately demodulate the multiple sinusoids, resulting in a limited demodulation speed. The main principle of the quadrature method is quite similar to the DFT method and it also requires that the samples cover integer periods of the multi-frequency signal.
The drawbacks of the DFT, FFT and quadrature methods are (1) we have to wait for one or several periods of the excitation signal for data sampling to obtain an estimate of the required parameters, and (2) we cannot obtain an accurate estimate using the sampled data of non-integer periods, e.g. smaller than one complete period.
These drawbacks of the traditional methods have limited the demodulation speed. To deal with the problem that the quadrature method requires one complete or integer periods of a sinusoid for demodulation, a recursive least squares method [19] and an information-filtering method [1] , [20] were ever proposed for the demodulation of a single-frequency signal by the research group of the authors. Each of the two methods can output a preliminary demodulation result using the first two samples although the accuracy is very low. The accuracy can then be recursively improved by involving more and more samples. Because the two methods do not require the samples to cover integer signal periods, tradeoffs between speed and accuracy can be achieved. When a high speed is required, samples within part of one complete signal period may be used, although at an expense of a lower accuracy.
If we could use the recursive method to demodulate multiple sinusoids, it will greatly improve the demodulation speed. However, extending the recursive method from single sinusoid demodulation to multiple sinusoids demodulation is still a challenging task. Compared with single sinusoid demodulation, the number of parameters to be measured in the multiple sinusoids is much larger and the number of samples used for the demodulation has a greater influence on the demodulation accuracy. In this case, a more sophisticated mathematical model is required and the computation complexity will increase consequently, leading to much more resource consumption, which is critical to real-time application when using a digital signal processor (DSP) or a field-programmable gate array (FPGA).
Aiming to solve the above problems, we developed a new recursive model for multiple sinusoids demodulation to simultaneously obtain the amplitudes and phases of multiple sinusoids for active measurement applications. By dividing the implementation process into pre-computing and online-computing stages, a resource-saving and fast implementation based on a DSP or FPGA is proposed, which enables in-situ and on-line application of the recursive demodulator.
This paper is organized as follows. In Section II, the quadrature demodulation method is first formulized, and then two recursive demodulation methods are proposed. In Section III, a fast recursive demodulator was constructed based on a DSP or FPGA in a resource-saving manner and the resources consumption of the traditional methods and the proposed methods are analyzed and compared. Section IV is devoted to evaluate the performance of the proposed demodulator and compare with that of the traditional methods experimentally. Section V concludes the research outcomes.
II. METHODOLOGY
A. Demodulation of Multiple Sinusoids
Let's assume a signal with M sinusoidal components as
where A m , ω m and φ m are the amplitude, angular frequency and phase of the m-th sinusoidal component of the signal y, and ε is the measurement noise associated with y. When the signal is sampled by an ADC with a sampling frequency of f s , its discretized form is
where n is the serial number of the sample, ω m and f m are the angular frequency and frequency of the m-th sinusoidal component, respectively, and ω m = 2π f m . Equation (2) can be rewritten in a matrix form:
where u n is the measurement vector that can be obtained from the known information of the sinusoidal components, x is the state vector related to the amplitudes and phases of all sinusoidal components of the signal. u n and x are expressed as
. . .
where the operator [ ] T denotes the transpose.
When N samples are obtained, the following set of N equations is obtained.
where Y is the vector of samples, U is the measurement matrix, ε is the error vector and
For a specific N, the elements of U are fixed, which are only determined by N, the frequencies of sinusoidal components of the signal and the sampling rate of the ADC. If U is invertible, x can be obtained from (5) by:
where
N is the inverse of U N . With the state vector x, the amplitudes and phases of the sinusoidal components of the signal can be calculated by
where x(m) is the m-th element of x. Then equation (7) needs to be solved to obtain the state vector x for signal demodulation.
B. Least Squares Solution and Quadrature Demodulation Method
In (7), the state vector x cannot be calculated directly because the inverse of U does not exist when more than 2M samples are involved. In this case, the least squares method can be used to obtain an estimate of x:
However, when the number of sinusoidal components of the signal is large, it is difficult to calculate x using (9). Regardless of the error term, when N samples are used, substituting (6) into (9) results in (10) .
In (10), as shown at the bottom of this page, the individual sinusoidal components of angular frequencies ω 1 , ω 2 , . . . ω M , are required and the sinusoidal components of combined frequencies ω α + ω β and ω α − ω β (α, β = 1, 2 · · · M), are unwanted. According to the orthogonality of trigonometric functions, when the sampled data cover exactly integer periods of each sinusoidal component of the multi-frequency signal, the unwanted sinusoidal components can be removed.
Then the state vector x becomes
The in-phase and quadrature-phase items can be obtained by
The accumulation process is equivalent to a low-pass filter to reduce the measurement noises. Then the amplitudes and phases of the signal's sinusoidal components can be calculated by
This quadrature demodulation method requires the samples covering integer periods of each sinusoidal component of the multi-frequency signal. Therefore, the demodulation speed is limited by the periods or frequencies of the signal's sinusoidal components.
C. Fourier Transform Methods
The DFT method can convert a finite-length sequence of samples, i.e. y(1), y(2), . . . y(N), into an equivalent-length sequence of complex values, i.e.
carry the information of the amplitude and phase of each frequency component, i.e. 2π f s n/N(1 ≤ n ≤ N). The DFT results can be expressed as
To reduce spectrum leakage and obtain more accurate demodulation results, the samples in a complete or integer periods of the signal are required in the DFT method. Then (15) can be expressed as ⎡
Then the amplitudes and phases of the multiple sinusoids can be calculated by (14) . It can be seen that the demodulation process using the DFT method for a specific frequency component is actually the same as the quadrature demodulation method. When the frequencies of multiple sinusoids are pre-known, the quadrature demodulation method is more cost-efficient than the DFT method because only the specific frequency components are required to be measured.
The FFT method is used to reduce the computing complexity of the DFT, which can provide the same result as the DFT method. For a radix-2 FFT method, only when the sampling frequency is L2 N (where L and N are two integers, L is the number of signal periods and 2 N is the number of samples in one complete signal period) times of the signal frequency, the phases and amplitudes of the sinusoids can be accurately estimated. For other sampling frequencies, spectrum leakage will cause a demodulation error.
D. Recursive Demodulation Method
Theoretically, the amplitudes and phases of the M sinusoidal components can be obtained using the first 2M samples when the frequencies are known. However, the demodulation accuracy is low due to the sample noises. To improve the accuracy, more samples are needed to reduce the effect of sample noises. This paper focuses on how to obtain the amplitudes and phases of the sinusoidal components using a sampled data series of any length as long as more than 2M. Two methods are introduced to demodulate a multi-frequency signal using samples in non-integer signal periods, especially less than one complete signal period.
Firstly, the conventional recursive least squares (RLS) method is used to solve (9) . In the RLS method, x can be recursively estimated by
where G n is the gain in the n-th update, R is the correlation matrix of measurement noise, and J is the correlation matrix of the error of x. The RLS method provides a recursive way to solve the least squares problem. However, when the RLS method is implemented in a DSP or FPGA for real-time demodulation, it is very resource-consuming. To solve this problem, the information-filter (IF) method [21] is used to solve (9) and a new recursive form is proposed in the following. The inverse state-error correlation matrix is defined firstly as
Then the n-th update of K can be obtained from
Therefore, K is updated by
The n-th estimate of x is
Let's assume
Then P n is updated by the new samples as
Substituting (4) into (26) results in (2) . . .
where P n (m) is the m-th element of P n . x can be calculated by
Finally, the amplitude and phase of each sinusoidal component of the signal can be obtained by (8) .
To start the recursion process, the parameters K and P should be initialized, which would affect the starting value of x. The initial values of K and P can be set as fixed values, but if they are far away from their true values, the converging process will be slow. To improve the demodulation accuracy and convergence speed, the initial values of K and P are initialized using the first 2M samples as
Then the first estimate of x can be obtained by
The amplitudes and phases of the sinusoidal components can be further calculated by (8) .
If the measurement noises are Gaussian, stable and with zero mean, the RLS method and IF method are mathematically equivalent. From Section II. B, we can further know that when the samples covering exactly integer periods of the signal are used for demodulation, the RLS and IF methods are equivalent to the quadrature demodulation method.
By comparing the two recursive methods, equations (20) and (27) are the main recursive equations which are calculated by involving new samples. The multiplication and addition operations of the IF method, as in (20) , are much less than those of the RLS method, as in (27), which makes the IF method more resource-saving in DSP/FPGA implementation.
III. REAL-TIME IMPLEMENTATION
A. Implementation in DSP/FPGA
To achieve real-time signal demodulation, the demodulation method is generally required to be implemented in a DSP or FPGA, which is a popular processor in many measurement systems, such as the electrical tomography system. Here, a resource-saving and fast implementation of the recursive demodulation method is proposed. Taking the IF method as an example, the implementation procedure has three steps: 1) Off-line step: Equation (23) can be calculated in advance because the parameters in (23) are pre-known and no new samples are involved. The updating results, K −1 , can be stored in a PC for Step 3;
2) Updating step: Equation (27) needs to be updated using u n and the newly coming samples and should be calculated online. The elements of u n , including sin(ω m n/ f s ) and cos(ω m n/ f s )(n = 1 · · · N, m = 1 · · · M), can be calculated using a look-up table;
3) Output step: Equation (28) is used to output x using K −1 and P from the first two steps. This step can be calculated in the PC.
By analyzing the implementation procedure, it can be seen that only the updating step needs to be calculated online in the DSP or FPGA. For each update, 2M operations of multiplication are required, i.e., cos(ω m n/ f s )y(n) and sin(ω m n/ f s )y(n)(m = 1 · · · M). If N samples are used in the updating step, the results of the last update need to be transmitted to the PC for the output step, i.e.
The implementing process of the IF demodulator using the DSP or FPGA is shown in Fig 1. The detailed steps to implement the IF method are as follows:
It should be noted that it is difficult to perform floatingpoint calculations in a FPGA, which is good at fixed-point calculations. Therefore, when the IF method is implemented in a FPGA, the values of cos(ω m n/ f s ) and sin(ω m n/ f s )(m = 1 · · · M) should be converted to fixed-point values and then store the values in the look-up tables. As shown in Section II. D, the implementation process of the RLS method is very similar to the IF method. 
B. Comparison of Resources Consumption
Using the above method, the recursive demodulation methods are implemented in a DSP (TMS320C6713B, TI) and a FPGA (EP3C25Q, Altera), respectively. When N samples are used for demodulation, the numbers of multiplications and additions required to be operated in DSP/FPGA using different methods are listed in Table I .
The above methods can be divided into two types: 1) Recursive methods, including the RLS and IF methods Compared with the RLS method, the IF method requires less multiplication operations, and hence saves hardware resources. Here, it should be noted that when the number of samples used for demodulation is fixed, (19) in the RLS method can be calculated offline, which are not included in Table I. 2) Non-recursive methods, including the quadrature, DFT and FFT methods If M = N/2 and the frequencies are equally-spaced, the quadrature demodulation method requires the same number of multiplications and additions as the DFT method. In the quadrature demodulation method, the number of multiplications and additions can be reduced when less frequency components are required to be measured. The FFT method requires much less multiplications and additions than the DFT method. Here, a radix-2 FFT method is used. 
C. Comparision of Computating Time
This paper aims to implement the demodulation methods in a DSP or FPGA for online demodulation. Then the operations in Table I should be executed in time so that the demodulation results can be provided after N samples obtained by the ADC. In special, the multiplication operations take the most time and hardware resources. Therefore, the computing time of the methods should be carefully considered, especially when the hardware resources are limited.
Taking the implementation in the provided DSP as an example, one multiplication or addition operation takes four clock periods. The clock frequency of the DSP is 200 MHz. The DSP used in this paper includes two multiplying units, which means that two multiplication operations can be executed synchronously within four clock periods, i.e. 20 ns. If the sampling frequency is 1MHz, the time interval between two adjacent samples is 1μs. Assume that the number of samples in a complete signal period is 100, i.e. N = 100. Then the number of multiplication operations up to 10000 can be executed in 100μs. When M = 3 and N = 100, the number of multiplication operations and the computing time of the methods are shown in Table II .
It can be seen that the IF method requires the same computing time as the quadrature demodulation method. When the sampling frequency is fixed, the numbers of multiplications and additions required by the RLS and IF methods can be reduced with less samples in partial period. However, the numbers of multiplications and additions required by the quadrature demodulation method, the DFT method or the FFT method cannot be reduced. In other words, the recursive demodulation methods are more flexible.
IV. EXPERIMENT AND RESULTS
A. Experiment
The proposed recursive demodulation methods were implemented in a test circuit for multi-frequency signals to evaluate their performance in real applications. The schematic diagram and photo of the circuit are shown in Fig. 2 (a) and (b) . An excitation signal is generated using a digital-to-analog converter (DAC) based on the direct digital synthesis technique, which contains three sinusoidal components, i.e. 10, 20 and 30 kHz. The generated voltage is sampled by an ADC (Analog Device). The samples are transmitted to the DSP and FPGA, and demodulated by the aforementioned demodulators. The demodulated data are transmitted to the PC via an USB device. The ADC operates at a sampling rate of 1 MHz, meaning that there are 100, 50 and 33 sample points per period for the 10, 20 and 30 kHz sinusoidal components, respectively. The sampled data were demodulated by the abovementioned demodulators. For each demodulation process, the first 6 up to 300 samples are used to output the amplitudes and phases of the sinusoidal components. The demodulation process is repeated for 100 times to obtain 100 amplitudes and 100 phases for each update and each component.
B. Results
As analyzed above, regardless of the hardware resource consumption, the quadrature demodulation method can be used to represent the non-recursive methods and compare with the recursive demodulation method. The multi-frequency signal to be demodulated is shown in Fig. 3 (a) . The variation of the averaged values of the demodulated amplitudes and phases with the number of samples is shown in Fig. 3 Fig. 4(a) and (b) , respectively. The relative error can be calculated by
where v is the demodulated value and v r is the reference value. From Fig. 4 , it can be seen that when the number of samples becomes larger, the relative error and the standard deviation becomes lower. The relative error and standard deviation of the demodulated amplitudes of the three components when using different numbers of samples and different demodulators are shown in Table III . Let's define the multiples of signal period as
According to Table III , when 100 samples are used by the recursive demodulation method, equivalent to one, two, three periods of the 10, 20 and 30 kHz components, the relative error are 0.02‰, 0.01% and 0.03‰, respectively. The recursive demodulation method can generate the same results as the quadrature demodulation method when the sampled data cover exactly integer periods of the signal.
When the number of samples is fewer than 100, i.e. one complete period of the 10 kHz sinusoid, the quadrature demodulation method cannot output any demodulation result, while the recursive demodulation method can still work well although the accuracy is a little lower. The more the samples, the lower the standard deviation. Therefore, the recursive demodulation method can not only generate continuous demodulation result for each sinusoidal component with each new sample, but also is equivalent to the quadrature demodulation method when samples of one complete or multiple periods of all frequency components are used. In addition, trade-offs between the demodulation speed and standard deviation can be obtained by the recursive demodulation method, offering greater flexibility to dynamic measurement.
C. Discussions
In this paper, the amplitudes of the frequency components are set to be constant to evaluate the demodulation accuracy of the proposed demodulator. When the demodulator is used to measure rapidly-changing signals, the demodulation process is started again after one measurement to obtain the amplitude and phase values in a new cycle. Therefore, the capability to detect the rapidly-changing signal characteristics of the proposed demodulator can be improved by acquiring less samples in one demodulation process. There are some limitations of the proposed demodulator. If the frequencies of the signal to be demodulated are very close, more samples are required to ensure the demodulation accuracy. In addition, the proposed demodulator is mainly effective to suppress the white noises. Future work will focus on the demodulation of the signal contaminated with colored noises.
V. CONCLUSIONS
This paper presents a recursive demodulator for real-time and fast demodulation of multiple sinusoids in the active measurement applications. Experimental results show that:
1) The proposed demodulator does not require the sampled data covering exactly integer periods of each constituent sinusoidal component of the signal and can continuously output demodulation results with each new sample. The demodulation speed can be greatly improved by using a shorter sample series but tradeoffs must be made between the speed and accuracy; 2) The proposed recursive demodulator is resourcesaving when implemented on a DSP or FPGA, which only requires 2M operations of multiplication for each update.
The proposed recursive demodulator is suitable for highspeed multi-frequency demodulation of sensor signal in the in-situ and on-line active measurement applications.
