We consider non parametric estimation problem for stochastic tomography regression model, i.e. we consider the estimation problem of function of multivariate variables (image) observed through its Radon transformation calculated with the random errors. For this problem we develop a new adaptive model selection method. By making use the Galtchouk and Pergamenshchikov approach we construct the model selection procedure for which we show a sharp non asymptotic oracle inequality for the both usual and robust quadratic risks, i.e. we show that the proposed procedure is optimal in the oracle inequalities sense.
Introduction
In this paper we consider the multivariate regression model proposed in [18] for computerized tomography problems, i.e. we consider the following regression model y(ν, ς) = R(S)(ν, ς) + ξ(ν, ς) (1.1)
where R(·) is the Radom transformation, S is a R d → R function from L 2 (R d ) such that S(x) = 0 for |x| ≥ x * for some fixed x * > 0. The vector ν ∈ R d with |ν| = 1, ς ∈ R and ξ(ν, ς) is the noise variable. Our aim, in this paper, is to estimate the function S based on the vector of observations
where (ξ l ) 1≤l≤n is i.i.d. sequence with the unknown distribution function p under which E p ξ 1 = 0 , E p ξ We assume that the distribution Q belongs to some distribution family Q n which will be specified below.
In this case we use the robust estimation approach proposed in [4, 13, 14] for the nonparametric estimation. According to this approach we have to construct an estimator S n (any function of (y l ) 0≤l≤n ) for S to minimize the robust risk defined as R * n ( S n , S) = sup p∈P n R p ( S n , S) , (1.4) where R p (·, ·) is the usual quadratic risk of the form R p ( S n , S) := E p S n − S 2 and
It is clear that if we don't know the distribution of the observation one needs to find an estimator which will be optimal for all possible observation distributions. Moreover in this paper we consider the estimation problem in the adaptive setting, i.e. when the regularity of S is unknown. To this end we use the adaptive method based on the model selection approach. The interest to such statistical procedures is explained by the fact that they provide adaptive solutions for the nonparametric estimation through oracle inequalities which give the non-asymptotic upper bound for the quadratic risk including the minimal risk over chosen family of estimators. It should be noted that for the first time the model selection methods were proposed by Akaike [1] and Mallows [17] for parametric models. Then, these methods had been developed for the nonparametric estimation and the oracle inequalities for the quadratic risks was obtained by Barron, Birgé and Massart [2] , by Fourdrinier and Pergamenshchikov [3] for the regression models in discrete time and [12] in continuous time. Unfortunately, the oracle inequalities obtained in these papers can not provide the efficient estimation in the adaptive setting, since the upper bounds in these inequalities have some fixed coefficients in the main terms which are more than one. To obtain the efficiency property for estimation procedures one has to obtain the sharp oracle inequalities, i.e. in which the factor at the principal term on the right-hand side of the inequality is close to unity. The first result on sharp inequalities is most likely due to Kneip [8] who studied a Gaussian regression model in the discrete time. It will be observed that the derivation of oracle inequalities usually rests upon the fact that the initial model, by applying the Fourier transformation, can be reduced to the Gaussian independent observations. However, such transformation is possible only for Gaussian models with independent homogeneous observations or for inhomogeneous ones with known correlation characteristics. For the general non Gaussian observations one needs to use the approach proposed by Galtchouk and Pergamenshchikov [5, 6] for the heteroscedastic regression models in discrete time and developed then by Konev and Pergamenshchikov in [10, 11, 13, 14] for semimartingale models in continuous time. In general the model selection is an adaptive rule λ which choses an estimator S * = S λ from an estimate family ( S λ ) λ∈Λ . The goal of this selection is to prove the following nonasymptotic oracle inequality: for any sufficient small δ > 0 and any observation duration n ≥ 1 6) where the rest term B n is sufficiently small with respect to the minimax convergence rate. Such oracle inequalities are called sharp, since the coefficient in the main term 1 + δ is close to one for sufficiently small δ > 0. The rest of the paper is organized as follows. In Section 2 we state the main conditions for the model (1.1) and we construct the model selection procedures. In Section 3 we give the main results on the oracle inequalities. In Section 4 we study the main properties of the model (1.1). In Section 5 we prove all results. Appendix 6 contains all technical and auxiliary proofs.
Model selection
We assume that the noise distribution p belong to the probability family P n is defined as
where the unknown bounds 0 < ς * ≤ ς * and ς * 1 are functions of x * , i.e. ς * = ς * (n), ς * = ς * (n) and ς * 1 = ς * 1 (n), such that for anyǫ > 0, lim n→∞ nǫ ς * (n) = +∞ and lim
First, we define the trigonometric basis in
where
So, taking into account the equality (A.4) we can represent the coefficient θ j as
where β j = |j|π/x * and ν j = j/|j| for |j| > 0. Taking into account here the property (A.6) we obtain that for any L j ≥ x * the Fourier coefficient can be rewritten as
To calculate this coefficient we use the approximation
The number of points q = q n will be chosen later. Using this approximation we estimate θ j as
Therefore, it can be represented as
Note that as it shown in Proposition 4.1 the second moment of this random variable is given as
To obtain the uncorrelated property for the random variables η j we set L j as 11) where the coefficient ν * j is the absolute value of the first nonzero component of the
Taking into account that in this case L j ≥ x * we obtain that
So, using the estimators (2.7) we will estimate the function S. The idea is the following, first we replace the infinite sum in (2.4) by the finite sum over the set
where the integer m n ≥ 1 will be specify below. Then, according to the Pinsker weighted least square method we will replace the Fourier coefficients in (2.4) with its estimators (2.7) multiplied by some coefficient 0 ≤ λ(j) ≤ 1, i.e.
the weight vector λ = (λ(j)) j∈S n belongs to some finite set Λ from [0, 1] rn and r n = (2m n + 1) d . We seť
Now we need to write a cost function to choose a weight λ ∈ Λ. Of course, it is obvious, that the best way is to minimize the cost function which is equal to the empirical squared error
which in our case is equal to
where λ(j) = 0 for j ∈ Z d \ S n . Since the coefficients θ j are unknown, we need to replace the term θ jθj by an estimate which we choose as
Here σ is an estimate for σ p which is given in (2.18) . If the variance σ p is known we set σ = σ p , otherwise, we can choose as
Moreover, for this substitution to the empirical squared error one needs to pay a penalty. Finally, we define the cost function in the following way
where ρ is some positive penalty coefficient which will be chosen later and the penalty term P n (λ) we choose as 20) where
In the case when the σ p is known we set
Now, we define the model selection procedure as
We recall that the set Λ is finite soλ exists. In the case whenλ is not unique, we take one of them.
Let us now specify the weight coefficients λ = (λ(j)) j∈S n . Consider, for some fixed 0 < ε < 1, a numerical grid of the form
where [a] means the integer part of the number a. We assume that both parameters k * ≥ 1 and ε are functions of x * , i.e. k * = k * (n) and ε = ε(n), such that
for anyδ > 0. One can take, for example, for n ≥ 2
where k * 0 ≥ 0 is some fixed constant. For each α = (β, l) ∈ A, we introduce the weight sequence
with the elementš
and the threshold ς * is introduced in (2.1). Now we define the set Λ as
It will be noted that in this case the cardinal of the set Λ iš
Moreover, taking into account thatď β < 1 for β ≥ 1 we obtain for the set (2.27) [13, 14] to show the asymptotic efficiency for model selection procedures.
Main results
Now we formulate all non asymptotic oracle inequalities. Before, let us first introduce the following auxiliary function which is used fto describe the rest terms in the oracle inequalities.
First, we obtain the oracle inequality for the risk (1.5).
Theorem 3.1. There exists some constantυ > 0 such that for any 0 < δ < 1/8, any q ≥ 2dm n + 2 and any p ∈ P n the estimator of S given in (2.22) satisfies the following oracle inequality
2)
Note that, if σ p is known we obtain the following results.
Corollary 3.2. There exists some constantυ > 0 such that for any 0 < δ < 1/8, any q ≥ 2dm n + 2 and any p ∈ P n the estimator of S given in (2.22) satisfies the following oracle inequality
Now we study the estimate (2.18). 
where 
n and any p ∈ P n the estimator of S given in (2.22) satisfies the following oracle inequality
The next result presents the non-asymptotic oracle inequality for the robust risk (1.4) for the model selection procedure (2.22), considered with the coefficients (2.26). Using the definition of the probability family P n in (2.1) and the function (3.1) we can obtain directly the following result. 
where the coefficient Ψ * n > 0 is such that for anyδ > 0,
Remark 3. 
where ̟ j is defined (2.10).
Proof. Note that, in view of (2.9) we obtain that
It is clear that, if ν j = ν k , then E p ξ j,l ξ k,l 1 = 0 and, therefore, E p η jηk = 0. Let now ν j = ν k , but j = k. In this case we obtain that
The functions ψ j,l can be represented as
where Υ j (z) = z 0 e −iβ j x dx and ∆ j = 2L j /q. Note now, that in view of (2.11)
Taking into account the definition of ν * j in (2.11), we obtain that for ν j = ν k the difference
Therefore, taking into account again the definition of L j in in (2.11), we obtain that
This implies (4.1). Hence Proposition 4.1.
Proposition 4.2. Let z = (z j ) j∈Z d be a family of non random complex numbers. Then
E p | j∈Z d z j η j | 2 ≤̟ p |z| 2 ,(4.
5)
where̟ p = 16σ p x * and |z| 2 = j∈Z d |z j | 2 .
Now for any non random family of real numbers
where #(x) = j 1 {x j =0} and c * = 5x 2 * 2 9 .
Proof. First, note that the random variable η j can be represented as
where ξ j,l = ξ 2 j,l − σ p and v j,l = ψ j,l l−1 t=1ψ j,t ξ j,t . Moreover, in view of the equallity (4.3) we obtain that
Therefore, setting
we can represent the function (4.6) as
U 2,l (x). Taking into account that the random variables ( ξ j,l ) 1≤l≤q are independent with E ξ j,l = 0, we obtain that
Now, using here that |Υ j (∆ j )| ≤ ∆ j , we obtain through the Cauchy-BunyakovskySchwarz inequality that
Therefore, for #(x) ≤ q we obtain that
Moreover, to estimate the last term in (4.8) note that U 2,l (x) can be rewritten as
It is easy to see that for any 1 ≤ t, s ≤ l − 1
i.e. E p τ t,lτs,l = 0 for t = s and
Therefore,
Taking into account here the property (4.4), we obtain that
and, therefore,
From here it follows (4.7). Hence Proposition 4.3.
Proofs
We will prove here most of the results of this paper.
Proof of Theorem 3.1
First, note that from (2.16) -(2.19) it follows that
whereθ j = θ j − Reθ j θ j . Using the definition of θ j in (2.17) we obtain thať
where η j is defined in (4.6). Now we set
Using these functions, we can rewrite (5.1) as
where e(λ) = λ/|λ|,κ(λ) = |λ|/ Ľ (λ 2 ) and the functionĽ(·) is defined in (2.15). Let now λ 0 = (λ 0 (j)) 1≤j≤ n be a fixed sequence in Λ, λ be as in (2.22) and µ 0 = λ − λ 0 . Substituting λ 0 and λ in Equation (5.3), we obtain
where e = e( λ) and e 0 = e(λ 0 ). Note that, by (2.15),
Using the inequality 2|ab| ≤ δa
and taking into account that P n (λ) > 0 we obtain that for any λ ∈ Λ and any 0 <δ ≤ δ
whereκ * = max λ∈Λκ 2 (λ) and U * = sup λ∈Λ U 2 ((e(λ)). Note here that for any
So, taking into account that J( λ) ≤ J(λ 0 ), we get for any 0 <δ ≤ δ < 1 that
To estimate the third term in the right side of this inequality we it represent for any
Using Proposition 4.2 we obtain that
To estimate this function for a random family µ = (µ(j)) j∈Z d we set
So, through the inequality (5.5), we get
It is clear that the last term here can be estimated as
whereι = card(Λ). Using again the inequality (5.5) we obtain that for any x ∈ Λ 1
Moreover, note that, for any x ∈ Λ 1 ,
where x 2 = (x 2 (j)) j∈Z d . Taking into account that, for any x ∈ Λ 1 the components |x(j)| ≤ 1, we can estimate this term as in (5.9), i.e.,
Similarly to the previous reasoning we set
and we get
Using the same arguments as in (5.13), we can derive
Similarly to (5.12) we can estimate
From here and (5.14) we get
for any 0 < δ < 1. Using this bound in (5.13) yields
Taking into account that
we obtain
Let us estimate now the term D(µ 0 ). Using the inequality (5.5) we obtain that for any λ ∈ Λ and 0 <δ < δ < 1
Taking into account here that
where U * 1 = sup λ∈Λ U 2 ((e(λ 2 )). This implies that for any λ ∈ Λ
Moreover, similarly to the upper bound (5.12) we get
Finally, we obtain that
So, using the upper bound (5.6), we obtain that
So, choosingδ = δ/5, we obtain that
In view of Proposition 4.3 we estimate the expectation of the term U * + U * 1 as
Taking into account that 0 < δ ≤ 1/8, we get
Using the upper bound for P n (λ 0 ) in Lemma A.3, one obtains (3.1), that finishes the proof. ✷
Proof of Proposition 3.3
We use here the same method as in [10] . First of all note that the definition (2.8) implies that 18) where M n = Re j∈T nθ j ζ j . In Lemma A.2 we show that 19) where
To estimate the second term in (5.18) we represent it as
To estimate M 1,n note that
To estimate the last term in this inequality we use the coefficient b defined in (3.1) and the fact that q ≥ m d n , i.e.
Moreover, the term M 2,n can be estimated through Proposition 4.2 as
while the absolute value of this term can be estimated as
We can represent the last term in (5.18) as 1 q
Moreover, using the definition (4.6) we obtain
n . Therefore, from Proposition 4.3 it follows that
Moreover, using here (2.12), we obtain that for m n ≥ 4
To estimate the last term in (5.21) we use this bound (5.20) and again Prposition 4.2, i.e.
Thus,
It should be noted also that for q ≤ q * we can estimate q from below as
Moreover, using Lemma A.1 we can estimate directly b j as
From here we obtain the bound (3.4) and hence the desired result.
where ν ⊥ is the subspace orthogonal to ν in R d . Setting
A ν (f )(ς) = R(f )(ν, ς) , (A. 4) it is easily seen that T (f )(ς ν) = T • A ν (f )(ς) .
(A.5)
Taking into account that for |ς| ≥ x * and for y ∈ ν ⊥ the norm ς ν + y 2 = ς 2 + y 2 ≥ N 2 , we obtain that R(f )(ν, ς) = 0 for any |ς| ≥ N .
(A.6)
The following lemma gives a Lipschitzian property of the Radon transform. A. Proof. Integrating by parts we obtain that
So, applying here the Bunyakovsky -Cauchy -Swarths inequality we obtain the upper bound (5.19 
where the coefficient P n (λ) was defined in (5.2).
Proof. By the definition of Err n (λ) one has
Hence lemma A.3. ✷
