Abstract. In this paper, we propose a practical and efficient technique, Forecaster, to estimate (1) the end-to-end available bandwidth, and (2) the speed of the most congested (tight) link along an Internet path. Forecaster is practical since it does not assume any a priori knowledge about the measured path, does not make any simplifying assumptions about the nature of cross-traffic, does not assume the ability to capture accurate packet dispersions or packet queueing delays, and does not try to preserve inter-packet spacing along path segments. It merely relies on a simple binary test to estimate whether each probe packet has queued in the network or not. Forecaster is efficient as it only requires two streams of probe packets that are sent end-to-end at rates that are much lower than the available bandwidth of the investigated path, thus avoiding path saturation. Theoretical analysis and experimental results validate the efficacy of the proposed technique.
Introduction
The ubiquity of computer networks, our increasing dependence on them, and the need to leverage their utilization, performance and economic value call for ways to measure their characteristic features to get a deeper understanding of their behavior. Network bandwidth is a key characteristic as it quantifies the data rate (throughput) that a network link or a network path can transfer. Measuring network bandwidth is useful for many Internet applications and protocols especially those involving high volume data transfer among others [4, 11, 27] . The bandwidth available to these applications directly affects their performance.
Research on bandwidth estimation has been quite popular over the last few years. Some researchers have targeted estimates of hop-by-hop capacity bandwidth (link speeds) [8, 6, 16] . Others have targeted the end-to-end capacity bandwidth of a network path, defined as the slowest link speed along that path [25, 5, 23, 20, 15] . The link with the slowest speed is referred to as the narrow link. The capacity bandwidth of the narrow link bounds the throughput that the path can transfer in the absence of any cross traffic. In the presence of cross-traffic, This work was partially supported by NSF grant CAREER ANIR-0347226. the situation is different. A link with a higher link speed may be congested and the residual (available) bandwidth at this link may be even smaller than the residual bandwidth at the narrow link. In this case the available bandwidth at the most congested link (the one with the least residual bandwidth) will bound the path throughput. This link is referred to as the tight link. Tools to estimate the end-to-end available bandwidth of a network path, defined as the available bandwidth at the tight link, have been proposed in [7, 22, 9, 18, 19, 26, 14, 10] .
There has also been recent interest in the capacity of the tight link as an important metric to help in the efficient estimation of the end-to-end available bandwidth [26, 7] . Assuming that the tight link of a path remains the same over some reasonably large time-scale, then an estimate of the capacity of the tight link helps track the available bandwidth of the path much more efficiently. To the best of our knowledge, the only technique to estimate the speed of the tight link has been proposed in [12] . The end-to-end available bandwidth of a path and the speed of its tight link thus completely identify the throughput of a network path, and we refer to this tuple for a network path as its bandwidth signature.
In this paper we propose a novel technique to estimate the bandwidth signature of a network path. Forecaster does not assume any a priori knowledge about the measured path, does not make any simplifying assumptions about the nature of cross-traffic, does not assume the ability to capture accurate packet dispersions or packet queueing delays, and does not try to preserve inter-packet spacing along path segments. Furthermore, it only requires two streams of probe packets that are sent end-to-end at rates that are much lower than the available bandwidth of the investigated path, thus avoiding path saturation. As a sample comparison, Envelope [12] examines each link on a path separately to obtain the path tight-link capacity estimate, and assumes that inter-packet spacing can be preserved along the path. Both problems are resolved in Forecaster. Forecaster also does not require information about the path capacity as in [26] , does not overwhelm the path with probes at a rate as high as the available bandwidth of the path as in [2, 1], and does not require accurate measurements of packet dispersions as in [22] . The key idea is that the end-to-end path utilization can be estimated through a simple binary test that measures the fraction of probe packets that experienced queueing, not by measuring how much queueing they incurred. By sending two probing streams at different rates and measuring the corresponding path utilization, then the available bandwidth and the speed of the tight link can be projected.
The rest of this paper is organized as follows: In Section 2 we provide the theory behind Forecaster and show how to estimate the path utilization. In Section 3 we use the theory furnished in Section 2 to devise the Forecaster algorithm to estimate bandwidth signatures. In Section 4 we validate the efficacy of the proposed technique through simulations. We finally conclude in Section 5.
Model
We model each link as a queue, and make use of concepts from basic queueing theory to estimate the utilization of a network path consisting of a sequence of links (queues). Note that an estimate of a link/path utilization does not by itself tell about its available bandwidth. For example, a 100 Mbps link with utilization of 0.5 has more available bandwidth than a 10 Mbps link with similar utilization. Still our estimates of the utilization will help in estimating bandwidth signatures as we elaborate in section 3.
One-Hop Path
In a queueing system consisting of a single queue, i, the utilization, ρ i , of the system is expressed as
where π 0 i is the probability that there are no packets in the queue. This equation is generic and does not make any assumptions about the nature of the crosstraffic. If additional probe packets, transmitted at a rate r bps traverse this queue, then the effective utilization, ρ i (r), can be expressed as
where C i is the processing speed (the capacity of the modeled link). Notice that ρ i (r) is a linear function of r, bounded by ρ i (r) = 1, assuming that the raw link utilization, ρ i , is stable over the probing period.
Multi-Hop Path
Consider a network path consisting of a sequence of H links modeled as H successive queues. Assuming that the utilization of successive queues are uncorrelated, then the end-to-end utilization of the system, ρ, can be expressed as
However, the correlation between successive queues is expected to happen as they may be traversed by same flow packets. As shown in [21] , correlation only delays convergence and does not lead to divergence. In other words, Equation 2 holds when the system is observed over a larger time-scale. In the experiments in Section 4, we test the performance of Forecaster as correlation exists.
The end-to-end utilization of the system, ρ(r), when probing at a rate of r is used can be expressed as
ρ(r) is a non-linear function of r bounded by ρ(r) = 1 and can be expressed as a function of degree H of the form
where c i is the i-th coefficient. Simple manipulation of Equation 3 reveals that
Notice that the first coefficient, c 0 , is the end-to-end utilization of the path without any induced probe traffic, ρ. The above equations highlight the fact that 
Higher-order approximations are also possible but the gain in accuracy does not justify the extra complexity and overhead as evident from the experimental results in Section 4. Equation 5 generalizes our estimate of the utilization, ρ(r) for a path of arbitrary number of hops, where c 0 = ρ as expressed in Equation 2, and
The similarity between Equations 1 and 5 suggests that the first order approximation of the utilization, ρ(r), for a multi-hop path can be interpreted as the utilization over a single link with raw utilization of c 0 and link speed of 1/c 1 , assuming that the utilization of the links in the path are stable over the probing period.
Estimating a Path Utilization (ρ(r))
Forecaster relies on estimates of ρ(r). As discussed in sections 2.1 and 2.2, ρ(r) is the probability of having a probe packet, from a stream of packets transmitted at a rate r over the investigated path, queue in any of the path queues. To obtain an estimate of ρ(r) we send probes from one end of the path towards the other end with exponential inter-departure times at an average rate of r to attain the well-known Poisson Arrival See Time Average (PASTA) property [24] . According to the PASTA property, the probe packets arriving in the queueing system will sample the system queues, on average, as an outside observer would at an arbitrary point in time.
ρ(r) is estimated as the fraction of probe packets that experienced queueing in the system. Probe packets are time-stamped at both ends and the time difference is used to distinguish probe packets that experienced any queueing from those that did not. Let T * be the minimum experienced time difference. Assuming that T * corresponds to packets that did not experience any queueing, then the fraction of probe packets leading to time differences larger than T * corresponds to ρ(r). This assumption however may not hold especially if the path is highly utilized or if the number of probe packets in the stream is small. Modeling the probing process as a geometric distribution with probability p = 1 − ρ of a probe packet not experiencing any queueing delay, the expected number of probes in order to identify the minimum time difference is (1 − p)/p = ρ/(1 − ρ). As ρ gets larger, the number of probes needed to identify the minimum time difference needs to be larger. By inspecting this equation, one can see that one probe is expected to be enough if ρ ≤ 0.5 and around 99 probes are needed when ρ = 0.99. Obviously, If ρ = 1, then all probes will experience queueing delay. This backof-the-envelope analysis suggests that the number of probe packets needed per stream does not have to be very large.
Estimating Bandwidth Signatures
We next show how to use a path utilization, ρ(r), to estimate the path available bandwidth, A, and the speed of the tight link, C.
The key idea is that when the probing rate, r, becomes equal to the path available bandwidth, A, then ρ(r) reaches its bound, ρ(r) = 1. In other words, the following first-order approximation equation holds
For a one-hop path (Section 2.1), Equation 6 maps to the popular Equation in [5] . In order to estimate A without having to actually probe the path at a rate r equal to A, thus avoiding the need to fill up the communication pipe, we need to find the values of c 0 and c 1 . This could be achieved by sending two probing streams at two different rates r 1 and r 2 and measuring ρ(r 1 ) and ρ(r 2 ). From Equation 5, we have:
Solving Equations 7 and 8, we calculate c 0 and c 1 . Thus
Substituting the values of c 0 and c 1 in Equation 6 we estimate A. Figure 1 provides a schematic representation of the observed utilization, ρ(r), using Equation 3 and neglecting the bound on ρ(r), as we vary the probing rate, r, both for (A) the single-hop (H = 1) and (B) the multi-hops (H = 3) cases. Notice that there is only one r leading to ρ(r) = 1 in the H = 1 case, and that there are three different r values leading to ρ(r) = 1 in the H = 3 case. The r values leading to ρ(r) = 1 are basically the rates that are needed to fill each link. In practice, and as reflected in Equation 3, ρ(r) is bounded by 1 and the smallest r value leading to ρ(r) = 1 is the available bandwidth in the tight link, A. Figure 1 also shows how the projection of the line connecting the points (r 1 , ρ(r 1 )) and (r 2 , ρ(r 2 )) in these figures till the point (A, 1) reveals the value of A. The speed of the tight link, C, also results from a projection of the line in the other direction, towards ρ = 0, as shown in the figures. We note that 1/c 1 is exactly C. Thus
Notice how the first order approximation leads to conservative estimates of A and C. The overall procedure is sketched in Algorithm 1. 
Algorithm 1 Forecaster algorithm: Estimating the end-to-end available bandwidth and the capacity of the tight link of a network path
Measure ρ(r1) and ρ(r2) resulting from two probe sequences, at rates of r1 and r2,
Experimental Results
We next validate our proposed approach using ns − 2 simulations [3].
Setup
The link speeds used in our simulations are picked from common standardsshown in Table 1 . Cross-traffic packets are introduced following measurement findings in [17] and [13] , with 60% of the cross-traffic for TCP traffic and the remaining 40% for UDP traffic. Cross-traffic packet sizes are distributed between 40 bytes, 576 bytes and 1500 bytes following the observed Internet trends. Some of the cross-traffic flows used are hop-persistent and some are path-persistent, that is some travel only along one hop and some travel along large segments of the investigated path. Path-persistent flows introduce larger correlation between the path queues, which we intentionally introduce to monitor its impact of on our bandwidth estimates, as discussed in Section 2. Probe packets are sized at 1500 bytes. Recall that two probe sequences at two different rates, r 1 and r 2 are used. We use 200 probe packets per sequence and pick r 1 and r 2 to induce a pronounced difference in the observed path utilization, ρ(r 2 )−ρ(r 1 ) ≥ 0.1, whenever possible. r 1 is picked to be a small rate (50kbps) and r 2 as C 1 /10 where C 1 is the speed of the link connected to the probing host, which is typically known. Table 2 . Simulated Path Setups.
Test Cases
We simulate four different path setups (scenarios), each consisting of either three or four links of different link capacities as shown in Table 2 . In all scenarios we set up links of higher capacities in the middle of the simulated path and links of lower capacities at the edge, which is generally the case in the Internet. However, we test the performance of our technique when the links in the middle are the tight links.
For each scenario, we experiment with four different cases, which differ in the utilization induced by cross-traffic on each link. Consequently, different cases may differ in the available bandwidth, the speed and the location of the tight link. The test cases have been formulated such that link. This case is typically the hardest to estimate since a tight high-speed link implies that its utilization needs to be very large, at least 90% in all our cases. It has been shown in [10] that as the utilization of the tight link increases, so does the variation in the average available bandwidth, the metric that we are measuring.
Cases 2,3, and 4 are designed to stress-test our estimation methodology in heavily loaded network paths. Case 4 is not very common in the Internet but is designed to pinpoint the limitations of Forecaster. Tables 3, 4 , 5, and 6 summarize the utilization of the links and highlight the narrow and tight links in all cases. An important observation that is evident from our analysis and results is that the order of the links does not change the results. For example, in all investigated cases, the narrow link is the last hop on the path. Making the narrow link as the first hop does not change our results or conclusions.
Performance Metrics
We use two performance metrics namely: (1) A , which is the error in the estimation of the available bandwidth and (2) C , which is the error in the estimation of the capacity of the tight link. These metrics are defined as follows:
where A is the actual end-to-end available bandwidth of the network path and A is the estimated value.
where C is the actual capacity bandwidth of the tight link on the network path and C is the estimated value. 
Results
In tables 3, 4, 5, and 6 we report on the accuracy of our estimates of A and C for each simulated case. It is clear that the A estimates are accurate especially in cases 1, 2 and 3. In case 4 , the heavy cross-traffic rate on the high speed tight link restrains Forecaster's accuracy, and arguably, would stress any bandwidth estimation technique. In such case, the estimation error, A , can be as high as 20% (Scenario III). The accuracy of the tight link capacity estimates, C, is a different story. The error, A , is much higher in some cases, reaching 143% in one case (Case 2, Scenario I).
In general, the errors in Forecaster's estimates may be due to (1) the correlation between successive queues, (2) the large utilization preventing the identification of the end-to-end no-queueing delay, and/or (3) the approximation in the ρ(r) equation for the multi-hop case (Equation 5). While errors due to (1) and (2) can be resolved by increasing the number of probe packets per stream, errors due to (3) cannot. However, errors in capacity estimates can in general be reduced by noting that link capacities typically have standard link speeds and are typically not assigned arbitrary values. For example, by matching the estimate C = 24.3M bps of Case 2, Scenario I to the closest standard link speeds in Table 1 , one can see that the closest link speed is 10BaseT, the correct link speed. In fact, matching the C of all considered cases to Table 1 leads to the correct tight link bandwidth estimates. 
Conclusions and Future Work
We introduced Forecaster, a promising bandwidth-estimation tool. Simulation results reveal that Forecaster estimates the available bandwidth and the speed of the tight link with reasonable accuracy in most reasonable scenarios. We also introduced a technique to correct deviating tight link capacity estimates. We are currently testing Forecaster in a controlled lab setup before Internet deployment. Another goal that we intend to pursue is to integrate Forecaster in a rate-adaptive congestion control protocol.
