and the past data, but without prior knowledge. This approach led to less than 1% improvement over the approximation without knowledge shown in Table I , which indicates that the prior knowledge in the form of the implication (18) contains more useful information than the raw past data alone. These results indicate that the inclusion of the prior knowledge with the present data is responsible for the 14.8% improvement.
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V. CONCLUSION AND OUTLOOK
We have proposed a computationally effective framework for handling general nonlinear prior knowledge in kernel approximation problems. We have reduced such prior knowledge to easily implemented linear constraints in a linear programming formulation. We have demonstrated the effectiveness of our approach on two synthetic problems and an important real world problem arising in breast cancer prognosis. Possible future extensions are to even more general prior knowledge, such as that where the right-hand side of the implication (3) is replaced by a very general nonlinear inequality. Another fruitful avenue of research would be to apply the general nonlinear kernel knowledge to classification problems, for which prior approaches involved unnecessary kernelization of the prior knowledge.
REFERENCES [1] The central task in learning from data is how to identify a suitable model from the observational data set. One solution is to construct nonlinear models using some specific types of basis functions, aided by various state-of-the-art techniques [1] - [5] . Among the existing sparse modeling techniques, linear-in-the-parameters regression models, which will be considered in this letter, are an important class of representations for nonlinear function approximation and signal processing. A general routine for linear-in-the-parameters modeling often starts by constructing a model term dictionary, whose elements are the candidate model terms. The task of system identification involves two aspects: the selection of the significant model terms and the determination of the number of model terms involved in the final identified model. The objective is to obtain a satisfactory sparse representation that involves only a small number of model terms by making a compromise between the approximation accuracy and the model complexity (model size). Notice that the objective of dynamical modeling is not merely data fitting. In dynamical modeling, the resulting sparse model should fit the observational data accurately, but at the same time the model should be capable of capturing the underlying system dynamics carried by the observational data, so that the resulting model can be used in simulation, analysis, and control studies.
Many approaches have been proposed to address the model structure selection problem; most of these focus on which bases are significant and should be included in the model. The orthogonal least squares (OLS) algorithm [2] , [6] , [7] , which was initiated for nonlinear system identification, has become popular and has been widely used for sparse data modeling. This type of algorithm is simple and is very efficient at producing parsimonious linear-in-the-parameters models with good generalization performance [8] . An advantage of the OLS-type algorithms is that commonly used model selection and regularization techniques, for example the Akaike information criterion (AIC), Bayesian information criterion (BIC), and generalized cross validation (GCV) [9] - [11] , can easily be adopted and incorporated into the model structure selection algorithms to yield compact linear-in-the-parameters regression models with good generalization properties [12] - [14] . In the OLS-type algorithms, the criterion that is used to measure the significance of the candidate bases (model terms) is the error reduction ratio (ERR), which is equivalent to the squared correlation coefficient and is similar to the commonly used Pearson correlation function. Experience has shown that the OLS algorithms interfered by the ERR criterion can usually produce a satisfactory sparse model with good generalization performance. The adoption and the domination of the ERR criterion, however, does not exclude other criteria. It follows from practical experience that the selected model subsets are often criterion-dependent.
In this letter, a new criterion, derived from mutual information, is adopted into the OLS algorithm to measure the significance of candidate bases and to interfere with the model subset selection. The motivation of the adoption of a mutual information criterion is based on the following considerations. It is known that the task of modeling from data is generally structure-unknown and the model term dictionary is often predetermined and thus fixed. For this case, the selected model structures are usually criterion-dependent. This implies that the mutual information criterion and the ERR criterion may or may not produce exactly the same model structure given the same modeling problem. The two criteria can be used in parallel, and the performance of the resultant models can then be compared. The model with the better performance will be chosen as the final model. In this manner, the two criteria will complement each other and thus produce a better model.
II. LINEAR-IN-THE-PARAMETERS REPRESENTATION
Consider the identification problem for nonlinear systems given N pairs of input-output observations fu(t);y(t)g N t=1 . Under some mild conditions, a discrete-time nonlinear system can be described by the following nonlinear autoregressive with exogenous inputs (NARX) model [1] y(t) = f(y(t01); . . . ; y(t0ny); u(t01); . . . ; u(t0nu))+e(t) (1) where u(t), y(t), and e(t) are the system input, output, and noise variables, n u and n y are the maximum lags in the input and output, respectively, and f is some unknown nonlinear mapping. It is generally assumed that e(t) is an independent identical distributed noise sequence.
The central task of system identification is to find a suitable approximatorf for the unknown function f from the observational data. One solution is to construct nonlinear models using some specific types of basis functions including polynomials, kernel basis functions, and multiresolution wavelets [3] - [6] , [15] . Among these existing modeling techniques, linear-in-the-parameters regression models, which will be considered in this letter, is an important class of representations for nonlinear system identification, because compared to nonlinear-in-the-parameters models, linear-in-the -parameters models are simpler to analyze mathematically and quicker to compute numerically.
Let d = ny + nu and x(t) = [x1(t); . . . ; x d (t)] T with x k (t) = y(t 0 k); 1 k ny u(t 0 (k 0 n y )); n y + 1 k n y + n u . (2) A general form of the linear-in-the-parameters regression model is given as follows:
where M is the total number of candidate regressors, m(x(t)) ( 
III. MUTUAL INFORMATION INTERFERENCE FOR MODEL STRUCTURE SELECTION
In the standard OLS algorithm [2] , [6] , [7] , the significance of candidate model terms is measured using the values of ERR, which is defined as the noncentralized squared correlation coefficient between two associated vectors. This coefficient between two given vectors x and y of size N is defined as
Similar to the commonly used standard Pearson correlation coefficient, the function in (4) reflects the linear relationship between two vectors x and y. Both the standard Pearson correlation coefficient and the squared correlation coefficient in (4) have wide application in various fields.
Another useful criterion, derived from mutual information, can be used to measure the relationship of two random variables by calculating the amount of information that the two variables share with each other. Mutual-information-based algorithms have in recent years been widely applied in various areas including feature selection [16] - [20] . In this letter, mutual information will be introduced to form a complementary criterion to the ERR criterion to interfere with the model structure selection procedure.
A. Mutual Information
Following [21] , mutual information is defined as follows. Consider two random discrete variables x and y with alphabet X and Y, respectively, and with a joint probability mass function p(x; y) and marginal probability mass functions p(x) and p(y). The mutual information I(x; y) is the relative entropy between the joint distribution and the product distribution p(x)p(y), given as I(x; y) = E log p(x; y) p(x)p(y) = x2X y2Y p(x; y) log p(x; y) p(x)p(y) :
The mutual information I(x; y) is the reduction in the uncertainty of y due to some knowledge of x and vice versa. Mutual information provides a measure of the amount of information that one variable shares with another. If y is chosen to be the system output (the response), and x is one regressor in a linear model, I(x; y) can be used to measure the coherency of x with y in the model.
B. Model Structure Selection With Interference of Mutual Information
Let y = [y (1) 
In general, the mth significant model term can be chosen as follows. Assume that at the (m 0 1)th step, a subset Dm01, consisting of 
By respectively summing (12) and (13) 
Notice that if the function I(1; 1) in (8) and (11) is replaced by the squared correlation coefficient defined by (4), the above algorithm then belongs to the class of OLS-type algorithms [2] , [6] , [7] . The forward orthogonal regression algorithm interfered with mutual information will be referred to as the FOR-MI algorithm. The residual sum of squares, kr n k 2 , which is also known as the sum-squared-error, or its variants including the mean-square-error (mse), can be used to form criteria for model selection. There are many criteria used for model selection include the AIC, BIC, and GCV [9] - [11] , [13] . One popular version for each of the three criteria is 
where mse(n) = kr n k 2 =N.
C. Parameter Estimation
It is easy to verify that the relationship between the selected original bases 1; 2; . . . ; m , and the associated orthogonal bases small. In this way, any severe mullticolinearity or ill-conditioning can be avoided. A similar algorithm, called maximally informative dimensions (MID), has been proposed in [20] , where the main objective was to find, in a high dimensional stimulus space, significant features of sensory stimulus ("inputs") that are most relevant to the measured neural responses ("outputs"). There is some similarity between FOR-MI and MID in that both algorithms employ the mutual information function to measure the dependency between two specified vectors. The implementation of the two algorithms, and the final objectives that the two algorithms aim to achieve, however, are different from each other. The FOR-MI algorithm deals with the linear-in-the-parameters regression problem, and involves a combination of a forward orthogonal regression procedure and the calculation of mutual information. Significant bases are selected in a stepwise way, one at a time. The final objective is to produce a sparse regression model, where both the model structure and the unknown model parameters need to be determined using the OLS algorithm. The MID algorithm, however, is a nonlinear optimization method that uses a combination of gradient ascent and simulated annealing algorithms. The MID algorithm thus involves the calculation of not only the mutual information function itself but also the associated gradient. The MID algorithm aims to find the maximally informative dimensions in an iterative way by increasing the dimensionality until the information is saturated (up to the noise level). The unknown parameters in the model were estimated using some statistical approach.
IV. EXAMPLE
The magnetosphere is a complex input-output dynamical nonlinear system, where the solar wind and the associated parameters play the role of the inputs and the geomagnetic indices can be considered as the outputs. The Dst index is a key parameter to characterize the disturbance of the geomagnetic field in the magnetic storms. Modeling of the Dst index is thus very important for the analysis of the geomagnetic field. Fig. 1 presents 850 data points of the measurements for the solar wind parameter, V Bs, and the Dst index of this dynamical process. The solar wind parameter V Bs was treated to be the system input, and the Dst index was treated to be the system output. The objective here was to identify a mathematical model to forecast the future behavior of the Dst index. The data set was partitioned into two parts.
The first 500 points were used for model estimation and the remaining 350 points were used for model performance test. The polynomial NARX model was employed to describe the magnetospheric system. Denote the system input and output using u(t) = V Bs(t) and y(t) = Dst(t), respectively. The "input" vector for the model was chosen to be x(t) = [x 1 (t); . . . ; x 12 (t)] Both the OLS-ERR algorithm and the FOR-MI algorithm were applied to the 455 candidate model terms. The associated criterion GCV is shown in Fig. 2 , which suggests that the number of model terms included in the OLS-ERR and the FOR-MI identified NARX models should be 13 and 10, respectively. Note that the AIC and BIC produce similar results for this data set, and the curves for AIC and BIC were thus omitted. The selected model terms, along with the associated parameter estimates are reported in Table I , where model terms are listed in the order of their significance (the order that the terms entered into the model). The FOR-MI identified model for this data set is in structure simpler than the model produced by the OLS-ERR algorithm.
The performance of the two identified NARX models was inspected and compared by calculating both short-term and long-term predictions, over the validation data set. The performance of one-step-ahead (OSA) predictions and model predicted (MPO) outputs, calculated from the OLS-ERR and the FOR-MI identified models are presented in Table I and Fig. 3 . Clearly, if mse is used as the criterion to measure the model performance, the FOR-MI identified model for this data set will be prior to the model produced by the OLS-ERR algorithm.
V. CONCLUSION
Sparse modeling involves the determination of significant bases. ERR is an efficient index to measure the significance of candidate regressors in the widely used OLS-type algorithms for nonlinear model structure selection. The dominant adoption of ERR, however, does not exclude other criteria. It is observed that the selected model subsets are often criterion-dependent, that is, the OLS algorithms interfered with by different criteria may select different significant bases and thus produce different model subsets. Motivated by this observation, the new FOR-MI algorithm has been introduced as a complementary approach to the commonly used least-squares-type algorithms. Using the two criteria in a modeling problem may or may not produce exactly the same model structure. But by inspecting and comparing the performance of the resulting models, a more accurate sparse representation can often be obtained. In this way, the accuracy of the identified sparse model will be improved compared with results based on any one single criterion. Notice, however, that the fact that the FOR-MI algorithm is superior to the OLS-ERR algorithm for the given szexample does not mean that FOR-MI is always superior to OLS-ERR for all cases. Conditions, under which one algorithm outperforms the other, or vice versa, have not been determined, and that is why we suggest using the two algorithms in parallel.
