Abstract. In this paper we introduce a new class of integrable systems, naturally associated to spaces of rational maps. The critical values of the maps play the role of "times". Our systems provide a natural generalization of the Ernst equation. For the scalar case we generalize our systems to Hurwitz spaces in arbitrary genus; the systems obtained in this way can be naturally called the generalized Euler-Darboux equations. We show that any solution of these equations defines a flat metric in R M (Darboux-Egoroff metric) via its tau-function; a subclass of solutions of generalized Euler-Darboux systems corresponds to some known classes of Frobenius manifolds.
Introduction
Deformations of Riemann surfaces appear in different aspects of the theory of integrable systems. We would like to mention the theory of Whitham deformations of integrable systems [11, 3] , theory of algebro-geometric solutions of equations with variable spectral parameter (the main representative of this class is the Ernst equation from general relativity [8] ) and the theory of Frobenius manifolds [4, 5] .
In particular, the Ernst equation where G(ξ,ξ) is a matrix-valued function (the stationary axially symmetric Eisntein equations are equivalent to this equation if G is a 2× 2 matrix with some additional symmetries) is the compatibility condition of the following linear system [1, 13] :
where µ is the following function of spectral parameter λ ∈ C and variables (ξ,ξ):
Function µ(λ) is nothing but the uniformization map of the genus zero Riemann surface which is the twofold covering of λ-plane with two branch points at λ = ξ and λ =ξ. The map λ(µ) is a rational map CP 1 → CP 1 of degree two with critical values ξ andξ.
If the matrix dimension of G is 1, we can introduce the function f = ln G and the Ernst equation turns into the Euler-Darboux equation:
The natural question is whether the Ernst equation is an isolated example of integrable system on the space of rational maps; is it possible to define natural analogs of the Ernst equation which would correspond to spaces of rational maps of arbitrary degree? More general, is it possible to go beyond the spaces of rational maps, and define natural analogs of the Ernst equation on general Hurwitz spaces H g,N of meromorphic functions of degree N on Riemann surfaces of genus g? Is there any link between these higher analogs of Ernst equation and existing theories of Whitham hierarchies [11, 3] and Frobenius manifolds and Darboux-Egoroff metrics corresponding to Hurwitz spaces [4] ?
It is the purpose of this paper to give, at least partial, answers to some of these questions. First, we construct a new hierarchy of integrable systems of partial differential equations defined on the space of rational maps of any given degree (we call them the generalized Ernst systems). Each rational map λ = R(γ) of degree N defines an N -fold branch covering L of CP 1 . We assume that R(γ) maps the infinity in γ-plane to the infinity in λ-plane and R(γ) = λ + o(1) as γ → ∞. Denote the critical points of the map R by γ 1 , . . . , γ M . The branch points of the covering are denoted by P 1 , . . . , P M . Denote by γ(P ) : L → CP 1 the map inverse to R(γ) (which is the uniformization map of L); then γ m = γ(P m ).
We denote the corresponding critical values (i.e. the projections of points {P m } on λ-plane) by λ m , so λ m = R(γ m ). We assume that all the critical points are simple (then M = 2N − 2 according to the Riemann-Hurwitz formula) and that all the critical values λ m are different.
The structure of Riemann surface on the branch covering L is defined as follows: in a neighborhood of any non-branch point we can consider the coordinate λ as local parameter. In a neighborhood of a branch point P m the local coordinate is chosen to be x m = √ λ − λ m . We shall use notation π for projection of L on λ-plane: λ = π(P ). Due to our assumption about the behaviour of R(γ) at the infinity, in a neighbourhood of the infinite point on some (we shall call it the first) sheet of L the map γ(P ) (it is nothing but the uniformization map of L) behaves as follows: γ(P ) = λ + o(1).
The critical values λ m can be considered as natural local coordinates on the space of rational maps;
they will play the role of independent variables of generalized Ernst systems.
Let us fix some point P 0 of L such that its projection λ 0 on λ-plane is independent of all {λ m }.
Consider the following system of matrix linear differential equations for an auxiliary matrix-valued function Ψ(λ, {λ m }):
We assume that the solution Ψ of (1.3) is normalized by the condition
The compatibility conditions of system (1.3) imply flatness, dJ + J ∧ J = 0, of the connection 1-form
Therefore, all J m can be expressed in terms of a single matrix-valued function G({λ m }) as follows: J m = G λm G −1 . Besides that, the compatibility conditions of system (1.3) imply the following system of non-linear PDE:
for all m, n = 1, . . . , M .
We call (1.5) the generalized Ernst systems. Naturally, for rational maps of degree two the generalized Ernst system give rise to the Ernst equation itself (1.1). In scalar case we get the equations generalizing the Euler-Darboux equation (1.2).
We define the tau-function of these systems by the following system of compatible equations 6) where dΨ = (∂Ψ/∂γ)dγ; these equations fix τ up to an arbitrary constant multiplier if we assume that τ is a locally holomorphic function of {λ m }.
Each generalized Ernst system possesses a subclass of "isomonodromic" solutions which can be built from an arbitrary solution of the Schlesinger system in the same matrix dimension. For this isomonodromic sector of solutions we link the tau-function to the Jimbo-Miwa tau-function of the Schlesinger system. This link generalizes the formula (found in [9] ) relating the so-called "conformal factor" of the Ernst equation with Jimbo-Miwa tau-function. We also show how to construct solutions of the generalized Ernst system (1.5) from solutions of matrix Riemann-Hilbert problems on CP 1 .
After developing the theory of the generalized Ernst systems on the space of rational maps H 0,N , it is natural to ask how to formulate a similar construction on an arbitrary Hurwitz space H g,N .
This question is more difficult, and we presently know the satisfactory answer only in scalar case.
Namely, let the N -fold branched covering L have genus g; then the number of branch points is equal to M = 2g + 2N − 2 (as before, we assume that all the branch points are simple and have different projections on λ-plane; these assumptions mean that we work in the bulk of H g,N ). Again, the projections λ m of the branch points P m on λ-plane can be used as local coordinates on H g,N . Let us introduce some basis of canonical cycles on L. Denote by E(P, Q) the prime-form on L, and by W m the normalized (all a-periods vanish) abelian differential of the second kind with the unique pole of second order at P m with leading coefficient 1. Let us fix two arbitary points P 0 and Q 0 on L such that their projections on λ-plane are {λ m }-independent. Then the generalized Euler-Darboux system on H g,N looks as follows:
where
for arbitrary P, Q ∈ L (x P and x Q are respective local parameter) and
The generalized Euler-Darboux equations (1.7) provide compatibility conditions of the following linear system:
for function ψ depending on a point P ∈ L and {λ m }, where Ω m (P ) = P Q 0 W m are abelian integrals corresponding to abelian differentials W m . The tau-function of the system (1.7) is defined as follows:
(where dψ := ψ x dx for any local parameter x) in complete analogy to (1.6).
Solutions of the system (1.7) can be constructed in terms of solutions of scalar Riemann-Hilbert problems on L [16] . Namely, let Γ be an arbitary closed contour on L such that its projection on the λ-plane π(Γ) is independent of {λ m } and P m ∈ Γ for any m. Let h(P ) be an arbitrary "sufficiently good" function on Γ independent of {λ m }. Introduce on L the Cauchy kernel (the abelian differential of the third kind)
Then the function
satisfies the generalized Euler-Darboux system (1.7).
The generalized Euler-Darboux systems turn out to be in close relationship with diagonal flat metrics in R M (Darboux-Egoroff metrix). Namely, consider the diagonal metric 10) where η mm = ∂ ln τ /∂λ m and τ ({λ m }) is the tau-function (1.8) corresponding to an arbitary solution of (1.7). The rotation coefficients of this metric are given by
i.e. they depend only on the branched covering L and don't depend on a particular solution of (1.7).
These coefficients satisfy the equations
for distinct l, m, n, which, together with annihilation of all g mn by the operator M k=1 ∂/∂λ k , guarantee flatness of the metric (1.10). The coefficients g mn satisfy also the relations M k=1 λ k ∂g mn /∂λ k = −g mn , which appear in the theory of Frobenius manifolds [4] .
Actually, in the theory of Frobenius manifolds [4] only some special solutions of the system (1.7) are used (for these solutions not only the rotation coefficients, but also the matrix coefficients η mm themselves should be annihilated by the operator and its support.
The paper is organized as follows. In section 2 we derive an auxiliary system of differential equations which describe the dependence of the critical points of a generic rational map on the critical values. In section 3 we propose the generalized Ernst systems on spaces of rational maps. We introduce a notion of the tau-function of these systems and discuss the relationship of these systems to the Riemann-Hilbert problem and the Schlesinger system. In section 4 we define generalized Euler-Darboux equations on Hurwitz spaces of arbitrary genus, and discuss their properties. In particular, we show that each of their solutions defines a Darboux-Egoroff metrics satisfying additional homogeneity conditions. In section 5 we discuss potential directions of the future work.
Differential equations for critical points of rational maps
Consider a rational map CP 1 → CP 1 , γ → λ = R(γ) of degree N . We assume that all the critical points γ m of this map have multiplicity 1; therefore, the number M of the critical points equals 2N −2.
To make sure that the rational map is completely determined by the set of its critical points {γ m } we impose the asymptotical condition
The map R gives a N -sheeted branch covering of the λ-plane; the branch points of this covering have the projections λ m ≡ R(γ m ) on the λ-plane.
From the other point of view the rational map R arises as follows. Let L be a compact Riemann surface of genus zero, consider a covering
as the basic object; we denote its branch points by P 1 , . . . , P M ; then π(P m ) = λ m . So we get a Riemann surface of genus zero defined by its Hurwitz diagram. Let γ : L → CP 1 be an uniformization map (a global coordinate) of the genus zero Riemann surface L. Set R = π • γ −1 , then R is a rational map; we have the following commutative diagram
According to our notations, γ m := γ(P m ); if we consider λ 1 , . . . , λ m as independent parameters, each γ m becomes a function of all {λ m }; the study of these functions is the main subject of this section.
The function P → γ(P ) depends on the variables λ 1 , . . . , λ M as parameters. In the sequel we shall denote the point of L which belongs to the jth sheet and has a projection λ on the λ-plane by λ (j) .
The map γ(P ) has its only pole at the infinite point of some sheet of L; we enumerate the sheets of L in such a way that this sheet has number one; therefore,
Consider now the local behavior of the function γ(P ) near the branch points:
From (2.3) we conclude that
as P tends to P m . By (2.3), we can rewrite these expansions using the global coordinate γ:
where γ n = γ(P n ). Moreover, from (2.2) we conclude that ∂γ/∂λ = 1 + o(1) and ∂γ/∂λ n = o(1) as γ → ∞. Therefore, ∂γ/∂λ is a meromorphic function on CP 1 with poles at all the points γ n with residues κ 2 n /2 and value 1 at infinity. Analogously, the function ∂γ/∂λ m is a meromorphic function on CP 1 with simple pole at λ m and zero at infinity. Therefore,
where α n = κ 2 n /2. The compatibility conditions of system (2.5) give rise to the following system of equations which describe the dependence of the functions γ m and α m on {λ m }:
Remark 1
Notice that all the zeros of the function ∂γ/∂λ in (2.5) are double; they correspond to
is holomorphic at these points). The number of these zeros, taking into account their multiplicity, must coincide with the number 2N − 2 of poles of ∂γ/∂λ; therefore ∂γ/∂λ has N − 1 zeros at some points ν 1 , . . . , ν N −1 (where
Therefore, not all the solutions of system (2.6), (2.7) arise from an uniformization of a rational branch coverings. Namely, for the solutions {γ m , α m }, corresponding to the critical points of rational maps all zeros of the function 1 + M m=1 αm γ−γm must be double.
For an illustration consider the simplest covering corresponding to N = 2, namely, the covering with two sheets and two branch points λ 1 , λ 2 . The uniformization map of this Riemann surface satisfying condition (2.2), has the following form:
Therefore, the functions γ 1,2 , α 1,2 and ν 1 are given by:
9)
Generalized Ernst systems
To an arbitrary branch covering L of genus zero we can associate an integrable system, using the flat 
of this connection implies the equality J m = G λm G −1 for some matrix-valued function G. We consider the following system of the equations for J m :
where γ 0 ≡ γ(P 0 ) for some point P 0 ∈ L, which has {λ m }-independent projection λ 0 on the λ-plane.
The system (3.2) is equivalent to the closedness, dJ = 0, of the 1-form
which in turn implies the existence of the potential S:
System of equations (3.2) turns out to be integrable in the sense of the soliton theory i.e. there exists an auxiliary linear system (an "U − V pair") containing a spectral parameter which implies the system (3.2) as its compatibility condition. This fact in turn implies the existence of the natural definition of the tau-function of system (3.2), the existence of big classes of explicit solutions and so on. 
Consider the following system of the first order differential equations for a matrix-valued function
the function G satisfies the following system of non-linear partial differential equations:
Proof. The straightforward calculation using equations (2.5), (2.6), which describe the dependence of the points γ m and the function γ(λ) on {λ n }, allows to check that equations (3.6) follow from the independence of the second derivatives Ψ λmλn of the order of the differentiation. 2
We write the "full" derivative of Ψ with respect to λ m in (3.4) to emphasize that in (3.4) we consider λ and λ 1 , . . . , λ m as independent variables. Alternatively, consider Ψ as a function of γ and λ 1 , . . . , λ m . Then, since γ is itself function of λ and {λ m }, we can rewrite (3.4) using the chain rule
where the notation ∂Ψ/∂λ m means that γ remains fixed (i.e. this derivative takes into account only the "explicit" dependence of Ψ on λ m ).
Then, using (2.5) for ∂γ/∂λ m , we rewrite (3.4) as follows:
The next proposition shows how to compute the potential S which determines all J m according to (3. 3) in terms of a solution of the linear system.
Proposition 1 Assuming that the matrix Ψ is normalized by the condition
we can express the potential function S from (3.3) as follows:
Proof. To verify formula (3.9) for the potential S one needs to use the simple identity
multiply it by λ 2 and pass to the limit λ → ∞ 1 (i.e. γ(λ) → ∞). Then, taking into account that ∂γ/∂λ → 1 as γ → ∞ due to asymptotical behavior (2.2) or explicit formula (2.5), and using normalization (3.8), we see that
which proves (3.9). 2
Tau-function of generalized Ernst systems
The next theorem provides the existence of the tau-function of general hierarchy (3.2).
Theorem 2 Let G({λ m }) be a solution of non-linear system (3.2). Then the 1-form
is closed, dW = 0.
The proof of this theorem is again a simple calculation making use of equations (3.2) and system (2.6), (2.7).
The closedness of the 1-form W implies the existence of the potential τ , which can naturally be called the tau-function of the non-linear hierarchy (3.2).
Definition 1
The function τ (λ 1 , . . . , λ M ), defined by the following system of equations:
up to an arbitrary constant multiplier, is called the tau-function of integrable system (3.6) .
Simple computation using equations (3.6) (2.6), (2.7), shows that the second derivatives of the tau-function are given by the following expression:
for m = n; the symmetry of expression (3.12) with respect to the interchange of m and n proves the compatibility of system (3.11), and closedness of the form W (3.10).
This definition can also be rewritten in terms of the γ-derivative of Ψ. Namely, taking the residue of linear system (3.7) at λ = λ m , we have
therefore, (3.11) allows the following reformulation:
Let us introduce the 1-form
In terms of this 1-form definition (3.11) may be rewritten as follows:
The tau-function of system (3.6 ) is defined by the following equation
(This form of the definition is inspired by the formalism of [4] ).
Let us prove the equivalence of the two definitions of the tau-function. Using γ as a global coordinate on L, we have:
therefore,
and (3.16) coincides with (3.14). 2
Taking into account equations (3.16), we can write the 1-form W = d ln τ as follows:
The Ernst equation
For the simplest two-sheet covering with two branch points λ 1 , λ 2 the hierarchy (3.2) reduces to a single equation. If one chooses point the P 0 to coincide with ∞ (2) (i.e. the point of L where λ = ∞ and (λ − λ 1 )(λ − λ 2 ) = −λ + (λ 1 + λ 2 )/2 + o(1)), we get
Taking into account expressions (2.9), we have
If we now assume that λ 1 and λ 2 are the holomorphic and antiholomorphic coordinates λ 1 = ξ, λ 2 =ξ then equation (3.2) takes the following form: Lax pair was written in the form, which was a partial case of our linear system written in the form (3.4); whereas the Belinskii-Zakharov linear system was written in form (3.7).
Due to expressions (2.10) for α 1,2 , the definition of the tau-function τ can be written down as follows:
Formula (3.20) coincides with the definition of the so-called conformal factor -one of the metric coefficients which correspond to the given solution of the Ernst equation.
Solutions via the Riemann-Hilbert problem
The standard tool for solution of integrable systems is the matrix Riemann-Hilbert problem. For the generalized Ernst systems (3.6) this relationship is given by the following theorem. 
2. Ψ satisfies the normalization condition at P = ∞ 1 (i.e. γ = ∞):
Then the function Ψ satisfies linear system (3.4) with
and, therefore, the function G satisfies system (3.6).
Proof. Let Ψ satisfies the Riemann Hilbert problem. Consider its logarithmic derivative Ψ λm Ψ −1 .
Due to the independence of the contour Γ and the matrix H(P ) of λ m , this logarithmic derivative is single-valued on L. Moreover, it is obviously holomorphic on L outside of the point P m . Let us write the first two terms of the Taylor expansion of Ψ near P m :
Therefore, in terms of the uniformization map γ(P ), we can write
for some matrix A which is independent of γ. The constant term in this formula is absent due to normalization condition (3.22) . To compute A we put P = P 0 , i.e. γ = γ 0 ; then, using (3.23), we get
which shows that the function Ψ, indeed, satisfies (3.4) , and the corresponding function G solves the system (3.6). 2
Below we also establish a relationship between systems (3.6) and another type of the RiemannHilbert problems, where the function Ψ is allowed to have regular singularities; this will enable us to relate our systems with the Schlesinger equations.
Relationship to isomonodromic deformations
The set of solutions of each system of PDE (3.2) has a subset of solutions of the classical system of Schlesinger equations which describe isomonodromic deformations of solutions of matrix ODE of the
where A j ∈ gl(M ) are certain matrices which are independent of γ and such that 
The tau-function of the Schlesinger system was introduced by Jimbo, Miwa and their collaborators [7] ; it is defined as follows: 
satisfies the linear system (3.4) of the hierarchy (3.2) with the functions J m defined by
Therefore, according to (3.5) 
The corresponding tau-function τ is related to the Jimbo-Miwa tau-function as follows:
τ ({λ m }) = L j=1 ∂γ ∂λ (Q j ) trA 2 j /2 τ JM ({z j }) z j =γ(Q j ) ,(3.
32)
where the derivative ∂γ/∂λ is given by equation (2.5) .
Proof. Take the derivative of the function Ψ with respect to λ m using the chain rule:
where functions J m are defined by (3.31).
Let us show how to prove the relation between tau-functions (3.32). Taking into account the definition of Jimbo-Miwa tau-functions (3.28), we have:
Now, using definition (3.11) of the tau-function τ , we get
By (2.5), we see that
therefore, applying the chain rule in (3.33), we come to (3.32). 2
Remark 2
The relationship between any system (3.2) and isomonodromic deformations is a generalization of the link between the Ernst equation and the Schlesinger system established in [9] .
Scalar systems
When the function G from (3.6) is a scalar one, system (3.6) can be rewritten as a system of linear scalar differential equations in terms of the function f ({λ m }) = ln G:
In derivation of system (3.34) from (3.6) we used equations (2.6).
In particular, any solution of matrix system (3.6) induces a solution of (3.34) if we put f = ln detG.
The Lax system (3.4) then turns into the scalar system
where ψ(P, {λ m }) = ln Ψ. As well as in the general matrix case, the function ψ can be non-singlevalued on L.
The definition of tau-function (3.11) now looks as follows:
Alternatively, it can be rewritten in terms of the function ψ(P ), using (3.16):
where dψ = ψ γ dγ.
Let us discuss the solutions of system (3.35) and equation (3.34).
Theorem 5 Let Γ be an arbitrary smooth closed contour on L such that its projection on the λ-plane
P rΓ is independent of {λ m } and P m ∈ Γ for any m. Consider on Γ an arbitrary Hölder-continuous
satisfies system (3.34) .
Proof. In the scalar case we know explicitly the solution of an arbitrary Riemann-Hilbert problem from theorem 3. If we the introduce function
(we assume that it is single-valued on Γ i.e. the index of H(P ) on Γ equals 0), the Riemann-Hilbert problem (3.21) becomes additive:
for P ∈ Γ (we remind that ψ = ln Ψ); here ψ ± stands for the boundary values of the function ψ on Γ.
Normalization condition (3.22) turns into
The solution of (3.39), (3.40) for Hölder-continuous functions h is given by the Cauchy integral with respect to the uniformization variable γ:
which implies (3.38) at P = P 0 , when γ(P ) = γ 0 . Changing the variable of integration to λ, we also get
Formula (3.38) can also be verified as follows. First, one can check by the direct substitution, using equations (2.5), (2.6), (2.7) , that the function
satisfies system (3.34) for any λ independent of {λ m }. Using linearity of equation (3.34) we can consider the superposition of these solutions at different λ ∈ Γ with an arbitrary {λ m }-independent measure h(λ), which gives (3.38).
In fact, we can consider any (say, compact) subset D ⊂ L whose projection on λ-plane is {λ m }-independent, and such that P m ∈ D. We can define an arbitrary {λ m }-independent measure dµ(P ) on D; then the superposition principle implies that the function
is a solution of (3.34).
The Euler-Darboux equation
For the two-sheet covering with two branch points λ 1 = ξ and λ 2 =ξ the system (3.6) is equivalent to Ernst equation (3.19 ). In scalar case we get the following equation in terms of f = ln G:
If we introduce the real coordinates (z, ρ) such that ξ = z + iρ,ξ = z − iρ, this equation takes the form of Euler-Darboux equation:
From (2.8), taking into account that λ 0 = ∞ 2 and γ 0 = (λ 1 + λ 2 )/2, we obtain: 
Generalized Euler-Darboux equations on Hurwitz spaces
The scalar systems (3.34) admit natural generalization to the Hurwitz spaces H g,N of meromorphic functions of degree N on Riemann surfaces of genus g. As before, denote the critical points of the meromorphic function by P 1 , . . . , P M and their images in CP 1 by λ 1 , . . . , λ M . We get the branched N -sheeted covering L of genus g of the λ-sphere with branch points P 1 , . . . , P M . Assuming that all the projections λ M are different and all the critical points are simple, we get, according to the Riemann-Hurwitz formula, that
Let's introduce on L some canonical basis of cycles (a α , b α ) (α = 1, . . . , g) and corresponding basis of holomorphic 1-forms w α (P ) (α = 1, . . . , g), normalized by aα w β = δ αβ . Denote the prime-form on L by E(P, Q) (where P, Q ∈ L); introduce the Bergmann kernel S(P, Q)
we denote the meromorphic differential of 2nd kind with vanishing a-periods and single pole at P m of the second order:
as P → P m , where x m = √ λ − λ m is a local parameter near P m . Differentials W m are related to the Bergmann kernel as follows:
Corresponding abelian integrals we denote by Ω m :
where Q 0 ∈ L is a basepoint such that its projection µ 0 on λ-plane does not depend on {λ n }.
Let us prove the following technical result.
Theorem 6 Consider Bergmann kernel S(P, Q).
Assume that points P, Q and the local parameters
Then dependence of function s on the branch point P m is given by the following equation:
Proof. Formula (4.4) is closely related to the Rauch variational formulas [15] which describe dependence of holomorphic differentials on the branch points. The proof is also very similar. Namely, consider the λ m -derivative of the Bergmann kernel: ∂S(P, Q)/∂λ m . This is a symmetric 1-form on L × L. Consider the Taylor series of W (P, Q) with respect to its first argument P in a neighbourhood of point P m :
where a 0 , a 1 , . . . are some 1-forms with respect to Q. Differentiation of (4.5) with respect to λ m gives
(4.6)
as P → P m . Therefore, ∂S(P, Q)/∂λ m is a meromorphic 1-form with respect to P , with the only pole at P m of the second order with leading coefficient
(which is itself a 1-form with respect to Q) and vanishing a-periods. Taking into account the symmetry of S(P, Q), we get
which is equivalent to (4.4). 2
Since differentials W m are related to the Bergmann kernel via (4.1), the theorem immediately implies the following useful
Corollary 1
The abelian differential W n (P ) and the abelian integral Ω n (P ) depend on λ m (for any m = n) as follows (assuming that projection of their argument P on λ-plane is λ m -independent): 
where R m are some functions of {λ m }. Denote by P 0 some point of L such that λ 0 ≡ P r(P 0 ) does not depend on all {λ m }. Then the compatibility conditions of the system (4.9) are given by the following equations:
where f (λ m }) = ψ(P 0 ) and
Proof. Substituting in (4.9) P = P 0 , we see that
.
Then the compatibility conditions of the system (4.9) are equivalent to the system of equations
Using (4.8), we rewrite this equation as follows:
In the l.h.s. of this equation we have an abelian integral on L with respect to argument P with vanishing a-periods (since all a-periods of each Ω m (P ) vanish) and the poles (of the first order) only at P m and P n . Since Ω m (P ) behaves as −1/x m + O(1) as P → P m , we immediately see that equations (4.10) are equivalent to absence of poles of (4.12) at P m and P n . Therefore, the l.h.s. of (4.12) must be a constant with respect to P ; choosing P = P 0 we see that this constant vanish. We conclude that equations (4.10) indeed provide compatibility of the linear system (4.9).
2
In analogy to the case of genus zero, now we shall define the tau-function of the system (4.10) and construct its solutions via solutions of the scalar Riemann-Hilbert problem on L.
Lemma 1
The following 1-form:
Proof. Using (4.8), we find
Symmetry of this expression with respect to m and n proves closedness of W . Now we can consistently define the tau-function of the generalized Euler-Darboux system (4.10)
as follows:
according to (4.14) , the second derivatives of ln τ are given by (for m = n):
As well as in the case of genus zero, this definition can be rewritten as follows:
Lemma 2 Definition (4.15) of the tau-function can be alternatively rewritten in the following form:
∂ ln τ ∂λ m = 1 2 res
Proof. Choosing the standard local parameter
On the other hand, as P belongs to a neighbourhood of P m , the linear system (4.9) can be rewritten as follows:
where we separated the dependence of ψ on λ m which comes from λ m -dependence of x m . Taking the residue at P m , we get
, which implies the coincidence of (4.15) and (4.17).
2
The next theorem provides solutions of the system (4.10). 
(where P, Q, R ∈ L), which is abelian differential of the third kind with respect to Q with vanishing a-periods and residues +1 and −1 at points P and R, respectively. Then the function
satisfies the generalized Euler-Darboux equation (4.10) .The corresponding solution of the linear system (4.9) is given by Let's now verify that the functions f and ψ defined by (4.19) and (4.20) , satisfy the linear system (4.9):
We start from the following Lemma 3 The Cauchy kernel W P Q 0 (Q) depends as follows on λ m (assuming that all points P, Q, Q 0 are λ m -independent:
Proof. In complete analogy to Th.6, which gives λ m -dependence of Bergmann kernel, we have
this is equivalent to the statement of lemma, taking into account representations (4.2) and (4.18) of Ω m (P ) and W P Q 0 (Q) in terms of prime-forms.
Using this lemma, we see that
Independence of this expression on P proves (4.21). Therefore, the function f satisfies the compatibility conditions of (4.21) i.e. the generalized Euler-Darboux equations (4.10).
We notice that, using superposition principle for generalized Euler-Darboux systems (4.10), we can substitute integration over contour in (4.19) by integration over arbitrary subset of L with arbitrary {λ m }-independent measure; the additional condition we need to impose is commutativity of integration in (4.19) with differentiation with respect to {λ m }.
Darboux-Egoroff metrics
It turns out that each solution of the generalized Euler-Darboux system (4.10) defines a flat diagonal metric (Darboux-Egoroff metric) in R M . We remind (see, e. g., [4] ) that a metric in R M of the form
is flat if and only if its rotation coefficients
satisfy the following equations:
for any distinct l, m, n, and each of g mn is invariant with respect to simultaneous shifts along all {λ k }:
We shall now prove that each solution of generalized Euler-Darboux system generates a flat diagonal metric in R M . 
using the expression (4.16) for the second derivative of the tau-function, we find
These functions satisfy the equations (4.24) as a corollary of equations (4.4) if we put in these equations
It remains to prove that each s(P m , P n ) satisfies eqations (4.25). We shall use invariance of the Bergmann kernel S(P, Q) with respect to biholomorphic maps. Let us consider the branched covering L ǫ which is obtained by small ǫ-shift of all the branch points P m in λ-plane i.e. the projections of branch points P ǫ m of L ǫ on λ-plane are equal to λ ǫ m = λ m + ǫ; S ǫ is the Bergmann kernel on L ǫ . Denote the projections of points P and Q on λ-plane by λ and µ, respectively. Define the point P ǫ to be the point lying on the same sheet as P and having projection λ + ǫ on λ-plane; in the same way point Q ǫ belongs to the same sheet as Q and has projection µ + ǫ on λ-plane. Since L ǫ can be holomorphically mapped to L by transformation λ → λ + ǫ on all the sheets, we have
Assuming that P belongs to a neighbourhood of the branch point P m , and Q belongs to a neighbourhood of the branch point P n , we can write down the respective local parameters as x m (P ) = √ λ − λ m and x n (Q) = √ µ − λ n . These parameters are obviously invariant with respect to simultaneous ǫ-shifts of all {λ m }, λ and µ: x ǫ m (P ǫ ) = x m (P ) and x ǫ n (Q ǫ ) = x n (Q). Therefore, equality (4.28) induces the same relation between s(P, Q) ≡ S(P, Q)/dx(P )dx(Q):
Assuming now that P = P m and Q = P n and differentiating (4.29) with respect to ǫ at ǫ = 0, we come to (4.25).
2
Of course, besides simultaneous translations, the Bergmann kernel is invariant with respect to any other Möbius transformation of λ-plane performed simultaneously on all the sheets of L. We can use this invariance to obtain two relations, corresponding to other one-parametric families of Mobius transformations.
Proposition 2 Rotation coefficients (4.27) of Darboux-Egoroff metrics (4.26) satisfy the following relations:
Proof. Relation (4.30) corresponds to invariance of the Bergmann kernel with respect to simultaneous dilatation on every sheet of L i.e. to the transformations
The new element in comparison with the proof of relation (4.25) is that the local parameters are now dependent on ǫ:
therefore, invariance S ǫ (P ǫ , Q ǫ ) = S(P, Q) of the Bermann kernel translates on the level of s(P, Q) as follows:
(1 + ǫ)s ǫ (P ǫ , Q ǫ ) = s(P, Q) . Differentiating this relation with respect to ǫ at ǫ=0 via the chain rule at P = P m and Q = P n , we get (4.30).
In the same way we can deduce (4.31) from invariance of the Bergmann kernel with respect to one-parametric family of transformations
on each sheet of L. Let us compute which relations the independence of S ǫ (P ǫ , Q ǫ ) of ǫ does imply for s(P, Q):
Using the chain rule, we have {dx ǫ n (Q ǫ )}. Substituting (4.35) and (4.36) into (4.34) and assuming P = P m , Q = P n , we come to (4.31).
2 Relation (4.30) for the rotation coefficients can be found in [4] ; it is the quasi-homogenuety condition required to associate some Frobenius manifold to a given Darboux-Egoroff metric; relation (4.31) seems to be new. We also notice that all primary differentials used in [4] the spaces of rational maps. We expect these generalized Ernst systems on H g,N to be in close relationship with isomonodromic deformations of higher genus curves [14, 10, 12] , non-homogeneous version of Hitchin systems [6] , theory of Whitham deformations [11] . The meaning of generalized Ernst equations on spaces of H 0,g should also be undestood better, especially from the point of view of their potential relationship with structures of Frobenius type.
