In the molecular dynamics calculations for the free energy of ions and ionic molecules, we often encounter wet charged molecular systems where electrical neutrality condition is broken. This causes a problem in the evaluation of electrostatic interaction under periodic boundary condition. A standard remedy for the problem is to consider a hypothetical homogeneous background charge density to neutralize the total system.
INTRODUCTION
extended to systems in the periodic boundary condition [22] [23] [24] , combined with RESPA algorithm [25] . Since the FMM is a somewhat complicated algorithm, it has not been widely used yet in MD software. However, a simpler expression by solid harmonics than that by original spherical harmonics is now given [26] [27] [28] . The FMM is numerically rigorous based on an analytic formula such that the calculation accuracy can be controlled by the degree of expansion of the series of the harmonics while that of the Ewald method is similarly controlled by the cutoff distance in the real space together with the order of FFT calculation of in the reciprocal space. In our previous study, we showed good conservation of hamiltonian during the large-scale MD calculation for 10 million atom systems with the expansion degree of four [29] .
The FMM has been implemented in our highly parallelized general-purpose MD calculation software MODYLAS [29] . In the FMM program, since the regional decomposition technique of the system is used for the parallelization, communications are required just between adjacent nodes, suitable to highly parallel computations. Thus, since the method is free from all-to-all communications, time required for the communications in the FMM is significantly short compared with the PME in a highly parallel environment.
However, there are few applications of FMM to MD calculation for the condensed matter systems. Especially, no free energy calculations have been reported so far using FMM. Free energy is quite crucial when we evaluate the stability and reactivity of the equilibrium systems [30] . Many of the free energy calculation methods have been developed so far based on MD calculation [3] . In particular, particle insertion method, the thermodynamic integration method (TI), and free energy perturbation method are well known as high-accuracy calculation methods. In these methods, the free energy difference between a reference system and a target system has been evaluated by the difference in interaction energy itself between the two systems or by the first derivative of interaction function with respect to an adopted parameter.
For a net charged solute such as ion and protein, an additional care must be taken for the free energy calculation. For example, in the hydration process of ions from vacuum to aqueous solution in the thermodynamic integration method, the electrically neutral condition fails for either of the vacuum and the aqueous solution. To avoid the divergence of the calculated potential energy in the Ewald methods, electrical neutrality is kept by adding a uniform background charge density with opposite sign [31, 32] . However, no analytical expression by FMM has not yet been given for the energies coming from coulombic interaction of the background charge density. The expression is very important when we use the FMM for the free energy calculation where molecules of interest have a charged state.
In this study, we first apply the background charge method to the free energy calculation based on FMM presenting a new FMM expression for the solute-solvent interaction energy of the system. The results were compared with those obtained by conventional PME method to discuss its accuracy.
THEORY

Electrostatic interaction calculation by FMM for systems with background charge
In general, point charges (PC) in a unit cell satisfy the electrically neutral condition. In this case, electrostatic interactions in the unit cell under periodic boundary condition can be evaluated by conventional FMM [20, 23] . The interaction of a tagged particle in a divided cell of interest (focused cell) is evaluated by the sum of the interactions with particles in the neighboring cells (near field: NF) and in the far distant cells (far field: FF) as shown in Fig. 1 . Interaction of the tagged particle with particles in the NF is evaluated directly by coulombic pair interactions.
Interaction with the particles in the FF is evaluated by the lattice sum of the multipole moment of the image cells as given in Eq. (1) shown below. This lattice sum can be divided into a real space term (1a), reciprocal lattice space term (1b), and self term (1c). The reciprocal space term is composed of two terms with wave vector k 0 and k = 0. The k = 0 term and self term disappear when the electrical neutrality is satisfied.
When the system does not satisfy the electrical neutrality, the FMM calculation suffers from divergence of the k = 0 term. In order to avoid this, a uniform background charge (BC) density is introduced to satisfy the electrical neutrality of the system. Then, the electrostatic interactions consist of PC-PC, PC-BC, and BC-BC interactions. The formula for each interaction will be presented below and is listed in Table I . The PC-PC interaction in the FF diverges when the neutral condition is not satisfied. Further, sum of the PC-BC and BC-BC interactions analytically obtained using the Ewald method (See Eq. (4) and Appendix A). The sum of PC-BC and BC-BC interactions also diverges alone. However, these two divergent terms cancel out each other, and, as a result, a new quadrupole surface term remains as shown later.
In the following sections, contribution from the image FF cells is first presented in Eq. (1) with divergent terms. We then show that the self term should be added to the equation under the non-electrically neutral condition, which disappears under the electrically neutral condition. We also show that at k = 0, the PC-PC, PC-BC, and BC-BC interactions result in a new quadrupole surface term. Thus, we must take account of several new terms newly appear in the calculation of FMM with BC neutralization.
Contribution from the far-field image cells
FMM for net charged systems consisting of particle PC (Q C 0, where Q C is the sum of the PC) and hypothetical BC is outlined. For the introduction to the conventional FMM [21] , see Appendix B. In the FMM under periodic boundary condition, irregular solid harmonics I η λ with degree λ and 6 order η is summed over the image cells. The summation ν 0 I η λ (r ν ) for the net charged systems is evaluated using incomplete gamma function, γ(α, x) = ∫ x 0 e −t t α−1 dt, and its complementary function, Γ(α, x) = ∫ ∞ x e −t t α−1 dt, to split it into real-space term and reciprocal-space term like Ewald summation in Eqs. (A5) and (A7) in Appendix A [23] [24] [25] . Then, ν ν ν 0 I 
where r ν = νb is the centered position of the ν-th image cell and b is the side length of the unit cell, Γ(α) = ∫ ∞ 0 e −t t α−1 dt is the gamma function, and κ is the splitting parameter. The summation for ν and k in terms (1a) and (1b) is taken over the range of |r ν ν ν | ≤ r ν max and |k | ≤ k max , respectively, where r ν max and k max are parameters which determine calculation accuracy. The first (1a) and the second (1b) terms are real space and reciprocal space terms, respectively. The third (1c) term is the self term and can be derived in a similar way to the Ewald method. The derivation of the self term is shown in Appendix C.
Divergent terms and the self term in BC
For the interaction with FF particles in the electrically neutral condition, the k = 0 term (1b)
in Eq. (1) disappears because of the zero multipole moment M 0 0 = 0 for Q C = 0. However, when Q C 0, this term is not zero because of non-zero M 0 0 0. In this case, a big problem arises as shown below, where the term diverges. To avoid this divergence, we introduced the BC such that the total charge of the whole system satisfies electrical neutrality, i.e., Q C + ρ N+1 V = 0, where ρ N+1 = −Q C /V is the charge density of the BC. Then, the electrostatic interaction does not diverge.
Quadrupole surface term of charged systems
The divergent k = 0 term in FMM can be written as the k → 0 limit of the reciprocal term (1b) by lim k→0 π 3 2 i λ
where zenith, θ k ,and azimuth angles, φ k ,of the wave vector k in I Then, the potential energy, V M2L,rec PC−PC , coming from this term in PC-PC interaction listed in Table Ia an be written using local expansion coefficient L 
where n max is the maximum degree of solid harmonics expansion and the multipole moment
Next, the PC-BC and BC-BC interactions, V M2L,rec PC−BC and V M2L,rec BC−BC , listed in Table Ib 
This term also diverges as in Eq. (3) . Then the sum of the PC-PC, PC-BC, and BC-BC interactions,
i.e. the sum of Eqs. (3) and (4), is
where we used sin (kr) = kr − (kr) 3 3! + O((kr) 5 ). This term, including the quadrupole of PC, no longer diverges. This quadrupole surface term should be calculated additionally in FMM for charged systems.
In summary, electrostatic potential energy of a net charged system consisting of N point charges and BC using conducting boundary condition at infinite distance can be written by
where µ is the dipole moment in the unit cell, R m n is the regular solid harmonics. The first term on the right side of Eq. (6) is the direct interaction in the NF, the second term is the interaction via a local expansion coefficient from the FF, the third term is the charged system term given in Eq.
(A8), and the fourth and fifth terms are the quadrupole and dipole surface terms, respectively. The first and second terms include the sum over all subcells at l = l max in the unit cell. For the dipole surface term µ, see Appendix D for detail. It should be noted that κ in Eq. (1) and κ in the third term on the right-hand side of Eq. (6) must be the same value.
As shown above, the quadrupole surface term was derived naturally when evaluating the k = 0 term of the PC-PC, PC-BC, and BC-BC interactions in FMM. Concerning this term, it has been reported that a similar quadrupole term appears in the electrostatic interaction for a net charged system with a periodic boundary condition [33, 34] . However, it is not obvious how to apply this term when FMM is used in a system with PC and BC. The derivation of Eq. (6) in the present study is the first to provide an electrostatic interaction in FMM for a net charged system.
A new efficient calculation scheme for solute-solvent interaction energy by FMM
Evaluation of solute-solvent interaction is required for free energy calculations such as thermodynamic integration and free energy perturbation methods. Here, an efficient calculation method for the solute-solvent interaction by FMM is presented. In the PME method, since the real space term is expressed in the form of two-body interaction, the solute-solvent interaction can be easily extracted. However, the reciprocal space term cannot be expressed by the pair interaction. A special handling is necessary to evaluate the solute-solvent interaction in this term.
Let âĂĲuâĂİ and âĂĲvâĂİ be the solute and solvent, respectively. Here, total interaction in the reciprocal space and contribution to it from solute-solute and solvent-solvent interactions by the PME method are denoted by V PME,rec uu,uv,vv , V PME,rec uu , and V PME,rec vv , respectively according to the PME method. Then the solute-solvent interaction can be calculated by V PME,rec uv = V PME,rec uu,uv,vv − V PME,rec uu + V PME,rec vv .
In this case, two interactions V PME,rec uu and V PME,rec vv have to be calculated in addition to V PME,rec uu,uv,vv .
The total calculation cost is three times higher than the ordinary reciprocal space interaction calculation. Since electrostatic interaction is long-ranged one and, thus, the contribution from the image cells is not negligible for a charged solute molecule, the explicit calculation in reciprocal space is indispensable.
In the FMM, as in the PME method, two-body interactions are calculated with the particles directly in the NF. However, the second term of Eq. (6) presenting the interaction with the particles in the FF cannot be expressed in the form of pair interaction. Therefore, similar handling to the case of PME is required to calculate the solute-solvent interactions in the FF 
where y + z =1. These relations can provide a new efficient solute-solvent interaction calculation 
is also obtained by exchanging subscript u and v in Eq. (16) .
Free energy calculation
We consider calculation of solvation free energy of ionic solutes with net charge Q u based on thermodynamic integration method for a process where the charged solutes in vacuum are However, in this case, the systems in Fig. 2 do not satisfy electrically neutral condition so that we cannot apply conventional FMM to these systems. To avoid this, we introduce background charge as shown in Fig. 3 , where Q u + Q Bu = 0, Q v + Q Bv = 0, and Q u + Q v + Q Bu + Q Bv = 0 .
Q Bu and Q Bv are the background charges introduced to neutralize the solute and solvent charges, respectively. Then, we can evaluate coulombic interactions rigorously using the FMM method presented in this paper for the systems under periodic boundary condition. The reference state of the solvation free energy is a little different from experiment. The ion is not actually in vacuum but is electrically neutralized by the hypothetical background charge. This discrepancy is unavoidable as far as we handle the ions in vacuum. We must be careful when we compare the result with experiment.
The method is useful when we investigate the difference in solvation free energy between two states, say A and B. An interesting example is the free energy of transfer of an ionic antiviral reagent from outside to inside of the virus capsid. A thermodynamic cycle shown in Fig. 4 gives free energy of transfer ∆G AB = ∆G B − ∆G A between the two real states. In principle, the difference can be compared with experiment.
In order to transfer the solute from vacuum to solution step by step, the coupling parameter λ was introduced into the interaction function as
At λ = 1, the solute is in vacuum while it is in the solution at λ = 0. Thus, the free energy difference between the two thermodynamic states may be calculated by
where angle bracket · · · λ means the ensemble average with the fixed coupling parameter λ. From
Eqs. (6) , (16) , and (17) , the total potential energy V λ = V FMM λ C with λ = λ C is expressed as (v,v) q i q j r i j + (1 − λ C ) NF (i, j)∈(u,v) q i q j r i j
where the sum in the first term is taken over solute-solute atom pairs and solvent-solvent pairs, and the sum in the second term is taken over solute-solvent atom pairs. Here, µ µ µ u = i∈u q i r i , µ µ µ v = i∈v q i r i , µ u = |µ µ µ u |, and µ v = µ µ µ v .
Calculation detail
Solvation free energy calculation was performed by program package MODYLAS [29] with implementation of the thermodynamic integration algorithm. CHARMM 36 force field [35] [36] [37] was adopted for Cl − , Mg 2+ , and Na + ions. TIP3P model [38] was used for water. 1080 TIP3P water molecules and a single ion were placed in the cubic unit cell. Electrostatic interaction was calculated by FMM. PME method was also used as a reference calculation. In the FMM calculation, the number of cell length divisions l max was set to 3, and its unit cell was subdivided into 8 subgroups in each dimension such that we considered 512 finest subcells. The number of expansion of solid harmonics n max was set to 4. The splitting parameter κ PME in the PME method was set to be 3.20 nm −1 , the order of the B-spline interpolation was 4, and the number of FFT grids was set to 64 for each dimension. Cutoff distance of LJ interaction, real space coulombic interaction in the PME method, and the size of the NF space were all 0.8 nm. Five-fold
Nosé-Hoover chain thermostat [39] was used for temperature control, where the time constant of the thermostat was τ Q = 0.5 ps. Andersen barostat was used for pressure control with the time constant of the barostat τ W = 0.5 ps. SHAKE/ROLL and RATTLE/ROLL algorithms were used to constrain the distances between oxygen-hydrogen and hydrogen-hydrogen atoms of water molecules with relative tolerance 1.0 × 10 −8 . An initial configuration was prepared randomly.
After energy minimization by the steepest decent method [29] , the system was equilibrated by NVT ensemble calculation at temperature T = 298.15 K for 50 ps with the time step of ∆t = 1 fs.
Then, NPT ensemble calculation was performed at temperature T = 298.15 K and pressure P = 101325.0 Pa for 2 ns with ∆t = 2 fs.
In addition to the coulombic coupling parameter λ C , we introduced a coupling parameter λ LJ for the solute-solvent Lennard-Jones (LJ) interaction. In the case of λ LJ simply applied to the ordinary LJ potential between solute and solvent such as linear interpolation, abrupt overlapping of atoms may occur near λ LJ = 0, i.e., in the generating process, which may cause divergence of energy. To avoid this, the LJ potential was modified using "soft-core" potential [40] as
where, ε i j , A i j , and B i j are parameters of the LJ interaction, and α LJ and c are newly introduced parameters to avoid divergence. In this study, the parameters were set to be α LJ = 0.2 and c= 6. It should be noted that this soft-core approach is also applicable to electrostatic NF term.
Thus, for the thermodynamic integration calculation, we adopted a two-step TI path with two coupling parameters, λ C and λ LJ , where solute-solvent coulombic and LJ interactions decrease step by step separately. The values of the parameters were λ C = (0.00, 0.02, 0.04, 0.06, . . . , 0.98, 1.00) at λ LJ = 0.00, and subsequently λ LJ = (0.00, 0.02, 0.04, 0.06, . . . , 0.98, 1.00) at λ C = 1.00. Thus, the path was divided into 101 steps, which gave sufficiently smooth change of the state. The MD calculations were performed both by FMM and PME method. Initial configurations of these MD calculations were independent of each other. The total hydration free energy was obtained by the sum of the numerical integration of the first derivative of potential energy function with respect to λ C and λ LJ .
RESULTS AND DISCUSSION
Electrostatic potential energy
To demonstrate the correctness of the new expression of FMM, total electrostatic potential energy of the whole system as well as the contribution to it from solute-solvent interactions was calculated both by FMM and PME method. The target system was a solution in which a single relative error = V FMM − V PME V PME (21) in the calculated electrostatic potential energy of the whole system and the contribution from the solute-solvent interactions at (λ CL , λ LJ ) = (0.0, 0.0). It is defined by the difference in the calculated coulombic potential energy obtained by FMM relative to that by high-accuracy PME calculation.
The error was evaluated as a function of degree of expansion n max of solid harmonics using 100 configurations from the trajectory. Figure 5 clearly shows that the logarithm of the relative error decreases almost linearly as a function of the order of expansion of solid harmonics. The error in the coulombic potential energy of the whole system is less than 10 −5 and 10 −6 at n max = 4 and 6, respectively. The error is small enough for most of the MD calculations. This means that the present expression of FMM for the charged system electrically neutralized by the BC is correct, and that can be controlled by n max . However, because there is a trade-off relationship between computational cost and accuracy, we must adopt best n max .
Here, in our present expression, FMM employs the conducting boundary condition in Eq. (6), where a quadrupole surface term represented by Eq. (5) is taken into account in the case of the system with BC. Without this quadrupole term, a discontinuity is produced in the electrostatic interaction of the system when a charged molecule crosses the unit cell boundary. This causes instability of the MD calculation. In this sense, the new term presented in this study is essential in the MD calculation by FMM for the system with BC.
Solvation free energy of ions
In order to demonstrate validity of our formulation for the free energy calculations, we evaluated the free energy of three kinds of ion (Mg 2+ , Na + , Cl − ) in pure water by FMM and compared it with the one by PME method. Here, one solute ion, which was first in vacuum, was immersed into pure water. In this case, Q u = +2e, +e, and −e for Mg 2+ , Na + , and Cl − , respectively, and Q v = 0, Q Bu = −Q u , and Q Bv = 0, according to the notation shown in Figs. 2 and 3.
A typical example of cumulative average of the integrand ∂V λ ∂λ C of the present thermodynamic integration calculation for Mg 2+ at (λ C , λ LJ ) = (0.36, 0.00) is shown in Fig 6 (6) . In the expression, three new terms were taken into account in the lattice sum over the image cells, i.e., the charged system term in Eq. (A8), the quadrupole surface term due to the BC in Eq. (4), and the self term (1c).
Further, an efficient calculation scheme for solute-solvent interactions by FMM was also proposed in Eq. (16) , which is required in thermodynamic integration calculation and free energy perturbation calculation. These formulas were applied to evaluate the solvation free energy of Mg 2+ , Na + , and Cl − ions in water. The solvation free energy obtained by the FMM was in excellent agreement with that of the reference calculations by the PME method. The present efficient calculation of solute-solvent evaluations may be applied to other methods such as multistate Bennett acceptance ratio (MBAR) and weighted histogram analysis method (WHAM).
Appendix A: Ewald summation for the system with PC and BC under conducting boundary condition
We outline the Ewald summation of a system consisting of point charges (PC) and background charge (BC).
Let an atom i with a point charge q i be at a position r i . We suppose that there are N charged atoms in a cubic unit cell with a side length b and volume V = b 3 . Periodic boundary condition is imposed on the unit cell. Now, it is assumed that the net charge Q C = N i=1 q i of PC is not zero.
Then, to satisfy the electrical neutrality, a uniform background charge (BC) density is introduced in the system. The charge density of the BC is ρ N+1 = − Q C V , where BC may be regarded as the (N + 1)-th charge, i.e. q N+1 = −Q C . Then, the charge density of the system can be expressed as
using Dirac's delta function δ (r). Hereafter, we use Gaussian units and omit the factor 1 4πε 0 in the expression of the electrostatic interaction energy just for simplicity, where ε 0 is the dielectric constant of vacuum. The electrostatic interaction of the system consisting of PC and BC is expressed by
is a vector consisting of a set of three integers. ν ν ν means that at ν ν ν = 0, i = j is excluded from the sum. It should be noted that the BC-BC interaction is included in the electrostatic
The Ewald method is applied to Eq. (A2). The potential energy function under conducting boundary condition is then [3] 
where the first term is the real space term, the second term is the reciprocal space term, the third term is the self term, and the fourth term is the charged system term. Further, a dipole surface term,
may be added if the vacuum boundary condition is employed at the infinite boundary. The derivation of each term is given below in detail.
In molecular dynamics simulation, the surface term should not be included because this term causes discontinuity of energy when a charged particle crosses the wall of box. Hence, we need to remove the surface term. The condition is, then, equal to the conducting boundary condition.
In the Ewald method, each term in V elec is separated into the real space terms and the reciprocal space terms starting from 1 r = erfc(κr) r + erf(κr) r using a complementary error function erfc (κr) and an error function erf (κr) with the Ewald splitting parameter κ. Concerning the PC-PC interaction, i.e., the first term of the second equation in Eq. (A2), the real space term is
which may be evaluated directly in the real space.
The reciprocal space term of the PC-PC interaction is obtained by Fourier transformation of the complementary error function of the PC-PC interaction. However, the term of i = j at ν ν ν = 0 is missing. By adding this term and performing Fourier transform,
is obtained for k 0, where k is a reciprocal lattice vector and k = |k |. Note that the contribution of i = j at ν ν ν = 0 added in the derivation of Eq. (A6) must be subtracted. This self term can be expressed as [3] V E,self
Contribution of PC-BC and BC-BC from the real space, called âĂĲcharged system termâĂİ V cha , can be evaluated by [31] V E,real
The reciprocal space terms PC-BC and BC-BC for k 0 do not contribute to the potential energy because the Fourier transform of the uniform charge distribution of BC is zero.
The k = 0 term of PC-PC, PC-BC, and BC-BC can be rewritten by
where r i j = r i − r j and µ µ µ = N i=1 q i r i . In the second equation, e ±ik·r is averaged over a solid angle
where r M is the center of the subcell, and R m n (r) is the regular solid harmonics with degree n and order m. The maximum value of n is n max , and the range of n is 0 ≤ n ≤ n max [28] . The sum of j is taken over all PCs in the subcell. This process is called âĂĲP2MâĂİ.
Next, a multipole moment in coarser subcells at l = l max − 1 is calculated by integrating neighboring subcells at l = l max with translational shift of the central position of multipole moments. This process (M2M) is repeated until M m n (l = 0) is obtained. These multipole moments are converted to a local expansion coefficient (M2L) which is a Taylor expansion with an arbitrary origin r L . The local expansion coefficient is used to obtain the electric field far from the center of multipole moments and is written as
where I m n (r) is the irregular solid harmonics with degree n and order m. L m n is the local expansion coefficient. The bar on the top means that this local expansion coefficient is obtained from M2L.
This conversion from multipole moment to local expansion coefficient is done for all subcells in the interaction list in which adjacent subcells to be transformed are listed [21] . This process is repeated for all l layers. In particular, the contribution from all image cells at l = 0 is evaluated using lattice sum, stated in Eq. (1 ) [23] [24] [25] . In this case, the irregular solid harmonics I
Eq. (B2) may be replaced by ν 0 I −(m+η) n+λ (r L − r ν ). By multiplying the multipole moment of the unit cell to this summed value, the contribution from the image cell can be incorporated into the local expansion coefficient at l = 0.
Once we obtain L m n (0) at l = 0, we transform it into L m n (1) by L2L transform where the bar on the bottom means that this local expansion coefficient is obtained from L2L. Then, L m n (1) and L m n (1) are merged into one, and we obtain L m n (1) = L m n (1) + L m n (1) at l = 1. This process is repeated until l = l max . Finally, the potential energy of the subcell at l = l max from the FF used for free energy calculation is evaluated from L m n (l max ) by
where r L is the origin of the subcell.
Interaction with charges in near-field
The electrostatic interaction of an atom i in a red subcell with all atoms j in the same subcell and in the subcells within the second nearest neighbors at finest level l = l max shown in blue (near-field:NF) is calculated by the direct PC-PC coulombic interaction. Then, the interaction of the subcell with NF is
Appendix C: Self term in the lattice sum of FMM
In charge-neutral systems, the self term vanishes so that the self term is not written in papers.
Here, the self term is specified, including its derivation. In M2L transformation under periodic boundary conditions, the contribution from the image cells was divided into the incomplete gamma function and its complementary function. The reciprocal space term can be derived by Fourier transform of the term including the incomplete gamma function. Then, the missing ν ν ν = 0 term is added. It is necessary to subtract this contribution again. An analytical form of the ν ν ν = 0 term is given by replacing the complementary function in the right-hand side of Eq. (1) with an incomplete gamma function and taking the limit r ν → 0 as
The limit of r ν → 0 does not depend on the direction of r ν ν ν . Therefore, the solid harmonics is averaged over solid angle of r ν ν ν . Then, due to the orthogonality of solid harmonics, only 1 r ν δ λ0 δ η0
remains. The incomplete gamma function in Eq. (C1) may be written by the integral form
By substituting x = κ 2 r ν ν ν 2 , β = r 2 ν , and α = λ + 1 2 , and inserting Eq. (C2) to Eq. (C1), it becomes 2κ √ π δ λ0 δ η0 .
(C3)
Appendix D: Dipole surface term and infinite boundary condition
In FMM, it is known that the default infinite boundary condition is the vacuum boundary condition, which includes dipole surface term [40, 44, 45] . Therefore, in order to realize the conducting boundary condition for a stable molecular dynamics simulation by FMM, the dipole surface term represented by Eq. (A4) in Appendix A should be subtracted from the electrostatic interaction with FMM. Thus, we obtain the dipole surface term − 2π 3V µ µ µ · µ µ µ of the FMM to realize the conducting boundary condition.Schematic view of a thermodynamic cycle for free energy of transfer of an ion from state A to state B. In the state A, the ion is located outside the capsid, while, in the state B, it is inside the capsid. Stripes and colors are the same as in Fig. 2 The same analysis for average dV dλ values in Na and Cl system as that in Mg system are shown.
These values are in better agreement between FMM and PME than those of Mg system.The calculated dV dλ with LJ coupling after electrostatic coupling is shown for three ions calculation. 
