To further improve the accuracy of classifier for cancer diagnosis, a hybrid model called GRA-SVM which comprises Support Vector Machine classifier and filter feature selection Grey Relational Analysis is proposed and tested against Wisconsin Breast Cancer Dataset (WBCD) and BUPA Disorder Dataset. The performance of GRA-SVM is compared to SVM's in terms of accuracy, sensitivity, specificity and Area under Curve (AUC). The experimental results reveal that GRA-SVM improves the SVM accuracy of about 0.48% by using only two features for the WBCD dataset. For BUPA dataset, GRA-SVM improves the SVM accuracy of about 0.97% by using four features. Besides improving the accuracy performance, GRA-SVM also produces a ranking scheme that provides information about the priority of each feature. Therefore, based on the benefits gained, GRA-SVM is recommended as a new approach to obtain a better and more accurate result for cancer diagnosis.
INTRODUCTION
Cancer is one of the major health problems for the people around the world. In 2008, it is estimated about 12.7 million cancer cases around the world, and this number is expected to increase to 21 million cases by 2030. Cancer begins with an uncontrolled division of a cell and results in a visible mass named tumour. Tumours can be benign or malignant. The malignant tumour grows rapidly and invades its surrounding tissues causing the damage [1] . Usually, cancer is named after the body part in which it originated; thus, breast cancer refers to the erratic growth of cells that originate in the breast tissues while liver cancer consists of malignant hepatic tumours (growth) in or on the liver. Breast cancer is the second most common type of cancer in the world and the fifth leading cause of death. Meanwhile, liver cancer is the fourth most common cancer worldwide and the third leading cause of death. Liver cancer is a cancer that originates in the liver. Liver cancers are malignant tumors that grow on the surface or inside the liver. Lately, the survival rates of breast cancer and liver cancer have increased with an increased emphasis on diagnostic techniques and more effective in treatments [1, 2] . Early detection and accurate diagnosis of this disease are two important factors that contribute to this survival situation. Medical experts and researchers are making huge progress in detecting the diseases at an early stage. The earlier the cancers are detected, the better treatment can be provided [3] . Still, early diagnosis needs a solid and strong diagnostic procedure that allows physicians to distinguish benign tumours from malignant ones [4] . Thus, machine learning techniques are gradually introduced to improve the diagnostic capabilities. With the assistance of the machine learning techniques, the possibility of errors occurred due to the inexperienced doctors can be minimized and the medical data can be examined faster and more accurate [2] . A tremendous amount of machine learning techniques has been investigated to diagnose the cancer disease with a great achievement. For example, [5] used Probabilistic Neural Network (PNN) method to classify liver biopsy images and the obtain classification accuracy was 92%. In [6] , Quilan obtained 94.74% accuracy for classifying breast cancer with C4.5 decision tree method. While, in [7] , Wu proposed Artificial Neural Network (ANN) method for classifying lung cancer and the accuracy achieved is 96.6%. Comparative performance on three different classifier methods namely Support Vector Machine (SVM), k-Nearest Neighbour (kNN) and Multilayer Perceptron (MLP) has been experimented on prostate cancer [8] . The classification accuracies obtained for SVM, kNN and MLP were 96.60%, 94.60% and 94.04% respectively. From the result, it shows that SVM improved the classification performance of kNN and MLP about 2% and 2.5% in prostate cancer. There are a few new techniques have been proposed in breast cancer classification. For instance, Polat and Gunes [9] present a hybrid model that combined the least square and support vector machine called as LS-SVM and produce 98.53% accuracy and Hamilton et al [10] introduced RIAC technique with 94.99% accuracy. Bennet and Blue [11] employed individual SVM method in investigating the performance of machine learning techniques on the breast cancer data. The result showed that the classification accuracy produced by SVM alone is 97.2% which is quite good.
From the literature, it can be seen that SVM has been frequently used to diagnose cancer disease since its ability to produce the highest classification accuracy among the available machine learning techniques [4] . Furthermore, SVM has been proposed as an effective statistical learning technique for classification. SVM is based on the linear machine in a high dimensional feature space, nonlinearly related to the input space, which has allowed the development of fast training techniques, even with a large number of features and huge size of training set [2] . It seeks to minimize the upper bound of the generalization error based on the structural risk minimization (SRM) principal that is known to have high generalization performance. SVM has been used successfully for the solution of many problems including handwritten digit recognition [12] , object recognition [13] , speaker identification [14] , face detection in images [15] and text categorization [16] .
However, despite the great performance of SVM, there are two problems encountered when using SVM; selection of optimal features for SVM and setting the best kernel parameters [3, 17] . These problems are crucial because the feature subset choice influences the appropriate kernel parameters and vice versa [18] . Feature selection is an important issue in building the classification model. The purpose of feature selection is to identify the significant features and removes the irrelevant and redundant features. It is advantageous to limit the number of input features in a classifier in order to have a good predictive and less computationally intensive model [4] . With a small feature set, the explanation of rationale for classification decision can be more readily realized. An optimal set of features or known as feature subset will always yield a better result. Accuracy is very important in classification especially when dealing with medical applications. A high percentage of false negatives in diagnostic systems increase the risk of cancer patients not receiving the attention they need, while a high false alarm rate causes unwarranted worries and increases the load on medical resources. For that reason, a classifier model with high classification performance is needed.
In order to enhance the SVM classification performance, this study proposes a hybrid classification model which combines the SVM classifier with feature selection method. Grey Relational Analysis (GRA) which is filter based feature selection is used in this study. The role of GRA here is to improve the performance of the SVM classifier by using only optimum significant features. GRA is a multiple criteria decision support approach which developed a ranking scheme for a set of features [19] . Based on the ranking scheme, the medical expert will know which features is the most and least dominant influence the cancer diagnosis. GRA removes redundant features and selects a feature subset that has the same discernibility as the original set of features, leading to better classification accuracy of the classifier. Besides that, GRA offers several advantages such as GRA requires less data, does not rely on data distribution and is more applicable to a numeric data value [20] . GRA is proven to be an accurate and simple method for selecting features especially for problems with unique characteristics [21] . GRA has been successfully used as a feature selection method in many applications such as time series forecasting [21] and software effort estimation [22] .
Therefore, the main objective in this study is to incorporate GRA into SVM to increase the maximum generalization capability of SVM as classifier and apply it to cancer diagnosis to distinguish benign tumor from malignant one.
The proposed hybrid model is implemented into two stages. In the first stage, GRA is employed as feature selection to recognize the significant features that influence the cancer diagnosis performance. All features are ranked based on their priority and this can help the expert to identify which feature is more important to consider in making appropriate decision. The features that ranked with lowest priority show the least significant to cancer diagnosis and may not be considered. Then the selected features are used as input to the SVM classifier. In the second stage, cancer classification is executed based on the optimal SVM classifier model. The effectiveness of the proposed GRA-SVM model is tested in terms of accuracy, sensitivity, specificity and AUC on two different cancer datasets. They are Wisconsin Breast Cancer Database (WBCD) and BUPA Liver Disorder Dataset which are taken from UCI Machine Learning Repository. This paper is arranged as follows. In the next section, Research on Breast and Liver Cancer Classification introduces the related studies on breast and liver cancer diagnosis. In section 3, Methods presents the methods that have been used in this study: GRA, SVM and hybrid GRA-SVM. While, Experiments describes the methodology and experiment conducted in this study including the data description and data division, the implementation of GRA-SVM model and the measuring tools used to evaluate the performance of the proposed hybrid model. Result and Discussion discussed the result obtained from the study and finally, the conclusion and suggestion for future research are provided in Conclusion.
RESEARCH ON BREAST AND LIVER CANCER CLASSIFICATION
Breast cancer is a malignant tissue which grows in the breast. The abnormalities such as the existence of a breast mass change in shape and dimension of breast, differences in the colour of breast skin, breast aches and some of other symptoms of breast cancer. A cancer diagnosis is performed based on the nonmolecular criteria like tissue type, pathological properties and clinical location [23] . Early diagnosis of breast cancer can help to increase the survival of cancer patients. There have been a lot of researches on cancer classification using hybrid techniques of feature selection and classifier with Wisconsin Breast Cancer Database (WBCD) dataset in literature, and most of them reported high classification accuracies. For example, [24] obtained 95.63% accuracy using Genetic Algorithm-Programming (GAP) as a feature selection method with C4.5 classifier. In [25] , a feature selection method of 1-norm SVM that combined with SVM was used and the reported accuracy was 97.51%. In [2] , the classification technique used F-Score-SVM method reaching a classification accuracy of 99.02%. The F-Score algorithm was used as a feature selection method. In [26] , an accuracy of 97.41% was obtained with the application of Case-Based Reasoning (CBR) as a feature selection method with Particle Swarm Optimization (PSO) technique.
Liver is an effective organ in neutralizing toxics and disposing them from the body. If the amount of toxics reaches a level exceeding the working capacity of the organ, the cells of related parts in organ are destroyed. Then, some substances and enzymes appear and interfere with the blood. During diagnosis of the disease, the levels of these enzymes are analyzed. Because of the fact that the effect of different alcohol dosages vary from one person to another as well as there are many enzymes, there can be frequent possible error in diagnosis [23] . Like WBCD dataset, there are many studies using hybrid techniques of feature selection with classifier was done with BUPA Liver Disorder dataset and it can be seen that these methods produced high classification accuracies. In [23] , the classification was based on Generalized Regression as a feature selection method with Neural Network (GRNN). The reported accuracy was 65.55%. In [27] , Naïve Dependence as a feature selection method with Bayesian Network (BNND) was used and an accuracy of 65.97% was obtained. The accuracy obtained from [28] was 57.01% with Ordered Fuzzy ARTMAP (O.F.ARTMAP). Ordered Fuzzy is used as a feature selection method.
From the literature, it shows that the techniques of hybridizing the classifier with a feature selection method had been widely used in breast and liver cancer diagnosis. Therefore, in this study, SVM and GRA are combined and applied to search for an optimal feature subset that will lead to improved classification performance and efficiency in generating classification model to distinguish benign breast or liver tumor from malignant.
METHODS
In this section, a brief explanation on the grey relational analysis, support vector machine and the proposed hybrid model is given.
Grey Relational Analysis (GRA)
Grey Relational Analysis founded by Professor Deng Julong [29] , is a new analysis method that has been proposed in the Grey System Theory. The purpose of GRA is to measure the uncertain relations between all compared series and the reference series [21] . It depends on the rank of interrelation and variability among all compared series to form their relationship. Here, the reference series referred to the malignant or benign while the compared series represent the influence features that differentiate between malignant and benign tumors. There are three main steps involved in GRA; data processing, the Grey Relational Coefficient calculation and Grey Relational Grade calculations.
1) Data Processing:
Data processing is a method of converting the original series to a comparable series. This method is required to consider since the range and unit in one data series may vary from the others. The range of data is adjusted so as to fall within {0,1} range [21] . Various techniques of data processing available for the GRA and the selection are usually depend on the characteristic of the data series [21, 22] .
where, In this study, (1) is employed because the expectancy is the higher-the-better; which means that the higher Grey Relational Grade (GRG) represent the more important features.
2) Calculate the Grey Relational Coefficient (GRC):
After data processing is performed, the grey relation coefficient
a can be represented as: 
3) Calculate the Grey Relational Grade (GRG):
The average value of grey relational coefficient is used to calculate the GRG. The GRG is interpreted as follows:
where n is the number of objective functions and i  is the value of GRG which indicates the level of the correlation between the reference series and the comparability series [21] . The value of GRG is equal to one if the two series are alike. Table 1 shows the range of priority list in determining the series which are more related to the reference based on the GRG values. 
Generally, if the value of GRG is more than 0.9, it is indicated as marked influence, more than 0.8 specify as relatively marked influence, more than 0.7 indicates a noticeable influence and more than 0.6 specify as negligible influence. Commonly, if the value of GRG is less than 0.6, it will be removed because it is considered as less importance factors to the reference series [21, 22] .
Support Vector Machine (SVM)
Support Vector Machine is a state-of-the-art learning machine which has been extensively used as a classification tool and found to have a great deal of success in many applications. SVM was proposed by Vapnik et al., [31] based on the statistical learning theory and structural risk minimization principle. SVM first maps the input patterns into a high-dimensional feature space and finds a separating hyper plane that maximizes the margin between two classes [33] . For cancer classification, the classes are divided into benign and malignant tumours. The goal of SVM classification is to produce a model (based on the training data) which predicts the target values of the test data given only the test data attributes. To facilitate this discussion, a brief review of SVM is given in this section.
Consider N pairs of training samples:
where
separating hyper plane in the feature space can be described as
where w is an orthogonal vector and b is a scalar. When the training samples are linearly separable, SVM generates the optimal hyper plane that separates the two classes with maximum margin and no training error [33, 34] . The hyper plane is placed midway between the two classes to maximize the margin [35] . Maximizing the separating margin is equivalent to maximize the minimum value of signed distance d (i) from a point i x to the hyper plane [36, 34] . The value
The parameter pairs of w and b that corresponding to the optimal hyper plane is the one that minimizes
For linearly no separable cases, there is no hyper plane that is able to classify every training point correctly [34] . In order to solve the imperfect separation, the optimization idea can be generalized by introducing the concept of soft margin [36] . Thus, the new optimization problem becomes:
where i  is called as slack variables which relates to the soft margin, and C is the tuning parameter used to balance the margin and the training error. Both optimization problems in (11) and (13) into a much higher dimensional feature space, in which the optimal hyper plane is found [2] . To avoid over-fitting in higher dimensional space, SVM uses a kernel function in which the non-linear mapping is implicitly embedded. The kernel function can be explained as
Where   (18) where  is the parameter controlling the width of the kernel and the Polynomial Function
where the parameter, p is the polynomial order.
The Proposed Hybrid Method, GRA-SVM
The proposed approach GRA-SVM is classified as hybrid method that combines GRA and SVM. Both models are sequentially implemented and have different purposes. Figure 1 shows the framework of the proposed approach which consists of two main phases: Filter feature selection and Classification.
In feature selection phase, GRA acts as filter feature selection that filters the features based on their priority. The importance of each feature is calculated and ranked based on GRG value. Typically, GRA will select the top ranked features or use a threshold to exclude the irrelevant features. The threshold value used is 0.6 [21] : means that the feature that has GRG value less than 0.6 will be excluded from the list. However, the selected top ranked features may not be the optimal number of significant features candidates.
Therefore, in this study, the selected top ranked features will be selected and evaluated again using SVM. Here, SVM will act not only as classifier to classify the benign and malignant correctly but also plays the role as wrapper feature selection in finding the optimum number of features subset for obtaining the highest classification accuracy. The SVM will do the forward sequential searching for the optimal feature subset by adding a single feature (the most significant features) at a time until the specified criteria is satisfied. In other words, the addition of any features will be continued until (i) there is no improvement in SVM classification accuracy performance or (ii) some given bound of is reached, for example, the maximum numbers of the top selected ranked features. In this case, the second rule is used as stopping criterion. Then, the performance of each subset will be compared and the best optimum subset is determined based on the highest accuracy classification. Basically, there are two advantages yield by combining GRA and SVM. First, it can improve the classification performance of GRA as filter method by including learning algorithm in the selection procedure Second, it can increase the efficiency of SVM as classifier in terms of learning time by narrowing the searching space; deleting the irrelevant features will reduce the data dimension. 
EXPERIMENTS
This section will explain all the experiments that have been carried out during this study.
Data Description and Data Division
The performance of the proposed method was tested and evaluated using two different types of cancers datasets, breast cancer and liver cancer. These datasets contain the samples of the benign and malignant tumours. The aim of this classification is to classify the benign and malignant tumours correctly using GRA as feature selection with SVM classifiers (GRA-SVM). Both of the datasests are obtained from the UCI Machine Library Database. The summary for both datasets is shown in Table 2 .
The breast cancer dataset which is Wisconsin Breast Cancer Database (WBCD) is given by W.Nick Street In classification process, each of the datasets is divided into two partitions with the ratio of 70:30. 70% of the dataset is used for training and the other 30% dataset is used for testing. For example, in WBCD data set, from 683 data, 478 of them are used as training data. In addition, another 205 data are used as testing data to test the capability of SVM to classify correctly data that never been used during the training phase.
Implementation of the Proposed Hybrid Model, GRA-SVM
In this study, the Grey Relational Analysis (GRA) and Support Vector Machine (SVM) methods are combined to improve the capability of SVM as classifier by removing the irrelevant features that can decrease the SVM's classification precision. The proposed GRA-SVM is implemented in two phases sequentially. Filter feature selection is implemented using GRA and then followed by SVM classifier.
GRA analyzes the influential factor of comparability series to the reference series based on the GRG value [30] . The features of WBCD and BUPA dataset are considered as comparability series while the class of tumours for both datasets (benign or malignant) is stated as the reference series. Table 3 and Table 4 show the GRG value for each feature in both datasets. The higher the value of GRG, presents the most influence features for each dataset. There are no features considered for elimination as the value of GRG for all features are above 0.6. Thus, as shown in Table 3 , the most influential features based on GRA in WBCD dataset are as follows : F6, F2, F8, F3, F4, F9, F7, F1 , F5. The result shows that F6 (bore nuclei) is the most important feature that affect the breast cancer while F5 (single epithelial cell size) is the least significant feature that influence the capability of breast cancer occurrence.
While for the BUPA dataset (Table 4) , the rank of the features from high to low are, H5, H6, H3, H4, H2, H1. The result indicates that more attention should be given to feature H5 (gammagt) since it has the highest GRG value and the most influential factor that contribute to the Liver cancer. While, H5, H6, H3, H4, and H2 are the moderate influence factors that affect the Liver cancer. Features   X1  1  F6  X2  2  F6, F2  X3  3  F6, F2, F8  X4  4  F6, F2, F8, F3  X5  5  F6, F2, F8, F3, F4  X6  6  F6, F2, F8, F3, F4, F9  X7  7  F6, F2, F8, F3, F4, F9, F7  X8  8  F6, F2, F8, F3, F4, F9, F7, F1  X9  9  F6, F2, F8, F3, F4, F9 , F7, F1, F5 The output of GRA which is the selected features ranked according to GRG value is then used as the input for the SVM classification process. The SVM classification process begins with only one feature which has the highest value of GRG. Then, each time the classification process is repeated, the features are added one by one based on the rank of GRG value until all selected features are used. The feature which has the lowest value of GRG is added last. The sets of features formed are then called feature subsets. Each feature subsets has different number of features. Thus, there are nine feature subsets for WBCD datasets (X1 to X9) and six feature subsets (Y1 to Y6) for BUPA dataset being constructed to build the SVM classification model (refer Table 5 and Table 6 ).
Besides the right number and appropriate features used as input, the SVM classification accuracy can also be improved through proper parameters setting. There are two parameters need to be considered for optimization RBF kernel function. They are the regularization parameter, of which C determines the tradeoff cost between minimizing the training errors and kernel function parameter, and  defines the non-linear mapping from the input space to some high dimensional feature space. The grid search approach is employed since it is an efficient way to find the best C and  . The range of parameter C and  considered in this study is
To improve the generalization ability, grid search uses a crossvalidation process [2] . In grid search, pairs of    , C are tried and the one with the best cross-validation accuracy is chosen. In this study, 3-fold cross validation technique is applied on the training set to find the best
. The best values of parameter C and  is then used to create a SVM classification model to train the dataset. The SVM classification model is then implemented to classify the class of tumours in the testing set. Table 7 and Table 8 show the best pair of parameters C and  for each feature subset of WBCD and BUPA dataset.
Performance Measure
The performance of GRA-SVM is evaluated by the percentage of accurately assigned new samples of cancer data to the correct class such as benign and malignant. Benign indicates non-cancerous tumours while malignant indicates cancerous tumours. There are several measuring tools that can be used to evaluate the performance of the proposed classification model such as sensitivity, specificity, accuracy and Area under Curve (AUC) value. Each of them is used to measure different aspects of GRA-SVM performance.
Sensitivity is a measuring tool used to calculate the percentage of correctly classified benign tumours data. Sensitivity is defined as follows [38, 39, 50] : (20) Specificity is the percentage of correctly classified malignant tumours data. Specificity is calculated as follows [33, 40] : (21) Accuracy approximates how effective the proposed model is by showing the percentage of the true value of the class label. The higher value of accuracy means that the method can accurately classify both types of the tumours. It is given by [41, 42, 43, 44] : (22) AUC represents a common measure of sensitivity and specificity over all possible thresholds. The AUC value of 100% represents perfect discrimination (the classifier can classify the tumours correctly), whereas an AUC value of 50% is equivalent to random model. AUC is calculated as follows [6] : Although there are many measuring tools which can be used to evaluate the performance of the method but usually most of the researchers chose to determine the performance based on the on the accuracy value [41, 42, 49] .
RESULTS AND DISCUSSION
In this section discussion on results obtained from the experiment are presented and discussed. Table 9 and Table 10 show the result obtained for WBCD and BUPA dataset using GRA-SVM. As it can be seen from Table 9 , for WBCD, GRA-SVM has the highest value of accuracy, sensitivity and AUC; 99.02%, 98.75% and 99.38% using only 2 features (X2). This feature subset, X2 achieved 100% for sensitivity. It can be said that these two features namely; bore nuclei and uniformity of cell size are the most important features that influence the breast cancer. The patient can be detected having breast cancer or not by looking at these two features only. Therefore, it can facilitate the process and reduce the processing time taken by medical expert in diagnosing the existence of malignant tumours of breast cancer. Furthermore, the integration of GRA and SVM has increase the capability of SVM to detect the breast cancer benign and malignant tumours more precisely. GRA helps to recognize and remove the irrelevant features that affect the SVM classification performance. For BUPA dataset (refer Table 10 ), GRA-SVM achieved the highest result in accuracy (66.02%) and AUC (59.80%) by using only four features (Y4) which are gammagt, drinks, sgpt and sgot. However, the sensitivity and specificity values of Y4 are 90.32% and 29.27% respectively are not the highest among the feature subsets employed in this study.
Results for WBCD Dataset and BUPA Dataset
For example, the specificity of Y1 is greater than Y4. Meaning that Y4 cannot beat Y1 in terms of specificity, but Y4 is better than Y1 in terms of AUC. AUC presents the global performance of the associated features as well as the trade-off between the sensitivity and specificity. Here, AUC is used to estimate the discriminative capability of each feature, for which classifier needed to be generated. Therefore, based on the result obtained, Y4 has larger AUC than Y1. This result indicates that selected features in Y4 have a better classification performance than features in Y1. Furthermore, the accuracy of Y4 is the best. Therefore, Y4 is chosen since it has the ability to classify the benign and malignant more appropriately.
To summarize from the result obtained, there are two important features namely bore nuclei and uniformity of cell size that influence the classification accuracy of breast cancer. While for liver cancer, there are four features shown that the most informative features for classifying liver cancer. Therefore, this information gives important clue to physician or medical expert in assisting to focus on which features that are dangerous and more harmful to the cancer patient.
Comparison of GRA-SVM with SVM
In order to evaluate the performance of the proposed hybrid model, Tables 11 and 12 show the comparison results of using SVM (used all the features) and GRA-SVM (used only selected features) while Figures 2 and  3 show the relation between the number of features and the performance of GRA-SVM and SVM in all measuring tools for WBCD and BUPA dataset.
For WBCD dataset, X9 represents the feature subsets that used standard SVM with 9 features while X2 is the feature subsets that used GRA-SVM with only two features. As can be seen from Table 11 , SVM classified WBCD with the accuracy, sensitivity and AUC of 98.54%, 98.13% and 99.06% respectively using nine features, whereas GRA-SVM had the same classification process with 99.02% accuracy, 98.75% sensitivity and 99.38% AUC using only two features. Both models achieved 100% in specificity.
Compared to SVM, GRA-SVM with 77% feature reduction has successfully improves the classification accuracy of SVM classifier in the breast cancer data from 98.54% to 99.02% and increases the SVM classifier sensitivity and AUC from 98.13% and 99.06% to 98.75% and 99.38% respectively. Figure 2 shows that the values of accuracy, sensitivity and AUC increased when fewer features are used. This result shows that the combination of GRA and SVM for obtaining the optimum feature subsets has successfully increased the SVM classification performance. The capability of GRA-SVM to recognize and remove the irrelevant features which affect the stability of the SVM classifier is beneficial in terms of accuracy performance and reducing the computational cost. For BUPA dataset, Y6 symbolizes the feature subsets that used SVM with 6 features while Y4 is the feature subset that used GRA-SVM with only 4 features. Table  12 shows that GRA-SVM classified BUPA dataset with 66.02% accuracy, 29.27% specificity and 59.80% AUC while the accuracy, specificity and AUC of SVM using all features are 65.05%, 12.2 % and 53.76% respectively. Compared to Y6, Y4 has lower sensitivity but higher specificity. Since the purpose of the cancer detection is to diagnose whether the patient has cancer, which is represented by the existence of malignant tumor; higher precision in specificity is more important in this study. Patients that are detected with cancer can be further investigated to prolong their survival but patients that are classified as normal will remain undetected. Therefore, the capability of classifier to classify correctly the malignant tumor is more important than benign tumor. For this reason, Y4 or GRA-SVM is chosen because its 'specificity is higher than Y6. Figure 3 shows that the values of accuracy, specificity and AUC are better when fewer features are used. The result shows that GRA-SVM outperformed SVM as classifier and indicates that feature selection is needed to help the classifier remove the irrelevant features that affect its performance.
GRA-SVM hasincreased the performance of SVM classifier and reduced the number of features in SVM about 33.3%.
From the experimental results, they demonstrate that the comparative experiment conducted on the top ranked selected features by the proposed model, GRA-SVM has outperformed the whole features used in SVM in terms of accuracy, specificity, sensitivity and accuracy.
These results indicate that the application of GRA as feature selection has successfully identified and removed the appropriate irrelevant features that can affect the performance of SVM as classifier
Comparison of GRA-SVM with Previous Methods
To further validate the performance of GRA-SVM, comparisons with previous methods are carried out. Tables 13 and 14 demonstrate the accuracy performance produced by GRA-SVM and the accuracy obtained from the previous hybrid model that combined feature selection and classifier on both WBCD and BUPA datasets.
For WBCD dataset, the GRA-SVM performance is compared with Genetic Algorithm-Programming with C4.5 (GAP-C4.5), 1-norm SVM with Smooth SVM, FScore with SVM and Case Based Reasoning with Particle Swarm Optimization (CBR-PSO) methods. Meanwhile, for BUPA dataset, the performance of GRA-SVM is compared with Ordered Fuzzy ARTMAP (O.F.ARTMAP), Bayesian Network Naïve Dependence (BNND), GAP-C4.5, and generalized regression neural network (GRNN).
As shown in Table 13 , For WBCD dataset, the GRA-SVM model outperforms GAP-C4.5, 1-norm SVM-SSVM and CBR-PSO but gives similar result with F-Score SVM [2] . Though the result is similar, the proposed model is better since GRA-SVM only needs two features to obtain 99.02% of accuracy compared to [2] which needs to use five features to get the similar result. This result indicates that the capability of GRA as feature selection that embedded in SVM is better than the capability of GAP, 1-norm SVM, F-Score and CBR as feature selection since it can increase the accuracy performance and reduce the number of features employed. Table 14 , the performance of the proposed GRA-SVM is better compared to others. It has the highest classification accuracy of 66.02% which indicates that GRA-SVM has better capability as classifier.
From the results obtained, it can be concluded that the proposed hybrid model, GRA-SVM that combine SVM and GRA as feature selection can produce more reliable and better classification performance in classifying the breast cancer and liver cancer dataset. 
CONCLUSION
This study has explored a new hybrid model called GRA-SVM for breast cancer and liver cancer diagnosis. The performance of GRA-SVM is tested on two important medical datasets, Wisconsin Breast Cancer Database (WBCD) dataset and BUPA Disorder dataset. To access the effects of feature selection on GRA-SVM classification accuracy, comparison with standard SVM (without feature selection) is carried out using four performance measures: accuracy, sensitivity, specificity and AUC. The result obtained from this study shows that the proposed GRA-SVM has outperformed SVM classifier in all measurement performances by using fewer features that will speed up the training time and decrease the computational time.
Besides improving the classification accuracy, the GRA-SVM also produced a ranking scheme that ranked the features based on their priority. This ranking scheme is very useful since it provides the information to the physician on which features are most dominant that can influence the cancer data. Therefore, the physicians should focus more on these top ranked features to assist them in making accurate decision on cancer diagnosis.
Comparison with the previous studies also shows that the hybridization of GRA and SVM has outperformed the previous hybrid methods in terms of classification accuracy. These results show that the selected feature subset was identified to be most informative by combination of GRA-SVM based reduction approach. Therefore, it is worthwhile for the medical expert to pay more attention to these features when they conduct the diagnosis.
Therefore, based on the promising results obtained in this study, the GRA-SVM can be proposed as an alternative tool for obtaining accurate result in cancer diagnosis and also providing information on features priority. To test the robustness of the proposed GRA-SVM, future work should explore the application of this proposed model on other medical dataset such as gene expression dataset. In addition, since the performance of SVM is highly depended on the model parameter, developing a more efficient approach to identify the optimal model parameters should be considered.
