Abstract. An important problem in local helioseismology is the three-dimensional reconstruction of flows from travel times obtained from measured dopplergrams. The forward problem is approximately described by a large system of convolution equations, and the data are random vectors with a known covariance matrix.
Introduction
Local time-distance helioseismology aims at recovering internal properties of the Sun from measurements of wave-packet travel times between pairs of points [4] . Data are obtained by satellites collecting the line-of-sight velocity at the surface of the Sun via Doppler shift measurements. In particular, the Solar Dynamics Observatory (SDO) sends such dopplergrams every 45 seconds since 2010. These velocities are used to compute cross-correlations between pairs of points and then travel times of different types of waves between these points. The travel times are linked to (perturbations of) physical quantities via a large system of convolution equations. In this paper we focus on the estimation of flows. The inversion is traditionally performed using Tikhonov regularization [18] or the method of approximate inverse [14] in this community, Regularized Least Square (RLS) [12] and (Subtractive) Optimally Localized Averaging (OLA/SOLA) [9] .
For linear inverse problems in Hilbert spaces with additive random noise Pinsker estimators are optimal in the following sense: For a given ellipsoid spanned by singular vectors of the forward operator, the Pinsker estimator minimizes the maximal risk (or expected square error) over this ellipsoid among all linear estimators. We point out that for deterministic inverse problems typically many optimal methods exist, e.g. Tikhonov regularization, some types of singular value decompositions, the Showalter methods and (asymptotically) Landweber iteration and Lardy's methods (see [20, 17] ). In contrast, for statistical inverse problems, the Pinsker method is the only minimax linear estimator. Moreover, it is typically even asymptotically optimal among all (not necessarily linear) estimators if the noise is Gaussian. In most real world applications this estimator cannot be applied for two main reasons: First, it requires the computation of a Singular Value Decomposition (SVD) of the forward operator which is often not affordable due to the size of the problem. Second, the noise covariance matrix has to be known while only a poor estimate is generally available. This explains why other methods such as Tikhonov regularization or Conjugate Gradient methods are more often used for real world applications. However, these limitations are not problematic for the helioseismology problem above as for each spatial frequency in the Fourier space, the SVD of the forward operator can be computed in reasonable time, and the noise covariance matrix is known [7, 5] . Therefore, we will study in the paper the implementation and performance of Pinsker estimators for such problems.
The plan of this paper is as follows: After introducing the physical background and the forward problem in Section 2, we describe in Section 3 the inversion methods that are commonly used in this field so far. Then we introduce the Pinsker estimator in Section 4 and present a simple proof that it is the unique minimax linear estimator. Finally, numerical results demonstrating the advantages of Pinsker methods compared to the state-of-the-art methods are discussed in Section 5.
Estimating flows by local helioseismology
In local helioseismology, one considers small patches of the surface of the Sun and neglects the curvature such that the domain is approximately Cartesian in the horizontal direction. We will denote the horizontal coordinates by r = (x, y), and vertical coordinate by z. V will denote a cuboid below a rectangular patch on the surface of the Sun in which we aim to estimate the flow velocity. The observations are averaged travel times τ a (r) at different points r, and a denotes the type of travel time that is used. It includes for example the distance between the points ∆ a such that τ a (r) represents the time it takes the wave packet to travel from the point r to r + ∆ a . It can also represent the type of filter used in the data analysis [1] or the type of averaging geometry [4] . Averaging is generally performed in order to reduce the noise level that is very high due to limited observation times.
The observed travel times τ a are linked to the cartesian components v β (β ∈ {x, y, z}) of the flow via the relation [6] τ a (r) = V β∈{x,y,z}
where K a;β is the Fréchet sensitivity kernel, and n a is the (stochastic) noise. The kernels are usually computed under the first Born approximation, which is a single-scattering (first order) approximation [6] . Equivalently we may interpret them as Schartz kernels of the Fréchet derivative of a nonlinear forward operator
at 0. In contrast to the convention in helioseismology where K a;β (r − r, z) is replaced by K a;β (r + r, z) we use a standard convolution formulation since it is mathematically more convenient.
Besides the Born approximation we will use two further simplifying assumptions: The first approximation consists in imposing periodic boundary conditions in the horizontal variables. Since the kernels are localized, aliasing artifacts can be avoided by zero-padding, but nevertheless, this approximation leads to a loss of information close to the boundaries. We may assume without further loss of generality that the periodicity cell is [−1/2, 1/2] 2 in dimensionless coordinates. The second approximation consists in a discrete treatment of the depth variable z. For simplicity assume the v β (r, ·) is represented by its values on a grid {z 1 , . . . , z nz } and define v β,z j (r) := v β (r, z j ). Then, (1) can be written as
where * denotes periodic convolution. Denoting by v k :=
2 the Fourier coefficients of a periodic function f : (R/Z) 2 → C, we can write (2) equivalently in Fourier space as
The problem is now decoupled for each spatial frequency k and can be written in a matrix form as
where the quantities we want to recover have been reorganized in the column vectors
, the observables are τ k = (τ a k ) a ∈ C Na , and the Fourier transformed convolution kernels are
. The noise is assumed to be translation invariant such that the noise covariance matrix
does not depend on r. As a consequence, noise vectors n k , n k for different spatial frequencies k, k ∈ Z 2 are uncorrelated, and the covariance matrix of n k is given by
Na×Na . An expression for these matrices was first derived in [7] and generalized in [5] taking into account that the observation time is finite.
In typical examples, the horizontal box contains 200 × 200 points and we want to recover quantities (for example the velocity v = (v x , v y , v z )) with 100 points in the z direction thus the unknown contains around 10 million elements. Using a similar number of travel time measurements as observations, the operator K is of size 10 7 ×10 7 . It shows that the problem is untractable in the real space (expression (1)). Now, considering the problem in the Fourier space (expression (3)), we have around 40000 decoupled problems (one per frequency) with a forward operator K k of size around 300 × 300 to solve. This small size allows to perform a singular value decomposition of these matrices and thus to apply optimal method such as the Pinsker estimator.
Classical inversion methods used in helioseismology

Regularized Least Squares (RLS)
Tikhonov regularization is generally called Regularized Least Squares (RLS) in the seismology community. Since the problem decouples for all k ( [11] ), and we can compute
independently for all spatial frequencies k ∈ Z 2 . Here the regularization parameter α > 0 can be determined for example by the Lepskiȋ principle [13] , and L k is a regularization matrix that can be the identity or the discretized version of the gradient or the Laplacian in order to impose additional smoothness on the solution.
Optimally Localized Averaging (OLA)
Different types of Optimally Localized Averaging (OLA) methods are used in helioseismology. Recently, it was proposed to take advantage of the convolution in the horizontal space and to propose a multichannel OLA [10] . Similar to the previous approach the problem decouples for all frequencies and can be solved efficiently. We seek for a linear combination of travel times via weighting matrices
(the Fourier coefficients of weighting kernels W (r) := k∈Z 2 W k exp(2πir · k), which should be have values in R 3nz×Na ) such that
is a good estimate of v k . Note from the second line in (5) that RLS is also of this form with
Definition 1. For a regularization method of the form (6) the function K(r) :=
and values in R 3nz×3nz is called the averaging kernel of the method. (Often only specific rows of W and K corresponding to a specific depth z j and a Cartesian component β are considered. We will denote them by W [β, z j ; :](r) and K[β, z j ; :](r).)
Note from (7) that the expectation E[ v] and hence the bias E[ v]−v of the estimator v is characterized by a convolution with the averaging kernel:
To keep the bias small the diagonal entries (α = β) of the averging kernel K α,z j ,β,z l (r) should be well concentrated around z l ≈ z j and r = 0. The off-diagonal entries (β = α) measure the leakage from one Cartesian component β to another component α and should be small.
The SOLA (Substractive OLA) methods aims at finding rows a weighting kernel W indexed by β, z j such that the corresponding rows of the averaging kernel K is as close as possible to rows of a prescribed target function T (r) ∈ R 3nz×3nz while keeping the noise (last term in (7)) small. This can be achieved by setting
(see [10] ) where µ is a trade-off parameter. Other objective functional can be choosen, see e.g. [16] . The target function T β,z j ;α,z l (r) for α = β is generally choosen as a Gaussian in (r, z l ) around the point (0, z j ). For α = β it is chosen as 0. Obviously, the convex quadratic minimization problem (9) can be solved by solving the linear first order optimality conditions. We also mention the MOLA (Multiplicative OLA) [2] method which uses a product KT instead of the difference.
These methods involve a lot of subjectivity in the choice of the target functions T and the parameter µ and it is generally difficult to control the cross-talk between the different quantities we want to invert for [16] . In the next section, we propose to use the Pinsker estimator that is optimal in the sense that it minimizes the risk in a given class of functions.
Pinsker estimator
The problem described in Section 2 can be formulated as a linear operator equation
in the Hilbert spaces
Na with a compact, linear operator K : X → Y given by a matrix of convolution operators.
We assume that the noise n is a Hilbert space process in Y with zero mean value and known covariance operator Cov[n]. The modelling errors that are ignored in the assumption E[n] = 0 and references for Cov[n] have been discussed in Section 2.
An estimator is an operator W : Y → X that maps observations τ to an approximation W τ ∈ X of v. The risk (or expected square error) of an estimator W at v is defined by
If W is linear, the risk can be decomposed into a bias part and and variance part using
The bias (W K − I)v 2 describes how far W is from the inverse of the forward operator while the variance term
describes the stochastic part of the error. The maximal risk of an estimator W on a set Θ ⊂ X is defined as
The minimax risk on Θ is obtained by taking the infimum over all estimators of (13)
Similarly, the minimax linear risk on Θ is defined as
A linear estimator W that attains the infimum in (15) is called a minimax linear estimator. To construct such an estimator for (10) we first perform a whitening by multiplying (10) from the left by Cov[n] −1/2 to obtaiñ τ =Kv +ñ (16) whereñ is now a white noise process, i.e. Cov[ñ] = I Y . To ensure thatK := Cov[n] −1/2 K is well defined, we assume that Cov[n] is strictly positive definite, i.e. every linear functional of τ contains a minimal amount of noise. Although this assumption could be relaxed, it is simple and intuitive, and also guarantees compactness ofK. Hence,K admits a singular value decomposition {(σ l , ϕ l , ψ l ) : l ∈ N}. This allows us to rewrite the operator equation (10) as a diagonal operator equation in sequence spaces given by
with observables y l := Cov[n] −1/2 τ, ψ l Y and unknowns v l := v, ϕ l X . Due to Gaussianity the noise (n l ) l∈N is a sequence of uncorrelated N (0, 1) random variables. It is not difficult to show that any minimax linear estimator is necessarily of the form
with weights λ l ≥ 0. In particular, for systems of convolution equations, every minimax linear operator is of the form (6) since the singular value decomposition separates into blocks for each spatial frequency k. The risk R(λ, v) := R(W λ , v) is given by
For the following theorem we refer to the orginal paper [15] and the textbook presentation in [19] . Both treat the regression case, which is very close to the inverse problem case. Here we present a simplified proof for the linear minimax case.
Theorem 4.1 (Pinsker estimator).
Consider a sequence (a l ) l∈N such that a l > 0 and lim l→∞ a l = ∞, and an ellipsoid of the form
with Q > 0. Then there exists a unique minimax linear estimator W λ on Θ of the form (18) . Its weights are given by
where the constant κ > 0 is the unique solution of the equation
Moreover, the minimax linear risk is given by
Proof. Let us denote the right hand side of (23) by R L (Θ). The proof consists in showing the chain of inequalities
This implies the assertion since all ≤ signs in (24) can be replaced by = signs, the second expression in (24) is R L (Θ), and the forth is R(W λ , Θ). The two central inequalities in (24) (
To prove that R L (Θ) ≤ sup v∈Θ inf λ R(λ, v), it suffices to find v ∈ Θ such that
R(λ, v) is minimal if and only if every summand on the right hand side of (19) is minimal. As the minimum of the quadratic function g(t) :
, this proves (25).
Proposition 4.2 (Numerical computation of the constant κ).
Define the sequence (s n ) n∈N by
and let N be the unique natural number such that s N < Q ≤ s N +1 . If the sequence (a l ) l∈N is non-decreasing (the sequence of singular values σ l does not have to be nonincreasing!), the constant κ in (22) is given by
Proof. The sequence (s n ) is nondecreasing and tends to infinity as n → ∞ so there exists a unique number N such that s N < Q ≤ s N +1 . We will first show that N coincides with the largest index such that (1 − κa N ) > 0. As (a j ) is nondecreasing, it follows that for every l ≤ N :
which is equivalent to
Denoting the right hand side of (27) byκ, it follows thatκa l < 1. Similarly, one can show thatκa l ≥ 1 if j > N . We can now show thatκ is a solution of (22):
A comparison of this linear minimax estimator R L with the nonlinear one was given in [15] . Under the additional assumptions that the noise is Gaussian and that
then R L (Θ) ∼ R N (Θ) as the noise level tends to 0. Assumption (28) was later relaxed to sup j σ j /σ j+1 < ∞ [8] . This assumption is very plausible in the context of our problem.
It remains to discuss te choice of the ellipsoid Θ. Without depth inversion, i.e. for n z = 1 and a scalar physical quantity, it is natural to define Θ in terms of some bound on the power spectrum of the form
E.g. for the choice w(t) = (1 + t 2 ) s the ellipsoids Θ are balls in the periodic Sobolev
. In depth direction the choice is more difficult since the axes of the ellipsoid must coincide with the singular vectors of the forward operators. We may wish to impose a bound of the form k∈Z 2 β∈{x,y,z}
with matrices w β (|k|) ∈ R nz×nz . These matrices may, for example, be chosen such that w β (|k|)v β k 2 is a discrete approximation to a (weighted) Sobolev norm. Including a weight increasing in |z| can incorporate a-priori knowledge of decay of velocities with depth. If u j,k denotes the left singular vectors of the matrix K k we define
to approximate the constraint (29). In fact, if the left singular vectors u j,k are orthogonal with respect to the inner product corresponding to the norm on the right hand side of (29), then Θ :
2 } is precisely the set of those v satisfying (29). In general, however, it will only be an approximation such that the set Θ on which the method performs optimally is not characterized precisely.
Numerical results
In the following we will compare RLS, SOLA and Pinsker methods for recovering threedimensional velocity fields from travel time measurements on the solar surface. For our computations we used the kernels K from [16] , which we are going to describe briefly. We consider a Cartesian patch of the solar surface containing 200 × 200 pixels with a spatial sampling width of h x = 0.348 Mm. The vertical direction z is discretized with n z = 89 points using a variable step size as the variations are stronger close to the surface due to the density profile. This variation of the mass density of several orders of magnitude near the surface is one of the difficulties to invert for velocities. The quantity v = (v x , v y , v z ) we want to recover has thus 3n z = 267 degrees of freedom for each spatial frequency k.
In order to improve the signal-to-noise ratio, certain averages point-to-point travel times are used, for example between the center of a disk and all the points located at a given radius of this disk. Such types of data are sensitive to in/out flows in this disk. Imposing other weights on the circle leads to data that are sensitive to EastWest or North-South flows. Varying the center of this disk on the whole surface of the observational domain allow to build a map of observations. We use each of these three averaging schemes for 16 radii from 5 Mm to 20 Mm. Moreover, we use filters for f, p1, p2, p3, and p4 waves. This yields N a = 3 × 16 × 5 = 240 data for each point in the observational domain. Thus, the kernels K k are of the size 240 × 267 for each of the 40000 frequencies k.
Averaging kernels
To compare the different regularization methods, we chose the parameters in these methods such that the variance E[(W n) β,zt ] at the target depth z t had a fixed value and compared the correponding averaging kernels K β,zt;α,z j describing the bias (see Definition 1). Figure 1 shows K x,zt;x,z j (x, 0) as a function of z j and x for three different depths z t ∈ {−0.9Mm, −3, 5Mm, −5, 5Mm} for the RLS, SOLA and Pinsker estimators. The SOLA weighting and averaging kernels are from [16] , where the objective functional was chosen to minimize the cross-talk between the different directions. In the RLS method we chose the regularization term as H 1 norm in horizontal and vertical direction, and in the Pinsker method the ellipsoid Θ was chosen to approximate a ball in the Sobolev space H 1 (V ). The differences between the three methods are the more pronounced the greater the target depth z t , i.e. the greater the ill-posedness. The Pinsker averaging kernels turn out to be most localized, in particular in z direction. The SOLA averaging kernels are the least localized, but avoid negative values. Negative values are most prominent in Tikhonov averaging kernels, but also show up for the Pinsker method at z t = −5.5Mm. Figure 2 shows the averaging kernels K x,zt;y,z j and K x,zt;z,z j , which represent the cross-talk, i.e. how v y and v z influence the estimator of v x at a target depth of z t = −3.5Mm. The cross talk is rather strong for Tikhonov where the maximum value of the off-diagonal averaging kernels is only 10% smaller than the maximum K x,zt;x,z j . It is much better for the Pinsker method with around 3% and only 1% for the SOLA Figure 1 . Averaging kernels K x,zt;x,zj (x, 0) as functions of x and z j for target depth z t = −0.9 Mm (top), −3.5 Mm (middle), and −5.5 Mm (bottom) for the Tikhonov (left), SOLA (middle) and Pinsker (right) methods. Convolution with these kernels characterizes the bias.
method which was optimized in this respect.
Reconstruction of synthetic data
To compare the different inversion methods on synthetic data, we use the velocity model presented in [3] which reproduces an average supergranule. Supergranulation is a convection pattern with an average life time of about 1 day and a characteristic length of around 30 Mm that is observed at the surface of the Sun. A representation of the velocity field v x is given in Figure 3 (left column). This velocity is built such that mass is conserved, which explains the decrease of the amplitude due to the strong density gradient. These velocities are then convolved with the kernels and noise is added according to (1) in order to obtain travel time maps.
The reconstructed horizontal velocity v x is shown in Figure 3 for the Tikhonov and Pinsker methods. As expected from the comparison of the averaging kernels in the previous section, the reconstruction is better with the Pinsker method. Even if the shape of the velocity profile is relatively well reconstructed by both methods, the amplitudes are not correct for Tikhonov regularization. This can better be seen in Figure 4 where the maximum of v x at each depth is plotted. The Pinsker reconstruction is smooth with respect to z, and its value is close of the real amplitude while the maximum of the Tikhonov reconstruction varies strongly with depth and reaches some large values at large depths. This can most likely be attributed to the poor concentration properties of the averaging kernels. In particular, the Tikhonov averaging kernel is not small close to the surface, where large velocities occur, even when we try to infer at large depths. 
