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Abstract
For our own education, we reconstruct the Hopf algebra of Connes and
Moscovici obtained by the action of vector fields on a crossed product
of functions by diffeomorphisms. We extend the realization of that Hopf
algebra in terms of rooted trees as given by Connes and Kreimer from
dimension one to arbitrary dimension of the manifold. In principle there
is no modification, but in higher dimension one has to be careful with the
order of cuts. The order problem leads us to speculate that in quantum
field theory the sum of Feynman graphs which corresponds to an element
of the Connes–Moscovici Hopf algebra could have a larger symmetry than
the individual graphs.
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1 Introduction
Recently two useful Hopf algebras were discovered – by Alain Connes and Henri
Moscovici in noncommutative geometry [1] and by Dirk Kreimer in quantum field
theory [2]. Connes and Kreimer showed that both Hopf algebras are intimately
related [3], via the language of rooted trees. Recently it was pointed out [4] that
the same algebra of rooted trees appears in numerical analysis. We refer to [5]
for a review of all these ideas.
For a physicist, the Hopf algebra HK of Kreimer [2] is not difficult to under-
stand. The idea is to look at the divergence structure of Feynman graphs. There
is a natural splitting of a Feynman graph γ with non-overlapping subdivergences
into two, given by a product of selected subdivergences γ1 · · · γn and the graph
γ \ (γ1 · · ·γn) left over from γ by shrinking all γi, i = 1, . . . , n, to a point. This
is a standard operation in renormalization theory. Summing over all possibilities
gives a coproduct operation on the algebra of polynomials in Feynman graphs.
The unique antipode reproduces precisely the combinatorics of renormalization,
i.e. it produces the local counterterms to make the integral corresponding to the
divergent Feynman graph finite.
The aim of this note is to review in some detail the construction of the Hopf
algebra found by Connes and Moscovici, in order to ease its access for physicists
interested in the Hopf algebra HK of renormalization. The construction requires
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only some basic knowledge of classical differential geometry, which can be found
in many books on this topic, for instance in [6]. More precisely, one needs the
vertical and horizontal vector fields Y andX on the frame bundle over an oriented
manifold and their transformation behavior under diffeomorphisms, as well as
some familiarity with the push-forward and pull-back operations. These requisites
are derived in section 2. New is the application of these vector fields to the
crossed product, see section 3, which defines the coproduct of X, Y and leads to
an additional operator δ on the crossed product. The operators X, Y, δ generate a
Lie algebra. Its enveloping algebra H is a bialgebra with the coproduct obtained
before, and there exists an antipode making it to a Hopf algebra, see section 4.
The final section is devoted to the transformation of the commutative Hopf
subalgebra HCM of H into the language of rooted trees so that we can compare
it with HK . We generalize the rooted trees given in [3] from dimension 1 to
arbitrary dimension of the manifold. This generalization is quite obvious, but
it has several consequences which are not visible in dimension 1. An element
of HCM is a sum of decorated planar rooted trees. The root is decorated by
three spacetime indices necessary to describe parallel transport whereas the other
vertices are decorated by a single spacetime index. This is closer to quantum
field theory, where the decoration is given by primitive Feynman graphs without
subdivergences. Interestingly, elements of HCM are invariant under permutations
of the decorations, whereas the individual trees representing Feynman graphs
are not. This raises the question whether the sum of Feynman graphs which
corresponds to an element of HCM has a meaning in QFT.
2 The geometry of the frame bundle
In this section we are going to derive in some detail the following well-known
results on the principal fibre bundle F+ of oriented frames on an n-dimensional
manifold M :
Proposition 1 Let {xµ}µ=1...,n be the coordinates of x ∈ M within a local chart
of M and {yµi }µ,i=1,...n be the coordinates of n linearly independent vectors of the
tangent space TxM with respect to the basis ∂µ. On F
+ there exist the following
geometrical objects, written in terms of the local coordinates (xµ, yµi ) of p ∈ F
+:
(1) an Rn-valued (soldering) 1-form α with αi = (y−1)iµdx
µ ,
(2) a gl(n)-valued (connection) 1-form ω with ωij = (y
−1)iµ(dy
µ
j + Γ
µ
αβ y
α
j dx
β),
where Γµαβ depends only on x
ν ,
(3) n2 vertical vector fields Y ij = y
µ
j ∂
i
µ ,
(4) n horizontal (with respect to ω) vector fields Xi = y
µ
i (∂µ − Γ
ν
αµy
α
j ∂
j
ν) .
A local diffeomorphism ψ of M has a lift ψ˜ : (xµ, yµi ) 7→ (ψ(x)
µ, ∂νψ(x)
µyνi )
to the frame bundle and induces the following transformations of the previous
geometrical objects:
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(1) (ψ˜∗α)|p = α|p .
(2) (ψ˜∗ω)|p = (y
−1)iµ(dy
µ
j + Γ˜
µ
αβ y
α
j dx
β) is again a connection form, with
Γ˜µαβ|x = ((∂ψ(x))
−1)µγ Γ
γ
δǫ|ψ(x) ∂αψ(x)
δ∂βψ(x)
ǫ + ((∂ψ(x))−1)µγ ∂β∂αψ(x)
γ ,
(3) (ψ˜∗Y
j
i )|p = Y
j
i |p ,
(4) (ψ˜−1∗ Xi)|p = y
µ
i (∂µ − Γ˜
ν
αµy
α
j ∂
j
ν) is horizontal to ψ˜
∗ω .
The reader familiar with these notations can pass immediately to section 3 on
page 8.
2.1 Frame bundle
Let M be an n-dimensional smooth and oriented manifold. We are going to
consider the frame bundle F+ over M defined as follows. Let TxM be the tangent
space at a given point x ∈M . It is an n-dimensional vector space containing the
tangent vectors at x of curves in M through x. A base in TxM is given by the
n tangent vectors ∂µ :=
∂
∂xµ
of the coordinate lines in M . If x has (in a given
chart of its neighbourhood) the coordinates {xµ} ≡ (x1, . . . , xn), we compute the
tangent vector to a curve C(t) = {xµ(t)}:
dφ(C(t))
dt
∣∣∣
t=0
=
dxµ
dt
∣∣∣
t=0
∂
∂xµ
φ
∣∣∣
x
, (2.1)
where φ :M → R (or C) is an arbitrary function on M . According to Einstein’s
sum convention summation over pairs of identical upper and lower indices is
self-understood.
An arbitrary vector Yj ∈ TxM can be decomposed with respect to that basis,
Yj = y
µ
j ∂µ. A frame at x is now a set of n linearly independent vectors Yj ∈ TxM ,
j = 1, . . . , n, parameterized by their coordinates yµj , where both µ and j run from
1 to n. Linear independence is equivalent to det y 6= 0, and oriented frames have
the same sign of det y.
The (oriented) frame bundle F+ is now given by the base space M with the
set of smooth (positively oriented) frames attached to each point x ∈M . A point
in F+ is thus (locally) given by the collection
(x, {Yj}) = (x
µ, yµj )µ,j=1,...,n , det y > 0 ,
where xµ are the coordinates of x and the yµj ∈ Gl
+(n) parameterize an oriented
frame {Yj}j=1,...,n at x. Here, Gl
+(n) is the group of n×n matrices with positive
determinant.
In the overlap of two charts U1, U2, a point x ∈ U1 ∩ U2 ⊂ M will have
coordinates xµ in U1 and x
ν ′ in U2. The tangent vector Yi at a curve in U1 ∩ U2
through x is given
in U1 by Yi =
df(xµ(t))
dt
∣∣∣
t=0
=
dxµ(t)
dt
∣∣∣
t=0
∂µf ,
in U2 by Yi =
df(xν ′(xµ(t)))
dt
∣∣∣
t=0
=
dxµ(t)
dt
∣∣∣
t=0
∂xν ′
∂xµ
∂′νf ,
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where f is an arbitrary function on F+. Hence, the coordinates (xµ, yµj ) ∈ U1 ×
Gl+(n) and (xν ′, yνj
′) ∈ U2×Gl
+(n) label the same point in F+ iff xµ, xν ′ are the
coordinates in U1, U2 of x ∈ U1 ∩ U2 and y
ν
j
′ = (∂xν ′/∂xµ)yµj .
There is a natural action of Gl+(n) on a frame {Yj} at x: The matrix g
i
j ∈
Gl+(n) maps the vector Yi ∈ TxM into the new vector Yig
i
j =: Y
′
j ∈ TxM , or –
in coordinates – yµi into y
µ
i g
i
j. This Gl
+(n)-action extends naturally to the frame
bundle, making F+ to a Gl+(n)-principal fibre bundle:
g : (xµ, yµi ) 7→ (x
µ, yµi g
i
j) . (2.2)
The above action can be regarded as generated by a vector field according
to the following construction. Let gl(n) be the Lie algebra of Gl+(n). The
exponential mapping assigns to A ∈ gl(n) a curve exp(tA) in Gl+(n), which by
(2.2) induces a field of curves through every point of F+. This field of curves
provides us with a field of tangent vectors
df(xµ, yµi [exp(tA)]
i
j
dt
∣∣∣
t=0
=
∂f
∂(yµk δ
k
j )
d(yµi [exp(tA)]
i
j)
dt
∣∣∣
t=0
= Aijy
µ
i
∂
∂yµj
f ,
where f is a function on F+. Hence, each such vector field associated to A ∈ gl(n)
is generated by the following (vertical) vector fields
Y ji = y
µ
i
∂
∂yµj
≡ yµi ∂
j
µ . (2.3)
The vector field A# = AijY
j
i associated to A ∈ gl(n) is called the fundamental
vector field corresponding to A.
A somewhat tricky construction provides us with an Rn-valued 1-form α on
F+, sometimes called soldering form or canonical 1-form. A point p = (x, {yµj }) ∈
F+ assigns to a vector V˜ ∈ TxM a vector Φp(V˜ ) ∈ R
n by decomposing V˜ with
respect to the basis Yj = y
µ
j ∂µ. Thus, [Φp(V˜ )]
jYj = V˜ . Now, the R
n-valued
1-form α is defined by
α(V )|p = Φp(π∗V ) , V ∈ TpF
+ . (2.4)
By |p we denote the value of a differential form or a vector field at the point
p ∈ F+. In (2.4), π∗ is the differential of the vertical projection π(x, {y
µ
j }) = x
which projects the vector V = V µ∂µ + V
µ
j ∂
j
µ ∈ TpF
+ into the vector π∗V =
V µ∂µ ∈ Tπ(p)M . In this notation we have π∗V = V
ν(y−1)jνYj, using the obvious
definition yµi (y
−1)iν = δ
µ
ν . This gives [Φp(π∗V )]
j = V ν(y−1)jν . On the other hand,
decomposing αi = αiµdx
µ + αikµ dy
µ
k and using the definition
dyµi (∂
j
ν) = δ
j
i δ
µ
ν , dx
µ(∂ν) = δ
µ
ν , dy
µ
i (∂ν) = 0 , dx
µ(∂jν) = 0
of the pairing between covectors and vectors, we have αj(V ) = αjµV
µ + αjiµ V
µ
i ,
giving
αj = (y−1)jµ dx
µ . (2.5)
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The definition (2.4), although involving local coordinates in the construction,
is independent of the choice of charts. Indeed, if p ∈ F+ has the coordinates
(xµ, yµj ) and (x
ν ′, yνj
′) in two charts U1 × Gl
+(n) and U2 × Gl
+(n) of F+, with
yνj
′ = (∂xν ′/∂xµ)yµj , then π∗V = V
µ∂µ ∈ Tπ(p)U1 and π∗V = V
ν ′∂ν′ ∈ Tπ(p)U2,
with V ν ′ = (∂xν ′/∂xµ)V µ. This means that V µ(y−1)jµ = V
ν ′(y−1)jν′ ∈ R give the
same value for [Φp(π∗V )]
j.
2.2 Connection
A connection is the splitting of the tangent space TpF
+ at p ∈ F+ into a direct
sum of a vertical space VpF
+ (generated by Y ij = y
µ
j ∂
i
µ) and a horizontal space
HpF
+ such that HpgF
+ = Rg∗HpF
+. In the last equation, pg ∈ F+ is the point
obtained by the action (2.2) of g ∈ Gl+(n) and Rg∗ is the induced push-forward
of a vector in TpF
+ to a vector in TpgF
+. If V ∈ TpF
+ is the tangent vector
of a curve p(t) in F+ through p, then the push-forward Rg∗V is the tangent
vector of the curve p(t)g through pg. Explicitly, let f be a function on F+ and
V = V µj ∂
j
µ + V
µ∂µ ∈ TpF
+ be tangent to the curve C = (xµ(t), yµj (t)) at p, i.e.
V f = (df(p)/dt) = ((dxµ/dt)∂µ + (dy
µ
j /dt)∂
j
µ)f . (2.6)
Then, the push-forward is given by
(Rg∗V )f =
df(p(t) g)
dt
=
dxµ(t)
dt
∂µf +
d(yµj (t) g
j
i )
dt
∂f
∂yˆµi
, yˆµi := y
µ
kg
k
i . (2.7)
Thus, we obtain
Rg∗V = V
µ
j g
j
i ∂̂
i
µ + V
µ∂µ , ∂̂iµ := ∂/∂yˆ
µ
i . (2.8)
In practice the connection is most conveniently characterized by the connec-
tion form ω, a gl(n)-valued differential 1-form with the following properties: For a
given matrix A ∈ gl(n) let A# = AijY
j
i be the corresponding fundamental vector
field. Then ω is defined by
ω(A#) = A , ω|pg(Rg∗V ) = g
−1
(
ω|p(V )
)
g , (2.9)
for V ∈ TpF
+ and g ∈ Gl+(n). At the point p = (xµ, yµi ), the components ω
i
j of
the connection form will have the decomposition
ωij =W
ik
jµdy
µ
k +W
i
jµdx
µ ,
for certain functions W . From (2.3) we get immediately
Aij ≡ ω
i
j(A
#) = W ikjµy
µ
l A
l
k ,
which gives W ikjµ = δ
k
j (y
−1)iµ. This suggests the following ansatz
ωij = (y
−1)iµ(dy
µ
j + Γ
µ
ναy
ν
j dx
α) , (2.10)
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where Γµνα is a so far undetermined function of x and y. Using (2.8) we write
down
ωij|pg(Rg∗V ) = (g
−1)ik(y
−1)kµ(dyˆ
µ
j + Γ
µ
να|pg y
ν
kg
k
j dx
α)(V νmg
m
l ∂̂
l
ν + V
µ∂µ)
= (g−1)ik(y
−1)kµV
µ
mg
m
j + (g
−1)ik(y
−1)kµΓ
µ
να|pg V
αyνkg
k
j .
On the other hand,
[g−1(ω|p(V ))g]
i
j = (g
−1)ik(y
−1)kµV
µ
mg
m
j + (g
−1)ik(y
−1)kµΓ
µ
να|p V
αyνkg
k
j .
Thus, the condition (2.9) tells us that Γµνα|p = Γ
µ
να|pg, which means that Γ
µ
να
depends only on the base point x.
Now, the horizontal vector fields Xi associated to the connection are defined
as the kernel of ω and the dual of α,
ωij(Xk) = 0 , α
j(Xi) = δ
j
i . (2.11)
These equations are easy to solve:
Xi = y
µ
i (∂µ − Γ
ν
αµy
α
j ∂
j
ν) . (2.12)
The torsion form Θ on F+ is an Rn-valued differential 2-form defined as the
covariant derivative of α,
Θi = dαi + ωij ∧ α
j . (2.13)
Using (2.5) and (2.10) we compute
Θi = −(y−1)iν(y
−1)jµ dy
ν
j ∧ dx
µ + (y−1)iµ(dy
µ
j + Γ
µ
ναy
ν
j dx
α) ∧ (y−1)jβdx
β
= (y−1)iµΓ
µ
ναdx
α ∧ dxν .
The torsion vanishes iff the connection coefficients are symmetric, Γµνα = Γ
µ
αν .
2.3 Diffeomorphisms
Let ψ be a local (orientation preserving) diffeomorphism of M . By push-forward
it maps a frame {Yj} at x ∈ M into the frame {ψ∗Yj} at ψ(x) ∈ M . If Y is the
tangent vector at x of a curve C = {xµ(t)} through x, then ψ∗Y is the tangent
vector at ψ(x) of the curve ψ(C) = {ψ(x(t))ν}. We evaluate both vectors on a
function φ on M :
Y φ =
d
dt
φ(xµ(t))
∣∣∣
t=0
=
∂φ(xµ)
∂xµ
dxµ(t)
dt
∣∣∣
t=0
= (dxµ(t)/dt)|t=0 ∂µφ ,
(ψ∗Y )φ =
d
dt
φ(ψ(x(t))ν)
∣∣∣
t=0
=
∂φ(x˜ν)
∂x˜µ
∂ψ(x)µ
∂xν
dxν(t)
dt
∣∣∣
t=0
= ∂νψ(x)
µ (dxν(t)/dt)|t=0 ∂˜µφ ,
with x˜µ = ψ(x)µ and ∂˜µ = ∂/∂x˜
µ. Recall that ∂µ and ∂˜µ are the bases of
vector fields in TxM and Tψ(x)M , respectively. Hence, if y
µ
j are the coordinates
of Yj ∈ TxM , then ψ∗Yj ∈ Tψ(x)M has the coordinates ∂νψ(x)
µ yνj , with respect
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to these bases. To summarize, the action ψ˜ on F+ of a diffeomorphism ψ of M
is given by
ψ˜ : ({xµ}, {yµi }) 7→ ({x˜
µ := ψ(x)µ}, {y˜µi := ∂νψ(x)
µ yνi }) . (2.14)
Note that the (right) action (2.2) of Gl+(n) on F+ and the (left) action (2.14)
on F+ of a diffeomorphism of M commute with each other.
We consider now the effect of a diffeomorphism ψ of M on the horizontal
vector fields Xi. We use the following
Lemma 2 The pull-back ψ˜∗ω of the connection form via the action (2.14) of the
induced diffeomorphism ψ˜ of F+ is again a connection form.
Proof. We start from (2.6) and compute
(ψ˜∗V )f =
d
dt
f
(
x˜µ(xν(t)), y˜µi (y
ν
j (t), x
ν(t))
)
=
∂f
∂x˜µ
∂ψ(x)µ
∂xα
dxα
dt
+
∂f
∂y˜µi
(∂2ψ(x)µ
∂xα∂xβ
yβi
dxα
dt
+ ∂αψ(x)
µdy
α
i
dt
)
= ∂αψ(x)
µV α∂˜µf + (∂α∂βψ(x)
µyβi V
α + ∂αψ(x)
µV αi )∂˜
i
µf , (2.15)
where ∂˜iµ =
∂
∂y˜
µ
i
. For V = A# we have V µ = 0 and V µi = A
j
iy
µ
j , see (2.3). This
means
(ψ˜∗A
#)|ψ˜(p) = A
j
i∂αψ(x)
µyαj ∂˜
i
µ = A
j
i y˜
α
j ∂˜
i
µ = A
#|ψ˜(p) . (2.16)
The fundamental vector field A# is invariant under diffeomorphisms. This gives
(ψ˜∗ω)(A#)|p = ω(ψ˜∗A
#)|ψ˜(p) = ω(A
#)|ψ˜(p) = A .
The second identity to prove is
(ψ˜∗ω)|pg(Rg∗V )|pg = g
−1
(
(ψ˜∗ω)(V )|p
)
g
⇒ ω|ψ˜(pg)(ψ∗((Rg∗V )|pg)|ψ˜(pg)) = g
−1
(
ω|ψ˜(p)(ψ˜∗V )|ψ˜(p)
)
g .
According to (2.7) we replace V µi by V
µ
j g
j
i and y
µ
i by y
µ
j g
j
i and insert this into
(2.15):
ψ˜∗(Rg∗V )|ψ˜(pg) = ∂αψ(x)
µV α∂˜µ + (∂α∂βψ(x)
µyβj V
α + ∂αψ(x)
µV αj )g
j
i
˜̂
∂iµ ,
where
˜̂
∂iµ = ∂/∂
˜̂
yµi and
˜̂
yµi = ∂αψ(x)
µyαj g
j
i . We must now evaluate
ωab |ψ˜(pg) = (g
−1)ac (y
−1)cγ((∂ψ(x))
−1)γδ
(
d
˜̂
yδb + Γ
δ
ǫζ|ψ(x) ∂ηψ(x)
ǫyηdg
d
b dx˜
ζ
)
on the above vector:
ωab |ψ˜(pg)(ψ˜∗(Rg∗V )|ψ˜(pg))
= (g−1)ac
{
(y−1)cγ((∂ψ(x))
−1)γδ
(
(∂α∂βψ(x)
δyβdV
α + ∂αψ(x)
δV αd )
+ Γδǫζ|ψ(x) ∂ηψ(x)
ǫyηd ∂νψ(x)
ζV ν
)}
gdb . (2.17)
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Taking g = e (identity matrix), it is obvious that the term in braces { } equals
ωcd(ψ˜∗V )|ψ˜(p), which finishes the proof of the Lemma.
We can now rewrite the term in braces in (2.17) in a slightly different way:
ωcd(ψ˜∗V )|ψ˜(p) = (ψ˜
∗ωcd)(V )|p
= (y−1)cγV
γ
d + (y
−1)cγ((∂ψ(x))
−1)γδ
(
∂α∂βψ(x)
δ + Γδǫζ|ψ(x) ∂βψ(x)
ǫ∂αψ(x)
ζ
)
yβdV
α
= (y−1)cγ(dy
γ
d + Γ˜
γ
βα|x y
β
ddx
α)(V νk ∂
k
ν + V
ν∂ν) ,
where Γ˜γβα are the connection coefficients of the connection ψ˜
∗ω. This provides
us with the following transformation law for the connection coefficients:
Γ˜γβα|x = ((∂ψ(x))
−1)γδ Γ
δ
ǫζ |ψ(x) ∂βψ(x)
ǫ∂αψ(x)
ζ +((∂ψ(x))−1)γδ ∂α∂βψ(x)
δ . (2.18)
Now there is an immediate question to ask: Which are the horizontal vector
fields X˜i to the new connection form ψ˜
∗ω? We have
0 = (ψ˜∗ω)|p(X˜i|p) = ω|ψ˜(p)(ψ˜∗X˜i)|ψ(p) ,
which tells us
X˜i|p = ψ˜
−1
∗ (Xi|ψ˜(p)) = y
µ
i (∂µ − Γ˜
ν
αµ|x y
α
j ∂
j
ν) . (2.19)
The action (2.14) preserves the Rn-valued 1-form α given in (2.4) and (2.5).
Indeed, for V = V µ∂µ + V
µ
i ∂
i
µ ∈ TpF
+ we compute using (2.15)
(ψ˜∗αj)|p(V ) = α|ψ˜(p)(ψ˜∗V )
= (y˜−1)jµdx˜
µ
(
∂αψ(x)
µV α∂˜µ + (∂α∂βψ(x)
µyβi V
α + ∂αψ(x)
µV αi )∂˜
i
µ
)
= (y˜−1)jµ∂αψ(x)
µV α = (y−1)jαV
α ≡ αj|p(V ) .
3 Crossed product
The properties listed in Proposition 1 and derived throughout section 2 are the
basis for the construction of the Hopf algebra of Connes and Moscovici [1]. The
idea is to apply the vertical and horizontal vector fields Y ji and Xi to a crossed
product A defined below and to derive their coproduct from
Xi(ab) = ∆(Xi) (a⊗ b) , Y
j
i (ab) = ∆(Y
j
i ) (a⊗ b) , a, b ∈ A . (3.1)
We refer to [7] for an introduction to Hopf algebras and related topics.
Let Γ be the pseudogroup of local (orientation preserving) diffeomorphisms of
M . We consider the crossed product of the algebra C∞c (F
+) of smooth functions
with compact support on the frame bundle F+ by the action of Γ,
A = C∞c (F
+)>⊳Γ . (3.2)
As a set, A can be regarded as the tensor product of C∞c (F
+) with Γ. It is
generated by the monomials
fU∗ψ , f ∈ C
∞
c (Dom(ψ˜)) , ψ ∈ Γ , (3.3)
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where ψ˜ is the diffeomorphism of F+ induced by ψ ∈ Γ according to (2.14). As
an algebra, the multiplication rule in A is defined by
f1U
∗
ψ1
f2U
∗
ψ2
:= f1(f2 ◦ ψ˜1)U
∗
ψ2ψ1
. (3.4)
In this formula, the function f1(f2◦ ψ˜1) ∈ C
∞
c (Dψ1,ψ2), with Dψ1,ψ2 := Dom(ψ˜1)∩
ψ˜−11 (Dom(ψ˜2)) ⊂ F
+, maps p ∈ Dψ1,ψ2 into f1(p) f2(ψ˜1(p)) ∈ R (or C). The star
on U∗ψ refers to the contravariant multiplication rule U
∗
ψ1
U∗ψ2 = U
∗
ψ2ψ1
. Associa-
tivity of A follows – for appropriate support of the functions – from
(f1(f2 ◦ ψ1))(f3 ◦ (ψ2ψ1)) = f1((f2(f3 ◦ ψ2)) ◦ ψ1) .
We consider now the action of the vertical and horizontal vector fields Y ji and
Xi described in section 2 on the algebra A. That action is simply defined as the
action of the vector fields on the functions,
Y ji (fU
∗
ψ) = Y
j
i (f)U
∗
ψ , Xi(fU
∗
ψ) = Xi(f)U
∗
ψ . (3.5)
The interesting effects we are looking for are obtained by application of these
vector fields to the product (3.4). For any vector field V on F+ we compute
V (f1U
∗
ψ1
f2U
∗
ψ2
)|p = V (f1(f2 ◦ ψ˜1))U
∗
ψ2ψ1
|p
= {V (f1)|p (f2 ◦ ψ˜1)|p + f1|p V (f2 ◦ ψ˜1)|p}U
∗
ψ2ψ1
= V (f1)U
∗
ψ1
|p f2U
∗
ψ2
+ f1|p ((ψ˜1∗V )f2)|ψ˜1(p)U
∗
ψ2ψ1
= V (f1)U
∗
ψ1
|p f2U
∗
ψ2
+ f1|p U
∗
ψ1
U∗
ψ−1
1
((ψ˜1∗V )f2)|ψ˜1(p)U
∗
ψ2ψ1
= V (f1)U
∗
ψ1
|p f2U
∗
ψ2
+ f1U
∗
ψ1
((ψ˜1∗V )f2)|ψ˜−1
1
◦ψ˜1(p)
U∗ψ2
= V (f1U
∗
ψ1
)|p f2U
∗
ψ2
+ f1U
∗
ψ1
(ψ˜1∗(V |ψ˜−1
1
(p)))f2U
∗
ψ2
|p . (3.6)
In the third line we have used the definition of the push-forward. In the fifth
line we have commuted U∗
ψ−1
1
with the function (ψ˜1∗V )f2, evaluated at ψ˜1(p).
According to (3.4), after taking U∗
ψ−1
1
to the right we must evaluate the function
(ψ˜1∗V )f2 at ψ˜
−1
1 (ψ˜1(p)) = p. This means that the original field V to push forward
must be taken at ψ˜−11 (p).
Taking for V the vertical vector fields Y ji and recalling their invariance under
diffeomorphisms (2.16), we obtain immediately
Y ji (ab) = Y
j
i (a) b+ a Y
j
i (b) , a, b ∈ A . (3.7)
The behavior of the horizontal vector fields Xi is very different, because they
do not commute with the diffeomorphisms. Eq. (2.19) tells us that if Xi is
horizontal to ω, then X
(ψ1)
i := ψ˜1∗(Xi|ψ˜−1
1
(p)) is horizontal to (ψ˜
−1
1 )
∗ω. We denote
the connection coefficients of (ψ˜−11 )
∗ω by Γˆναµ. We observe from (2.12) and (2.3)
that
(X
(ψ1)
i −Xi)|p = (Γ
ν
αµ|x − Γˆ
ν
αµ|x)y
µ
i y
α
j ∂
j
ν = (Γ
ν
αµ|x − Γˆ
ν
αµ|x)y
µ
i y
α
j (y
−1)kνY
j
k |p
=: γˆkji|
(ψ1)
p Y
j
k |p . (3.8)
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This gives from (3.6) for the horizontal fields Xi
Xi(f1U
∗
ψ1
f2U
∗
ψ2
)|p = Xi(f1U
∗
ψ1
)|p f2U
∗
ψ2
|p + f1U
∗
ψ1
|p X
(ψ1)
i (f2U
∗
ψ2
)|p
= Xi(f1U
∗
ψ1
)|p f2U
∗
ψ2
|p + f1U
∗
ψ1
|p Xi(f2U
∗
ψ2
)|p
+f1U
∗
ψ1
|p γˆ
k
ij|
(ψ1)
p Y
j
k (f2U
∗
ψ2
)|p
= Xi(f1U
∗
ψ1
)|p f2U
∗
ψ2
|p + f1U
∗
ψ1
|p Xi(f2U
∗
ψ2
)|p
+f1|pγˆ
k
ij|
(ψ1)
ψ˜1(p)
U∗ψ1 Y
j
k (f2U
∗
ψ2
)|p . (3.9)
Our goal is to express γˆkij|
(ψ1)
ψ˜1(p)
in terms of some function evaluated at p. From
(2.5) and (2.10) we conclude
ωkj |p − ((ψ˜
−1)∗ωkj )|p = γˆ
k
ji|
(ψ)
p α
i|p . (3.10)
We take this identity at ψ˜(p) and apply ψ˜∗, which gives
(ψ˜∗ωkj )|p − ω
k
j |p = γˆ
k
ji|
(ψ)
ψ˜(p)
(ψ˜∗αi)|p = γˆ
k
ji|
(ψ)
ψ˜(p)
αi|p , (3.11)
using the invariance of αi under diffeomorphisms in the last step. Replacing in
(3.11) ψ by ψ−1 and comparing with (3.10) we get
γˆkji|
(ψ)
ψ˜(p)
= −γˆkji|
(ψ−1)
p =: γ
k
ji|
(ψ)
p = (Γ˜
ν
αµ|x − Γ
ν
αµ|x)y
α
j y
µ
i (y
−1)kν , (3.12)
where Γ˜ναµ and Γ
ν
αµ are the connection coefficients of the connections ψ˜
∗ω and ω,
respectively. Since Γ˜ναµ is defined by the diffeomorphism ψ, we define an operator
δkji on A by
δkji(fU
∗
ψ)|p = γ
k
ji|
(ψ)
p fU
∗
ψ|p (3.13)
and get from (3.9) and (3.12)
Xi(ab) = Xi(a) b+ aXi(b) + δ
k
ji(a) Y
j
k (b) , a, b ∈ A . (3.14)
Next, we compute
δkji(f1U
∗
ψ1
f2U
∗
ψ2
)|p = δ
k
ji(f1(f2 ◦ ψ˜1)U
∗
ψ2ψ1
)|p = γ
k
ji|
(ψ2ψ1)
p f1|p f2|ψ˜1(p)U
∗
ψ2ψ1
. (3.15)
Starting with (3.11) and (3.12) we compute
γkji|
(ψ2ψ1)
p α
i|p = (ψ˜2ψ˜1)
∗(ωkj |(ψ˜2ψ˜1)(p))− ω
k
j |p
= ψ˜∗1
(
ψ˜∗2(ω
k
j |(ψ˜2ψ˜1)(p))− ω
k
j |ψ˜1(p)
)
+
(
ψ˜∗1(ω
k
j |ψ˜1(p))− ω
k
j |p
)
= ψ∗1
(
γkji|
(ψ2)
ψ˜1(p)
αi|ψ˜1(p)
)
+ γkji|
(ψ1)
p α
i|p
=
(
γkji|
(ψ1)
p + γ
k
ji|
(ψ2)
ψ˜1(p)
)
αi|p .
We used again the invariance of αi under diffeomorphisms in the last line. We
insert this result into (3.15) and get
δkji(f1U
∗
ψ1
f2U
∗
ψ2
)|p = γ
k
ji|
(ψ1)
p f1|p f2|ψ˜1(p)U
∗
ψ2ψ1
+ f1|p γ
k
ji|
(ψ2)
ψ˜1(p)
f2|ψ˜1(p)U
∗
ψ2ψ1
= γkji|
(ψ1)
p f1|pU
∗
ψ1
f2|pU
∗
ψ2
+ f1|pU
∗
ψ1
γkji|
(ψ2)
p f2|pU
∗
ψ2
,
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which means
δkji(ab) = δ
k
ji(a) b+ a δ
k
ji(b) . (3.16)
The equations (3.7), (3.14) and (3.16) endow the operators Xi, Y
j
k and δ
k
ji
with the structure of a coalgebra, with the coproduct (3.1) given by
∆(Y jk ) = Y
k
j ⊗ 1 + 1⊗ Y
j
k ,
∆(Xi) = Xi ⊗ 1 + 1⊗Xi + δ
k
ji ⊗ Y
j
k , (3.17)
∆(δkji) = δ
k
ji ⊗ 1 + 1⊗ δ
k
ji ,
∆(1) = 1⊗ 1 ,
with 1 being the identity on A. It is easy to check that ∆ is coassociative on the
linear space R(1, Xi, Y
j
k , δ
k
ji),
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆ . (3.18)
4 From Lie algebra to Hopf algebra
Vector fields form a Lie algebra, so it is natural to investigate whether Xi, Y
j
k , δ
k
ji
generate a Lie algebra. We compute the mutual commutators, starting with Y ij :
[Y ij , Y
k
l ](fU
∗
ψ) = (y
µ
j ∂
i
µy
ν
l ∂
k
ν − y
ν
l ∂
k
ν y
µ
j ∂
i
µ)fU
∗
ψ
= (δilY
k
j − δ
k
j Y
i
l )(fU
∗
ψ) , (4.1)
[Y kj , Xi](fU
∗
ψ) = (y
µ
j ∂
k
µ(y
ν
i ∂ν − Γ
β
ανy
ν
i y
α
l ∂
l
β)− (y
ν
i ∂ν − Γ
β
ανy
ν
i y
α
l ∂
l
β)y
µ
j ∂
k
µ)fU
∗
ψ
= δkiXj(fU
∗
ψ) , (4.2)
[Y ij , δ
k
lm](fU
∗
ψ) = (y
µ
j ∂
i
µ(Γ˜
ν
βα−Γ
ν
βα)y
β
l y
α
m(y
−1)kν − (Γ˜
ν
βα−Γ
ν
βα)y
β
l y
α
m(y
−1)kνy
µ
j ∂
i
µ)fU
∗
ψ
= (δilδ
k
jm + δ
i
mδ
k
lj − δ
k
j δ
i
lm)(fU
∗
ψ) . (4.3)
So far we have considered the most general connection on M , even with tor-
sion. But now, the commutator of horizontal vector fields
[Xi, Xj] = R
k
lijY
l
k +Θ
k
ijXk , (4.4)
Rklij = (y
−1)kσy
ρ
l y
µ
i y
ν
j (∂νΓ
σ
ρµ − ∂µΓ
σ
ρν + Γ
β
ρµΓ
σ
βν − Γ
β
ρνΓ
σ
βµ) ,
Θkij = (y
−1)kρy
µ
i y
ν
j (Γ
ρ
µν − Γ
ρ
νµ) ,
leads to curvature R and torsion Θ, i.e. not to structure ‘constants’. Torsion can
be avoided by the choice of the connection, but we would be forced to include
RklijY
l
k and its repeated commutators with Xm in the list of generators of the
Lie algebra we are looking for. To avoid these terms we follow [1] and restrict
ourselves to a flat manifold. Locally this is always possible, and globally it is
achieved via the Morita equivalence. For a locally finite cover of the manifold
M by charts Uα, let N =
∐
Uα be the disjoint union of the charts. Moreover,
let Γ′ be the pseudogroup of local diffeomorphisms of N . Without giving the
proof we recall from [1] that the two algebras A = C∞c (F
+(M))>⊳Γ and A′ =
C∞c (F
+(N))>⊳Γ′ are Morita equivalent. There is a canonical connection on N ,
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the flat connection given by Γαβγ = 0. This means that given M we pass to N
and the corresponding crossed product A′ and derive there the coproduct and
Lie algebra structure of vector fields on F+(N) for the flat connection.
Thus, the horizontal vector fields take the simple form Xi = y
µ
i ∂µ, and they
now commute with each other:
[Xi, Xj ](fU
∗
ψ) = 0 . (4.5)
Due to (2.18), (3.12) and (3.13), the action of δkji on A simplifies in the case of a
flat manifold to
δkji(fU
∗
ψ) = ((∂ψ(x))
−1)νβ ∂µ∂αψ(x)
β yµj y
α
i (y
−1)kν fU
∗
ψ . (4.6)
The (repeated) commutator with Xl leads to new operators on A,
δkji,l1...ln(fU
∗
ψ) := [Xln, . . . , [Xl1 , δ
k
ji] . . .](fU
∗
ψ) (4.7)
= ∂λn . . . ∂λ1
(
((∂ψ(x))−1)νβ ∂µ∂αψ(x)
β
)
yµj y
α
i (y
−1)kν y
λ1
l1
· · · yλnln fU
∗
ψ .
It is clear that all these operators δ commute with each other,
[δkji,l1...ln , δ
c
ba,d1...dn
](fU∗ψ) = 0 . (4.8)
We see that the linear space generated by Xi, Y
k
j , δ
k
ji,l1...ln
forms a Lie algebra,
and we let H be the corresponding enveloping algebra. This is the algebra of
polynomials in the generators of the Lie algebra, with the commutation relations
inherited from the Lie algebra. Thus a (Poincare´-Birkhoff-Witt) basis in H is
given by
Xi1 · · ·XiαY
k1
j1
· · ·Y
kβ
jβ
δa1b1c1 · · · δ
aγ
bγcγ
δd1e1f1,h1 · · · δ
dδ
eδfδ,hδ
· · · ,
with i1 ≤ i2 ≤ . . . ≤ in and so on for the other indices. We extend the coproduct
(3.17) recursively to H by the definition
∆(h1h2) = ∆(h1)∆(h2) :=
∑
h11h
1
2 ⊗ h
2
1h
2
2 , ∆(hi) =
∑
h1i ⊗ h
2
i , (4.9)
for h1, h2 ∈ H. The coproduct is automatically coassociative (3.18) and by
construction (4.9) compatible with the multiplication in H.
For notational convenience we abbreviate δA = δkji with A = 1, . . . , n
2(n+1)/2,
due to symmetry in i, j. Moreover, we introduce a string a = a1a2 . . . ak for the
repeated commutators with Xa1 , . . . , Xak and denote its length by |a| = k. Next,
let Hn be the commutative algebra of polynomials in the variables 1 and δ
A
a , with
0 ≤ |a| ≤ n. Let H0n be the ideal of polynomials vanishing at 0. We obtain a
more explicit formula of the coproduct in
Lemma 3 ∆δAa = δ
A
a ⊗ 1+1⊗ δ
A
a +R
A
a , R
A
a ∈ H
0
n−1⊗H
0
n−1 for |a| = n .
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Proof. The Lemma holds for n = 0 with RA = 0. Assuming it holds for |a| = n
we compute for b := ai (appending the index i to the string a), |b| = n+ 1,
∆(δAb ) = ∆([Xi, δ
A
a ]) = [∆(Xi),∆(δ
A
a )]
= [Xi ⊗ 1 + 1⊗Xi + δ
k
ji ⊗ Y
j
k , δ
A
a ⊗ 1 + 1⊗ δ
A
a +R
A
a ]
= δAb ⊗ 1 + 1⊗ δ
A
b +R
A
b , with
RAai := [Xi ⊗ 1 + 1⊗Xi + δ
k
ji ⊗ Y
j
k , R
A
a ] + δ
k
ji ⊗ [Y
j
k , δ
A
a ] . (4.10)
For n = 1 we get RAi = δ
k
ji ⊗ [Y
j
k , δ
A] ∈ H00 ⊗H
0
0. The Lemma follows from the
fact that the commutator with Y jk preserves H
0
m whereas the commutator with
Xi sends elements of H
0
m to elements of H
0
m+1.
For example, we obtain from (4.3) immediately
∆(δkji,l) = δ
k
ji,l ⊗ 1 + 1⊗ δ
k
ji,l + δ
a
jl ⊗ δ
k
ai + δ
a
il ⊗ δ
k
ja − δ
k
al ⊗ δ
a
ji . (4.11)
The counit ǫ on H is defined by
ε(1) = 1 , ε(h) = 0 ∀h 6= 1 . (4.12)
The counit axiom
(ε⊗ id) ◦∆(h) = (id⊗ ε) ◦∆(h) = h ∀h ∈ H
is clear for h = Xi, Y
k
j , δ
A. For δAa it follows from Lemma 3, using ε(h
0) = 0 for
h0 ∈ H0n.
Therefore, H is a bialgebra (algebra+coalgebra+compatibility), and our next
task is to show the existence of an antipode S on H, making H to a Hopf algebra.
The antipode has to satisfy the axioms
S(h1h2) = S(h2)S(h1) ,
m ◦ (S ⊗ id) ◦∆(h) = ε(h) , (4.13)
m ◦ (id⊗ S) ◦∆(h) = ε(h) ,
for h, h1, h2 ∈ H, and where m denotes the multiplication. Applying (4.13) to
1, Y jk , δ
k
ji, Xi ∈ H, in that order, we get
S(1) = 1 ,
S(Y jk ) = −Y
j
k ,
S(δkji) = −δ
k
ji , (4.14)
S(Xi) = −Xi + δ
k
jiY
j
k ,
The antipode on δAa is obtained from (4.13) by recursion in |a|, with the task to
prove that the tree possible definitions coincide. First, employing the Sweedler
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notation ∆(Ra) = Ra(1)⊗Ra(2) (and omitting the summation sign), we have with
(4.10)
S(δAai) = −δ
A
ai −m ◦ (S ⊗ id) ◦∆(R
A
ai)
= −δAai − S([Xi, R
A
a(1)])R
A
a(2) − S(R
A
a(1)) [Xi, R
A
a(2)]− S(δ
k
jiR
A
a(1)) [Y
j
k , R
A
a(2)]
− S(δkji)[Y
j
k , δ
A
a ]
= −δAai − [Xi − δ
k
jiY
j
k , S(R
A
a(1))]R
A
a(2) − S(R
A
a(1)) [Xi, R
A
a(2)]
+ δkjiS(R
A
a(1)) [Y
j
k , R
A
a(2)] + δ
k
ji[Y
j
k , δ
A
a ]
= −δAai + [−Xi + δ
k
jiY
j
k , S(R
A
a(1))R
A
a(2)] + δ
k
ji[Y
j
k , δ
A
a ]
= [S(δAa ),−Xi + δ
k
jiY
j
k ] = [S(δ
A
a ), S(Xi)] . (4.15)
In the same way one checks −δAai −m ◦ (id ⊗ S) ◦∆(R
A
ai) = [S(δ
A
a ), S(Xi)]. For
example, one easily obtains
S(δkji,l) = −δ
k
ji,l + δ
a
jlδ
k
ai + δ
a
ilδ
k
ja − δ
k
alδ
a
ji . (4.16)
This finishes our review of the construction of the Connes–Moscovici Hopf
algebra [1]. In their work, the cyclic cohomology of this Hopf algebra serves as
an organizing principle for the computation of the cocycles in the local index
formula [8]. We hope to be more specific on that point in the future.
5 Explicit solution: rooted trees
Following an idea by Connes and Kreimer [3] we will now describe the commuta-
tive Hopf algebraHn of polynomials in δ
A
a , |a| ≤ n, by graphical tools, generalized
from the one-dimensional case in [3] to arbitrary dimension of the manifoldM . In
this way we obtain a Hopf algebra of rooted trees, which is intimately related to
a Hopf algebra structure in perturbative quantum field theories as discovered by
Kreimer [2]. The antipode of Kreimer’s Hopf algebra achieves the renormalization
of divergent Feynman graphs, see [2, 9].
We label the generator δkji by an indexed dot,
δkji = •
k
ji . (5.1)
The goal is to derive the symbol for δkji,l. This goes via the coproduct (4.11),
which tells us after comparison with (4.10)
• abl ⊗ [Y
b
a , •
k
ji] = •
a
jl ⊗ •
k
ai + •
a
il ⊗ •
k
ja − •
k
bl ⊗ •
b
ji . (5.2)
The commutator with Y picks up one index of • kji and moves it to the first
upper or lower place in • abl , overwriting the index there. The vacant position
in • kji is filled with the remaining summation index of •
a
bl . If the index
picked up was a lower (upper) one, we count the resulting tensor product positive
(negative). This leads us to think of the rhs of (5.2) as being produced by a cut
of a symbol
δkji,l =
• kji
• l
−→
• kji
—
• l
=
• kai
• ajl
+
• kja
• ail
−
• aij
• kal
.
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We call the uppermost index which is different from the lower index the root.
The graph above the cut connected with the root is called the trunk and goes
to the rhs of the tensor product. A graph below the cut is called a cut branch
and goes to the lhs of the tensor product. We define the action of a cut as the
movement of one index of the vertex above the cut to the first position of the new
root of the cut branch. The remaining position to complete the root of the cut
branch is filled with a summation index and the same summation index is put
into the vacant position of the trunk. In the case of cutting immediately below
the root, we have to sum over the three possibilities of picking up indices of the
root, adding a minus sign if we pick up the unique upper index. We thus get the
following graphical interpretation of (4.11):
∆
(
• kji
• l
)
=
[
• kji
• l
]c
+
[
• kji
• l
]
c
+
• kji
—
• l
. (5.3)
On the rhs, [δ]c stands for δ ⊗ 1 (cutting above the entire tree) and [δ]c for 1⊗ δ
(cutting below the entire tree).
The next step is to compute ∆(δkji,lm) by commuting ∆(Xm) with (5.3). The
term [δkji,l]
c has a non-vanishing commutator only with Xm⊗1. It yields δ
k
ji,lm⊗1,
and this trivial behavior continues to higher degrees. Next, Xm ⊗ 1 commutes
with [δ]c, whereas
[
Xm ⊗ 1,
• kji
—
• l
]
=
• kji
—
• l
• m
= δajl,m ⊗ δ
k
ai + δ
a
il,m ⊗ δ
k
ja − δ
k
al,m ⊗ δ
a
ji . (5.4)
Our previous definition of a cut extends without modification to that case. The
term 1⊗Xm commuted with [δ
k
ji,l]c gives [δ
k
ji,lm]c, whereas[
1⊗Xm,
• kji
—
• l
]
=
• kji✁
✁
❆
❆
—
• l • m
= δajl ⊗ δ
k
ai,m + δ
a
il ⊗ δ
k
ja,m − δ
k
al ⊗ δ
a
ji,m . (5.5)
The cut on the tree in the middle only sees the indices k, j, i – but not m – by
the definition of a cut as affecting only the indices of the unique vertex above
the cut. With this rule we get easily the corresponding expression in terms of δ’s
on the rhs. The commutator of δcbm ⊗ Y
b
c with [δ
k
ji,l]c moves the indices k, j, i, l
to their correct position in δcbm, and this is precisely obtained as the sum of two
different cuts:
[
δcbm ⊗ Y
b
c ,
• kji
• l
]
=
• kji
—
• l
• m
+
• kji✁
✁
❆
❆
—
• l • m
, (5.6)
• kji✁
✁
❆
❆
—
• l • m
= δajm ⊗ δ
k
ai,l + δ
a
im ⊗ δ
k
ja,l − δ
k
am ⊗ δ
a
ji,l ,
• kji
—
• l
• m
= δalm ⊗ δ
k
ji,a .
There remains one final commutator to compute, that of δcbm⊗Y
b
c with the graph
in (5.3) already cut. For each of the tree terms corresponding to the previous
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cut, we have to move each of the tree indices of its root down to δcbm. This gives
the following symbolic expression of these nine tensor products:[
δcbm ⊗ Y
b
c ,
• kji
—
• l
]
=
• kji✁
✁
❆
❆
——• l • m
= δajlδ
b
am ⊗ δ
k
bi + δ
a
jlδ
b
im ⊗ δ
k
ab − δ
a
jlδ
k
bm ⊗ δ
b
ai
+ δailδ
b
jm ⊗ δ
k
ba + δ
a
ilδ
b
am ⊗ δ
k
jb − δ
a
ilδ
k
bm ⊗ δ
b
ja
− δkalδ
b
jm ⊗ δ
a
bi − δ
k
alδ
b
im ⊗ δ
a
jb + δ
k
alδ
a
bm ⊗ δ
b
ji . (5.7)
Note that the order of the cuts in this graph is important, we first have to cut
the vertex l away and then the vertex m.
Our construction leads us to define
δkji,lm =
• kji
• l
• m
+
• kji✁
✁
❆
❆• l • m
. (5.8)
Definition 4 Let δAa =
∑|a|!
k=1 t
|a|
k be recursively represented by a sum of |a|! con-
nected rooted trees, each of them having |a|+1 vertices. We define
δAai ≡ [Xi, δ
A
a ] =
|a|!∑
k=1
|a|+1∑
j=1
t
|a|
kj
=:
|ai|!∑
ℓ=1
t
|ai|
ℓ , (5.9)
where the rooted tree t
|a|
kj
is obtained by attaching the new vertex i to the right of
the jth vertex of t
|a|
k .
Proposition 5 The coproduct of δAa =
∑|a|!
k=1 t
|a|
k is given by
∆(δAa ) = δ
A
a ⊗ 1 + 1⊗ δ
A
a +
|a|!∑
k=1
∑
C
P C(t
|a|
k )⊗ R
C(t
|a|
k ) , (5.10)
where for each t
|a|
k the sum is over all admissible cuts C of t
|a|
k (i.e. those non-
empty multiple cuts for which on each path from the bottom to the root there
is at most one individual cut). In eq. (5.10), RC(t
|a|
k ) is the trunk and P
C(t
|a|
k )
the product of cut branches obtained by cutting t
|a|
k via the multiple cut C. If
immediately below a vertex there are several cuts on outgoing edges, the order of
the cuts is from left to right.
Proof. Commuting ∆(Xi) with ∆(δ
A
a ) to get ∆(δ
A
ai), the term δ
A
a ⊗ 1 develops
into δAai ⊗ 1. Next, Xi ⊗ 1 attaches successively a vertex i to each vertex of the
cut branches P C(t
|a|
k ), and 1⊗Xi does the same for the trunk R
C(t
|a|
k ) of each tree
t
|a|
k constituting δ
A
a . Finally δ ⊗ Y attaches a cut-away vertex everywhere on the
trunk, not on the cut branch. This excludes multiple cuts on paths from bottom
to top. The result clearly reproduces our prescription of the coproduct of δAai, see
(5.9).
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We make one important observation. Although the operators δ are invariant
under permutation of the indices after the comma, for instance δkji,lm = δ
k
ji,ml, see
(4.7), this symmetry is lost on the level of individual trees, see for instance (5.4).
However, these terms combined with the ‘diagonal’ terms of (5.6) are symmetric
in l and m.
We recall that in Kreimer’s Hopf algebra of renormalization [2, 9] a rooted
tree represents the divergence structure of a Feynman graph. A divergent sec-
tor in such a graph is represented by a vertex. The root represents the overall
(superficial) divergence. The construction rule for the tree is – in absence of
overlapping subdivergences – to put subdivergences γi of a divergence γ into
down-going branches of γ. Disjoint divergences are only indirectly connected via
the divergence which contains them as subdivergences. Overlapping divergences
have to be resolved in terms of disjoint and nested ones and give a sum of trees,
see [10, 11].
The n-dimensional case treated here is closer to quantum field theory than
dimension 1 because we obtain decorated trees – the decoration here being given
by spacetime indices (three for the root) whereas in QFT it is a label for divergent
Feynman graphs without subdivergences. In this sense, a (not super-) renormal-
izable QFT has something to do with diffeomorphisms on an infinite dimensional
manifold. Our observation leads us to speculate that the sum of Feynman graphs
according to the collection of rooted trees to δ’s has more symmetry than the in-
dividual Feynman graphs. This should be checked in QFT calculations. Another
interpretation would be the observation
• kji
• l
• m
+
• kji✁
✁
❆
❆• l • m
−
• kji
• m
• l
−
• kji✁
✁
❆
❆• m • l
= 0 , (5.11)
which could possibly be regarded as a relation between Feynman graphs similar
to those derived in [12]1.
Proposition 6 The antipode S of δAa =
∑|a|!
k=1 t
|a|
k is given by
S(δAa ) = −δ
A
a −
|a|!∑
k=1
∑
Ca
(−1)|Ca| P Ca(t
|a|
k )R
Ca(t
|a|
k ) , (5.12)
where the sum is over the set of all non-empty multiple cuts Ca of t
|a|
k (multiple
cuts on paths from bottom to the root are allowed) consisting of |Ca| individual
cuts. The order of cuts is from top to bottom and from left to right.
Proof. We apply the antipode axiom m ◦ (S ⊗ id) ◦∆ = 0, see (4.13), to (5.10),
giving with S(1) = 1 the recursion
S(δAa ) = −δ
A
a −
|a|!∑
k=1
∑
C
( |C|∏
j=1
S(t
|a|,C
k,j )
)
RC(t
|a|
k ) , P
C(t
|a|
k ) =
|C|∏
j=1
t
|a|,C
k,j ,
1Dirk Kreimer confirmed to me that (5.11) is satisfied in QFT for the leading divergences,
as it can be derived from sec. V.C in [13]. For non-leading singularities there will be (probably
systematic) modifications.
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where |C| is the number of individual cuts in C. For each {C, j} we have
S(t
|a|,C
k,j ) = −t
|a|,C
k,j −
∑
Cj
S(P Cj(t
|a|,C
k,j ))R
Cj (t
|a|,C
k,j ) , (5.13)
where the sum is over the set of admissible cuts Cj of t
|a|,C
k,j . In the first level,
the product
∏|C|
j=1(−t
|a|,C
k,j ) gives precisely (−1)
|C| P C(t
|a|
k )R
C(t
|a|
k ) in (5.12). In the
next level, each Cj in (5.13) leads to a double cut on a path from some bottom
vertex in t
|a|,C
k,j to the root of t
|a|
k , and all double cuts on paths from bottom to
root of t
|a|
k are obtained (precisely once) in this way. The second cut is below the
first one so that the order of cuts is from top to bottom (and from left to right
anyway). By recursion one gets all possible cuts Ca of t
|a|
k contributing with the
sign (−1)|Ca| to the antipode.
For δkji,lm, the prescription (5.12) leads to the following antipode:
S(δkji,lm) = −
• kji
• l
• m
−
• kji✁
✁
❆
❆• l • m
−→ −δkji,lm
+
• kji
—
• l
• m
−→ +δalmδ
k
ji,a
+
• kji
—
• l
• m
−→ +δajl,mδ
k
ai + δ
a
il,mδ
k
ja − δ
k
al,mδ
a
ji
−
• kji
—
—
• l
• m
−→ −δbjmδ
a
blδ
k
ai − δ
b
lmδ
a
jbδ
k
ai + δ
a
bmδ
b
jlδ
k
ai
−δbimδ
a
blδ
k
ja − δ
b
lmδ
a
ibδ
k
ja + δ
a
bmδ
b
ilδ
k
ja
+δbamδ
k
blδ
a
ji + δ
b
lmδ
k
abδ
a
ji − δ
k
bmδ
b
alδ
a
ji
+
• kji✁
✁
❆
❆• l
—
• m
−→ +δajlδ
k
ai,m + δ
a
ilδ
k
ja,m − δ
k
alδ
a
ji,m
+
• kji✁
✁
❆
❆• l
—
• m
−→ +δajmδ
k
ai,l + δ
a
imδ
k
ja,l − δ
k
amδ
a
ji,l
−
• kji✁
✁
❆
❆• l
——• m
−→ −δajlδ
b
amδ
k
bi − δ
a
jlδ
b
imδ
k
ab + δ
a
jlδ
k
bmδ
b
ai
−δailδ
b
jmδ
k
ba − δ
a
ilδ
b
amδ
k
jb + δ
a
ilδ
k
bmδ
b
ja
+δkalδ
b
jmδ
a
bi + δ
k
alδ
b
imδ
a
jb − δ
k
alδ
a
bmδ
b
ji
One checks, using (4.16) and (5.4)–(5.7), the antipode axioms (4.13).
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