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ABSTRACT 
The paper deals with a Markov process that describes the age distribution in a 
population. The limit distribution is well known; we are here concerned with the 
speed of convergence (second largest eigenvalue). The exposition is independent of 
the theory of nonnegative matrices. 
1. INTRODUCTION 
(see Vajda [31.) C onsider a population at time t = 0 with n,(O) members 
ofnominalage i(=1,2,..., k), and assume that out of a group of members of 
age i a proportion pi will remain in the group for another year, reaching age 
i + 1. 
Let pk = 0, that is, assume that k is the highest age a member of this, 
and any later, structure can reach while remaining in the structure. The 
initial structure may be described by the column vector n(O) given by 
n(O)‘= (nl(0),n,(O),...,n,(o>). 
Let the total size of the membership be denoted by N(O); thus 
N(0) = nI(0) + n2(0) + . * f + nk(0). 
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After one year there will remain in the population n,(O)p, members of age 2, 
n,(O)p, members of age 3,. . . , nk_ ,(O)p,_ i members of age k, while n,(O) 
members will have left the population altogether. We put 
9i=l-pi (i=1,2,...,k-1); 9k =I, 
and we denote the decrease of the total population by D(0); thus 
D(O) = n,(O)91 + n,(O)9, + * * ’ + nk-l(“)9k-, + nk(“)* 
Now let us assume that at the start of the next year, that is, at time 1, we 
recruit D(0) members of age 1 for the population, so that the total N(0) - D(0) 
that had remained in the population is again made up to N(0). We wish to 
keep this total constant throughout the coming years. Therefore, at the start 
of each year we shall recruit the necessary number of members of age 1. 
Denote by n,(t) the number of members of age i at the start of year t 
(including the new members). We then have that 
n,(t)=n,(t-1)9l+ ..* +nk_,(t-1)9k-l+“k(t-1), 
%2(t) = n,(t -l)p,, 
n,(t) = %!(t - l)p,, 
nk(t> = nk-l(t -l)Pk-1. 
The structure at time t is given by the vector 
In order to describe succinctly how the structure changes from one year 
to the next, we introduce the matrix 
P= 
91 92 **. qk-1 1 
Pl 0 . . . 0 0 
0 p, ..* 0 0 
. . 
. . 
(j (j . . . . 
Pk-1 
o . 
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and we have that 
n(t)=Pn(t-l)=P’n(t-2)= -0. =P’n(O). (1.1) 
We exclude the trivial cases in which one or more of the pi are equal to zero 
or unity, that is, we assume that 0 < pi < 1 (i = 1,. . . , k - 1) and hence 
O<q,<l (i=l,..., k - 1). The main properties of the matrix P may be 
summarized as follows: 
(1) It is columnwise stochastic, that is, each column sum is equal to 
unity. 
(2) The first row is strictly positive. 
(3) The first subdiagonal is strictly positive. 
(4) All other elements are zero. 
The vector 
(1.2) 
satisfies the equations 
$p = urpa = J’ps = . . . = J’. 
Indeed, uT is a row eigenvector of P belonging to the eigenvalue LY = 1, 
which is common to all stochastic matrices. On multiplying (1.1) on the left 
by uT we obtain that 
&i(t) = ifZi(O)* 
1 1 
confirming that the total population remains constant throughout the process. 
The main interest concerns the behavior of the structure when t tends to 
infinity. We enquire whether 
lim P’ 
t-m 
(1.3) 
exists. If it does, the structure will tend to a stationary distribution. The 
characterization of the limit (1.3) is well known: it is covered by the familiar 
Perron-Frobenius-Wielandt theory of nonnegative matrices (see [l, Chap- 
ter 81). 
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The stochastic matrix P which occurs in our problem belongs to a 
particularly simple class: it is primitive [l, Definition 8.5.01 because 
Pk > 0, 
that is, each element of the matrix Pk is strictly positive. In these circum- 
stances, unity is a simple eigenvalue of P and all other eigenvalues are of 
modulus strictly less than unity. We denote by e the right eigenvector 
corresponding to the eigenvalue unity. It can be shown that e may be chosen 
in such a way that 
where ei > 0 (i = 1,2,...,k) and 
iei=l. 
On applying Perron’s theorem [l, 8.2.111 we obtain that 
where 
L= 
limp’= L, 
e2 e2 . ” e2 
. * 
. . 
. . 
= ueT. 
(1.5) 
(1.6) 
(1.7) 
Since in our topic the matrix P has a rather simple structure, it is 
unnecessary to invoke the somewhat eleborate, though well-documented, 
theory of nonnegative matrices. In fact, we shall establish (1.6) without 
reference to that theory. The relevant information about the eigenvalues will 
be derived from Kakeya’s theorem on the zeros of a class of polynomials. But 
the chief aim of this paper is to discuss the speed of convergence of P’, that 
is, we wish to find an upper bound for the elements of the matrix 
P’-L 
which tends to zero when t tends to infinity. It is known that the speed of 
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convergence depends on the second largest eigenvalue; see [l, p, 5011 and 
the article by U. Rothblum and C. Tan [2]. 
2. THE EIGENVALUES OF P 
We begin by recalling 
Kakeya’s Theorem [l, p. 3181. Let 
f(z) = a,z” + un_lZn-l + . . * + a,z + a, 
be a polynomial with real coefficients having the property that 
Then each root of the equation f(.z> = 0 lies in the unit disk Iz( Q 1 
The eigenvalues of P are described in the following theorem: 
THEOREM 1. Suppose that the eigenvalues (Ye, cxz, . . . , LYE of P are ar- 
ranged in such a way that 
Then al=l, and l~~~lgrnax(p,,p~,...,p~_~)<l whenj>Z. 
Proof. The eigenvalues of P are the zeros of the polynomial 
f(z) = 
z-q, -q2 *‘* -qk-1 -1 
-p, 2 ..* 0 0 
0 -P2 .** 0 0 
0 0 . . . . 
-Pk-1 z 
(2.1) 
If in this determinant we add to the first row the sum of all the other rows, 
102 
then the first row becomes 
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(z-1 z-1 *** z-l). (2.2) 
We may therefore extract a factor z - 1 from the determinant, which 
confirms that one of the eigenvalues is equal to unity, and we shall write 
f(z) = (z -l)dz), (2.3) 
where 
g(z) = 
By expanding the 
1 1 1 **. 1 1 
-pi 2 0 a.0 0 0 
0 -p, 2 ..* 0 0. 
0 0 (j... . 
-P/c-1 
2 
Determinant with respect to the last column and using -. 
induction on k it is readily seen (Vajda [3, p. 3661) that 
g(z) = .z+-’ + p,zk-’ + P,P,z~-~ + * *. + p,p,. *. pk_1. (2.4) 
In the notation of Theorem 1 we have that 
g(z)=(z-cu,)(z-a,)..‘(z-crk). 
In order to obtain a useful estimate for Iojl (j = 2,. . . , k) we put 
(2.5) 
p=max(piP...,pk-i). 
Our conditions on the pj ensure that 
(2.6) 
O<p<l 
Next we introduce a new variable w by putting 
(2.7) 
w = pz, (2.8) 
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and we define the polynomial 
G(w) = g( pz) = pk-‘u?-’ + pk-2p,~k-2 
+ pk-$p,u+ + . . * + p,p, . * - Pk-1. 
Evidently, the coefficients of G(w) are positive. They form a decreasing 
sequence because by virtue of (2.6) we have that 
P k-l>pk-2pl>pk-3plp2> *** >p,p,..* Pk-1. 
By Kakeya’s theorem we conclude that the zeros of G(w) lie in the disk 
Iw] < 1. Now the zeros of G(w) are evidently the numbers aj/p 
(j=2,..., k). Hence Iojl Q p. This completes the proof of the theorem. n 
3. A BOUND FOR A MATRIX POWER 
In order to discuss the limit problem (1.3) it is useful to have a 
convenient bound for the tth power of an arbitrary k X k matrix A, espe- 
cially when t is large. For our purpose it suffices to establish fairly rough 
bounds. Let 
A = ( aij) (i,j=l,..., k). 
We define 
IAI = (IaijI) 
Evidently the following rules hold: 
(i,j=l,..., k). 
.I+ IBI, 
.I IBI. 
(3.1) 
(3.2) 
(3.3) 
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We introduce the k X k matrix 
E= 
which has the property that 
1 1 1 1 1 . . 
I 
. . 
i i 
Em = km-‘E 
. . . 1 
. . . 1 
. . . i 
(3.4 
(m= 1,2,...). 
Generally, for an arbitrary k X k matrix A we define 
/J,(A) = max aijl (i,j=1,2 ,..., k). 
(3.5) 
(3.6) 
Our object is to obtain an estimate for F(A’). 
THEOREM 2. Let A = (aij) be a k X k matrix whose eigenvalues are 
A,,A 2, . . . . A,. Put a = p(A) and p = max(lh,l, lAzl,.. ., IAkl). Then 
p(A’) Q pfk2h(t;k2a/p), 
where 
h(t;z)=l+~~‘(:)k’-‘l’. 
r=l 
(3.7) 
Proof. By Schur’s theorem on the triangular form there exists a unitary 
matrix U (that is, U*U = I, where U* is the complex conjugate transpose of 
U> such that 
U*AU=C=(cij), (3.8) 
where 
C=D+N, 
D=diag(A,,A, ,..., Ak), 
(3.9) 
POPULATION STRUCTURE 105 
and 
N= 
’ 0 Cl2 Cl3 
0 o ‘23 
. . 
. . 
\o i 0 
Put 
. . . 
Clk 
. . . 
C2k 
c=p(C). 
From (3.9) we derive the inequality 
ICI 6 PI + CJ, 
where 
J= 
We note that 
0 1 1 **. 1 
0 0 1 -*’ 1 
. . 
. . 
0 0 0 . . . d 
Jk = 0. 
On raising (3.11) to the tth power we obtain that 
lCtk(pI+cJ)t=p’ I+$J ’ ( 1 
the expansion breaking off at the k th term by virtue of (3.12). On 
obvious, but rather crude, estimates 
(3.10) 
(3.11) 
(3.12) 
using the 
IdE, J&E, J2 d kE,..., J’ < k’-‘E 
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we obtain that 
or, with the notation introduced in (3.7), 
Ic’l G p”h(t;c/p)E> 
which means that 
p(C) <P’h(t;c/P). (3.13) 
We must now return from C to the original matrix A. Writing (3.8) in full, 
we have that 
cij = C CUTiarsUsj. 
r s 
(3.14) 
where * denotes the complex conjugate. Since U is a unitary matrix, 
luijl < 1. As there are k 2 terms in the above double sum, we obtain the trivial 
estimate Icijlk2a, and so 
c < k2a. (3.15) 
On solving (3.8) for A, we get that A = UCU* and therefore 
A’ = UC’U*. 
Applying to this equation the argument that led to (3.151, we find that 
(3.16) 
Substituting (3.13) in (3.16) and using (3.15), we obtain that 
as required. 
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4. SPLITTING THE SPECTRUM 
We have seen in (2.3) and (2.4) that the characteristic polynomial of P is 
given by 
where 
f(z) = (2 - I)g(z), (4.1) 
k 
g(z) = c PIP,. . . ?%-lZk-‘T (4.2) 
r=l 
with the convention that the product p,p, . * * p,_, is taken to be unity when 
r = 1. In particular, we note that g(l) z 0. In accordance with (4.1) the 
Cayley-Hamilton equation for P becomes 
(I-P)g(P) = 0. (4.3) 
Next, we construct a pair of mutually orthogonal idempotent matrices 
[see (4.7) to (4.9) below]. Let 
* 
1 
= dl)I- g(P) 
g(l) ’ 
*++ 
(4.4) 
(4.5) 
Since A, and A, are polynomials in P, they commute with P and with each 
other. Evidently, 
A, +A, = I. (4.6) 
We note that if cp(z> is any polynomial, there exists a polynomial qoi(.z) such 
that rp(z)- q(l) = (.z - l)cp,(z,), because the left-hand side vanishes when 
.z = 1 and is therefore divisible by z - 1. Now 
A2, -A, = (g(P) - g(l)Ij 
g(P) 
1 gw 
gdP>(I-P)g(P) = 
MlH2 =O 
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by virtue of (4.3). Thus 
A”, = A,. 
On multiplying (4.6) by A, we obtain that A,A, + A\ = A, and so 
A,A, = 0. 
Finally, we multiply (4.6) by A, and deduce that 
A”1 = A,. 
The structure of A, is readily elucidated: (4.3) implies that 
P&P) = g(P)P = g(P). 
Hence 
PA, = A, 
and 
A,P = A,. 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
The last equation shows that each row of A, is a left eigenvector of P for the 
eigenvalue unity and is therefore a scalar multiple of the vector ur = (1,. . . , 1) 
introduced in (1.2). Hence there exist numbers f,, . . , fk such that 
On the other hand, (4.11) shows that each column of A, is a right eigenvec- 
tor of P for the eigenvalue unity and is therefore a scalar multiple of the 
vector e introduced in (1.4). Th e arbitary factor in e was fixed by the 
condition (IS), which can be expressed by the equation 
ure=l. (4.13) 
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By definition urP = ur. On multiplying this equation repeatedly on the 
right by P we obtain that urP’ = uT (T = 0,1,2,.. .>. Hence if rp(z) is any 
polynomial, it follows that 
l&(P) = cp( l)UT. (4.14) 
In particular, 
Hence the vector f which equals each of the columns of A, satisfies the 
equation 
Jf =l, 
and by comparison with (4.13) is seen to coincide with e. We therefore 
conclude that, in the notation of (I.7), 
A,=L. (4.15) 
Using (4.11), we obtain from (4.6) that 
P = PA, +A,. 
In order to compute the tth power of this equation we observe that all 
cross products vanish by virtue of (4.8) and all powers of A, are equal to A,. 
Hence 
Pt = (PA,)’ +A,, 
or, by (4.15), 
Pt -L = (PA,)‘. (4.16) 
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5. THE SPEED OF CONVERGENCE 
Equation (4.16) shows that the speed of convergence of the limit relation 
is determined by p(PAs)?, f or which an estimate can be obtained by 
applying Theorem 2 to the matrix PA,. For this purpose we require informa- 
tion about 
(1) the quantity 
b = P(W$), (5.1) 
which, depends rationally on P, albeit in a rather complicated fashion, and 
(2) the eigenvalues of PA,; these are readily determined from the 
following well-known result: 
PROPOSITION. Let A be a k x k matrix with eigenvalues 
which need not be distinct, and let F(z) be a polynomial. Then the eigenval- 
ues of F(A) are 
F(A,), F(A,),..., F(A,). (5.3) 
We deduce from (4.4) and (4.3) that 
pA 
1 
= g(lP- dP) 
g(l) 
= F(P), 
say, where 
F(z) = 
g(l)2 - g(z) 
g(l) . 
(5.4) 
Since the eigenvalues of P are 1, as, oa,. . . , ok, those of PA, are given by 
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F(1) = 0 and, when j > 2, F(oji) = {g(l)luj - g(cujll/g(l) = Lyj, since 
g(cyj) = 0. Thus the eigenvalues of PA 1 are 
O.ffyz’ffa,...‘ffk. (5.5) 
It was shown in Theorem 1 that 
(54 
where 
We are now ready to apply Theorem 2, in which p has to be replaced by p 
and a by b; thus 
p((PA$) < p’k2h(r;k2b/p). (5.7) 
This estimate suffers from the disadvantage that it is cumbersome to apply. It 
may therefore be preferable to replace it by a weaker but more tractable one. 
First we shall derive an upper bound for /.L(PA,). In the expression (4.2) 
for g(z) we replace r by r - I, so that 
k-l 
g(z)= c plp2*..przk-r-1. (5.8) 
r=O 
Therefore 
k-l 
Pg(l)-P&!(P) = c p,p,*** P,(P-pk-‘), 
r=O 
(5.9) 
with the convention that p,p, . . . p, = 1 when r = 0. The last term in this 
sum is equal to zero, so the summation can be terminated when r = k - 2. 
Now when 0 < r Q k - 2 we have that 
P--p-‘= (I-P)(P+P2+ . ** +pk-r-l). 
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Using the estimates IPI < E, II - PI < E, and (3.5) we get that 
IP-Pk-‘j < E(E+ kE+ . . * + kk-‘-‘E) 
= (k + k2 + . . . + kk-‘-‘)E, 
or more briefly, 
IP-Pk_‘I < A@-‘-’ - l)E. 
This inequality is still valid when T = k - 1. Substituting in (5.9) and 
using (5.81, we obtain that 
Ipgw -PgP) I G &k(k)- .dNE~ 
whence by (5.4) 
IPA,I<dE, 
where 
d= k g(k)-g(l) 
k-l g(1) . 
We may reformulate (5.10) as 
b=p(PA1) <d. 
Our results can be summarized in the following 
(5.10) 
(5.11) 
(5.12) 
THEOREM 3. In the notation (1.71, (2.6), (3.71, (5.8), and (5.111, we have 
that 
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Since h is a polynomial of degree k - 1 in t, its “order of magnitude” is 
tkml, so that we may state that 
p(P’-L) < c(pttk-‘), 
where C is a constant that does not depend on t. 
Finally, we observe that, in our particular model, it is possible to give 
explicit expressions for the components of the vector e defined by 
Pe=e and cei=l: 
it can be verified (Vajda [3, p. 3671) that 
er=y(l,p,,p,p,,...,p,p,...pk-,), 
where 
(5.13) 
Y = (1+ P, + PZP, + *. . + PlPZ . * * Pk-11-l. (5.14) 
It follows that the coefficients of the limit matrix L = ueT are simple 
algebraic functions Of p,, pz,. . . , pk _ 1. 
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