Solar cell parameter identification problem (SCPIP) is one of the most studied optimization problems in the field of renewable energy since accurate estimation of model parameters plays an important role to increase their efficiency. The SCPIP is aimed at optimizing the performance of solar cells by estimating the best parameter values of the solar cells that produce an accurate approximation between the current vs. voltage (I − V) measurements. To solve the SCPIP efficiently, this paper introduces an adaptive variant of the electromagnetic field optimization (EFO) algorithm, named adaptive EFO (AEFO). The EFO simulates the attraction-repulsion mechanism between particles of electromagnets having different polarities. The main idea behind the EFO is to guide electromagnetic particles towards global optimum by the attraction-repulsion forces and the golden ratio. Distinct from the EFO, the AEFO searches the solution space with an adaptive search procedure. In the adaptive search strategy, the selection probability of a better solution is increased adaptively whereas the selection probability of worse solutions is reduced throughout the search progress. By employing the adaptive strategy, the AEFO is able to maintain the balance between exploration and exploitation more efficiently. Further, new boundary control and randomization procedures for the candidate electromagnets are presented. To identify the performance of the proposed algorithm, two different benchmark problems are taken into account in the computational studies. First, the AEFO is performed on global optimization benchmark functions and compared to the EFO. The efficiency of the AEFO is identified by statistical significance tests. Then, the AEFO is implemented on a well-known SCPIP benchmark problem set formed as a result of real-life physical experiments based on single-and double-diode models. To validate the performance of the AEFO on the SCPIP, extensive experiments are carried out, where the AEFO is tested against the original EFO, AEFO variants, and novel metaheuristic algorithms. Results of the computational studies reveal that the AEFO exhibits superior performance and outperforms other competitor algorithms.
Introduction
Renewable energy has experienced a tremendous increase in recent decades because of the depletion of conventional sources oil, coal, or natural gas. Among various kinds of renewable energy sources such as wind, wave, nuclear, and biomass, solar or photovoltaic (PV) energy is the most important source due to its properties such as effectiveness, wide-scale availability, unlimited capacity, and safe-use [1] . Furthermore, PV, which is able to provide power for specific purposes, is an emission-free system with direct conversion from solar energy to electricity [2] . Since solar cell installation has received great attention, numerous researchers have focused to maximize the efficiency of PV systems. In order to control and optimize PV systems, it is required to accurately simulate the characteristics of the PV system before installation. The accuracy of the PV systems mainly depends on the parameters of solar cells, which are generally not provided by the cell manufacturers [3] . Therefore, it is vital to identify the parameters of solar cells or modules based on nonlinear mathematical models. Among a variety of existing models in the literature, the main ones are the single-diode model (SD), the double-diode model (DD), and the PV module model [4] [5] [6] . The problem of extracting the parameters of solar cells from the experimental data is called the solar cell parameter identification problem (SCPIP) in literature.
To solve the SCPIP, there exist several solution approaches in the literature, which are mainly divided into two groups: deterministic and heuristic solution approaches. Regarding the deterministic approaches, a number of methods are employed by the researchers, such as nonlinear least squares based on the Newton model [7] , iterative curve fitting [8] , Lambert W-function [9] , and J-V model [10] . However, these deterministic solution approaches are not efficient to solve the SCPIP since they need continuity, convexity, and differentiability conditions for being applicable and involve heavy computations [4, 11] . To cope with the complexity of the SCPIP, heuristic methods are used as an alternative to deterministic solution approaches.
Regarding the popular metaheuristic algorithms, simulated annealing algorithm [12] , genetic algorithm [13, 14] , particle swarm optimization algorithm [15, 16] , differential evolution algorithm [17] [18] [19] [20] , pattern search [21] , artificial bee colony algorithm [22] are widely used for the SCPIP. In addition to these well-known heuristic algorithms, there exist several papers in the literature which consider more recent approaches, such as bacterial foraging algorithm [23, 24] , teaching-learning-based optimization algorithm [25] [26] [27] , biogeography-based optimization algorithm [28] , chaos optimization algorithm [29] , artificial fish swarm algorithm [30] , bird mating optimizer approach [31] , artificial immune system [32] , evolutionary algorithm [1] , cat swarm optimization algorithm [33] , moth-flame optimization algorithm [5] , JAYA optimization algorithm [34, 35] , chaotic whale optimization algorithm [36] , imperialist competitive algorithm [37] , bee pollinator flower pollination algorithm [38] , shuffled complex evolution algorithm [39] , memetic algorithm [40] , interior search algorithm [41] , collaborative swarm intelligence approach [42] , and cuckoo search algorithm [43] . On the other hand, it has been proven by No-Free-Lunch theorem [44] that none of these algorithms is able to solve all type of optimization problems. As a result of No-Free-Lunch theorem, it should be denoted that a new algorithm is always likely to exhibit better performance on the SCPIP compared to the existing solution methodologies.
Based on the aforementioned motivation, this study considers electromagnetic field optimization (EFO) algorithm to solve the SCPIP. The EFO is a relatively new and effective algorithm on global optimization problems, and it has been shown that the EFO outperforms other optimization algorithms and effectively balance the exploration and exploitation performance [45] . Conversely, it is also reported that the traditional EFO tends to suffer poor exploitation performance on specific optimization problems [46] . Therefore, this study introduces an adaptive version of electromagnetic field optimization to solve the SCPIP efficiently, which is called the adaptive EFO (AEFO). The proposed AEFO adaptively controls the algorithm parameters and explores the search space effectively, especially in the early stages of the search process, whereas exploitation is emphasized in the latter phases. In addition to the adaptive control of parameters, boundary control and randomization procedures are modified in the algorithm. In computational studies, performance of the proposed algorithm is tested into two parts. First, the AEFO is performed on a recently introduced global optimization benchmark problem set and compared to the EFO solutions to identify the efficiency of the adaptive control mechanism of the proposed algorithm. In the second part, the AEFO is tested on the well-known PV models and compared to the original version of the EFO, artificial bee colony algorithm (ABC), particle swarm optimization (PSO), and differential evolution algorithm (DE) in identical test conditions. The AEFO is further tested against recent metaheuristic algorithms, which are presented to solve the SCPIP. Computational results and statistical tests show that the AEFO significantly achieves superior performance to competitor algorithms.
The main contributions of the proposed study are as follows:
(i) To the best of the author's knowledge, the EFO has not been considered in the literature to solve the SCPIP until now
(ii) An adaptive version of the EFO is introduced by enriching the algorithm employing an adaptive search strategy. Additionally, modified boundary check and randomization procedures are used for the candidate solution generation. By these novel modifications, the performance of the traditional EFO is improved (iii) Detailed comparisons between the EFO and the AEFO variants and also between the AEFO and the other recent algorithms are presented. The outperforming performance of the AEFO is proved by statistical significance tests
The remainder of the paper is organized as follows. In Section 2, the SCPIP is described and the mathematical formulation of the problem is given. Section 3 presents the details of the EFO. Section 4 introduces the proposed AEFO for the SCPIP. Computational results are given in Section 5. Finally, a conclusion part with future research perspectives is provided in Section 6.
Problem Definition
To describe the I − V characteristics of the solar cells, there exist several models in the literature. In this study, the SD and DD models, which are the most commonly used models since their practical usage for the solar cells, are taken into account [4, 11] . In this section, the SD and DD models are introduced, and the SCPIP based on these models is defined.
2.1. Single-Diode Model. The SD model consists of a current source in parallel with a diode, a shunt resistor to represent the leakage current, and a series resistor to denote the losses of load current. This model has commonly used to describe the static characteristics of solar cells because of its simplicity and accuracy [34] . Figure 1 represents the equivalent circuit for the SD model, where V t is the terminal voltage, R s is the series resistance, R sh is the shunt resistance, I t is the terminal current, I ph is the photo-generated current, I d is the diode current, and I sh is the shunt resistor current.
By using the Shockley equation for the diode currents, the single-diode model can be formulated as shown in equation 2 International Journal of Photoenergy (1), where n is the ideality factor of the diode and I sd is the reverse saturation current of the diode [22, 27, 36] . According to the Shockley equation, q is the magnitude of charge on an electron (1 60217646 × 10 −19 coulombs), k is the Boltzmann constant (1 3806503 × 10 −23 J/K), and T is the cell temperature in Kelvin [22] .
2.2. Double-Diode Model. The DD model consists of two diodes in parallel with the current source and a shunt resistance to consider the effect of recombination current loss in the depletion region [34] . The DD model provides more precise solution with regard to the consideration of this loss, especially at low voltage [27] . In Figure 2 , the equivalent circuit of the DD model is represented. Similar to the SD model, the output current is described as follows:
where I sd1 and I sd2 are, respectively, the diffusion and saturation currents, and n 1 and n 1 are, respectively, the diffusion and recombination diode ideal factors. The other parameters are the same as defined for the SD model.
Parameter Estimation Problem.
Regarding the SD and DD models described above, the SCPIP can be defined as identifying the parameters of equation (1) for the SD model and equation (2) for the DD model within their lower and upper bounds. The aim of the problem is to estimate the best parameter values for the solar cell models that produce an accurate approximation between the I − V measurements from the physical experiments and the values from the mathematical model. Hence, equations (1) and (2) can be rewritten as an error function as shown in equations (3) and (4) for SD and DD models, respectively.
In the sense of optimization problem for accurate estimation, the error function for the SCPIP can be transformed into equations (5) and (6) for the SD and DD, respectively. The X in these equations represents the decision variables to be optimized for the SCPIP, where Table 1 shows the descriptions of the decision variables and their lower and upper bounds for the SD and DD models [22, 27, 36] .
With regard to the error functions described for the SD and DD above, the mathematical formulation of the SCPIP can be defined as follows:
The equivalent circuit of the single-diode model. Subject to
The objective function (7) aims to minimize RMSE (root mean square error) of the experiments, which is determined by using equation (10) . The constraints (8) describe the boundaries of the decision variables. Finally, the decision variables are described in constraint (9) . EFO classifies the EMP population into three groups as positive, neutral, and negative polarities according to the predetermined ratios, and the attraction-repulsion mechanisms among those EMPs will guide the population to the global optimum. The main idea behind the search mechanism of the EFO is that the negative EMPs will repel, whereas EMPs having positive polarities will attract the neutral EMPs. Furthermore, EFO employs the golden ratio to balance the attraction and repulsion forces to favor the exploitation behavior of the population [45] .
In the initialization step, the EFO generates a randomly distributed population of N, which is made of electromagnets within the search space, where N represents the number of the EMPs, i.e., population size. Then, the fitness of the initial population is evaluated, and the population is sorted regarding their fitness in descending order. Then, the population is classified into three groups: (i) fittest EMPs as positive part, (ii) EMPs having the lowest fitness as negative part, and (iii) the remaining EMPs as neutral part. Afterwards, one EMP is selected from each group, and a new candidate EMP is formed using the search mechanism of the EFO. In order to keep the population diversity and to improve the exploration ability of the algorithm, one electromagnet of the candidate solution has a chance to be updated in the random search phase. Last, the fitness of the candidate EMP is evaluated, and if it is better than the worst particle in the current population, then the candidate will be inserted into the population, whereas the worst EMP will be eliminated.
The main steps of the EFO are as follows:
In the initialization step, an initial population of N EMPs is randomly generated within the search space. Let 
lower and upper bounds for the index j, respectively. Last, rand is a random real number within the range 0, 1 . Then, the fitness of the EMPs in the initial population is determined, and the population is sorted based on the fitness values in nonincreasing order.
In the classification phase of the EFO, the population is divided into three groups with different polarities. In this point, two different control parameters as P field and N field are employed in order to determine the EMPs for each group. The P field and N field represent the percentage of the allocated solution for positive and negative part, respectively. The remaining solutions form the neutral part.
The candidate solution generation step of the EFO is the most important part of the algorithm [47] . In this step, one EMP from each group is selected randomly. Then, a random number between 0 and 1 is generated. If this number is lower than the predetermined control parameter, Ps rate, then the corresponding electromagnet of the candidate EMP is set as the electromagnet of the EMP from the positive field. Otherwise, the electromagnet of the candidate solution is determined as follows:
where v is the candidate solution and j is the corresponding electromagnet (index). p, n, and k are the indexes of the selected EMPs from positive, negative, and neutral parts, respectively. φ is the golden ratio constant, which is used to guide the candidate solutions towards the positive part as can be seen from equation (12); the candidate EMP is generated based on the randomly selected neutral particle, where the positive EMP will attract and the negative EMP will repel the candidate solution. The algorithm of the candidate solution generation step of the EFO is given in Algorithm 2.
In the random search step of the EFO, the random real number is generated between 0 and 1. If the generated random number is lower than the control parameter, i.e., R rate, then one selected electromagnet of the candidate EMP (v) is reinitialized within the search space randomly. The electromagnet selection in the random search follows the order of the electromagnets, which is controlled by a counter in the algorithm, and the subsequent electromagnet is updated in each random search step. If the end of the EMP is reached, then the random search starts from the beginning in the next time.
As the last step, the fitness of the v is evaluated, and if it is better than the worst solution of the current population, it is inserted to the population, and the worst solution is eliminated. The processes of classification, candidate EMP generation, random search, and selection are repeated until some termination criterion is satisfied.
From the aforementioned descriptions, the following characteristics of the EFO are observed:
(i) In each electromagnet generation, new EMPs are selected from each group. Therefore, EFO utilizes various information sources during the candidate solution generation
(ii) The search mechanism in equation (12) shows strong exploitation characteristics. First, better solutions attract and the worse solution will repel the selected neutral particle. Second, the golden ratio is employed, where more weight is given to the attraction force. Moreover, by utilizing the Ps rate parameter, candidate electromagnet has a chance to be copied directly from the positive EMP (iii) EFO generates one candidate EMP in each cycle, and the fitness of the candidate is only compared with the worst solution in the current population. If the candidate solution is not better than the worst, there will be no chance to be accepted to the population (iv) The random search part is the only process in the EFO, which is responsible for exploration
It is well known that the compromise between exploration and exploitation throughout a run is critical to the success of a metaheuristic algorithm. Exploration means the ability of an algorithm to search for unvisited points in the search region, whereas exploitation is the process of refining those points within the neighborhood of previously visited locations to improve the solution quality. In a word, it can be concluded from the above observations that the EFO algorithm is good at exploitation but may have poor exploration behavior. Therefore, an adaptive version of the EFO is presented in this study.
Proposed Algorithm
In this section, an adaptive version of traditional EFO, which is named AEFO, is presented. In the AEFO, two main algorithmic parameters, i.e., Ps rate and R rate, are updated adaptively at run time to improve the balance of exploration and exploitation. As mentioned in the previous section, R rate favors exploration whereas Ps rate is responsible for the exploitation. In the EFO, Ps rate and R rate are determined at time = 0 and not updated throughout the search process. However, in the AEFO, Ps rate has increased adaptively from Ps rate min to Ps rate max during the search, where Ps rate min and Ps rate max represent the minimum and maximum allowable values for Ps rate, respectively. Candidate EMP generation (7):
Until all electromagnets are generated (8):
Random search/Mutation (9):
Selection and re-sorting (10): Until termination criterion is satisfied (4): set R_rate_max = Maximum probability of random search (5): set R_rate_min = Minimum probability of random search (6): set Ps_rate_max = Maximum probability of selecting the electromagnet from positive field (7): set Ps_rate_min = Minimum probability of selecting the electromagnet from positive field (8): set R_rate = R_rate_max //R_rate will decrease from R_rate_max to R_rate_min (9): set Ps_rate = Ps_rate_min //Ps_rate will increase from Ps_rate_min to Ps_rate_max (10): set UB and LB = Upper and lower bounds of electromagnets (11): set phi = Golden ratio (12) : set P_field = ratio of the positive field (13): set N_field = ratio of the negative field (14) : Generate initial population as pop. //use Eqn (11) (15) : Evaluate initial population //calculate fitness of the initial population (16) : Sort population according to the fitness values (17): do while Termination condition is not satisfied //Main loop // * * * * * * * Candidate EMP generation * * * * * * * * // //v will be the candidate EMP, the size of v is N_var (18): for i = 1 to N_var do //for each electromagnets of the generated particle (19) :
Determine positive_index, negative_index and neutral_index randomly (20) :
v(i) = pop(positive_index,i) //generated EMPs electromagnet will be equal to positive field EMP (22) 6 International Journal of Photoenergy Similarly, R rate is decreased from R rate max to R rate min as the algorithm proceeds. In other words, AEFO achieves better exploration performance, specifically in the early phases of the search, whereas favors exploitation in the latter phase. As Ps rate increases from Ps rate min to Ps rate max, the candidate EMPs will more likely to move towards better solutions, i.e., positive field in the latter phases of the search process. At the end of each iteration, Ps rate and R rate are updated according to equations (13) and (14), respectively. In equations ( (14), CurrentVal depicts the current value of termination criterion, and TerminationVal represents the maximum value of termination criterion.
Ps rate = Ps rate min + CurrentVal × Ps rate max − Ps rate min TerminationVal
13
R rate = R rate min − CurrentVal × R rate max − R rate min TerminationVal 14
Second, the boundary control and randomization procedures of the traditional EFO are modified. In the AEFO, electromagnets that become higher or lower than the limits are set back to corresponding limits, instead of the random generation within the search limits. Additionally, in the random search step of the proposed AEFO, a randomly selected electromagnet is regenerated within limits instead of a sequence-based approach.
Algorithm 3 summarizes the main steps of the AEFO, which also presents the main change of the proposed algorithm as adaptive control mechanism of Ps rate and R rate (line: 35) and the modified boundary check and randomization procedures (line: 26 and line: 28) are shown in Algorithm 3.
Since the SCPIP is a global optimization problem, the proposed AEFO is easily adapted to solve the SD and DD models by integrating equation (10) to the algorithm as the cost function. The decision variables of both the SD and DD models are defined as the electromagnets of the EMPs. On the other hand, the lower and upper limits of the solar cell parameters are set as the boundary values of the electromagnets. With regard to this solution representation, the RMSE value of any solution vector represents the fitness value of Figure 3 represents the flowchart of the parameter estimation process for the SD and DD models by the proposed AEFO.
Computational Results
In order to validate the performance of the proposed AEFO, computational experiments are performed into two main parts. First, the AEFO is tested on a recently introduced global optimization benchmark functions and compared to the EFO. In the second part of the computational studies, a well-known SCPIP benchmark problem set is used. This part initially presents the effects of the parameter values on the algorithm performance. Then, the AEFO is compared to the EFO and also three well-known metaheuristic algorithms: ABC, PSO, and DE. Finally, the results of the proposed AEFO are compared to ten state-of-the-art SCPIP optimizers. For the experimental studies, the AEFO and other competitor algorithms (EFO, ABC, PSO, and DE) are implemented using Matlab 8.1 and executed on the same computer with Intel Xeon CPU (2.67 GHz) and 16 GB of memory.
Results on Benchmark Functions.
In the first part of the computational studies, the proposed AEFO is tested on recently introduced CEC 2017 benchmark functions [48] . To show the efficiency of the adaptive control mechanism of the AEFO, the proposed algorithm is compared to the original version of the EFO. In order to make a fair comparison between the EFO and the AEFO, the control parameters of the EFO is set as P field = 0 10, N field = 0 45, Ps rate = 0 20, and R rate = 0 30 [45] . For the AEFO, the parameter values of P field and N field are the same as in the EFO, while Ps rate min = 0 1, Ps rate max = 0 4, R rate min = Tables 2-4 show the results of algorithms for 30, 50, and 100 dimensional versions of the benchmark functions, respectively. To analyze the obtained results, best, worst, mean, and standard deviation (StdDev) of the runs are presented of the algorithms. Furthermore, the last column of the tables shows the statistical significance of the differences between the AEFO and the EFO, which are determined using t-tests with a significance level of 0.05, where the symbols +, − , ≈ indicate that the AEFO is significantly better than the EFO + , significantly worse than the EFO − , and no significant difference between the AEFO and the EFO ≈ . Results of the statistical comparisons show that the proposed AEFO obtains significantly better results than the EFO for most of the benchmark functions over all dimensions. In particular, 17 better results are obtained by the AEFO for both 30 and 50 dimensional versions. On the problems with D = 100, the EFO outperforms the AEFO for only one F14 while the AEFO shows significantly better performance than the EFO for 11 benchmark functions. On the other hand, it should be noted that the AEFO reaches better average results with smaller deviations compared to the EFO, which demonstrates the robustness of the proposed AEFO.
Results on the Solar Cell Parameter Identification
Problem. In this section, two sets of tests are carried on different PV models (i.e., SD and DD models) to exhibit the performance of the proposed AEFO on the SCPIP. First, the effect of different positive and negative field ratios on the performance of the AEFO is analyzed. Second, the AEFO is compared to the original EFO and other well-known metaheuristic algorithm (i.e., ABC, PSO, and DE) in detail. Furthermore, in this subsection, results of the AEFO are compared with a number of state-of-the-art algorithm results. For these experiments, the population sizes are set to 40, and 5-second time limit is employed as the termination criteria for all algorithms.
For the experiments, the I − V characteristics of a 57 mm diameter commercial (R.T.C. France) silicon solar cell (under 1000 W/m 2 at 33°C) are used as the benchmark data [7] . This benchmark set has been widely used to evaluate the performance of different optimization algorithms [27, 32, 34, [37] [38] [39] . The lower and upper values of the solar cell parameters of both models are given in Table 1 .
Effect of Positive and Negative Field
Ratios. Similar to most of the metaheuristic algorithms, the performance of the EFO is affected by the main control parameters, i.e., P field and N field. Therefore, to evaluate the effect of different positive and negative field ratios, four different AEFO variants are additionally generated based on parameter values. For these variants, P field and N field vary between 0 05 to 0 20 and 0 35 to 0 55, respectively. Further, Ps rate min, Ps rate max, R rate max, and R rate min are set as the lowest and highest values given in [45] , where Ps rate min = 0 1, Ps rate max = 0 4, Ps rate max = 0 4, and R rate min = 0 1 for the AEFO variants.
The computational results reached by the EFO, AEFO_ Standard, and AEFO variants on the SD and DD models are given in Tables 5 and 6 . In these tables, results are given in terms of mean and standard deviations of the RMSE values, achieved from 30 independent runs. For each model, the best mean RMSE values are highlighted in boldface. As can be seen from Tables 5 and 6 , AEFO having P field = 45N and other AEFO variants are analyzed using t -tests where the significance level is set to 0 05. As in the previous subsection, " + " in the last column shows that AEFO_ 0.05P_0.45N performs statistically better than the competitor algorithm, " ≈ " indicates that the difference between the AEFO_0.05P_0.45N and the competitor algorithm is not statistically significant, and " − " depicts that the competitor algorithm outperforms the AEFO_0.05P_0.45N at a level of 0 05 significance.
The computation results for the SD model are shown in Table 5 , which reveal that the standard deviation of the AEFO is less and the mean is better than the peer algorithms. As can be seen from Table 5 , the mean RMSE values achieved by the AEFO_0.05P_0.45N is 9 860219E − 04 with 1 747734E − 11 standard deviation after 30 runs. The AEFO_0.05P_0.45N is apparently superior to all competitor algorithms except AEFO_Standard, where there is no statistically significant difference between the two algorithms. For the DD model, which is presented in Table 6 , the AEFO_0.05P_0.45N reaches the mean RMSE value of 9 872174E − 04 with 1 966037E − 06 standard deviation after 30 runs. It can be clearly concluded from Table 6 that the AEFO produces promising results and outperforms all algorithms. As a result of the experiments, the P field and N field values are set as 0 05 and 0 45, respectively. Further, the AEFO_0.05P_0.45N is depicted as the AEFO for the upcoming comparison studies.
Results of Comparisons.
In this subsection, the performance of the AEFO is analyzed in detail and compared with the EFO and also with well-known metaheuristic algorithms. First, the AEFO is compared with the EFO, ABC, PSO, and DE, where all algorithms are coded and executed in the same environment. The parameters of the competitor algorithms are set by the original parameter values, which were given in corresponding papers, except the termination value and population sizes, which are set the same for all algorithms. For the DE, the classical DE (rand/1/bin) [49] was used the same parameter settings as in [50] were followed, where F = 0 9 and CR = 0 9. For the PSO, the parameter values for w, c1, and c2 are set as 1.193, 1.193 , and 0.721, respectively [51] . For the ABC, the only control parameter is the limit value, which is set to Pop × D, where Pop is the population size and D is problem size, as given in [52] . The computational results are tabulated in Tables 7 and 8 in terms of mean and standard deviations of the RMSE values from 30 independent runs. The last columns in Tables 7 and  8 show the significance values similarly to the pervious subsection. It can be seen from Tables 7 and 8 that the AEFO performs significantly better than the EFO, PSO, ABC, and DE, which validates the promising performance of the AEFO over the SCPIP. In other words, this further indicates the effectiveness of the proposed adaptive approach in the AEFO.
Additionally, the estimated solar cell parameter values and corresponding RMSE values, which are achieved from the best run, are listed in Tables 9 and 10 , it is obvious that the AEFO has a better convergence performance than the EFO, PSO, ABC, and DE, which also shows the outperforming convergence ability of the AEFO. Second, to further show the superiority of the AEFO, the performance of the AEFO is compared with the ten state-ofthe-art SCPIP optimizers, such as the ABC [22] , artificial bee swarm optimization (ABCO) [11] , biogeography-based optimization algorithm with mutation strategies (BBO-M) [28] , cat swarm optimization (CSO) [33] , generalized oppositional teaching-learning-based optimization (GOTLBO) [27] , harmony search-based algorithm (HSA) [4] , improved JAYA algorithm (IJAYA) [34] , mutative-scale parallel chaos optimization algorithm (MPCOA) [29] , and teaching-learningbased ABC (TLABC) [53] . Tables 11 and 12 present the best found RMSE values, corresponding the parameters, mean, and standard deviations of RMSE over the runs obtained by the AEFO and other ten algorithms on SD and DD. It should be noted that the results of competitor algorithms are directly taken from the corresponding studies. Among the results listed in Tables 11 and 12 , the best RMSE, mean, and deviations on each problem among all algorithms are shown in bold. As per the results in Table 11 , the AEFO reaches better solutions than all algorithms expect the CSO, where they show similar performance. On the other hand, the AEFO achieves smaller standard deviations than the CSO, which indicated the robustness of the AEFO. Inspecting the results in Table 12 , it is evident that the AEFO outperforms all algorithms in terms of mean and standard deviation. As summary, results in Tables 11 and 12 reveal that the AEFO has the potential to be very effective in solving the SCPIP.
Conclusion
In this paper, an adaptive version of the EFO is introduced to solve the SCPIP for single-and double-diode mathematical models. The proposed AEFO efficiently searches the solution space with regard to adaptive changes on the importance of negative and positive electromagnetic particles. To test the performance of the proposed algorithm, computational studies are carried out into two parts. In the first part, the 
International Journal of Photoenergy
proposed AEFO is tested on a recently introduced global optimization benchmark problem set and compared to the standard EFO. Results of these experiments show that the AEFO exhibits better performance and outperforms the EFO by finding better results for most of the functions. In the second part of the computational studies, the AEFO is tested on a well-known SCPIP benchmark problem set, which is generated from 57 mm diameter commercial silicon solar cell. First, the performance of the AEFO and AEFO variants is pointed out by comparing it with the EFO. After that, the results of the AEFO are compared with the results of the EFO, ABC, PSO, and DE in detail. Since the I − V characteristics of the solar cells are determined with very small values, the RMSE values are directly affected by the rounding procedures while computing the errors. In addition to the comparisons based on the RMSE values, t-tests are carried out to reveal whether there exists a significant difference between the AEFO and the other metaheuristic approaches. Finally, the performance of the AEFO is compared with ten stateof-the-art algorithms. As a result of the computational studies, it should be specified that the proposed AEFO is capable of finding effective results for the SCPIP concerning other metaheuristic algorithms considered in this study.
As a future work, this study may be extended by considering other mathematical models for the solar cells. Furthermore, the proposed AEFO can be performed on new benchmark problems generated by different commercial solar cells to further validate the performance of the algorithm. Finally, the proposed algorithm may be adapted for other continuous optimization problems existing in the literature.
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