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Abstract—We solve active target tracking, one of the essential
tasks in autonomous systems, using a deep reinforcement learning
(RL) approach. In this problem, an autonomous agent is tasked
with acquiring information about targets of interests using its on-
board sensors. The classical challenges in this problem are system
model dependence and the difficulty of computing information-
theoretic cost functions for a long planning horizon. RL provides
solutions for these challenges as the length of its effective planning
horizon does not affect the computational complexity, and it
drops the strong dependency of an algorithm on system models.
In particular, we introduce Active Tracking Target Network
(ATTN), a unified RL policy that is capable of solving major
sub-tasks of active target tracking – in-sight tracking, navigation,
and exploration. The policy shows robust behavior for tracking
agile and anomalous targets with a partially known target model.
Additionally, the same policy is able to navigate in obstacle
environments to reach distant targets as well as explore the
environment when targets are positioned in unexpected locations.
I. INTRODUCTION
Active target tracking is an information gathering task where
a mobile agent makes a sequence of control decisions to
gather information about targets of interest using its on-board
sensors. For instance, a camera angle can be controlled to
find an exit in a room, or an autonomous vehicle can move to
view and identify an occluded object. Its various applications
include surveillance [1], [2], search-and-rescue task [3], active
perception [4], [5], [6], [7], and environmental monitoring [8],
[9].
Problems in active tracking for dynamic targets tackle
challenges associated with target motions such as estimation
of target states, non-myopic planning, cost function, and
stochasticity of the targets, rather than placing the weight
on processing and inferencing sophisticated raw sensory data.
Previous studies applied various techniques from Bayesian
estimation, information theory, and optimal control to solve a
spectrum of problems. However, many approaches often face a
significant challenge in computational complexity due to their
dependency on a planning horizon [10], [11], [12]. Especially,
it is often taxing to compute an information-theoretic cost
function such as mutual information and variance reduction
over a long planning horizon. Myopic policies have been
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proposed to lessen the computational burden, but often re-
sulted in inefficient planning trajectories or failed to achieve
the optimal performance. For example, short paths that are
searched or sampled by a myopic planning approach fail to
collect new information about a distant target, and thus such
approaches struggle to find an optimal path until an agent
gets close enough to the target. To improve the limitation,
approximate non-myopic algorithms are presented and they
reduce the complexity of obtaining a sub-optimal policy
while providing strong performance guarantees [13], [14].
An iterative sampling-based algorithm was also proposed,
increasing efficiency under a given budget constraints [15].
The complexity of their methods, however, are still not free
of the planning horizon.
Another major limitation of previous works is a strong
dependency of their methods on a specific problem formu-
lation and system models. Due to such dependencies, they
have focused on settings where the prior knowledge of targets
(e.g. initial states and target dynamic models) are sufficiently
known and/or the targets are initially located near the sensing
range [10], [13], [14]. However, such conditions considerably
simplify the problem as the main task becomes tightly follow-
ing a target whose state is relatively accurately estimated. In
real-world examples, we often have limited information about
targets. For instance, an initial belief about a target can be
inaccurate, leading to issues when the agent searches for the
target near its incorrect belief location. Such scenarios require
the agent to explore the environment until it discovers the
targets. These limitations can be also problematic when targets
move quickly or when their states considerably differ from
predicted states by the agent. The latter is caused by noisy
target dynamics or insufficient target knowledge available to
the agent.
In this paper, we address these main challenges and consider
three major sub-tasks of active target tracking – navigation,
discovery, and in-sight tracking (tracking within the range
of a sensor). We propose a method of learning a unified
reinforcement learning (RL) policy that is capable of all three
tasks. We formulate the active target tracking problem as a
Markov decision process (MDP) with an information-theoretic
objective function where the value function is a discounted
sum of future mutual information between target states and
measurement history. An agent explicitly maintains a belief
distribution of a target, and the belief state and its uncertainty
are included in an RL state. One of the major advantages of
using RL is its non-myopic behavior by its nature. A learned
policy is executable online and its computational complexity is
independent of the planning horizon. Another benefit is that it
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2can drop the dependency of an algorithm on prior conditions
and system models – agent dynamics, target dynamics, and
observation model. Therefore, it is able to learn a robust
behavior for a scenario where the agent’s knowledge of the
target model considerably differs from a true target model. We
additionally incorporate map information and visit-frequency,
which reflects how recently a certain area has been scanned
by the sensor, into an RL state as images. This enables an RL
policy to learn to navigate and learn to explore. Our model
uses egocentric information with respect to the agent frame
to drop the dependency of a learned policy on its training
environment. We demonstrate the proposed method in a target
tracking environment with various scenarios including agile
targets, imperfect prior knowledge on a target model, and
inaccurate initial beliefs. The results show that the RL policy
significantly outperforms an existing search-based planning
method.
A preliminary version of this paper appeared at the
IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS) 2019 [16]. The paper proposed a general
framework for applying reinforcement learning to active infor-
mation acquisition and demonstrated the method in an active
target tracking problem using model-free deep reinforcement
learning algorithms. This article presents a new method of
learning a unified policy for active target tracking that im-
proves the previous approach by utilizing map information and
visit frequency as inputs to an RL policy. We also demonstrate
the capability of the method in partially known environments.
This extends the problem domain to a more highly complex
and advanced level.
II. RELATED WORK
The field of active target tracking has been explored by
various domains such as state estimation, sensor management,
active perception, planning, and machine learning. Previous
works that are closely related to this study are search-based
target tracking algorithms for dynamic targets, Reduced Value
Iteration (RVI) and Anytime Reduced Value Iteration (ARVI)
[13], [14]. Both algorithms formulate the active information
acquisition problem as a deterministic optimal control problem
and compute an open-loop policy that maximizes a mutual
information objective. With known system models of an agent,
targets, and sensors (observation), they build a search tree
of the possible trajectories of the agent and apply a pruning
method to reduce the size of the search tree and to ensure
finite execution time while guaranteeing suboptimality. ARVI
improves RVI by eliminating the need to tune pruning param-
eters in RVI while reducing the computation time by re-using
computations from prior iterations. Although the algorithm
shows promising results in simulation and is demonstrated in
real robot experiments, it requires adequate knowledge of a
true target model. Since the search tree is built with a predicted
target trajectory by a Kalman filter, inaccurate knowledge of
the target model can lead to a path where the target does
not exist. In many cases, however, target models may not be
known resulting in practical limitations.
Learning-based methods have not been extensively studied
in the problems of dynamic targets, but numerous studies
have integrated machine learning methods into active tracking
tasks of static objects. They mainly focus on complications
of target objects such as arbitrarily deforming objects, self-
occluded objects, and semantic understanding [4], [17], [18].
The recent advancements in deep learning in computer vision
and perception enable solutions to track more sophisticated
objects or to study complex scenarios. Following the trend,
some of the recent literature in active perception apply deep
RL methods to directly learn a control policy from raw sensory
inputs [19], [5], [6], [7]. Active target tracking can be seen as
a sequential decision making problem and formulated as an
MDP. RL has been widely used to learn an optimal policy for
such sequential decision making problems when knowledge
on models is not available or too complicated to solve using
exhaustive methods such as dynamic programming. Zhang et.
al. proposed a RL method for visual tracking in videos that
uses REINFORCE [20] and a recurrent convolutional neural
network. Jayaraman et. al. also proposed a deep RL solution
which learns an exploratory behavior for active completion of
panoramic natural scenes and 3D object shapes.
Exploratory behavior for information gathering has long
been studied in robotics. Various approaches have been pre-
sented including heuristic methods [21], [22], formal decision
theory [23], and planning [24], [25], [26]. Many of the studies
aim to increase the accuracy in building maps in unknown
environments. Myopic approach is studied which maximizes
the expected Shannon information gain of an occupancy map
as well as minimizes the uncertainty of the vehicle pose
and map feature uncertainty [24]. It is also solved as a
sequential decision making problem, formulated as a partially
observable Markov decision process (POMDP). Kollar and
Roy [25] applied policy search dynamic programming [27]
to find an optimal trajectory for improving accuracy of a map
by minimizing the number of sensor measurements for map
features. An approach proposed in [26] solves a POMDP with
sequential Monte Carlo optimization. They use a sampling-
based approximate mutual information for its reward function.
More recently, learning-based approaches have been presented
to solve exploration tasks. Chen et. al. used imitation learning
to pre-train an exploration policy, and then applied a policy
gradient algorithm to further optimize the policy. Similar to
our approach, they use egocentric maps for the network inputs.
Their reward function includes a coverage measure as well as
a collision penalty with fine-tuned parameters. Our goal for
exploration is to find dynamic objects, and differs from these
previous works which aim to construct accurate information
about static surroundings.
Navigation tasks of mobile robots have also been paid
increasing attention from the learning community [28], [29],
[18]. Gupta et. al. proposed an architecture that builds a belief
map of a world and trains a mapper and a planner to reach a
goal [28]. However, one of the challenges for applying such
navigation approaches to target tracking scenarios is that a goal
position continuously changes as targets move. Re-planning its
path for a new goal every step is computationally expensive.
Another challenge is that a goal position is not always identical
to a belief position. For instance, in a situation with two
targets, the optimal goal position for the agent is located
3Fig. 1: Illustration of the active target tracking network (ATTN) architecture. Egocentric maps with visit frequency of surroundings are fed
to the convolutional neural network, and its output is concatenated by non-geographical features and finally estimates Q-values.
somewhere in between the targets and is also dependent on
their uncertainties.
III. APPROACH
A. Problem Formulation
We are interested in an active target tracking problem where
both an agent and a target are mobile following discrete-time
dynamic models. We consider one robot and N targets, and
denote their states at time t as xt and yt = [yT1,t , · · · ,yTN,t ]T where
yi,t is an individual target state for i= 1, · · · ,N. The robot state
can be defined in a different form depending on its degree of
freedom or its type. For instance, xt ∈R2×SO(2) for a ground
robot and xt ∈R3×SO(3) for a quadrotor where SO(n) is the
special orthogonal group in dimension n. The goal of the robot
is to maximize the cumulative mutual information between the
belief states at t and a measurement history z1:t for a time
horizon T . More formally, the objective is to find a sequence
of control inputs to the robot, u1:T , which satisfies,
maximizeu0:T−1 ∑
t=1,··· ,T
I(yt ;z1:t |x1:t) (1)
s.t. xt+1 = f (xt ,ut) t = 0, · · · ,T −1
yi,t+1 = g(yi,t) t = 0, · · · ,T −1
zi,t = h(xt ,yi,t) t = 1, · · · ,T
where f (·) and g(·) are dynamic models of the robot and the
targets, respectively, and h(·) is an observation model. Since
the robot does not have access to the ground truth of the target
states, the robot infers the target states from its internal belief
distributions. We denote the belief distribution for the i-th
target as B(yi,t) = p(yi,t |z1:t ,x1:t) and its predicted distribution
for the subsequent step as B¯(yi,t+1) = p(yi,t+1|z1:t ,x1:t).
Assuming yt+1 is independent of x1:t , the optimization
problem in (1) can be reduced to minimizing the cumulative
differential entropy, H(yt+1|z1:t ,x1:t) [13]. Furthermore, when
the belief is Gaussian B(yi,t) =N (yˆi,t ,Σi,t),
H(yt |z1:t ,x1:t) = 12 log
(
(2pie)N det(Σt)
)
(2)
and therefore, the optimization problem becomes :
minimize ∑
t=1,··· ,T
logdet(Σt) (3)
We formulate the procedure of the problem in discrete-time
as follows. At each step t, the robot at the state xt chooses
a control input, ut , based on the prediction on the targets,
B¯(yi,t+1), to maximize the objective (1). At the same time, the
target states will evolve to the next step (yt → yt+1). Then, the
robot receives measurements, zt+1, from the sensor. If some
targets are observed, the corresponding belief distributions
are updated with the new measurements. This process is
repeated at every step. The summary of these steps is presented
in Algorithm 1. Note that we do not study mapping and
localization in this paper and assume that the map and the
exact odometry of the robot are known to the robot.
B. Active Target Tracking Network
An Markov decision process is described by the tuple,
M =<S ,A ,P,R,γ >. S and A are state and action spaces,
respectively, P :S ×A ×S → [0,1] is a transition probability
function, R :S ×A → R is a reward function, and γ ∈ [0,1)
is a discount factor. A policy, pi , selects an action that
maximizes the expected sum of discounted future rewards.
This objective is formally defined as value or value function,
V pi(s) = Epi [∑∞t=0 γ tR(st ,at)|s0 = s], and action-value or Q-
value, Qpi(s,a) = Epi [∑∞t=0 γ tR(st ,at)|s0 = s,a0 = a]. In the
4active target tracking problem, we aim to find an optimal
policy pi∗ that maximizes the cumulative mutual information in
(1), or specifically −∑t=1,··· ,T logdet(Σt) in our problem setup.
By defining rt+1 = R(st ,at) =− logdet(Σt+1), we approximate
the objective as a discounted sum. In other words, the value
function is :
V pi(s) =−Epi [
T−1
∑
t=0
γ t logdet(Σt+1)|s0 = s] (4)
The RL action is defined as a control input to the robot. In this
paper, we use a finite set of motion primitives for available
control inputs.
Numerous papers have pointed out the limitation of RL
methods when goals shift. In general, this requires a complete
re-training even though the underlying environment remains
the same. However, in an active target tracking setting, not
only is a goal position changed in every episode, but a goal
position can be continuously changed over time because it
is dependent on the uncertainty of beliefs as well as target
motions. Since the goal should be implicitly determined by
the policy, simple solutions such as including a goal as a part
of the RL state [30] will not work. Therefore, we use target
information in the agent’s perspective for the RL state and
reduce the dependency on the training environment.
Information about the target states is essential for the agent
to make an optimal decision. The exact target states, however,
are unknown to the agent, resulting in the problem being
formulated as a partially observable Markov decision process
(POMDP) [31]. Unfortunately, it is known that finding an
optimal solution for a general POMDP is intractable [32],
[33]. Instead, we explicitly include the parameters of belief
distributions on the targets in the RL state and solve it as
an MDP. The target states evolve with their own dynamics
independently from the agent’s actions. Thus, the agent’s
decision at time t should be based on predicted target states
for t+1 rather than the current target states. We define a non-
geographical feature vector φt = [φT1,t , · · · ,φTN,t ,(o(xt )t )T ]T . φi,t
is composed of the predicted belief state for the i-th target in
the agent’s current frame, its covariance, and the observability
of the true i-th target :
φi,t ≡ [(yˆ(xt )t+1|t)T , logdetΣi,t+1|t ,I(yi,t ∈ O(xt))]T (5)
O(x) is an observable space from the robot state x and I(·) is a
boolean function which returns 1 if its given statement is true
and 0 otherwise. o(xt )t is a coordinate of the closest obstacle
point to the agent in the agent frame.
However, these non-geographical features are not enough
for the agent to make an informed decision under all circum-
stances. As pointed out in the previous sections, the ability
to navigate around obstacles is crucial. To achieve this, we
need more information than just the closest obstacle point.
For example, suppose the agent is located in front of an
obstacle and its left corner is closer to the agent than the right
corner. It is impossible for the agent to figure out the shorter
path to pass the obstacle only with the closest obstacle point.
Another important capability of the agent is to explore the
current domain when a target is not near the corresponding
Algorithm 1 Active Target Tracking Network (ATTN)
1: Randomly initialize a train Q-network, Q(s,a|ξ )
2: Initialize a target Q-network, Q(s,a|ξ ′) with weights ξ ′← ξ
3: Initialize a replay buffer D
4: for episode =1:M do
5: Randomly initialize x0, yi,0, yˆi,0, Σi,0 for i = 1, · · · ,N
6: Predict B¯(y1)
7: Initialize the RL state: s0 = fs(x0, B¯(y1);M))
8: for step t = 0 : T −1 do
9: Choose an action at ∼ pi(st)
10: Update the agent state xt+1 = f (xt ,at)
11: for i = 1 : N do
12: Update the i-th target state yi,t+1 = g(yi,t)
13: Observe the i-th target zi,t+1 = h(xt+1,yi,t+1)
14: if zi,t+1 exists then
15: B(yt+1) = Z−1 p(zt+1|xt+1,yt+1)B¯(yt+1)
16: Compute a reward rt+1 = R(B(yt+1))
17: Predict target states B¯(yt+2)
18: Update the RL state: st+1 = fs(xt+1, B¯(yt+2);M)
19: D← D∪{< st ,at ,rt+1,st+1 >}
20: Train the Q-network
belief. Note that this exploration means exploring a given
environment with a deterministic policy and differs from
the exploration problem in RL (action exploration) during
learning. To learn to explore in the MDP setting, we build
a visit frequency map similar to the occupancy grid mapping.
Suppose that λc is a visit-frequency value for a cell c. At t,
λc,t =
{
1 if c is scanned
λc,t−1 · cexp
(
v¯tτ
rsensor
)
otherwise
(6)
where v¯t is the average speed of the targets from the beliefs,
τ is a sampling period, rsensor is a sensing range of the sensor,
and c is a constant factor. Therefore, the most recently visited
cells have the value 1.0 and it decays over time as a function
of the current target speed estimate.
To reduce the dependency of a learned policy on training
environments, we use egocentric maps of the surrounding areas
of the current agent position as inputs to the convolutional
neural network (CNN) in our architecture. The flatten output
of the CNN is concatenated by the non-geographic features
φt , and then fed to the fully connected network. Fig. 1 shows
the illustration of the network architecture and the inputs.
IV. TARGET TRACKING ENVIRONMENT
In this section, we describe details of the target tracking
environment. It is designed for reinforcement learning practice
and follows the OpenAI Gym structure, a popular benchmark
simulation environment for the RL community [34]. The
source codes can be found at https://github.com/coco66/ttenv.
Notations: The xy-position and the orientation in SE(2) are
represented with a subscript 1, 2, θ , for example, (x1,x2)∈R2
and xθ ∈ SO(2), respectively.
A. Target Model
We design a non-linear target model based on the double
integrator with Gaussian noise. In order to maneuver smoothly
5Fig. 2: An example of the effect of ζ (·) in (8) at different target
positions in the grid. Each arrow corresponds to the velocity com-
ponents of ζ , [atτ cos(θrot,t),atτ sin(θrot,t)]T when τ = 0.5,vmax =
3.0,rmargin = 0.1,rmin = 1.0. The blue arrows are for vt = 3.0 and
the red arrows are for vt = 1.0. The black blocks are obstacles and
the target orientation are −3pi/4 [rad] for all.
around obstacles, we add a non-linear term, ζ (·), that pushes
the target away from a nearby obstacle.
yt+1 = Ayt +wt +ζ (yt ;M) wt ∼N (0,W (q)) (7)
where yt = [y1,t ,y2,t , y˙1,t , y˙2,t ]T and
A =
[
I2 τI2
0 I2
]
, W (q) = q
[
τ3/3I2 τ2/2I2
τ2/2I2 τI2
]
q is a noise constant and In is an n×n identity matrix. ζ (·) is
a function of the current target state and the map, M, and it
directs the target away from its closest obstacle which polar
coordinate with respect to the current target frame is denoted
as r(yt )o ,θ
(yt )
o .
ζ (yt ;M) = [0,0,atτ cos(θrot,t),atτ sin(θrot,t)]T (8)
where
at =
νt cos+(θ
(yt )
o )
max(rmin,r
(yt )
o − rmargin)2
(9)
θrot,t =
yθ ,t +θ
(yt )
o −θrep,t for θ (yt )o ≥ 0
yθ ,t +θ
(yt )
o +θrep,t otherwise
(10)
θrep,t =
pi
2
(
1+
1
1+ e−(νt−νmax/2)
)
(11)
νt =
√
y˙21,t + y˙
2
2,t (12)
rmin and rmargin are design parameters that determine the
maximum value of at and a margin from an obstacle point
with the maximum effect, respectively. νmax is the maximum
target speed, and cos+(x) = cos(x) if −pi/2 ≤ x ≤ pi/2 and
0 otherwise. Fig. 2 illustrates the effect of ζ (·) around the
obstacle in different positions. Additionally, if yt+1 in (7)
causes a collision with an obstacle, its velocity is changed
while its position remains same :
yt+1 = yt +(νt +nt)[0,0,cos(θrot,t),sin(θrot,t)]T (13)
where nt ∼N (0,1).
B. Agent and Observation Models
The agent follows the differential drive dynamics,x1,t+1x2,t+1
xθ ,t+1
=
x1,tx2,t
xθ ,t
+
ντsinc(ωτ2 )cos(xθ ,t + ωτ2 )ντsinc(ωτ2 )sin(xθ ,t + ωτ2 )
τω
 (14)
controlled by linear and angular velocity commands, v and ω ,
respectively.
We use a range-bearing sensor which is commonly used in
practice in robotics and assume that the agent can uniquely
identify different targets. The observation model of the sensor
for each target is:
zi,t = h(xt ,yi,t)+ vt , vt ∼N
(
0,V
)
(15)
where V is a observation noise covariance matrix and
h(x,y) =
[
rx,y
αx,y
]
:=
[ √
(y1− x1)2+(y2− x2)2
tan−1((y2− x2)(y1− x1))− xθ
]
C. Belief Update
We use a Kalman Filter to update the beliefs on the targets.
While previous works assume that the target model is known
to the agent [13], [14], we release the assumption by allowing
only the partial knowledge, a double integrator with A and
W (qb) in (7) where qb 6= q, and excluding the ζ (·) term. In
a domain with obstacles, the effect of ζ (·) is significant, and
the belief update becomes considerably inaccurate leading to
a more challenging task.
The observation model (15) is approximated to a linear
model in the Kalman filter and the Jacobian matrix of h(y,x)
with respect to y is :
∇yh(x,y) =
1
rx,y
[
(y1− x1) (y2− x2) 01x2
−sin(xθ +αx,y) cos(xθ +αx,y) 01x2
]
V. EXPERIMENTS
Unlike many benchmark simulation environments in RL, the
target tracking environment is highly stochastic and contains
considerable randomness. First, the agent, beliefs, and targets
can be randomly initialized within a large range in a domain.
As discussed further in the following section, different abilities
of an agent can be emphasized depending on initialization.
Moreover, the noise components in the target motion, the
belief model, and the observation model provide additional
randomness in performance. Lastly, the agent can discover a
target by chance as both the targets and the agent are dynamic
and as the target motion is independent of an agent path.
Therefore, it is important to have a learning environment that
provides diverse samples while to carefully design evaluation
environments that reduces a large performance variance across
different trials.
We perform experiments in single-target scenarios as well
as two-target scenarios. When there is more than one target,
the maximum velocity of the agent should be much higher
than that of targets in order to continuously gather information
about the targets while traveling among them. If targets are too
6far apart, committing to track nearby targets can return higher
mutual information in a given time than attempting to track
all targets. Therefore, we use different training and evaluation
settings for single-target and two-target environments.
A. Algorithms
We learn a ATTN policy using Assumed Density Filtering
Q-learning, a Bayesian Q-learning method which has shown
promising performance in stochastic environments and tasks
with a large action space [35], [16]. It is an off-policy temporal
difference learning, and thus, we can have an action policy
different from the target policy. For the action policy, we
use Thompson sampling [36] which samples Q-values for all
actions given a state from the belief distributions and select
an action with the maximum sample value. We use γ = 0.99,
the discount factor, which results in the length of the effective
horizon as Te f f = 687 (Te f f = argmaxt γ t s.t. γ t > 0.001). The
dimension of the egocentric map input is 25×25×5, and the
two convolutional layers consist of 20, 4×4 filter, with a stride
of 3 and 40, 3×3 filter, with a stride of 2. The following fully
connected layers consist of 3 layers with 512 hidden units. The
network is trained for 30K steps (or 300 episodes) with three
different random seeds (thus, three models).
We compare the ATTN policy with the Anytime Reduced
Value Iteration (ARVI) algorithm, an open-source search-
based target tracking algorithm that has been verified in both
simulations and real robot experiments [14]. Details of the
algorithm is explained in Section II. The algorithm optimizes
the same mutual information objective of ATTN in (3). It also
uses the same observation and agent models and the Kalman
filter described in Section IV. ARVI finds a near-optimal path
at each step given a specified amount of time denoted as TARV I .
Therefore, this allocated planning time is usually equal to or
less than the sampling period or a time interval, τ . In this
experiment, we set this value to be TARV I = τ = 0.5[s]. The
planning horizon for ARVI is set to 12 steps following the
original paper. Since the algorithm finds a path in a given
time, a longer planning horizon sometimes helps to find a
better path but it can also lead to a worse plan since the search
space becomes too large. We tested with 1, 5, and 10 for the
number of control steps to be executed from a selected path,
and 5 showed the best result.
B. Training Setup
The training environment is designed so that the learning
agent can be exposed to various situations. The system models
described in the previous section are used with the follow-
ing parameters : τ = 0.5, V = diag(0.2,0.01), rmargin = 1.0,
ν0 = 0.0 [m/s]. The maximum sensing range is rsensor = 10 [m]
and its field of view is 120 degrees. A set of motion primitives,
or the action space, is A = {(v,ω)|v ∈ {0,1,2,3}[m/s],ω ∈
{0,−pi/2,pi/2}[rad/s]} and the time horizon of an episode, T
is set to 100. In single-target scenarios, the noise constants of
the target model and the belief model are set as q = qb = 0.5,
and the maximum target velocity is set as νmax = 3.5 [m/s].
For two-target scenarios, lower values are used for training:
q = qb = 0.2 and νmax = 1.0 [m/s]. As mentioned above, it is
infeasible for an agent to keep tracking multiple targets that are
diverging from each other with limited dynamic constraints.
Additionally, high noise constant of the target model makes a
target to be quickly diverged from its corresponding belief
while the agent is tracking another target (when it is not
available to cover both targets at once). While this requires
an ability to explore near the belief when losing the target, it
may also result in a case where committing to one target gives
a higher return.
Map. To learn a policy that is robust to various envi-
ronmental configurations, we randomly generate a map from
a set of obstacle candidates as shown in Fig. 3 (a). These
obstacles include both convex concave polygons resulting
in more challenging navigation tasks. At each episode, four
randomly selected obstacles are placed at the center of each
quadrant of an empty domain with random orientations (see
Fig. 3(c)). The map resolution (cell size) is 0.4 [m] and the
map dimension is 72.4×72.4 [m2].
Initialization. For each episode, the robot is randomly
initialized in a given domain. In single-target domains, the
initial belief position is randomly chosen within a distance
between 5.0 to 20.0 [m] from the agent, and the initial target
position is randomly placed within (0.0, 20.0)[m] range from
the belief. Since the agent may be required to travel between
targets in two-target domains, smaller ranges are used – (5.0,
10.0)[m] range for a distance between beliefs and the agent,
and (0.0, 10.0)[m] range for a distance between a belief and
its corresponding target. These ranges are chosen considering
the maximum sensing range of the agent. Note that having a
Fig. 3: Obstacle polygons for generating a random map. (a) Obstacles
used during training, (b) Unseen obstacles, (c) An example map of
a randomly generated map.
7target placed too far from its corresponding belief can lead to
learning a policy that does not trust the belief.
We add a penalty to the reward function when the agent
chooses an action that immediately leads to a position within
rmargin distance to an obstacle. The penalty accelerated the
learning by a marginal amount, but did not make any notice-
able difference in performance.
C. Evaluation Setup for Single-Target Domains
In single-target domains, different sets of initial positions
of the robot, targets, and beliefs emphasize different abilities
of an agent. For example,
• Occlusion of a target and/or its corresponding belief: This
requires an ability to navigate around obstacles.
• The initial distance between yi,t and xt : A larger value
requires the ability to navigate with a long path.
• The initial distance between yi,t and yˆi,t : A larger value
requires the ability to explore the current domain until
reaching the target.
Therefore, we consider three different initialization setups
to evaluate capabilities of the testing algorithms in the sub-
tasks of active target tracking – in-sight tracking, navigation,
discovery – separately.
1) In-sight tracking task: A target and the corresponding
belief are randomly initialized within the sensing range
(||yi,t − xt ||2 ∈ [3,10]), and they are located close to
each other (||yi,t − yˆi,t ||2 ∈ [0,3]). The case A in Fig.
4 illustrates this initial condition. We experiment with
different values for q and νmax.
2) Navigation task: Both a target and the corresponding
belief are initialized relatively far from the agent (||yi,t−
xt ||2 ∈ [15,20]), and occluded as described in Fig. 4 B.
They are located close to each other (||yi,t− yˆi,t ||2 ∈ [0,3]).
3) Discovery task : The initial belief is located within the
sensing range (||yˆi,t − xt ||2 ∈ [3,10]), but the target is
Fig. 4: Illustration of the three initialization configurations. The black
figure corresponds to the robot with a range-bearing sensor on top.
The blue dotted circle is the sensing radius and the faded blue
sector indicates a covered area by the sensor. Targets are represented
with the red figures. The green figures are beliefs with uncertainty
represented as the faded green circles. The black cuboid is an obstacle
occluding the target and the belief in the configuration B.
initialized far from the belief (||yi,t − yˆi,t ||2 ∈ [15,20]) as
illustrated in Fig. 4 C. Thus, the agent won’t be able to
discover the target by simply reaching the belief location
and scanning around.
We first generated a set of 10 episodes for each evaluation
task. In each episode, the target trajectory, initial robot and
belief states, and map configuration are randomly generated
and they differ across episodes. Three trained models of ATTN
with different random seeds are evaluated on the evaluation
sets. ARVI is also evaluated on the evaluation sets with three
random seeds. To prevent a case where the target approaches
the robot and is found by luck, the target starts to move once
it is observed by the robot for the first time in each episode.
D. Results in Single-Target Domains
First, the robustness of the ATTN policy and ARVI is
evaluated in the in-sight tracking task. In particular, we are
interested in tracking fast and anomalous targets. Thus, we
test ATTN and ARVI with different values for q in the target
model (7) and νmax. The larger the q value, the more deviated
the belief state is from the target state. Furthermore, q affects
how much the target speed evolves over time. If the q value is
small, the target may never reach the maximum target speed
in a given time horizon. qb is set to be 0.5 as same as the
value used in training.
To quantitatively measure the performance of the algo-
rithms, we consider mutual information, or in particular, a
normalized sum of negative log of determinant of covariance
in predictions within an episode:
J¯ =
−∑t=1,··· ,T logdet(Σt+1|t)− Jmin
Jmax− Jmin ∈ [0,1] (16)
The lower bound, Jmin, is found when there is no obser-
vation in an episode, and the belief is updated only by
the prediction step in the Kalman filter. The upper bound,
Jmax, is met when the target is observed at every step.
According to Theorem 4 in [37], Jmax = −T logdet(W ) and
Jmin = −∑t=1,··· ,T logdet(Σt+1) for Σt+1 = AΣtAT +W . We
additionally evaluate resilience, η ∈ [0,1], defined as the
number of times the target is re-discovered by the sensor
divided by the number of times the target is lost.
Fig. 5: J¯ (solid line) and η (dotted line) of ATTN (blue) and ARVI
(yellow) in environments with different q and νmax values. The error
bars represent the standard deviation across 10 episodes. The mean
values are averaged values over different seeds and 10 episodes.
Left: νmax = 3.0[m/s] and q∈ {0.02,0.1,0.2,1.0,2.0}. Right: q= 0.2,
νmax ∈ {2.5,2.75,3.0,3.25,3.5}
8Fig. 6: Examples of ATTN (top) and ARVI (bottom) when the robot
loses the target. The left figures are a few steps after the robot loses
the target, and the right figures are after 10 steps passed. The blue
triangle is the robot and the red circle is the current target position.
The blue and red dots are paths of the robot and target so far. The
green circle indicates the belief position. The green and purple shaded
circles represent the position and velocity uncertainty of the belief,
respectively. The circular sector is the sensing area. In the top figures,
visited cells are filled with gray color based on λc,t in (6), and the
five blue squares indicate areas in the local map input.
The left plot in Fig. 5 shows the average performances of
both algorithms for q ∈ {0.02,0.1,0.2,1.0,2.0} and νmax =
3.0, and the right plot shows their average performances for
q = 0.2 and νmax ∈ {2.5,2.75,3.0,3.25,3.5}. Note that the
maximum robot linear speed is 3.0 [m/s], and thus, it is likely
that the robot will often lose the target when νmax = 3.25
and νmax = 3.5. In both J¯ and η , ATTN outperformed ARVI.
As expected, J¯ and η decrease as the target motion becomes
noisier. Surprisingly, νmax did not have a significant impact
on either J¯ or η . This shows that the robot is capable of
tracking a target that is faster than itself. The resilience tracks
similarly with J¯ indicating that the resilience is a significant
factor of the performance. ATTN learns to explore near the
belief when the target is not observed at the belief location
and the uncertainty is high. Fig. 6 shows an example of each
algorithm when the agent loses the target. In the top figures,
the belief is located to the left of the robot, but the robot with
the ATTN policy chooses to turn right instead to explore the
surrounding areas. After a few steps, the robot re-discovers
the target. On the other hand, ARVI in the bottom figures
greedily follows the belief, failing to discover the target even
though the uncertainty is relatively high and no observation
is received. Additionally, ATTN does not track the belief as
tightly as ARVI, and instead leaves some buffer space to
provide maneuverability when the target quickly changes its
Fig. 7: Density plots of belief positions in the agent frame during
10 episodes with different values for q and νmax. The red triangle is
the robot position (0.0, 0.0) and the horizontal and vertical red dotted
lines are x and y axis of the agent frame, respectively. x∈ (−2.0,8.0)
and y ∈ (−5.0,5.0)[m].
direction. Fig. 7 is density plots of belief positions with respect
to the robot during 10 episodes. The red dotted lines are the x-
axis and y-axis of the robot frame, and the x-axis is the robot
heading direction. Overall, ATTN results in scattered density
plots while the belief positions in the ARVI plots are mostly
concentrated in a few small areas.
For the navigation and discovery tasks, we measure a
discovery rate to evaluate the performance of the algorithms.
This discovery rate is defined as the number of episodes in
which the target is found divided by the number of total
episodes (=10). The faster the robot finds the target, the higher
the resulting J¯. However, J¯ can vary significantly depending
on the initial positions of the setup, and therefore is a poor
measure for these tasks.
The results of the navigation task are depicted in the left
figure of Fig. 8. The ATTN policy finds the target 93% of the
time on average (models trained with three different random
seeds). On the other hand ARVI successfully finds the target
only 40% of the time. We observe that ARVI fails to find a
path to the target given TARV I when target is located far from
the agent and is occluded by concave polygon obstacles.
Since ARVI uses a forward simulation, it guarantees to
avoid any collision with a perfect map information. While
ATTN does not provide the guarantee for the collision avoid-
ance, ATTN results in 0.4 times of collision attempts on
Fig. 8: Performance evaluation for Discovery and Navigation tasks.
Left: Evaluated in 10 different environments randomly generated by
obstacles used in training. Right: Evaluated in 10 different environ-
ments randomly generated by unseen obstacles during training.
9average in the navigation task and no collision attempt in the
discovery task.
In the discovery task, as defined earlier, the initial target is
placed far from the initial belief location requiring the robot to
explore to find the target. As shown in Fig. 8, ARVI completely
fails to find the target in any of the episodes in this task while
ATTN finds it 93% of the time on average. The four figures
in Fig. 9 are density maps of areas that the robot’s sensor
has scanned in the global map. The top figures are examples
of a single episode (left: ATTN, right: ARVI) and the bottom
figures are examples of 20 episodes with random initialization.
To solely evaluate the exploration capability, no obstacles are
present in the map. The figures show that ATTN explores the
global domain broadly when the target is not found near the
belief while ARVI commits to the incorrect belief and leaves
the global domain unexplored. This difference explains why
ATTN achieves an 93% discovery rate while ARVI never finds
the target. The computation time for planning of ATTN is
0.12 [sec] on average, which is much faster than the allocated
computation used for ARVI (= 0.5 [sec]) while ATTN has a
significantly longer planning horizon.
Additional to the experiments described in the previous
sections, we test the learned ATTN policy in environments
with unseen obstacles during training (see Fig. 3). The results
in the right figure of Fig. 8 shows that the discovery rates
of ATTN in both tasks are 93% and 96%, similar to the
results in the training environments. Likewise, ARVI results
in 60% and 0% discovery rates. Additionally, ATTN shows
0.4 and 0.0 collision attempts on average for the navigation
and discovery tasks, respectively. These results demonstrate
Fig. 9: Density maps of scanned areas by the robot’s sensor over
single episode (top) and 20 episodes (bottom). The white circle are
the initial position of the robot. The red filled circles in the top figures
are the initial target positions, and the red hollow circles in the top
figures are the initial belief positions. In the bottom figures, the target
is randomly initialized in the area between the red dotted circles.
Fig. 10: Performance evaluation on N = 2 targets. Left: The normal-
ized mean of log determinant of belief covariances averaged over
10 episodes and the error bars indicate standard deviations. Right:
Standard deviation of log determinant of belief covariances averaged
over 10 episodes and the error bars indicate their standard deviations.
that the learned policy performs well in unseen environments
promoting the benefit of using local information. Note that
ARVI is an online search-based planning algorithm without
having a training stage, and therefore it is not affected by a
new set of obstacles.
E. Results in Two-Target Domains
Unlike the single-target domains (where once the agent is
nearby the target, the navigation and discovery abilities are not
much needed), the agent may need to use all three abilities
interchangeably throughout an episode or to use them at the
same time. For instance, the agent must navigate from one
target to another one when they are far apart. Moreover, while
the agent is tracking one target, the other belief diverges from
its corresponding target which requires the agent to explore
to find the target. Lastly, the agent may explore to discover
one target while tracking the other target when they both
are around the agent’s sensing range. Therefore, instead of
evaluating the algorithms in the three subtasks, we evaluate the
algorithms with an initialization similar to the in-sight tracking
task in the single-target evaluation at different noise constants
q = {0.002,0.02,0.2} and vmax = 1.0 [m/s].
The average normalized objective, J¯, are presented in the
left figure of Fig. 10. In all q values, ATTN consistently out-
performs ARVI. The right figure shows the average standard
Fig. 11: The relation between an average distance between two targets
during an episode and J¯ (blue circle: ATTN, yellow triangle: ARVI).
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deviation between J¯ of two targets. A lower value for SD(J¯)
indicates that the agent tracks the targets while balancing
the objective brought by both targets. Similar to the single
target case, ARVI aggressively tracks the beliefs. It especially
harms the performance in a multi-target tracking case since
the agent is often required to travel between two targets and a
belief diverges from its corresponding target while the agent
is tracking another one.
Fig.11 shows how the performance of ATTN and ARVI
in terms of J¯ decreases as a distance between two targets
increases. Although ATTN shows a higher performance than
ARVI, the value drops in general which indicates the difficulty
of the problem.
VI. CONCLUSION AND DISCUSSION
In this paper, we present Active Target Tracking Network
(ATTN), an RL method for active target tracking that learns a
unified policy capable of three main tasks - In-sight tracking,
Navigation, and Discovery. To demonstrate, we train an ATTN
policy in a target tracking environment described in Section
IV where a mobile robot is tasked with tracking mobile targets
using noisy measurements from its onboard range-bearing
sensor. The learned ATTN policy shows a robust performance
for agile and anomalous target motions, despite the true target
model differing from the target model used in the agent’s belief
update. Moreover, the policy was able to navigate through
obstacles to reach distant targets. Finally, it learns to explore
surrounding areas and discovers a target when its belief on the
target is inaccurate, while the existing algorithm failed to do
so in all test examples.
A. Learning with Uncertainty
Although an RL method requires an extended training
stage to obtain a policy, it provides flexibility in expanding
a problem domain or changing system models. The objective
of a problem is implicitly included in a reward function, and
an optimal policy is learned without requiring knowledge on
models. While we use partial knowledge on a target model
and an observation model to update beliefs using a Kalman
filter, we are able to use a target model that differs from the
model known to the beliefs without violating any assumption
or constraint required for an algorithm. Therefore, the target
tracking scenarios considered in this article are more challeng-
ing in terms of stochasticity, uncertainty, and imperfect prior
knowledge, compared to scenarios presented in previous works
[10], [38], [13], [14]. During learning, the learning agent is
exposed to diverse and challenging experiences and is able to
learn to track with uncertain beliefs, learn to navigate, and
learn to explore.
B. Stochasticity of Tasks
Active target tracking is not a trivial task for RL. The
states of the learning agent and of the environment including
targets and obstacles are high-dimensional, continuous, and
stochastic. The recent advancement of deep RL have shown
promising results in tasks where an RL state is continu-
ous or high-dimensional – for example, raw screen image
in video games or continuous joint angles [39], [40]. Yet,
the deterministic dynamics of popular deep RL benchmark
environments such as the Arcade Learning Environment (ALE)
and Mujoco has raised concern in the scientific community as
the successfully evaluated algorithms can fail when extended
to new domains [41]. In most real-world problems, a transition
function and/or a reward function are likely to be stochastic,
resulting in challenges applying such approaches to more
realistic problems. The active target tracking task is highly
stochastic, even in its simulation setting. The innate partial
observability feature brings high stochasticity in the task. A
subsequent RL state is determined not only by the current
agent action but also the real yet partially observable or
unknown target. Therefore, the same action can result in very
different RL states as the belief can be drastically updated due
to a new measurement if the corresponding target is around as
opposed to no target is observed. It is shown in the previous
work [16] that popular benchmark deep Q-learning methods,
deep Q-network and double deep Q-network, failed to achieve
optimal performance in relatively simple settings. Thus, it is
important to note that the environment is stochastic and an
algorithm capable in such a highly stochastic domain should
be considered.
C. United Policy
One of the key contributions of this study is that we expand
the problem domain and tackle three major capabilities with
one united policy. One might argue that we could achieve
similar performance by having three different algorithms for
each capability and have an additional algorithm to heuristi-
cally decide which one to use at each step. For example, it
is possible to improve the performance of ARVI by using an
exploration method when a target is not detected. However,
this not only burdens the computational cost but loses the
interchangeable flexibility among different capabilities.
D. Future Work
We have pointed out the limitation of a single agent tracking
multiple targets. This limitation, in fact, has been one of the
major motivations for multi-agent tracking studies [42], [17],
[14]. Separately, multi-agent reinforcement learning has been
widely studied for various applications including robotics,
telecommunications, and distributed control [43], [44], [45].
Combining advancements from these two fields of literature
would present an interesting and more practical result in
scalable target tracking problems.
Additionally, this work can be extended to adversarial target
tracking problems where targets try not to be seen by the
agent. By training an intelligent target that adapts its behavior
to avoid being tracked by the agent with its newest policy,
the agent can continuously improve the policy according to
the updated target behavior. Such adversarial learning or self-
supervised reinforcement learning approaches to active target
tracking would be an interesting direction for future studies
[46], [47].
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