Introduction
[2] We have chosen to study the seismic velocity structure of the northeastern United States and southeastern Canada (Figure 1 ), because it includes a major transition in lithospheric thickness, a well-documented pattern of shear wave splitting indicating seismic anisotropy, and a distribution of broadband seismic stations sufficient to allow detailed, 3-D mapping of the velocity structure using surface wave tomography. In addition, the distribution of stations makes it possible to measure azimuthal variations in Rayleigh wave velocity that offer the potential of estimating the depth extent of the anisotropic region giving rise to shear wave splitting. Asthenospheric flow can be deflected around and beneath thick continental lithosphere, perhaps inducing detectable variations in seismic anisotropy that would constrain the pattern of flow. In addition, anisotropy within the lithosphere may record mantle fabric created by past episodes of deformation.
[3] Our area of interest contains several different lithospheric provinces: the Grenville Province, the Appalachian Orogen, and the western edge of the Atlantic passive margin [Rankin, 1994] . It manifests a rich variation in surface geology with crustal rocks dating from the Proterozoic Grenvillian orogeny (1.1 Ga), the Phanerozoic Appalachian orogeny, Triassic and Jurassic rifting, and Cretaceous plutonism in the Monteregian Hills and New England [Hatcher, 1989; Hoffman, 1989; Rankin, 1994] .
[4] Crustal structure in the area has been constrained by numerous seismic studies. Summaries of seismic refraction and reflection profiles in North America indicate that the crust varies from 40 -45 km in the Grenville province to 30-35 km at the Atlantic coast, with some suggestion of crustal thickening beneath the Appalachians Mooney and Braile, 1989; Taylor, 1989] . Using receiver functions at the stations of the linear Missouri to Massachusetts Broadband Seismometer Experiment (MOMA), Li et al. [2002a] found that the crust reaches its maximum thickness beneath the western Appalachians in Pennsylvania, with thinner crust both in the eastern Appalachians of southern New York and New England and in the Grenville Province to the west. Crustal P wave velocity (V p ) in the Grenville province is in general greater than that in the Appalachians and both V p and V p /V s are very high in the middle and upper crust beneath the Adirondack Mountain region of the Grenville Province Luetgert, 1991, 1992; Levin et al., 1995; Musacchio et al., 1997; Zhu and Ebel, 1994] .
[5] Seismic tomography studies have imaged the eastern edge of the fast shear velocity North American continental keel [Grand, 1994; Grand et al., 1997; Van der Lee and Nolet, 1997; Larson and Ekstrom, 2001] . Whereas Van der Lee and Nolet found a broad indentation in the keel edge centered on New York, the eastern keel margins imaged by Grand, and Larson and Ekstrom are considerably smoother.
Body wave tomography [Rondenay et al., 2000] revealed a narrow NW-SE trending low-velocity zone in the upper mantle of the Grenville province of the Canadian Shield, but although this feature overlaps part of the low-velocity indentation of Van der Lee and Nolet, it is much more localized. Levin et al. [2000] found a narrower low S wave velocity corridor within the slow region imaged by Van der Lee and Nolet, and recently, measuring Rayleigh wave phase velocities versus azimuth at several local areas in northeastern United States, Menke and Levin [2002] suggested that this anomaly is in fact a low-velocity layer that deepens seaward. The discrepancy between different models leads to ambiguity about important issues, such as the morphology of the keel edge and the shape and origin of the low-velocity anomaly. A more detailed investigation of Rayleigh wave propagation in this area should resolve some of these issues.
[6] Shear wave splitting measurements indicate that azimuthal anisotropy exists beneath eastern North America and varies three dimensionally [Vinnik et al., 1992; Silver, 1996; Barruol et al., 1997; Levin et al., 1999; Fouch et al., 2000; Rondenay et al., 2000] . However, whether the anisotropy is dominated by frozen fabric in the lithosphere and/or lattice-preferred orientation induced from sublithospheric flow is still an open question [Vinnik et al., 1992; Silver, 1996] . For example, in eastern North America, Silver argued that the anisotropy is located in the lithosphere based on the consistency between fast directions of shear wave splitting and geological trends. On the other hand, Vinnik et al. preferred an asthenospheric origin for the anisotropy. Fouch et al. used mantle flow models with indented keel morphology of the craton to predict SKS splitting from the asthenosphere, and concluded that the presence of anisotropy in both the lithosphere and asthenosphere was likely. Levin et al. proposed a model of two-layer anisotropy in the Appalachians based on analyzing the back-azimuthal variation of fast directions from shear wave splitting analysis. Shear wave splitting analysis lacks constraints on the vertical distribution of anisotropy because it is usually obtained from teleseismic core converted phases, such as SKS, PKS, and SKKS, which sample anisotropy from the coremantle boundary to the surface. Surface waves at different periods are sensitive to velocity structure at different depth ranges and therefore have great potential to resolve depth variations of anisotropy.
[7] In this paper, we map the 3-D and anisotropic variations in seismic velocity in northeastern United States and southeastern Canada with a much higher density of Rayleigh wave paths than has been employed in previous studies. In addition, by employing a method [Forsyth and Li, 2003 ] that accounts for complexity in the incoming wave fields, we are able to determine the phase velocities more precisely and to extend the analysis to shorter periods than is typical of studies with teleseismic sources, yielding better resolution of lithospheric and asthenospheric structure. We discuss resolution of the velocity variations, including the trade-off between lateral heterogeneity and azimuthal anisotropy.
Data Collection and Analysis
[8] We used fundamental mode Rayleigh waves recorded at 19 broadband seismic stations located in northeastern United States and southeastern Canada (Figure 1 ). The stations are from six different networks and portable broadband experiments that were in operation from February 1995 to March 1996. There are seven stations (MM01 to MM07) from the MOMA array [Fischer et al., 1996] , five stations (BINY, LBNH, LSCT, SSPA, and YSNY) from the United States National Seismic Network (USNSN), one station (HRV) from the IRIS Global Seismic Network, two stations (GAC and SADO) from the Canadian National Seismic Network (CNSN), two (ADVT and PAL) from the New England Broadband Experiment [Levin et al., 1996] , and two (CLER and KEEN) from the Adirondack Broad Band Array (ABBA) (S. Roecker, personal communication, 2000) .
[9] We used earthquakes in a distance range of 30°-120°w ith body wave magnitude larger than 5.5. Of the more than 200 potential events, only 64 provided high-quality data for our analysis. The distribution of these events ( Figure 2 ) shows a good azimuthal coverage, which is important for resolving both lateral heterogeneity and azimuthal anisotropy. There are denser crossing ray paths within the array marked by the open box in Figure 3 , where the resolution is expected to be higher than in the surrounding area.
[10] In order to select fundamental mode Rayleigh waves with high signal-to-noise ratio and reasonable coherence from station to station, we normalized station instrument responses to that of a CMG-3T and applied different bandpass filters with center frequencies ranging from 8 to 50 mHz to the vertical component seismograms. Each filter was a 10-mHz-wide, fourth order, double-pass Butterworth filter. In each passband, only those Rayleigh waves with good signal-to-noise ratio were retained and then isolated with a rectangular window with cosine tapers on the ends. Window length was determined by the epicentral distance and dispersion characteristics, but the same window length was used for all seismograms for a given event. Most data at short periods (less than 33 s) display strong interference due to multipathing or scattering and show inconsistency between stations, reflecting a complicated incoming wave field. Shorter paths that cross fewer tectonic boundaries tend to have cleaner records indicating that scattering is the dominant source of the complexity, but some events have spectral holes due to the excitation function at the source. Passbands near these spectral holes typically would be eliminated at this stage, or, if retained, be poorly fit in the inversion process described below and therefore given little weight in the final analysis. Fundamental mode Rayleigh Figure 2 . Locations of earthquakes used as Rayleigh wave sources in this study. The plot is centered on the middle of the array from azimuthal equidistant projection.
waves also become simpler and cleaner at longer periods, but the signal-to-noise ratios decrease due to reduced amplitudes and poor long-period response at some stations. Frequency bands from individual events with incoherent scattering or signal-to-noise ratios less than about three were rejected, leading to more data and better resolution in the 30-80 s range than at shorter or longer periods.
[11] Rayleigh wave phase and amplitude were measured using a positive Fourier transform of the filtered and windowed seismograms. Amplitudes were also corrected for geometric spreading, anelastic attenuation, and station site effects using the expression
, where A i 0 is the amplitude at station i before the correction, and g is the attenuation coefficient at a given frequency. The g values used in eastern North America are from Mitchell [1995] . The Á i and Á 0 are epicentral distances to station i and the reference station, respectively, and c i is a constant value for the site effect or station response at each station, which was solved for in the inversion.
Phase Velocity Inversion

Methodology
[12] We adopted a two-step inversion of Rayleigh wave data for velocity structure. The first step was to image phase velocities by inverting Rayleigh wave amplitude and phase data, and the second step was to obtain velocity structure from phase velocities. In this section, we only describe the inversion for phase velocities.
[13] Rayleigh waves at a seismic array are affected by velocity structure everywhere along the ray path from source to receiver, and an important question is how to separate the effects of structure outside the seismic array from those of the structure beneath it. In traditional surface wave tomography, great circle ray paths are assumed [e.g., Montagner, 1985] . However, surface waves may deviate from great circle paths due to lateral heterogeneities, resulting in changes in direction of propagation across an array, focusing or defocusing of energy, multipathing, and incoherent scattering [Capon, 1971; Alsina et al., 1993; Friederich et al., 1994] . Traditional array processing techniques assume planar wave fronts, solving for the apparent direction of approach in addition to phase velocity. The effects of nonplane wave energy on phase velocity are taken into account in recently developed methods [Friederich and Wielandt, 1995; Forsyth et al., 1998; Forsyth and Li, 2003; Li et al., 2002b Li et al., , 2003 .
[14] In this paper, we adopted the two-plane-wave inversion technique [Forsyth and Li, 2003 ] to simultaneously solve for the incoming wave field and phase velocity. The wave field is represented by the sum of two plane waves with initially unknown amplitude, phase, and propagation direction, a total of six parameters to describe the incoming wave field at each frequency. Although the two-plane-wave assumption is a simple approximation of a potentially complex interference pattern, in many cases it provides a good description of the spatial pattern of amplitude variations across the array. The advantage of this method is that it uses a minimum number of model parameters to account for the nonplanar energy in the incoming wavefield. We excluded those data whose incoming wave fields are too complicated to be represented by two plane waves, usually at short periods with ray paths traveling through different tectonic regions (ocean and continent). The simulated annealing method [Press et al., 1992] is used to solve for initial plane wave parameters before inverting for phase velocities. Then a generalized linear inversion is employed to solve for both phase velocities on a grid of nodes and adjusted plane wave parameters for each event. Both of these steps are repeated in each iteration toward a solution. Once a solution is found, the apparent standard deviation for each event in each frequency band is found. The observations are then weighted in inverse proportion to these standard deviations and the inversion repeated, so that observations with relatively poor signal-to-noise ratio or interference patterns that are poorly described by the two-plane-wave approximation are given little weight.
[15] Surface wave phase and group velocity in a slightly anisotropic media [Smith and Dahlen, 1973] can be expressed as
where c(w, ψ) is Rayleigh wave phase velocity, w is frequency, and ψ is back azimuth. We ignored the 4ψ terms because they are difficult to constrain and are expected to be small for Rayleigh waves. To describe the variations of phase velocity across the array, we use a continuous function that is a weighted average of velocities at neighboring grid points. The grid in the study area is shown in Figure 4 . There are a total of 289 grid nodes that are distributed unevenly in the region. The density of grid nodes is higher in the center of the region with a spacing of 0.75°in longitude and 0.5°in latitude, and the density is lower along edges with nodes at 1.5°by 1°. It is important to have grid points in an area larger than where phase velocities are well resolved by crossing ray paths, because phase velocities at these outer points can absorb some of the phase effects of more complex wave fields that are not completely represented by two plane waves.
[16] The number of plane wave parameters for the incoming wave fields is 6N, where N is the number of events. The number of model parameters for phase velocity varies in different cases. It is 1 for a uniform isotropic velocity and 3M when allowing B 0 , B 1 , and B 2 to vary at each grid node, where M is the number of the nodes. Other cases include 2-D variation of isotropic phase velocity only, with uniform anisotropic terms over the whole area or in different subregions. Each seismogram provides two pieces of information for a given frequency, i.e., phase and amplitude, or real and imaginary components as we employ in the tomographic inversion.
[17] To solve for phase velocities and the incoming wave fields simultaneously, we use a standard, iterative, linearized inversion technique [Tarantola and Valette, 1982] . Letting m 0 be a starting model, synthetic data are d 0 = g(m 0 ). The solution to the general, nonlinear, least squares inversion is given by
where m is the current model, Ám is the change to the current model, Ád is the difference between the predicted and observed data, G is the Frechet derivative of the operator g, C nn is the a priori data covariance matrix, and C mm is the a priori model covariance matrix. Off-diagonal terms are introduced into C mm to smooth the solution [Constable et al., 1987] . C nn is assumed to have only diagonal terms. We assigned an a priori error of 0.1 to normalized real and imaginary data (maximum amplitudes for each event were normalized to 1.0). An a posteriori standard deviation of the data from each individual earthquake is estimated after 10 iterations and assigned as the new a priori error for a second round of iterations, thus giving less weight to the data which are poorly represented by two plane waves or have lower signal-to-noise ratios. This eliminates the bias in phase velocity from complicated incoming wave fields which cannot be well described by our simple assumption. We increased the model variance by a factor of 10 at the outer points on the grid. These extremely weakly damped nodes can absorb travel time deviations from the idealized two-plane-wave model and protect the interior area of interest from being affected. 
and the model resolution matrix R,
Two important parameters in describing model resolution and variance are the rank and the standard error (square root of the variance at a given map point). The rank is the sum of diagonal terms in R, which is equivalent to the number of pieces of information extracted from the data for both velocity and wave field parameters. Since we represent phase slowness at every point as a 2-D, Gaussian weighted function of surrounding nodes that has a characteristic scale length L w , an appropriate L w plays an important role in balancing model variance and resolution. In Table 1 , we compare resolution and variance values from three models which were obtained using the same data set, Rayleigh waves at period of 50 s with different L w as 60, 80, and 100 km, respectively. At the shorter-scale length, the rank is higher and the misfit is smaller, but the standard error is larger. L w can be determined either based on Fresnel zone width or on the trade-off between resolution and variance, which depends on the density of crossing ray paths and the grid size. In general, denser ray paths and smaller grid cells allow use of a smaller L w . The smaller the L w , the higher the resolution (smaller-scale variations on phase velocities can be resolved) and the larger the variance. If L w is too small, phase velocities show strong lateral oscillations. On the other hand, if L w is too big, we obtain a very smoothed solution with small variance but little resolution Figure 4 . Grid nodes used in Rayleigh wave phase velocity inversions. Triangles and diamonds correspond to the high-velocity region and the low-velocity region in Figure 12 , respectively. Grouping grid nodes by region is useful for solving lateral variations in anisotropy. Open circles are stations at which shear wave splitting measurements are available from previous studies (for complete references, see Fouch et al. [2000] ). The strike of solid bar is parallel to shear wave splitting fast direction at a given station and the length of the bar is proportional to splitting time. [Capon, 1971; Alsina et al., 1993; Friederich et al., 1994] have shown that nonplane wave energy is present in the incoming wave field of surface waves, does the two-plane-wave assumption used in this study indeed do a better job than the one-plane-wave assumption in tomographic inversions? To address this question, we conducted the same inversion for phase velocities as described above except representing each incoming wave field as one plane wave. Figure 5 shows the comparison of the results from the one-plane-wave and two-planewave assumption at a period of 50 s. Compared with a one-plane-wave inversion, introducing the two-plane-wave representation clearly improves the fit to amplitude and also reduces the variance in phase by about 30%. In addition, the rank for phase velocities under the twoplane-wave assumption is 77, higher than 64 from the one-plane-wave assumption, indicating that modeling the interference improves the resolution of horizontal variations in phase velocity. The increase in the rank for velocity parameters, not for the total model parameters, will result only if the improvement in the model with the two-plane-wave parameters is significant. An F test shows that the probability is less than 1% that the reduction in variance could have arisen by chance from the addition of 6N random parameters. In other words, the improvement in the model from the one-plane-wave to the two-planewave method is significant at the 99% confidence level. Therefore the two-plane-wave assumption, although simple, does efficiently account for nonplane wave energy in the incoming wave field and increases the resolution for phase velocities.
Synthetic Modeling
[20] We conducted resolution tests using synthetic data calculated from given phase velocity models. Synthetic Rayleigh wave data share the same event information as the real data, and the synthetic incoming wave field for each event is assumed as the sum of two plane waves with known initial amplitude, phase, and propagation direction. The choice for the two plane waves is arbitrary. In our modeling, one plane wave propagates at 4°from the great circle path with an initial amplitude of 0.7 and the other travels at À10°off the great circle path with an amplitude of 0.3, which are typical observed directions and normalized amplitudes. Both plane waves have initial phases of zero. Gaussian noise is added to predicted amplitudes and phases. A Gaussian distribution from 0 to 1 is generated for amplitudes using the standard deviation and mean value obtained from the inversions of real data and a random distribution from 0 to 2p is added to the phases. The noise in the amplitudes and phases is converted to real and imaginary parts and added to the predicted values. Then the synthetic amplitude and phase data are inverted by applying the two-plane-wave technique used for the original data.
[21] Two checkerboard tests with wavelengths of roughly 150 and 400 km are shown in Figure 6 . A smoothing length of 80 km is used in the inversions and in generating the maps as was applied in analysis of the real data. The input checkerboards alternate fast and slow anomalies of ±3%. However, only 2% anomalies are shown in Figure 6a for the model of 150 km wavelength, which is due to the relatively large smoothing length used in constructing the map. The pattern of the small-scale anomalies can be largely recovered at 50 s ( Figure 6b ) and the resolution is clearly higher at places where more stations are distributed such as along the MOMA array ( Figure 1 ). The strength of the anomalies is reduced in the recovered models. However, the anomalies with a wavelength of 150 km cannot be resolved at 100 s; they are smeared together or averaged out in the solution ( Figure 6c ). The checkerboard model with a 400-km wavelength is well retrieved at both 50 and 100 s (Figures 6e and 6f). Smearing is found at the outside corners of the maps. Anomalies at some places in the solution (Figure 6e ) are stronger than in the input models ( Figure 6d ) due to the tendency of the minimum length model criterion to concentrate anomalies in the areas that are most sensitive to changes in model parameters, i.e., best constrained. On average, however, the amplitudes of anomalies in wellconstrained regions are similar to those of the input model. This synthetic modeling demonstrates the resolving power of our method and data. Our lateral resolution is $150 km at short periods and 300-400 km at longer periods, indicating that the resolution decreases with increasing depth for 3-D structure.
Isotropic Phase Velocities 3.3.1. Average Phase Velocity
[22] Since our area of interest contains several distinctive structures, the North American craton, the Appalachian orogenic belt, and the margin of North America and the Atlantic, a reasonable 1-D phase velocity model in the area should be obtained first before solving for lateral variations of phase velocities. Results from an inversion for average phase velocities in the study area are shown in Figure 7 . The phase velocities increase with period from 3.614 km/s at 20 s to 4.211 km/s at 125 s. Because only one phase velocity model parameter needs to be obtained per period in this inversion, these values are all well constrained with standard deviation from 0.004 to 0.007 km/s. These phase velocities are generally smaller than those typically found in shield regions [Knopoff, 1972] at periods longer than 50 s. The lower velocities are probably due to a strong low-velocity zone beneath New England and the Atlantic coast [Van der Lee and Nolet, 1997] . These average phase velocities were used as starting values in the inversions for 2-D variations of phase velocities.
Phase Velocity Maps
[23] Using the average phase velocities obtained above as starting values, we inverted for isotropic phase velocities at each grid node. An a priori standard deviation of 0.25 km/s is assigned to phase velocity terms to provide light damping. Both minimum length and model smoothing criteria were applied in the inversion. Phase velocity maps at a fine spacing (0.1°by 0.1°) were generated by weighted averaging of the values at the grid nodes. The weights were calculated with a Gaussian weighting function of the distance between a map point to each grid node with the characteristic length of 80 km, which is the same as we used in the inversion. This step is important because a large trade-off exists between adjacent grid nodes, and the average of phase velocity in an area is better constrained than each individual grid value. As long as the averaging length in this step is the same as in the inversion, the resulting phase velocity map is identical to the velocities used to predict the travel times, i.e., those used to match the observed phases. The standard errors of phase velocity measurements can be estimated based on the model covariance matrix and the weighting function. One example is given in Figure 8h showing twice the standard errors in percent of phase velocity perturbations at 50 s. Deviations from the starting model exceeding two standard deviations are significant at approximately the 95% confidence level, hence this display allows a quick assessment of the significance of any particular feature in the velocity anomaly map. Although this map is not equivalent to the resolution matrix and the absolute values depend on the smoothing and damping, it does provide an excellent portrayal of the pattern of the resolving power in the data; areas with smaller standard error are better resolved than those with higher standard error. The variance is lower in the interior of the array with the lowest values along the MOMA array where both stations and crossing ray paths are denser, while the resolution at the four corners is poor. The variance of phase velocity itself increases with period because the same magnitude error in Rayleigh wave phase produces larger uncertainties in travel times at longer periods.
[24] The maps of phase velocity anomaly at periods of 20, 25, 33, 50, 67, 100, and 125 s are shown in Figure 8 . Each Rayleigh wave phase velocity provides integrated information about velocity structure over a broad depth range with the depth of maximum sensitivity to shear velocity at roughly one third of the wavelength. The 20 and 25 s Rayleigh waves mainly sample crustal structure with greatest sensitivity at depths of 25 -30 km. Relatively high velocities are observed near the Adirondacks and along the coast, and a large low-velocity region is imaged at the northern border of Pennsylvania (Figures 8a and 8b ). At 33 s, maximum sensitivity to structure occurs at depths around 40 km, including the lower crust and the top of the upper mantle. At this period (Figure 8c ), there is a low-velocity band oriented in the NE-SW direction. Strong, fast anomalies are imaged along the Atlantic coast and in the northwest corner. Phase velocities at this period reflect the variation of crustal thickness and velocity perturbations in the crust or uppermost mantle.
[25] Two-dimensional phase velocities at 50 s (Figure 8d ), which are most sensitive to a depth of 70 km, image the fast velocity, North American continental keel in the northwest part of the area and a slow velocity band that correlates well with the Appalachian orogen. The observation of a high-velocity keel agrees with many previous results from seismic tomography [Alsina et al., 1996; Grand et al., 1997; Van der Lee and Nolet, 1997; Larson and Ekstrom, 2001] . Strong, low phase velocity anomalies at 67 s (Figure 8e ) are imaged in the eastern part of the area, forming an indentation along the eastern edge of the keel. The intact high-velocity keel in the west disappears at longer periods (Figures 8f and 8g) , which roughly agrees with the broad low-velocity zone in the same location observed by Van der Lee and Nolet.
Shear Wave Velocity Structure
Inversion Method
[26] We inverted phase velocities at each point on the map to obtain 3-D shear wave velocity structure. The data in this inversion are previously resolved phase velocities at 13 periods ranging from 20 to 125 s. Because there is a correlation between the data at adjacent periods, we estimated the correlation coefficients of residuals at different periods and transferred them to off-diagonal terms in the data covariance matrix, C nn (note that we use the same notation for covariance matrices as in the earlier inversion for phase velocities, but the data and model parameters are different). For a given period, only the correlation to its first and second nearest neighbors was calculated. The correlation between two adjacent short periods is smaller than that between two longer periods, because the interference effects of multipathing that are not represented adequately by the two plane waves introduce uncorrelated ''noise'' that is more pronounced at short periods. The diagonal terms in C nn are calculated from the standard errors of phase velocities. We used a modified version of the AK135 reference model [Kennett et al., 1995] as a starting model (Figure 9 ). It contains 18 layers from the Earth's surface to the bottom of the transition zone (660 km) with layer thickness ranging from 20 to 150 km. There is one model parameter in each layer, a scalar value that multiplies all the elastic coefficients in that layer by a constant. The initial value for the model parameters is 1.0 for all layers. If this model parameter is larger than 1.0 in the solution, it indicates that velocity in that layer is higher than that in the initial model. The initial V p /V s ratios are preserved in all layers. The partial derivatives relating the data and model parameters are numerically calculated using Thomson's variational integral method [Martin and Thomson, 1997; . We assigned an a priori error of 0.04 for elastic model parameters (corresponding to about 2% in velocity, which is proportional to the square root of the elastic coefficients) and introduced vertical smoothing through off-diagonal terms in C mm equivalent to a correlation of 0.4 between a layer and its nearest neighbors. The change in model parameters is calculated using equation (2), except that now the data and model parameters correspond to phase velocities and elastic model scaling coefficients, respectively.
[27] Because model AK135 may not be an optimal starting model for our study area, we inverted for an improved 1-D model before solving for 3-D structure. To Figure 7 . The open contours are twice the standard errors in percent of phase velocity anomalies at each period. The phase velocity maps are clipped by the 2% error contour at 50 s as shown in (Figure 8h) , the uncertainty map of 50 s. this is that it is computationally intensive to calculate partial derivatives for a given model. However, our experiments showed that the partial derivatives are not sensitive to small velocity changes in each layer for a constant crustal thickness. Velocity in the transition zone layer was fixed because our data do not contain much information at that depth.
[28] S wave velocity in the crustal layers of the improved 1-D model (Figure 9 ) is generally faster than in the initial starting model. A fast lid with a 2% anomaly appears beneath the Moho, and a weak, low-velocity zone lies beneath the lid. The higher velocities in the lower crust and uppermost mantle could have been modeled equally well by a thinner crust with velocities equal to AK135, but we choose to give preference to a priori information about crustal thickness from receiver functions [Li et al., 2002a] . Velocity at depths of 150-300 km is higher than the initial model. Given the longest Rayleigh wave period at 125 s, we expect reasonable resolution down to 200 km depth. This improved 1-D velocity model was used as a starting model for 3-D structure inversions.
[29] The variation of crustal thickness in the area must be taken into account in order to more accurately resolve 3-D structure. Crustal thickness varies from 30 to 50 km across the MOMA array according to receiver function studies [Li et al., 2002a] and 35-45 km in the refraction based model of Mooney and Braile [1989] . Such a big variation is significant and crustal thickness may trade-off with velocity structure in the crust and upper mantle if it is ignored.
Introducing crustal thickness as a model parameter makes the inversion nonlinear. The partial derivatives relating phase velocities and model parameters change substantially for models with different crustal thickness. Because of the long computational time in calculating the partial derivatives using finite differences between different forward models with Thomson's code, we did not compute them at each iteration. Instead, we constructed a table of partial derivatives for 13 starting models which have the same velocity as the 1-D starting model (solid line in Figure 9 ) but different crustal thickness ranging from 28 to 52 km with an interval of 2 km. The crustal thickness increases at expense of the thickness of the uppermost mantle layer, and the thickness of the upper crust is held constant. After one iteration, a different set of partial derivatives is generated for the updated crustal thickness by interpolating the table of partial derivatives. Time spent on calculating for predicted phase velocities after each iteration also becomes a practical problem when inverting velocity structure for over 10,000 points on the map. To solve this problem, we estimated the predictions using Taylor expansions up to the second order. Therefore the second-order partial derivatives for different starting models are also calculated beforehand. The predicted phase velocities can be written as:
where d i k+1 and d i k are the ith synthetic phase velocity (ordered by frequency) at the (k + 1)th and kth iteration, respectively, g ij is the first and g 0 ij the second partial derivative of the ith phase velocity with respect to the jth model parameter, Ám j is the change in the jth model parameter, and m is the total number of model parameters. We neglected second-order derivatives involving model changes in two different layers. This approximation is reasonably accurate in comparison with numerically calculated phase velocities.
Crustal Structure
[30] Three-dimensional crustal structure is displayed in Figure 10 . Shear wave velocity anomalies (Figures 10a  and 10b ) are relative to the 1-D improved model in Figure  9 which has an overall 2.1-2.7% faster crust than that in the AK135 model (Figure 9 ). Because phase velocities are related to both the crustal thickness and velocity structure, a trade-off between these parameters must be present. The maps presented here were found with damping created by assigning in C mm a priori standard deviations of 8 km to crustal thickness and 0.04 to the elastic scaling parameter in each layer (corresponding to about 2% in velocity). Changing the damping in a reasonable range (5 $ 10 km on the crustal thickness and 0.01 $ 0.06 on elastic parameters) slightly changes the resultant crustal thickness (<3 km). There are about 1.4 independent pieces of information for crustal structure, $0.8 for the crustal thickness and $0.6 for the velocity. Therefore crustal thickness is relatively well resolved despite some trade-off with velocity in the crust and the top part of upper mantle.
[31] The velocity in the crust varies only slightly in most of the region with anomalies within ±0.5% (yellow area). A circular fast anomaly appears between Lake Ontario and (Figures 10a and 10b ) and correlates well with the Adirondack Mountains. This observation is consistent with the fast P wave velocities throughout the crust Luetgert, 1991, 1992] and the fast S wave velocities in the upper crust [Musacchio et al., 1997] found beneath the Adirondack Granulite terrane on the Ontario-New YorkNew England seismic profile. P and S wave tomography by Levin et al. [1995] and P wave tomography by Zhu and Ebel [1994] also suggested that the upper crust of the Proterozoic Grenville Province is, on average, faster than the Paleozoic Appalachians and the area of anorthositic intrusions within the Adirondack Mountains is even faster. Another obvious velocity anomaly in the crust is the elliptical slow area across the northern border of Pennsylvania, which is surrounded by several stations and should be well resolved. This area is part of the Appalachian basin and on the Appalachian Foreland [Shumaker and Wilson, 1996] . A relatively thick sedimentary layer exists beneath MM04 to MM07 [Shumaker and Wilson, 1996; Li et al., 2002a] , which is probably responsible for the observed slow anomaly.
[32] Substantial variations in crustal thickness are also resolved in the inversion for 3-D structure from phase velocities. Relatively thin crust is observed along the Atlantic coast and the Appalachians in central and southern New England, whereas the crust beneath the western Appalachians in Pennsylvania and the Grenville Province in New York is thicker (Figure 10c ). The crustal thickness in well-resolved areas varies from 36 km at the Atlantic coast in the east to 48 km in the interior of the Grenville Province, which is similar to the trend and range given by Mooney and Braile [1989] . This variation is smaller than that [Hittelman et al., 1990] . Bouguer anomaly is shown for continent and free air anomaly for oceanic region.
observed by Li et al. [2002a] from receiver functions for the MOMA stations. The lateral resolution of surface waves is much poorer than that of receiver functions; extreme values will tend to be greater with any approach that yields finer resolution. The inversion of reflection data by Hughes and Luetgert [1991; and Mussachio et al. [1997] also showed that the crust is thicker under the Adirondack Mountains and thinner beneath the New England Appalachians. There is some mismatch between the absolute values of crustal thickness between this study and previous observations by other techniques, but the overall patterns agree nicely.
[33] Crustal structure is reflected in gravity anomaly data following the simple rule that a negative Bouguer anomaly is associated with thicker or less-dense crust and a positive anomaly is associated with thinner or denser crust, although of course mantle density variations also play a role. The observed gravity anomalies (Figure 10d ) are more positive along the Atlantic coast and in western Vermont and northern New York where the crust is thinner. More negative anomalies appear in the western Appalachians and the Grenville province where we observe thick crust. In general, the pattern of Bouguer anomaly at long wavelengths agrees well with the variation of crustal thickness in our model.
[34] Having obtained crustal structure from phase velocities, we compared our model with crustal structure constrained by receiver functions [Li et al., 2002a] . Assuming a vertical ray path, we calculated S-P travel time delays from the Moho to the surface using the velocity model in Figure  10 and the Li et al. receiver function model. The calculation was done at eight stations, HRV and MM01 to MM07, where the constraints from receiver functions are available. The correlation between the predictions from the two models is generally good except at stations MM01 and HRV (Figure 11 ). HRV and MM01 are separated by $100 km, yet differed by 15 km in estimated crustal thickness from receiver function analysis. Such large and rapid variations of crustal structure are likely to be smoothed in the surface wave analysis. However, there is good agreement with the average of the values at the two sites (the open circle in Figure 11 ). The excellent agreement between models at MM02 and MM03 confirms that our starting model, which is at a point between these two stations, also largely satisfies the constraints from receiver functions.
Shear Wave Structure in the Upper Mantle
[35] Figure 12 shows shear wave velocity structure in eight layers from the Moho to 210 km depth. A key feature of upper mantle structure is the high-velocity, North American continental keel imaged beneath the Grenville Province down to roughly 200 km depth. This keel has been imaged in many previous tomography studies [Grand, 1994; Alsina et al., 1996; Grand et al., 1997; Van der Lee and Nolet, 1997; Larson and Ekstrom, 2001] . The model of Van der Lee and Nolet [1997] contains a low-velocity dent in the eastern edge of the keel, which was not seen as prominently in other models. Here we also find evidence for irregular morphology in the eastern edge of the keel and are able to see how the keel depth varies laterally.
[36] From the Moho to $140 km (Figures 12a-12e) , a smooth boundary with strong velocity gradients separates fast velocity anomalies in the north and west of the area from generally slow anomalies in the central east. The smooth keel edge begins to disappear at depths of 140-165 km (Figure 12f ) and a coherent, fast ''keel-like'' feature vanishes at greater depth (Figures 12g and 12h) . Fast velocity anomalies are also observed in the southeast corner of the area at depths of 60-140 km, but these small-scale fast anomalies are not robust owing to the poor resolution at the edges of the map area.
[37] A prominent slow anomaly is imaged beneath eastern New York and central New England from the Moho to 200 km with particularly high amplitudes at depths of 60-140 km. However, since resolution decreases with increasing depth in our model, care must be taken not to overinterpret small-scale or low-amplitude variations in velocity. At each point in the maps, the phase velocities from 20 to 125 s typically provide $3 pieces of independent information, including $1.4 for shear wave velocity structure in the upper mantle. (More vertical information is provided by the average dispersion curve shown in Figure 7 for the region as a whole, which has smaller standard errors.) Therefore lateral heterogeneity averaged over a vertical depth range of less than 50 km is unlikely to be resolved. One standard deviation for velocity variation is about 0.5% when averaged from the Moho to 165 km, suggesting that velocity anomalies larger than 1.0% over this depth range are significant at the 95% confidence level. Broadly speaking, these results are similar to the model results of Van der Lee and Nolet [1997] and Van der Lee [2002] , although some details of the models differ. At depths of roughly 100 km, both models place the edge of the keel in roughly the same location. At depths of roughly 200 km, the entire region where we resolve shear wave velocity with the exception of the southwest corner of Pennsylvania falls inside the broad V-shaped-indentation slow anomaly imaged at these depths by Van der Lee and Nolet [1997] . The absolute velocities we see at these depths are not quite as low as those obtained by Van der Lee and Nolet, but the models agree in the sense that neither resolves fast keel-like material over most of this mantle volume. Levin et al. [2000] also resolve a low velocity of comparable amplitude to that found in our model, although with a somewhat different shape.
[38] The North America keel in this region has survived over a billion years since the end of the Grenville orogeny, but its irregular shape and the pronounced low-velocity zone to the east raise the possibility of at least some lithosphere modification. Shear wave velocity profiles through several cross sections (Figure 13 ) allow us to view the variations of the keel depth and the keel shape from a different perspective. The fast keel is imaged to the west of 75°W and the slow oceanic-like mantle to the east (Figures 13a and 13b) . Defining a particular depth to the base of the keel is difficult, given the limited vertical resolution. If the base of the keel is defined as the depth to which anomalously fast velocities extend, then there is a tendency to overestimate its extent due to vertical smearing. We estimate that the velocity contrast between the western fast region and eastern slow region must extend to at least about 150 km depth, although if there is no sharp contrast at its base, then it could be as deep as the maximum depth of anomalies shown in the figure. There are suggestions of contrasts to depths greater than 200 km in some parts of the model (Figure 13b ). However, because there could be velocity differences within the asthenosphere, defining the extent of the lithosphere on this basis is not entirely satisfactory.
[39] If, instead, the depth to the maximum negative velocity gradient is chosen as the criterion for picking the base of the lithosphere, with limited vertical resolution the result will be dependent on gradients present in the starting model and on the decreasing ability to resolve sharp gradients with increasing depth. The velocity anomalies in Figure 13 need to be added to the starting model shown in Figure 9 to estimate the true gradients. The starting model has negative gradients down to about 100 km and positive gradients at depths greater than 120 km; therefore in the eastern, low-velocity region, the gradient-defined depth to the bottom of the lithosphere is significantly less than 100 km, probably 70-80 km in the center of the region. In the western, fast region, the depth to the maximum negative gradient is somewhat variable and hard to define because the low-velocity region is not very pronounced, but generally lies in the 100-150 km range.
[40] At 42°N (Figure 13b ), the shape of the deep velocity anomaly at the edge of the keel at 75°-76°W, although only marginally resolved, is reminiscent of the edge-driven, small-scale downwelling modeled by King and Ritsema [2000] . More convincing as the effect of convection in the upper mantle is the thin lithosphere beneath west-central New England and easternmost New York, which may be caused by thermal erosion associated with the Monteregian hotspot that passed over this area around 100-120 m.y. ago [Crough, 1981; Morgan, 1983; Sleep, 1990; Heaman and Kjarsgaard, 2000] (Figure 12 ). Low velocities continue along the hotspot track into the Atlantic Ocean in the model obtained by Van der Lee and Nolet [1997] . Small-scale thermal erosion of continental keels by hotspot plumes has also been invoked in other regions. Rondenay et al. [2000] explained a narrow low-velocity zone they observed at roughly 78°W, 46°N by interaction of the Monteregian hotspot with a weak zone in the cratonic lithosphere, and vanDecar et al. [1995] imaged a slow anomaly in the lithosphere beneath the Brazilian craton which they interpreted as a fossil plume.
[41] Shear velocity in the slowest region is about 5.5% lower than in the keel and 2% lower than that in the immediately surrounding mantle. Given that a 100°C increase in temperature decreases the shear velocity in the shallow mantle by $1.1% [Nataf and Ricard, 1996] , the slow region would be about 200°C hotter than the surrounding mantle and 500°C hotter than the lithospheric keel if the anomaly is purely thermal in origin. This would be a large temperature contrast if it were located solely in asthenosphere. For example, an active hotspot such as Iceland appears to be associated with $200°C thermal anomaly [Wolfe and Solomon, 1998 ]. However, most of the velocity contrast lies at depths shallower than 150 km, with the maximum at about 100 km. Thus we are primarily seeing the lateral contrast between the relatively thick lithosphere beneath western New York and Pennsylvania and the warm asthenosphere beneath the thinned New England lithosphere. The temperature contrast required is not unreasonable, but there could also be contributions from other sources. Van der Lee and Nolet [1997] suggested that the low velocities represent water in the mantle associated with the subduction of the Iapetus plate on the order of 400 m.y. ago, perhaps combined with melting related to the Monteregian plume. However, because water tends to partition into melt, hotspot magmatism or melting related to the Jurassic opening of the Atlantic Ocean [Rankin, 1994] would tend to remove water from the shallow mantle. Alternatively, Levin et al. [2000] and Park and Levin [2002] suggested that the slow velocities represent iron-rich asthenosphere that replaced delaminated lithosphere beneath the Appalachians and then subsequently became part of the lithosphere through cooling and dehydration. However, this hypothesis does not easily explain the continuation of the slow anomaly into the Atlantic Ocean.
Azimuthal Anisotropy
Observations From Surface Waves
[42] Azimuthal anisotropy in eastern North America has been documented in numerous shear wave splitting studies [Vinnik et al., 1992; Silver, 1996; Barruol et al., 1997; Levin et al., 1999; Fouch et al., 2000; Rondenay et al., 2000] . Shear wave splitting data have good lateral resolution and can reveal differences in anisotropy between closely spaced stations. However, shear wave splitting alone cannot tell where anisotropy is located along ray paths due to the lack of vertical resolution. Taking advantage of the surface wave property that data at different periods sample velocity structure over different depth ranges, it is possible for us to constrain the distribution of anisotropy with depth. Figure 11 . Correlation of S-P travel times after removing mean values through the velocity models resolved from Rayleigh waves (X axis) and the models constrained from receiver functions (Y axis) [Li et al., 2002a] . A vertical ray path was assumed for the calculations. The open circle indicates the average of S-P travel times at stations HRV and MM01. Station names are plotted close to the corresponding values. Figure 12 . Maps of isotropic shear wave velocity anomaly in eight layers from the Moho to 210 km. The velocity anomaly is relative to the improved 1-D model (solid line) in Figure 9 . The maps are clipped in the same way as in Figure 8 for phase velocity maps. The open contours in 12a are locations of vertical profiles in Figure 13 , and the open contour in Figures 12d and 12h represents the track of the Great Meteor hotspot [Crough, 1981; Heaman and Kjarsgaard, 2000] . Figure 12a . Solid lines delineate the contour of 1% velocity anomaly.
[43] Although lateral changes in shear wave splitting occur in this region, shear wave splitting variation within the array used for the Rayleigh wave inversion is relatively small (Figure 4) [Fouch et al., 2000; Levin et al., 2000] . To start with a simple model, we assumed that anisotropy is uniform in the study area but allowed the isotropic term (B 0 in equation (1)) to vary in two dimensions. We applied the inversion to nine periods from 33 to 125 s, which are primarily sensitive to structure in the upper mantle above a depth of about 300 km. The amplitude of anisotropy and its fast direction are computed from coefficients of isotropic and anisotropic terms in equation (1) at each period. The peak-to-peak anisotropy is 2(B 1 (w) 2 + B 2 (w)
2 ) 1/2 /B 0 (w), and the fast direction is 0.5 tan À1 (B 2 (w)/B 1 (w)). Standard deviations for the size and fast direction of anisotropy are estimated from the variance of B 1 (w) and B 2 (w) using an error propagation technique [Clifford, 1973] .
[44] Anisotropy, if assumed uniform in the study area, is generally small, not significantly different from zero except at the longest period (Figure 14a ), and although they are poorly constrained, the fast directions are at high angles to the fast directions for shear wave splitting. If Rayleigh wave azimuthal anisotropy and shear wave splitting both arise from orthorhombic or lower-order intrinsic anisotropy with a horizontal symmetry axis, the fast directions should coincide. In addition, our synthetic resolution tests indicate that the poorer coverage at the longest period could artificially increase the apparent azimuthal anisotropy. We conclude that the average azimuthal anisotropy in the area is small, well resolved to be less than 1%.
[45] There are several possible interpretations for the apparently weak anisotropy. First, the anisotropy in the depth range of sensitivity may really be weak, with the anisotropy responsible for the shear wave splitting too deep to resolve. Second, two or more anisotropic layers with different fast directions may coexist [e.g., Levin et al., 1999 Levin et al., , 2000 in such a way that the effects of the two layers tend to cancel each other through the vertical integration of Rayleigh waves over the depth range of sensitivity. Third, anisotropy at a given period may not be spatially uniform, with different directions of anisotropy that could destructively interfere when integrated over the entire study area. Some splitting measurements do manifest lateral variability [e.g., Barruol et al., 1997; Fouch et al., 2000; Rondenay et al., 2000] , and regardless of their pattern shear wave splitting measurements at different stations may reflect anisotropy in different depth ranges. We explore each of these possibilities in the paragraphs below.
[46] Ideally, to account for 3-D variations of anisotropy, the best method would be to solve for phase velocities allowing anisotropy to vary in two dimensions at individual periods and to invert for 3-D anisotropic velocity structure from phase velocities. However, our experiments show that 2-D anisotropic phase velocities are poorly constrained in most areas. These results are not surprising because of the large number of model parameters, which is three times that for the isotropic inversion. To reduce the number of model parameters and yet still account for some lateral variation of anisotropy, we divided the study area into subregions and assumed that the anisotropy is uniform in each subregion.
This assumption significantly reduces the model parameters needed to represent the anisotropic terms of phase velocity at each period.
[47] The subregions can be constructed based on tectonic provinces, patterns of shear wave splitting observations, or the isotropic structure in the upper mantle. Although we tried a variety of subdivisions, in the results shown here we assumed that anisotropy is uniform in just two subregions: the zone of fast isotropic velocities that we interpret as thick lithosphere and the area of prominent low velocities beneath eastern New York and New England (Figure 12 ). Some variation in observed shear wave splitting does occur within each of these subregions (Figure 4 ), but it is relatively small and any corresponding variation in anisotropy would likely be averaged out in the Rayleigh wave inversion. The variations of azimuthal anisotropy versus period for the two subregions are plotted in Figures  14b and 14c . The estimates of anisotropy are larger than in the uniform case (Figure 14a ), but the uncertainties are also larger; the only individual periods that appear to have statistically significant azimuthal anisotropy are 40 s for the eastern region (Figure 14c ) and the two longest periods for the western region. By pure chance, we would expect one of these values to appear significant at the 95% confidence level even if the true anisotropy were zero. The large jump in apparent anisotropy at the longest periods in the western region is physically unrealistic, given the overlapping depth range of sensitivity of adjacent periods. The fast directions in the two subregions are approximately orthogonal, which could simply be an inversion artifact. Although the fast direction in the eastern subregion at periods greater than 50 s (N108°E) is roughly in agreement with the shear wave splitting direction in that area, the average direction in the western region (N20°E) is rotated about 45°counterclockwise from the absolute plate motion direction and the average direction of shear wave splitting in western New York, western Pennsylvania, and southern Ontario (Figure 4) . In summary, the resolution for azimuthal anisotropy in subregions is relatively poor, leaving open the possibility that there is significant anisotropy in different areas that could cancel when averaged over the entire study area, but we see no positive indication that such anisotropy exists.
[48] Assuming then that there is no resolvable lateral variation in anisotropy, to constrain the possible depth range of anisotropy, we constructed several forward anisotropic models that produce shear wave splitting matching the observed average to compare to the Rayleigh wave observations. Four models and corresponding predicted azimuthal anisotropy are shown in Figure 15 . All models contain an isotropic crust and the degree of anisotropy in the mantle is chosen so that predicted splitting delay times are about 0.9 s, the average value in the study area from observed shear wave splitting. Anisotropy in the mantle anisotropic layers is represented as 70% olivine and 30% orthopyroxene [Babuska and Cara, 1991] . Elastic coefficients in each layer are written as
, where e is the fraction of olivine a-and orthopyroxene c-axes aligned in the fast direction assuming that olivine a -b and orthopyroxene a -c planes are horizontal. The remaining fraction is randomly oriented in 3-D. The a is a scalar value used to multiply elastic coefficients in each layer to reflect isotropic changes due to thermal, pressure, or compositional effects, scaled so that average S velocity is equal to the S velocity in each layer of our isotropic starting model. Synthetic phase velocities, c(w, ψ), are computed using Thomson's method [Martin and Thomson, 1997; [49] In model 1 (Figure 15 ), anisotropy was limited to lithospheric depths above 165 km. Predictions from model 1 show that azimuthal anisotropy would be about 2% at periods of 33-60 s and would gradually decrease to $1% at longer periods. Azimuthal variations of this size would have been detected easily at all periods less than about 100 s. In model 2, anisotropy is constrained to the depth range of 165-310 km. This model predicts that the strength of azimuthal anisotropy increases from near zero at 33 s to $1% at 100-125 s, which would be below the detection threshold at short periods and marginally detectable in the 80-125 s range. The predicted values are larger than we observed from 80 to 100 s (and of course the directions do not agree well), but given the uncertainties in the observations, our data could be compatible with the prediction within 95% confidence limits. In model 3, the predicted anisotropy is less than 0.5% for all periods because Rayleigh waves at periods up to 125 s are relatively insensitive to structure at depths greater than 300 km. The fourth model with uniform anisotropy in the whole upper mantle from Moho to 410 km predicts azimuthal anisotropy between 0.6 and 1% increasing slightly with period. The amplitude of predicted anisotropy in this model is larger than the observed amplitude in the 50-100 s range, but within the 95% confidence limits of each individual measurement. However, since the observations at each period we portray are nearly statistically independent of each other, based on an analysis of the covariance between travel time residuals, if this model were correct we would expect the fast direction averaged over all periods to agree with the E-W splitting direction. Thus we conclude that if anisotropy were distributed as in model 4, it should have been detected and was not. Based on these models, we conclude that the anisotropy responsible for shear wave splitting cannot be concentrated primarily within the lithosphere and that much of the anisotropic structure must be deeper than 250 km.
[50] Finally, we test the possibility that vertical variations in anisotropy could serve to prevent the detection of the anisotropic structure by Rayleigh waves. Levin et al. [1999 Levin et al. [ , 2000 postulated a two-layer anisotropic model beneath the northeastern United States based on azimuthal variations in shear wave splitting. In the limit, as the degree of intrinsic anisotropy becomes extremely large, the anisotropic layers could be very thin and still produce substantial shear wave splitting. Two such thin layers, closely spaced in depth and with fast directions orthogonal to each other would be undetectable by any means, such as surface wave dispersion, that averages over a depth range much greater than the vertical extent of the two layers. We test whether it is physically reasonable for the layers to be undetectably thin and whether the layers suggested by Levin et al. are sufficiently orthogonal to escape detection.
[51] In our forward models, we adopt the fast directions and maximum delay times at station HRV from Levin et al. [1999] for the top (N115°E, 0.7 s) and bottom (N53°E, 1.1 s) anisotropic layers, but allow the thickness of the two layers to vary. Figure 16 shows four models and predicted azimuthal anisotropy from these models. Model 1 duplicates the layer thickness, orientation, and shear wave splitting of the preferred orthorhombic model of Levin et al., but we add pyroxene to their purely olivine model. The addition of pyroxene dilutes the anisotropic effect, requiring a greater degree of alignment to produce the same amount of splitting. Azimuthal anisotropy of Rayleigh waves should be easily detectable in this model, reaching a maximum of more than 2% at the shortest periods where the fast direction should be aligned in the direction of the fast direction in the upper layer. Although fast directions in the two layers are misoriented relative to each other by 62°, they are not sufficiently orthogonal to create more than a slight minimum in degree of azimuthal anisotropy in the transition between short periods that are sensitive predominantly to the shallow layer and longer periods that are sensitive mostly to the deeper layer. The interference cannot be increased significantly by making the layers thinner because the degree of alignment already approaches the limit. The interference reduces the azimuthal anisotropy somewhat, but these models demon- ESE strate that if the upper anisotropic layer begins at the Moho, it should produce a detectable effect on Rayleigh waves unless it extends deeper than 300 km. The predicted anomaly is undetectable and therefore compatible with our observations only if a large fraction of the anisotropic sources for shear wave splitting are at depths greater than 200 km.
Trade-Off Between Heterogeneity and Anisotropy
[52] A key issue when interpreting both isotropic and anisotropic models obtained in this study is the possibility that significant trade-off exists between lateral heterogeneity in isotropic velocity and the parameters for azimuthal anisotropy. Any azimuthal variation in velocity inferred from travel times, as in our experiment, can always be equally well represented by lateral heterogeneities if the heterogeneities are large enough and on short enough length scales. Usually, this requires unreasonably large velocity variations on the scale of the separation between stations; we confine our analysis to lateral variations on the scale allowed by our Gaussian smoothing parameter L w .
[53] We conducted a series of synthetic experiments at a range of periods to assess the trade-off between lateral heterogeneity and azimuthal anisotropy. Using the same event and station information as in the real data, synthetic phases and amplitudes of Rayleigh waves were generated from isotropic phase velocity models that are based on the observed phase velocity maps in Figure 8 . Using these synthetic data, we performed inversions for isotropic phase velocity and anisotropic phase velocities that are either uniform over the whole study region or that are allowed to vary between the two subregions.
[54] If the synthetic data are noise free, the input isotropic model can be perfectly recovered even at periods greater than 100 s and the artificial anisotropy is almost zero whether it is assumed to be uniform over the entire region or allowed to vary between the two subregions. If random noise is added to the synthetic data, the pattern of phase velocity anomalies in the input model is reasonably well retrieved but the size of the anomaly could be biased. In addition, some artificial anisotropy is introduced in the solution due to the trade-off with lateral heterogeneity. The artificial anisotropy when two subregions are introduced usually appears stronger than that in the whole area, indicating the trade-off of anisotropy between different regions, much as is reported in Figure 14 . The fast directions in the two subregions are usually at an angle larger than 45°but not always orthogonal to each other. The resulting magnitudes and fast directions of this artificial ''trade-off'' anisotropy do not consistently match the observed Rayleigh wave results, varying with each different random noise input. In general, the results agree with the linearized estimates of error used in this paper, but there is an indication that the uncertainty in azimuthal anisotropy at the longest periods where azimuthal coverage is weakest may be underestimated.
[55] These experiments suggest that the pattern of isotropic phase velocity variation is better resolved than anisotropy. Artificial anisotropy is generated by the trade-off with lateral heterogeneity and the trade-off of anisotropy between different subregions, which are significant especially at long periods (>100 s). Therefore interpreting the details of either the isotropic anomaly or the anisotropy at levels below the indicated confidence limits is suspect. Because the amplitude of azimuthal anisotropy is small in this area, neglecting it introduces little error into the maps of isotropic variations in velocity at the scale lengths allowed by the Gaussian averaging function.
Discussion
[56] We detect no convincing pattern of azimuthal anisotropy with Rayleigh waves. Our observations and synthetic tests limit the amplitude of azimuthal anisotropy that could be hidden to be less than 1% at periods less than 100 s. Because these periods are sensitive to structure at depths up to 200 km, we can place strong constraints on the possible depth of anisotropy responsible for the clear and relatively uniform shear wave splitting pattern in the northeastern United States. We would have liked to detect the anisotropic layer in a positive sense, so that the variation with period could give even stronger constraints than our negative evidence, but nevertheless, the negative evidence that anisotropy in the upper 200 km of the mantle must be unresolvably small should not be ignored. Synthetic calculations indicate that the improved coverage that will be provided by USArray may decrease the errors to the point where the change in anisotropy with period would be well constrained.
[57] The origin of shear wave splitting beneath eastern North America has been vigorously debated for over a decade. Three primary hypotheses exist: fossil strain in the lithosphere due to the last regional tectonic event [e.g., Silver, 1996] , shearing by sublithospheric mantle flow [e.g., Vinnik et al., 1992] , and some combination of both [e.g., Levin et al., 1999; Fouch et al., 2000] . At this point, we have resolved that the anisotropy in the northeastern United States cannot be confined to the lithosphere, but most of our study region lies outside the area of thickest continental keel [Van der Lee and Nolet, 1997] . Jordan [1978] proposed that stable continental keels are transported coherently during plate movement, a model that has since been supported by roughly synchronous ages for crustal and mantle xenoliths in several regions [e.g,. Pearson et al., 1995] . However, whether a decoupling zone of concentrated shear strain exists beneath continental keels remains an open question, awaiting resolution from station coverage such as that expected for the USArray. In several other regions where surface wave data have suggested the presence of azimuthal anisotropy at sublithospheric depths, such as beneath the Colorado Rockies and Australia [Debayle and Kennett, 2000; Simons et al., 2002] , the fast direction of anisotropy tends to be parallel to the direction of absolute plate motion. These results support the presence of a sublithospheric shear zone that reflects at least partial decoupling between the motion of the lithosphere and the deeper mantle.
Conclusions
[58] Using Rayleigh wave phase and amplitude data, we have obtained shear wave structure and azimuthal anisotropy in the northeastern US and southeastern Canada. The conclusions of this study relate to the isotropic structure of the crust, and isotropic heterogeneity and azimuthal anisotropy in the mantle.
[59] (1) Crustal thickness varies from $35 km along the Atlantic coast to 45-50 km in the western Appalachians and in the portion of the Grenville Province in western New York. Crustal S wave velocity is generally 2.1-2.7% faster than that in the global model AK135 with a standard deviation of ±0.5%, and particularly high-velocity crust is observed beneath the Adirondack Mountains. The variation of crustal thickness correlates well with the observed Bouguer gravity Figure 16 . Two-layer anisotropic models and predicted azimuthal anisotropy. Fast directions in the top and bottom layers [Levin et al. 1999] are shown by arrows in the first panel from a map view. Layer thickness is indicated by two horizontal lines. The number in each layer indicates the percentage alignment of fast axes of olivine and orthopyroxene. The second panel shows the amplitude and fast direction of predicted anisotropy for each of the four models. ESE anomalies, and the travel time differences between P and S waves in the crust from our model are largely consistent with those from receiver function studies [Li et al., 2002a] .
[60] (2) In the upper mantle, a high-velocity anomaly, which we interpret as the North America lithospheric keel, appears in the western part of the study area. The base of the keel has irregular morphology and could extend to 200 km or deeper, but our best estimates based on the depth to the maximum negative velocity gradient is that the base of the keel lies in the 100-150 km range. Thin lithosphere over low-velocity mantle is imaged from northern Connecticut to central Vermont and New Hampshire, and may be caused by thermal erosion of the lithosphere associated with the Monteregian hotspot.
[61] (3) Azimuthal anisotropy from Rayleigh wave phase velocities was obtained assuming that anisotropy is uniform over the study area or varies between two subregions. The amplitude of the anisotropy is small, less than 1%, and unresolvably different from zero at periods less than 100 s. Comparison with the predicted anisotropy from velocity models constrained by shear wave splitting suggests that anisotropy cannot exist solely in the lithosphere and that much of the source of the shear wave splitting must lie deeper than 200 km.
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