There has been a recent rise in research on real-time planning algorithms. Most of these algorithms address either the issue of response-time constraints or the issue of dynamic environments. We propose a new real-time planning algorithm, DYNORAII, to address both of these issues simultaneously. DYNORAII is structured as a sequence of ''partial planning and execution'' cycles to avoid obsolescence of planned solutions at the time of execution. DYNORAII uses a stopping criterion to balance planning cost and execution cost to achieve near optimal response times. DYNORAII was used for the routing problem to optimize total cost in both static and dynamic environments. It shows better average-case time complexity than traditional realtime algorithms.
Introduction
As the application of AI systems evolves from an art to an engineering science, we can expect more challenging applications to be addressed. Some of the most challenging and interesting applications can be found in realtime domains. An AI system operating in such environments will typically need to address three problems: response-time constraints, dynamic situations and on-line problem solving. Response-time constraints relate to the limitation on the total time to plan a solution and to carry out the solution. Dynamic situations are those in which the world changes slowly during planning. The longer the time spent in planning a solution, the more obsolete the solution becomes at the time of execution. An AI system in such a situation may deviate from the ''plan completely before execution'' paradigm to ''partial planning followed by execution'' paradigm[1] to avoid obsolescence of the plans. The on-line situations are those in which the world changes rapidly and unexpectedly during planning. Events in these situations necessitate major revision of solutions during planning. An AI system may use reactive components [ 2 , 3 , 4 , 5 , 6 , ] and non-monotonic reasoning [7] to cope with the changes.
Response-time constraint problems can further be divided into two classes: deadlines and optimal response times. Deadline situations allow only a certain amount of time for the system to plan a solution; these deadlines may be fixed or they may vary from case to case. Finding an optimal solution within arbitrary deadlines is hard and is often NP-complete [8] . Anytime algorithms [ 9 , 10 , ] formalize characteristics of a class of algorithms which are capable of handling variable deadlines.
Another class of response-time constraint problems impose optimality constraints on the total response-time of the system. The total response-time is the sum of the time spent on planning a solution and the time it takes to execute the solution. The optimal response-time is not achieved by planning for optimal solutions, since planning for such solutions may incur large planning costs. A trade-off between planning time and solution quality may be used to optimize the total response-time [11] .
The order of names is alphabetical and has no other significance.
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The issue of response-time constraints is orthogonal to the issues of dynamic situations and on-line situations. Algorithms designed to meet constraints on response-time may fail to do so under dynamic situations. Such algorithms search for a complete execution plan, using the state of the world at the beginning of the planning process, before making their first move towards execution. The changes in dynamic environments can make time-dependent information used for planning obsolete at the time of execution. In a dynamic situation, actions must be committed before their ultimate consequences can be known via detailed planning [1] . The amount of planning before each move is limited by the resources available and by the changes that occur in the environment. The problem of response-time constraints in a dynamic world is an important problem and has many applications in AI, robotics, computer networks and other areas.
In this paper, we examine the interaction between response-time constraints and dynamic situations for realtime AI applications. We propose a new real-time planning and search algorithm, named DYNORAII (DYnamic, Near Optimal Response-time Algorithm), which meets response-time constraints under dynamic situations. As a means of characterizing response-times, our algorithm formalizes the trade-off between solution quality and planning time, which is very unique. Also, by combining partial planning with, execution our algorithm adds a reactive behavior to its problem solving nature. DYNORAII works in cycles of partial planning followed by execution. Each cycle allows partial planning terminated by a stopping criterion, which balances planning cost with the quality of the solution. The stopping criterion has been shown to achieve near optimal response-time [11] . The paradigm of partial planning followed by execution addresses the issue of a dynamic world. We have used DYNORAII for a real-time path planning application in a static world, as well as in a dynamic world model. We report the experimental results demonstrating the ability of DYNORAII to meet response-time constraints in a dynamic world.
Section 2 summarizes the related literature and states the contributions made by this paper. In section 3, we formally describe DYNORAII and provide formal analysis of its correctness and completeness in both static and dynamic worlds. We describe the validation experiments and methodology in section 4. The data collected from experiments is tabulated in section 5. Section 6 provides analyses of the data. The conclusions are presented in section 7.
Related Literature and Our Contribution
Simple blind-search algorithms like depth-first search and breadth-first search are useful with small search spaces and in situations where tight deadlines are non-existent. Most real-world applications of search and planning, however, face very large search spaces and often constraints on response time. Classical search algorithms, such as A* [12] and IDA* [13] which guarantee optimal solutions in terms of execution times (shortest path from start node to goal node), do not guarantee meeting any constraints on response time. Furthermore, such algorithms are not suitable to operate in dynamic environments, due to the fact that they devise a complete solution plan before executing their first move. The world will have changed by the time a plan is generated, making the plan obsolete at the time of execution.
Anytime algorithms characterize the requirements of decision procedures capable of meeting deadline constraints on planning time [9] . The utility of solutions planned via these algorithms increases over time. These algorithms can be terminated at any time and will return some answer at the time of termination. The answer that is returned improves if more time is available for planning. These algorithms lend themselves to preemptive scheduling characteristic of the deadline constraints on response time. The Meta-Greedy algorithm [14] is an anytime algorithm, which uses a sequence of evaluation functions to evaluate the promise of a node during search. A greedy approach is used to order the multiple evaluation functions. Negative local benefit from a step of planning terminates the search in that direction. The algorithm may be terminated at any time and it will produce a solution at that time.
NORA [11] is another example of an anytime algorithm. It uses hierarchical planning to improve the solution at hand via the set of semantic information for database query planning. Given a longer time, the solution quality improves. This algorithm may also be terminated at any time and it will yield a solution. Furthermore, NORA formalizes the tradeoff between planning cost and execution cost to address constraints on the total response time. NORA terminates planning at a point where the total response time (sum of planning time and estimated execution time of the planned solution) is optimal. − 3 − A framework to address the more general problem of resource constraints may be built around utility theory [15] . This model calculates the utility and disutility of certain meta-level actions. It then uses these values to reason about continuing to plan or proceeding with an action. The utility values and the probability distributions are learned through experience. This kind of reasoning might be appropriate for well-known environments in which the expertise to do the task already exists. For applications where the experience or expertise is not available, however, calculation of such utility values will be a significant added overhead cost, if at all possible.
The algorithms meeting response-time constraints assume the world to be static during planning. These algorithms assume that facts and abstractions used for searching an execution plan do not change during planning. Hence, longer planning may lead to better execution plans. However, these assumptions fail in a dynamic world. Longer planning times yield obsolete solutions in dynamic environments. Planning in dynamic worlds has been addressed by RTA* [ 16 , 1 , 17 , ]. The algorithm works in cycles of partial planning followed by execution. The complete plan to reach the goal is not worked out if the planning takes a long time. Planning time is limited by the frequency of changes in the world. The agent executes a partial plan without exploring all the consequences of this commitment.
RTA* uses a variation of minmax search [18] called minmin look-ahead search for partial planning. Minmin search looks forward from the current state to a fixed depth horizon and applies the heuristic evaluation function (f=g+h) of A* to the nodes at the depth frontier. The best f value is then sent back to the current node. Unlike A*, where the planning and execution are done in disjoint phases, RTA* combines planning and execution and operates in repetitive plan-execution cycles until a solution is reached. RTA*, however, does not address the problem of constraints on response time.
The research in real-time search algorithms has not provided adequate validation of the performance of the proposed algorithms. It is difficult to compare the alternative algorithms in terms of their performance and in terms of the difficulty of formulating such algorithms for specific real world applications.
Determining the next move in board games is often used as a benchmark application with which to evaluate the algorithms [14] , but board games do not share many characteristics of real-time applications. For example, the execution cost of a move in a board game is negligible compared to the planning cost. A trivial solution for making the next move can be found with negligible planning. In real world applications like robot path planning and computer network message routing, execution costs are comparable to planning times.
We address the three limitations of current real-time planning algorithms in this paper. We propose a new algorithm, DYNORAII, to simultaneously address the issues of response-time constraints as well as dynamic worlds. We present the methodology of estimating average-case time complexity of real-time algorithms via controlled experiments with synthetic applications to validate the performance of proposed algorithms. We also work with a general benchmark of path planning application in static and dynamic environments to test our algorithms. A major contribution of the paper is the specification of planning in dynamic environments. We introduce a particular dynamic model in which the changes in the environment are modeled formally. A formal model of change facilitates the development formal theories about the environment and the algorithms that are to perform in that environment.
DYNORAII takes into account the tradeoff between the quality of a solution and the amount of search done to find that solution. DYNORAII improves algorithms addressing response-time constraints, as well as algorithms addressing dynamic world problems. For example, RTA* uses a fixed look-ahead specifying a static bound for the look-ahead search. When this look-ahead bound is reached, RTA* stops the look-ahead search regardless of the quality of the solution found and regardless of the amount of search done. In some cases, the search terminates prematurely, resulting in a poor (i.e. costly) solution. In some other cases, too much searching is done for little gain in solution quality. In DYNORAII, the search bound is reached when a balance between planning cost and execution cost is reached. Hence, the depth of search in this algorithm is determined dynamically. The balance between planning cost (C p ) and execution cost (C e ) is formalized by the following stopping criterion:
(1)
Data presented in later sections of this paper show that DYNORAII demonstrates efficient overall performance in both static and dynamic environments. The analysis is based on a probabilistic model for average-case time complexity analysis of random graphs and on unbiased sampling of problem instances. The path planning application is central to many applications. It has non-negligible execution costs as well as non-trivial solutions.
DYnamic Near Optimal Response-time Algorithm II (DYNORAII)
DYNORAII performs planning and execution cycles repeatedly until a goal node is reached, assuming that the graph has a solution. A plan-execute cycle consists first of conducting a heuristic search (plan phase) for the next move, starting at the current state (node) in the graph. The search continues from the start state to a certain depth in the graph until the following stopping criterion is reached:
This stopping criterion provides a tradeoff between planning costs (C p ) and execution costs (C e ). This tradeoff takes into account the utility of the heuristic solution found in the current plan phase versus the cumulative amount of planning that was performed from the beginning of the search to find the partial solution. We note that in evaluating the stopping criterion, we do not need to estimate the remaining planning costs from the current node to the goal node.
At the execute phase, the algorithm commits to the best action found during the previous plan phase. In the case of path planning for a robot, for example, the execute phase consists of physically moving the robot from its current position to its next position chosen from among a set of available options. Figure 1 . provides pseudo-code of the DYNORAII algorithm.
C p in DYNORAII, is determined by the number of nodes that were evaluated during the search. These are the nodes whose h,g and f values were calculated, where h is the estimated distance from the evaluated node to the goal, g is the the cost of a move from the parent of the evaluated node to the evaluated node, and f is the sum of h and g. C e is calculated by adding the actual length of the current path to the estimated distance between the current node and the goal node.
To explain the advantage of the tradeoff between planning and execution cost, consider RTA* as an example of a real-time search algorithm. RTA* [1] uses a fixed look-ahead, specifying a static bound for the look-ahead search. When this look-ahead bound is reached, RTA* stops the look-ahead search regardless of the quality of the solution found and regardless of the amount of search done. In some cases, search terminates prematurely, resulting in a poor (costly) solution. In some other cases, too much searching is done for little gain in solution quality. In DYNORAII the search bound is reached when a balance between planning cost and execution cost is reached (i.e. the stopping criterion of inequality 1 is met). Hence, the depth of search in this algorithm is determined dynamically.
When the criterion of inequality 1 is satisfied, the smallest f value found so far is returned to the top level of the algorithm. The successor node with the smallest f value is chosen as the next physical move for the DYNORAII algorithm. This process is repreated until a solution is reached.
An important parameter involved in the tradeoff between C p and C e is α (see inequality 1). The appropriate value of α depends on certain characteristics of the graph and of the application at hand. Examples of such characteristics are the graph size, the branching factor and the time available for planning. The general rule of thumb is to choose a large α when the search space is small, the branching factor is small and the time to plan is long. A small α is chosen when the search space is large, the branching factor is large and the time to plan is short. The intuitive rationale behind these heuristics is that a large graph or a high branching factor with a large α can considerably increase the amount of planning. Also, when the available time to plan is short, one must obviously reduce the amount of planning in each plan-execute cycle. DYNORAII guarantees termination if a solution path from start node to goal node exists in the graph. It also is able to get out of local minima and graph cycles. This is done by penalizing cyclic and dead-end paths, and by leaving the h value of the second-best path at each decision point [1] . The following example demonstrates how DYNORAII solves the routing problem in a cyclic graph.
Example:
Consider the routing problem on the graph shown in Figure 2 . The x and y coordinates of the nodes are listed below. The first number in the list is the node number and the following numbers are the x and y coordinates, (8 14 92)).
The nodes 0 and 8 are the start and goal nodes, respectively. The path 0-2-7-8 is the optimal path to the goal. An alternative choice at the beginning of the search is to take the path through nodes 3 and 6. To illustrate the local minima-related behavior, we will assume a fixed-depth (say depth = 2) lookahead. In this case, the path through nodes 3 and 6 will look more promising at first. This is because the partial path (0-3-6), examined via lookahead, is very close to the straight-line path to the goal and may turn out to be optimal. The algorithm chooses node 3, moves to that node, and then moves to node 6 from there. By the time it has reached node 6, and is trying to make a next move, it finds itself in a local minimum. At this point, it becomes clear that there are no edges to the goal from node 4 or to nodes that bring it closer to the goal. Thus, the algorithm starts backing out of this local minimum. The backtracking takes the current position from node 6 to node 5. At this decision point, the algorithm has the choice to move to node 1 or to move back to node 6. Since node 1 turns out to be a costlier path to take than going back to 6, the algorithm backtracks to node 6 and from there to nodes 4,2,7, and then finally to the goal node (i.e. node 8). Thus, the total path taken is 0-3-6-5-6-4-2-7-8. DYNORAII's stopping criterion uses variable lookaheads. With appropriate parameter values DYNORAII is able to discover the optimal path 0-2-7-8 to the goal.
Next, we will present some formal results about the algorithm and its performance. Empirical results based on performance comparison experiments will follow. Theorem 1: If DYNORAII, given a problem, terminates claiming a solution, the answer it produces does in fact solve the given problem. Proof: A solution is correct when it connects the start state to the goal state via legal moves. DYNORAII always starts its plan-execute cycles from the initial state. It, then, executes its partial plans until success in finding a solution is announced. Thus, if DYNORAII announces success when it has reached the goal state, it has found the correct solution. This is indeed the case, namely DYNORAII announces success only when it has executed a move that has led to the goal state. Therefore, DYNORAII's solution does solve a given problem.
By proving the next theorem, we will show that under a set of assumptions DYNORAII is guaranteed to produce a response (i.e. find a goal state), if such a solution exists. We will show our results for the general case of graphs that may include cycles. We will assume a finite search space. In an infinite space, deceiving heuristic values may send DYNORAII down an infinite path which never reaches a solution. We also assume positive edge costs that remain constant over time. In proving the next theorem, we will relax this assumption to explore completeness of DYNORAII in dynamic worlds. Finally, we assume bidirectional edges to allow our algorithm to backtrack out of dead-end paths.
Theorem 2:
In a finite problem space with bidirectional edges, static positive edge costs and finite heuristic values, where there exists a path that connects the start node to the goal node, DYNORAII is guaranteed to find that path.
Proof: We will prove this theorem by contradiction. Assume that the negation of the theorem is true, namely that there may be a path from the start node to the goal node in the search space, and that DYNORAII never reaches that path. For such a situation to be true, there must exist a cycle in the graph that does not include the goal node, in which the algorithm loops infinitely. On the other hand, it is true that if a path exists from start to goal, the goal node is reachable from every node in the component of the graph in which the start and goal nodes reside. Thus, there must exist an edge that leads away from the cycle and that connects to the goal node.
We now have to show that DYNORAII will ultimately leave this cycle. Associated with every node in the graph is a heuristic value which is either calculated (if the node has not been visited before) or is retrieved (if the node has been visited before and inherited the second best f value of its children). In moving from a node x to a child node C1, DYNORAII calculates or retrieves the f ci values of its children, adds the corresponding positive edge costs (g x (c i )), and moves to the child (C1 in this case) with the minimum resulting value. It also assigns the second best f ci value as the heuristic value of node x (i.e.h(x)←f ci where f ci is the second best f value of x's children). Since the second best value is greater than or equal to the best value, and the value of the new state, C1, is strictly less than its value after the cost of the edge from the old state x is added to it(due to positive edge costs), the value of the node x must be strictly greater than the value of node C1. Thus, the value of the old state is always larger than the value of the new state. Now consider the node with the smallest value on the cycle as the current state. Upon leaving this state, a new larger value is assigned to this node. Furthermore, upon reaching this node for the second time, this node's value is increased again, due to the reasoning given above. If this is true for the node with the smallest value, then it is true of all nodes on the cycle. In the case of static edge costs, the values of all nodes on the cycle increase monotonically without bound. The time will finally come when the value of the node on the path away from this cycle is lower than the value of its neighbor on the cycle. At that time, DYNORAII will get out of the cycle. This is in contradiction with our assumption of an infinite loop. We conclude that under the assumptions of our theorem, there do not exist any infinite loops. This proves our theorem for the static case.
The next theorem addresses completeness of DYNORAII in dynamic worlds. Here we show, via an example, that in dynamic environments in general, where the costs of moves can grow infinitely large, DYNORAII is not a complete algorithm. This implies that DYNORAII can oscillate between a set of nodes or fall into an infinite loop and never find a solution, even if such a solution exists. The edge costs are all set at 1, initially. The heuristic value of each node is written below each node. Assume that node S is the starting position and that we want to plan a path to node G. Also, assume that DYNORAII's look-ahead is set so that it can only look at the immediate successors of a node when it is in its planning phase. From node S, we have two choices. One is to take the edge Sa (connecting nodes S and a) and the other is to take the edge Sb (connecting nodes S and b). The f value of traversing Sa is the cost of traversing Sa, which is 1 initially plus the heuristic value of node a, which is 5. Likewise, the f value of traversing Sb is 5, initially. Thus, DYNORAII selects the node with the smallest f value to move to, namely node b, and leaves the f value of node a (i.e. 6) as the heuristic value of node S. At node b, DYNORAII has the choice to go to node c whose f value is 8, or to go back to node S whose f value is now 7. Clearly, DYNORAII goes back to S and leaves the f value of c (i.e. 8) as the heuristic value of b. Now, suppose that during this period the cost of edge Sa has increased to 5, thus increasing the f value of a to 10. At this point, between the choice of going back to b, with f value of 9, and the choice of moving to a , with f value of 10, DYNORAII chooses to go back to b. Suppose, now, that the cost of edge bc has also increased to 5, increasing the f value of c to 12. DYNORAII, at this point, chooses to go back to S, whose f value is now 11. It is now easy to observe that if the costs of edges Sa and bc keep increasing by 3 each time, DYNORAII will oscillate between nodes b and S forever, without ever reaching the goal via node a.
We have shown [19] DYNORAII to be probabilistically complete in a bounded Markov model of dynamic world explained in a later section.
Experimental Evaluation

Methodology
We are using the methodology of controlled, synthetic-application-based performance comparison. The method is based around a mathematical model (e.g. graphs) with an abstract application (route finding). The application is specified in terms of the parameters of the mathematical model, such as number of nodes and edges. The parameters of interest are determined by examining the modeling of alternative real-world applications in terms of the mathematical model. For example, the interesting parameters for routing application include degree of connectivity of the graph. The performance is measured in terms of the units of the model, such as the number of nodes expanded. The search algorithms can be executed on the abstract application to collect data about their performance. The data can provide an understanding of the parameters controlling the comparative performance of search algorithms. The conclusions can be extended to real-world applications via the application's characterization into the model to determine the values of the parameters.
Controlled experiments can yield useful information about the average case time complexity of algorithms. If unbiased samples of problem instances are generated to collect performance statistics of algorithms, then these statistics can provide an estimate of average case complexity. Confidence in the estimated complexity can be derived from population distribution of problem instances.
Application Domain and Problem Definition
Routing was chosen as the application domain for the experiment and performance comparison. Routing is the problem of finding a solution path in a graph that connects a start node to a goal node. This domain is very important in several areas of industry and research. Example problems that are directly related to this domain are on-line robot planning, route planning in dynamic environments, teleconferencing (multimedia), computer network routing of messages, and on-line navigation systems. The information in all of these areas is represented by graphs with bidirectional edges. A graph G(V, E) consists of a set of nodes v i ε V and a set of edges (v i v j ) ε E. The two nodes representing an edge are the states that are connected by that edge in graph G. Associated with each edge (v i v j ) is an execution cost ce vivj which is regarded as the cost of traveling from v i to v j , or as the cost of traversing the edge (v i v j ) . Also associated with each edge is a planning cost cp vivj , which is the amount of planning required to come to the decision to traverse the edge (v i v j ). The edge planning costs are measured by the number of nodes that are evaluated during each plan cycle.
Associated with each graph are two special nodes: the start node s and the goal node g. The problem of route planning in a graph is that of finding a path p i that connects s and g via existing edges in the graph. A path (plan) p i is represented as an ordered set of edges {(s v l ), (v l v j ), . . . , (v m g)}. Associated with a path p i in the graph is an execution cost C e such that C e = (vlvm)εpi Σ ce vlvm , and a planning cost C p such that C p = (vlvm)εpi Σ cp vlvm . An optimal path refers to a plan that reaches the goal node with the smallest possible execution cost. In dynamic environments, like the execution costs of edges, the total execution cost of a path is a function of time. An optimal path in such spaces refers to a plan that remains optimal over a period of time.
In a dynamic graph, execution costs ce vivj (t) are a function of time to reflect changes in the world over time. An edge in this graph may cease to exist for a period of time. This is represented with an execution cost of zero associated with that edge for that period of time.
Next, we will specify a formal model of change in a dynamic environment. The proposed model of change is based on a Markov process. The selected Markov process is used to change the cost of the edges in the graph to simulate a dynamic world.
Consider the graph G(V, E)
, where V and E are the set of vertices and edges in the graph, respectively. Associated with each edge (v i v j ) ε E, is a cost ce vivj (t) which is a random variable and a function of time that is modeled by a stochastic process. The change of the cost of an edge in time is modeled by a bounded Markov process as explained in Table 1 . σ in Table 1 signifies a constant. The bounds on the Markov process keep the edge cost distributions from diverging too far away from the mean. The bounds satisfy the following property: 0 ≤ ce vivj min < ce vivj max . In the proposed Markov process, the cost of edges are normally distributed over time, with the mean at the initial cost of the edge. To perform well in this model of dynamic world, an algorithm does not have to react to rapid changes [19] . This model causes slow changes in the cost of an edge which allows a planning algorithm to reflect upon alternative actions over a reasonable period of time.
Associated with each path, p i , is an execution cost, C e pi (t), which is a function of time that is calculated as follows: C e pi (t) = (vl vm) ε pi Σ ce vlvm (t). This equation simply states that the cost of a path, at time t, is the sum of costs, at time t, of all edges in that path. An optimal solution to the path planning problem, in the proposed dynamic world model, is the path with the least cost at/over some time point or interval. A statistically optimal solution path is the one which is most likely to be the best over any interval of time. − 10 −
Experiment
In order to evaluate DYNORAII and RTA*, we designed experiments with different parameter settings and different sets of test cases. The experiment was conducted on a test-bed program capable of simulating various real-time search algorithms under the same application. The simulator program is capable of generating graphs with different sizes and different degrees of connectivity. The size of the graph is characterized by the number of nodes (n) and number of edges (E). The degree of connectivity (β) represents the ratio of the number of existing edges (E) to the number of edges in a completely connected graph. Thus:
The nodes of a graph are represented by their euclidean coordinates and are generated randomly within a 100x100 coordinate system. The edges of each graph are represented by the two nodes at each end. In order to avoid trivial cases, the number of edges in the graphs (E) was bounded by the following limits: n−1 < E < n(n−1)/2) (2) The lower bound guarantees that the graph is not in the form of a tree, and the upper bound guarantees against complete graphs. The guarantee against trees and complete graphs prevents encountering extremely small solution spaces (set of possible solution paths) as well as trivial paths to the goal. Equations 1 and 2 lead to the following limits on β:
The interesting range of β is determined by two factors: (a) maintaining a reasonable number of paths between the source and the destination, and (b) keeping reasonable path lengths. The number of paths depends on the branching factor at each node (i.e. each node should have several edges connected to it). The higher the branching factor, the more paths exist. The path lengths depend on the number of missing edges. Fewer missing edges imply shorter path lengths. We manipulate β to satisfy both of these constraints.
K paths => at least K edges/node, or E ≥ Kn.
Longer path lengths => many missing edges, β < 1.
To generate graphs for our experiments, we used the following formula to determine β:
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Selection of β is an important issue. By choosing the appropriate value for β, we raise the likelihood of generating graphs with nontrivial solutions and graphs that represent average-case complexity. In a later section, we provide a probabilistic analysis of β and discuss the criteria for selecting β in the context of random graph theory.
Our simulator program produces data that can reveal certain characteristics of the graphs, as well as performance of the search algorithms. Data was collected on a set of 60 graphs, with an equal number of 10-, 20-and 30-node graphs in the set. There were eight sets of data for each graph. Four of the eight sets corresponded to RTA*(n) for n = 1, 2, 3, 4, and the other four sets corresponded to DYNORAII(α) for α = 0.1, 0.05, 0.01, 0.0.
RTA*
At each cycle, RTA*(n) first creates the successor nodes of the current state. The current state is the actual position of the system. As each successor node is created, its estimated distance from the goal (i.e. h), the cost from the current node (i.e. g), and the sum of h and g (i.e. f) are calculated. The euclidean distance formula is used to calculate the heuristic values. This heuristic formula is monotonic [1] and is guaranteed to produce optimal solutions in A*. In the case of RTA*, this heuristic formula allows substantial pruning of the frontier nodes without loss of valuable information in reaching a partial solution. Notice that, unlike in A* where g is the value of the total cost so far (i.e. the cost from the start node to the current successor node) in RTA*, g is the value of the cost from the current node to each of its successor nodes. The h values are calculated via look-ahead search. The general rule of thumb is that the larger the number of look-aheads (i.e. the larger the n), the better the estimated f value (i.e. g+h) will be. However, we encountered cases in which the greater look-aheads led the algorithm to more costly solutions. Also, one must note that while greater look-aheads are generally helpful in finding shorter paths to the goal (i.e. lower execution cost), they require more processing and planning (i.e. higher planning cost). Once all the successor nodes and their f values are determined, the algorithm sorts these nodes with respect to their f values. The successor node with the smallest f value is chosen as the next physical move for the RTA* algorithm. This process is repeated until a solution is reached.
While this algorithm cannot guarantee termination in the case of graphs with no solutions, it does guarantee that it will not get stuck in local minima and graph cycles [ 20 , 17 , ] . This is achieved by penalizing cyclic and deadend paths, and by leaving the h value of the second best path at each decision point [1].
Observation
In this section, we present the results of experiments that compare the performance of DYNORAII and RTA* in minimizing total response times in both static and dynamic environments. The analysis of the data is based on a probabilistic model for average-case time complexity analysis based on random graphs and on unbiased sampling of problem instances. The confidence in the estimated average-case complexity is derived from the population distribution of problem instances.
Static World
In this section, we describe the data collected from our experiments in a static model of the world in which edge costs remain constant over time. Table 2 The rows in the table represent six quantities: average planning cost, average execution cost, average total cost, standard deviation of the planning costs, standard deviation of the execution costs, and standard deviation of the total cost. The first two columns of the table represent performance data for each of RTA* and DYNORAII. The third column presents the percentage of performance improvement of DYNORAII over RTA*. As is shown in table 2, the overall cost of planning plus execution (C p +C e ) is lower for DYNORAII than for RTA* by 42.83 percent. While execution cost has improved by a small percentage in DYNORAII, the amount of planning needed to find solutions with those execution costs has been reduced by approximately 73 percent. Notice, also, that while standard deviations of the C e 's are comparable for both algorithms, standard deviation of the C p is considerably less for DYNORAII. This signifies that the average planning cost obtained for DYNORAII is a more reliable number than that for RTA*. Another interesting point in the data is the ratio of C p to C e in the two algorithms. This ratio is smaller for the DYNORAII than for RTA*. This is due to the fact that DYNORAII constantly monitors the tradeoff between planning and execution costs.
Markov Model of Dynamic World
The following conjecture predicts that DYNORAII's improved performance in the static model of the world, with respect to RTA*, will be preserved in the dynamic model.
Conjecture 1: DYNORAII stochastically performs as well as or better than RTA*, in the proposed Markov model of dynamic world, namely: DYNORAII > st RTA*. We have tested this conjecture empirically, via an experiment similar to that in the previous section. In this experiment, a set of graphs will be randomly generated using the graph generator program that was used to produce unbiased samples of random graphs in our previous experiments. The methodology of average-case complexity analysis via unbiased sampling of problem instances will be followed in this experiment. Performance data will be collected from the same set of graphs as the one generated for the static-world experiment. During this experiment, the edge lengths will change according to the Markov process described earlier. The data collected from the static-world experiment and the data collected form the dynamicworld experiment will be compared and analyzed to test the above conjecture. Statistical tests of significance will provide measures of confidence in the results obtained from the experiment. Table 3 and figure 6 present the data from this experiment. As is evident from the table, performances of RTA* and DYNORAII in the dynamic world model are very similar to those in the static world model.
Analysis
Performances of DYNORAII and RTA* are compared via the methodology of average-case complexity estimation in two steps: (i) selecting unbiased, non-trivial and feasible samples of problem instances, and (ii) testing the significance of the performance comparison hypothesis. Section 6.1, 6.2 and 6.3 characterize comparison methodology, sample selection and significance tests of hypotheses.
The performance of DYNORAII depends on a parameter that needs to be characterized carefully for comparison purposes. 
Average-Case Complexity Estimation
The experiments and performance analyses can be understood in terms of average-case time complexity analysis of real-time path planning algorithms. Average-case time complexity [21] of an algorithm represents the dependence of statistical average of the time taken by the algorithm over all possible instances on problem size, n. The average-case time complexity of a problem of size n can be characterized by the following:
where x denotes a class of problem instances with identical time complexities for a given algorithm, and n denotes the problem size. T(x,n) is the time complexity of the n instances of class x, and f(x) is the population distribution function over classes. − 14 − Average-case complexity is different from the traditional worst-case time complexity notion [8] . Since the path planning algorithm in the real world is faced with many different instances of the problem, average-case complexity provides a more representative measure of performance. There are two techniques used to derive averagecase complexity of an algorithm: analytic and sampling. Both methods assume a population probability distribution of problem instances of size n. Analytic methods derive T(x,n) (i.e. time complexity for class x of problem size n) as an explicit function of n, from an analysis of the structure of problem instances in class x. The sampling method computes numeric values of T(x,n) for a collection of problem instances representing an unbiased sample of the population. The average performance, T(x,n), of algorithms on sampled instances represents the average-case time complexity if significance tests are positive and if the sample is representative of the population.
We chose the sampling method to compare real-time path-planning algorithms. Analytical methods are not suitable since there are few analytical time-complexity results for real-time algorithms, which overlap planning and execution. We hope to develop a better understanding of time complexity of real-time algorithms by sampling methods to enable analytical results in the future.
The sampling method of average-case analysis is based on two critical parameters: (i) the sample, and (ii) problem size n. The sample should be unbiased, should represent population distribution, and should be large enough for significance tests. Problem size, n, needs to span a wide range of values including large n in order to reveal the asymptotic behavior of the algorithms. We have focused on sampling in this paper.
A problem instance of path planning is specified by a euclidean graph G(N,E). N is a set of nodes with euclidean coordinates. E is a set of edges between a pair of nodes. Each edge has a distance attribute associated with it which represents the euclidean distance between the nodes connected by the edge. In each graph, two nodes are special and are labelled as start and goal. The path planning algorithm needs to compute a path from start to goal, optimizing planning time and path quality. The nodes of a graph are uniformly distributed over a continuous two-dimensional rectangular space of size 100x100. A path planning problem of size n represents the number of nodes in the graph to be searched. The edges in E are uniformly distributed over the set of n(n-1)/2 possible edges between the nodes in N. The number of edges in E induces classes over the problem instances, where instances in a class have the same connectivity β = 2|E|/n(n-1). Connectivity (β) determines the interesting classes of the path planning problem. For β<2/n, the path planning problem may have no solution because the graph is disconnected. We need at least n-1 edges to connect a graph of n nodes and β<2/n leads to fewer edges than that amount. Many cases of β lead to trivial paths, rendering planning useless. For example, β=1 leads to trivial solution paths of length 1, since the edge between the start and goal node is in E. A somewhat more interesting result states that β=1/√ n is very likely to produce trivial solution paths of length two. Every node in N, in this case, is likely to be connected to √ n other nodes, hence every node is likely to have path−length≤2 to all other nodes. Some of these observations can be formally proved using random graph theory [22] , as shown later.
We choose β such that infeasible problem instances, as well as problem instances with trivial solutions are avoided. Hence, our results are valid for average-case complexity over interesting classes of path planning problems of size 10, 20 and 30. In the next section, we present a set of tests to demonstrate the significance of our results. Then, we describe a random-graph theoretic interpretation of β and state the relevant theorems.
Choosing Non-Trivial and Feasible Problem Instances
In this section, we discuss the methodology we used to ensure unbiased samples of graphs that represent average-case complexities. As discussed before, graphs are randomly generated in the simulator program with a degree of connectivity β. β can be interpreted as the probability that an edge exists in the graph. Using this interpretation, each random graph in our simulator can be denoted as G(n,β) with vertex set {0,...,n-1} and n(n-1)/2 edges, each existing with a probability β. It is known in random graph theory [22] that the choice of β influences the likelihood of the number of solution paths with certain lengths.
For a path to exist between two vertices in a random graph, there must exist a major component in the graph. A component in the graph consists of a connected subset of nodes in the graph. A major component is a component that includes most of the nodes in the graph.
Theorem 4:
For a random graph G(n,β) to have a major component, the edge probability β has to be at least 1/n [22] . − 15 − Theorem 5: In a graph with β=1/√ n paths of length two are likely to exist [22] .
In addition to the above theorems, we know that fewer missing edges imply shorter path lengths. Therefore, in order to ensure paths of length two or larger, we must have edge probability that is lower than 1/√ n . The above theorems and assumptions lead to the following bounds on β: 1/n < β < 1/√ n We demonstrated the average-case performance and standard deviations of RTA* and DYNORAII across a population of 10-, 20-and 30-node graphs with β = 4/n. Our results show that the average-case performance of DYNORAII is better than RTA*.
Tests of Hypotheses
Performances of DYNORAII and RTA* are compared via the methodology of average-case complexity estimation in two steps: (i) selecting unbiased, non-trivial and feasible samples of problem instances, and (ii) testing the significance of the performance comparison hypotheses. Assuming a normal distribution of samples of random graphs, and average total costs being independent of one another in each graph, we can test the significance of the results obtained by our experiments. To evaluate the statistical significance of the performance of DYNORAII and RTA*, we utilized the difference-of-means test of hypotheses. Table 5 demonstrates the results of two-tailed tests on different hypotheses. The quantity δ, in the table, denotes the population standard deviation, while the quantity Z denotes the standardized variable. The hypotheses are numbered in table 4. Results of the tests show that, for a two-tailed test, the difference between average performances of the two algorithms, in the static world, are significant at a 0.002 level. Hence, we can deduce that DYNORAII significantly outperforms RTA* at a 99.99% confidence level in the static world. Results of another test show that, for a two-tailed test, the difference between average performances of the two algorithms, in the dynamic world are also significant at a 0.002 level. Hence, we can deduce that DYNORAII significantly outperforms RTA* at a 99.99% confidence level.
The third hypothesis in table 4 implies that there is no significant difference between DYNORAII's performance improvement over RTA* in the static world, and that performance improvement in the dynamic world. Results of the tests show that even for a two-tailed test, at a 0.1 significance level, there is no significant difference between the average performance of the algorithms in static and dynamic environments. Hence, we accept conjecture 1, namely: DYNORAII > st RTA* in both static and dynamic environments. 
Conclusions
We have presented a new real-time algorithm, DYNORAII, to address response-time constraint problems in a dynamic world. We have provided formal models of static and dynamic environments in which we test the capability of our techniques in minimizing total response times. The use of a unique stopping criterion in DYNORAII guarantees a near-optimal response-time in planning and execution of each move. The data provided from our experiments show that the optimal response-times per move produce improved overall performance in both static and dynamic environments. The paradigm of partial planning and execution cycles helps in dealing with dynamic environments. The proposed algorithm performs better than traditional real-time search algorithms. DYNORAII has addressed a restricted form of real-time search and planning. Further work is needed to address the following issues:
Scalability: This involves characterization of the effect of large problem size on the performance of real-time search algorithms. In addition to the above, we will apply our search techniques to problems such as scheduling in real-time operating systems and to real-time communications.
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