A statistical approach to assess the efficiency of bioremediation methods by Glickman, Cynthia Lynn
UNLV Retrospective Theses & Dissertations 
1-1-1996 
A statistical approach to assess the efficiency of bioremediation 
methods 
Cynthia Lynn Glickman 
University of Nevada, Las Vegas 
Follow this and additional works at: https://digitalscholarship.unlv.edu/rtds 
Repository Citation 
Glickman, Cynthia Lynn, "A statistical approach to assess the efficiency of bioremediation methods" 
(1996). UNLV Retrospective Theses & Dissertations. 588. 
https://digitalscholarship.unlv.edu/rtds/588 
This Thesis is protected by copyright and/or related rights. It has been brought to you by Digital Scholarship@UNLV 
with permission from the rights-holder(s). You are free to use this Thesis in any way that is permitted by the 
copyright and related rights legislation that applies to your use. For other uses you need to obtain permission from 
the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license in the record and/
or on the work itself. 
 
This Thesis has been accepted for inclusion in UNLV Retrospective Theses & Dissertations by an authorized 
administrator of Digital Scholarship@UNLV. For more information, please contact digitalscholarship@unlv.edu. 
INFORM ATION TO USERS
This manuscript has been reproduced from the microfilm master. UMI 
films the text directly from the original or copy submitted. Thus, some 
thesis and dissertation copies are in typewriter face, while others may be 
from any type o f  computer printer.
The quality o f th is reproduction is dependent upon the quality o f the  
copy subm itted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleedthrough, substandard margins, 
and improper alignment can adversely affect reproduction.
In the unlikely event that the author did not send UMI a complete 
manuscript and there are missing pages, these will be noted. Also, if  
unauthorized copyright material had to be removed, a note will indicate 
the deletion.
Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and 
continuing from left to right in equal sections with small overlaps. Each 
original is also photographed in one exposure and is included in reduced 
form at the back o f  the book.
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6” x 9” black and white 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly to  
order.
UMI
A Bell & Howell Information Company 
300 North Zeeb Road, Ann Arbor MI 48106-1346 USA 
313/761-4700 800/521-0600

A STATISTICAL APPROACH TO ASSESS THE EFFICIENCY 
OF BIOREMEDIATION METHODS
by
Cynthia L. Glickman
A thesis submitted in partial fulfillment 
of the requirements for the degree of
Master of Science 
in
Mathematics
Department o f Mathematics 
University o f Nevada, Las Vegas 
May, 1996
UMI Number: 1380512
UMI Microform 1380512 
Copyright 1996, by UMI Company. All rights reserved.
This microform edition is protected against unauthorized 
copying under Title 17, United States Code.
UMI
300 North Zeeb Road 
Ann Arbor, MI 48103
The Thesis o f Cynthia L. Glickman for the degree o f Master o f Science in 
Mathematics is approved.
Chairperson, Ashok K. Singh, Ph.D.
(L C-^
Examining Committee Member, Malwane Ananda, Ph.D.
Examining Committee Member, Rohan Dalpatadu, Ph.D.
t / J
Graduate Faculty Representative, Barbara Brents, Ph.D.
LsL
Dean of the Graduate College, Ronald W. Smith, Ph.D.
University o f Nevada, Las Vegas 
May, 1996
ABSTRACT
There are a number of Superfund sites in which
biotreatability studies are used to assess whether an
addition of some surfactants have a positive effect on
the rates of biodegradation of PAH concentrations when
compared to a control. U.S. EPA, in many situations,
will require a minimum of 40% reduction over the control
before approving the bioremediation method. Typically,
samples of PAH concentrations are collected from an
experiment involving the bio-treatment and the control
conditions. The percent reduction is calculated by the
formula:
Xl - X2 
-------- x 100%
X l
If the above percent reduction exceeds 40%, then the 
biotreatment is considered to be effective. This 
approach clearly ignores the inherent sampling 
variability. In this study, I will consider two 
approaches to the above problem:
(1)Confidence Interval Estimation of the percent 
Reduction
(2)A Hypothesis Testing Formulation of the above problem. 
Simulation will be used to provide examples.
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CHAPTER 1
INTRODUCTION
At a superfund site, slurry tests were conducted to 
gather information on biodegradation of carcinogenic PAHs 
(cPAH), which were the contaminant of concern at the site. 
The slurry tests were designed to investigate the effect 
of adding amendments that provide additional carbon or 
enhance bioavailability on cPAH biodegradation. 
Preliminary results had shown that the surfactant Triton 
X-100 could enhance PAH and cPAH biodegradation.
Additional testing was done to determine if increased 
levels of surfactant or the addition of other readily 
degradable organic carbon such as manure or corn oil would 
further enhance cPAH biodegradation. The experiments were 
run for each treatment condition, for over 40 days, and 
PAH, cPAH conclusions were noted.
The goal of the slurry phase testing was to identify 
which amendments enhance cPAH biodegradation; 
biodegredation was considered feasible if a 40% reduction 
in mean PAHs was observed.
The statistical method used by the contractor was to 
(i) run t-tests (for two independent samples) for
1
2comparison of means of Killed control and the treatment 
(amendment), and (ii) compute percent reduction by 
comparing average PAH and cPAH values from day 42 
(surfactant) with results from day 42 (killed control) 
microcosms
One problem with this approach is that the value of 
percent reduction calculated in the above manner is a 
sample estimate, and the uncertainty as orated with this
estimate was completely ignored. In this thesis, a more
realistic formulation of the problem is given. The
problem of estimation of the percent reduction is also
investigated from the Bayesian approach.
Bayesian statistics is a formal method which allows 
one to incorporate any available prior knowledge about the 
system into the decision making. The user of the 
parameters based on part experience selects a prior 
distribution. A sample is taken to determine a sample 
mean of the population. Let the unknown mean be 71. As 
long as the true, fixed value of K is unknown, we consider 
k a variable[7]. The Bayesian interval will be 
numerically close to that of the classical, but their 
interpretations are widely different. The Bayesian 
interval will be a bit smaller, as well, due to the effect 
of the prior distribution. With the Bayesian approach we 
will still be a little uncertain. [6]
3We can express our uncertainty with Bayesian probability 
intervals. This enables us to pin-point a specific 
probability that K lies between two points. In classical 
statistics such an interpretation is not possible.
HISTORY OF BAYES
Bayesian statistics takes its name from the English 
clergyman Thomas Bayes. He had no documented formal 
training in mathematics other than the possibility that 
one of his school teachers had an interest in geometry. 
After his death some mathematical papers were found and 
then obtained by Richard Price who in 1763 sent them with 
a letter to John Canton. This letter contained an essay 
written by Bayes with which Price claimed had merit. 
Apparently, he was correct because this essay contained 
what is now known as Bayes Theorem and is the basis for 
Bayesian Statistical inference. Statistical inference is 
the type of statistics used to draw some conclusions from 
a sample and extrapolate it to a population to draw some 
conclusions about our parameters.[5]
The problem Bayes posed to solve:
Given the number of times in which an unknown 
event has happened and failed: Required the 
chance that the probability of its happening in
4a single trial lies somewhere between any two 
degrees of probability.
Pr [ Xi^ x ^ x2 |p successes and g failures of the unknown
x2 l
event] = J Xp(l-x)q dx /  J Xp(l-x)q dx
xl  0
given as a ratio.[9]
In the classical approach to statistical inference, 
the unknown parameter of interest is assumed to be 
constant, which is estimated from the sample data. In 
classical statistics the researcher is always starting 
from scratch with a new data set compared to Bayesian 
statistics where prior knowledge is expected and the 
research can now be a cumulative effort. The researcher 
should always have some sort of probabilistic knowledge 
that can be expressed in the informative prior. Both 
methods are subjective, the classical researcher can 
choose the confidence interval to suit her needs by 
changing the confidence percent and of course in Bayesian 
statistics the researcher can choose any prior she desires 
although the more data the researcher has the less 
important the prior becomes.
This thesis addresses the two statistical theories 
stated in the preceding paragraphs: classical statistics 
and Bayesian statistics. The experiment will be tested
using the contractors method and then the Bayesian Method 
In Chapter 2 three methods will be discussed, the 
contractors formulation representing the Kill Controlled 
sample and the treatment sample, an alternative method of 
hypothesis testing; mainly using some algebraic 
derivations of the first method, and lastly Bayesian 
confidence intervals were used and examples will be shown
Chapter 3 covers the simulation experiment, with a 
discussion of the Monte Carlo method. SPSS Software was 
used to produce effective equivalents of natural random 
events. The method used is described and the steps to 
achieve the Bayesian confidence intervals included.
The Appendix I contains the syntax involved in the 
experiments ran and Appendix II is simply an example of 
what the generated data will look like.
CHAPTER 2
ASSESSMENT OF BIOREMEDIATION EFFECTIVENESS
Method 1:
CONTRACTOR'S FORMULATION
In this formulation we have two random samples:
2
x , . . . , xn from a normal distribution, Xi~N(|I1 , C1 )
representing the Kill Controlled sample, and y1»...,y
2
normal Yi~N(|i ,o ) representing the treatment sample.*• 2
The problem of assessment of bioremediation effectiveness 
was formulated by the contractors as follows:
Ho : 1 h
H1 : ^  > h
The above hypothesis was tested using the classical t-test 
for two independent samples which reject Hc if
* 1  -  * 2
______________  > t ni + n2 -2 ( oc) . [ 3 ]
c -Jl/n 1/n
Spooled V i t" 2
Once the null hypothesis was rejected for a data set, the
6
7effectiveness of bioremediation was assessed by estimating 
Hi -M-2
_____  x 100
Hi
by its moment estimate
Xl - x 2
x 100.
Xi
If the above estimate turned out to be above 40 %, then 
the bioremediation method was claimed to be effective. 
This approach clearly ignores that uncertainty exists in 
the above estimate.
Method 2:
AN ALTERNATIVE FORMULATION 
OF
TESTING HYPOTHESIS
A more realistic formulation of the above problem is 
obtained as follows:
Hi - H2
  X  100 > 40%
Hi
<=> 1 - H2 /H1 > 0 • 4
<=> H2 /H1 < °-6
8<=> |i2 < 0. 6 (J-i
Hence, the problem of testing the effectiveness of 
bioremediation can be formulated as follows:
Ho: (J.2 - 0 . 6|li < 0 (bioremediation effective)
Hi: |12 - 0.6|li > 0 (not effective)
The null hypothesis will be rejected if
x2 — 0 . 6xi
-calc t ni + n2 -2 (
where
(n2 - DS j 2 + (n2 - 1)S22
S 2pooled “
n2 + n2 - 2 . [1]
Derivation:
Xi ~ N(p.i .C^/ni) and x2 ~ N(|l2 .O2/^)
Thus, x2 - 0. 6 "xT ~ N()ll2 - 0. 6(li , a2/n2 + 0.36a2/ni)
~ N(|X2 - 0.6|li , a2[l/n2 + 0.3 6/ni] )
The following two examples demonstrate how this approach 
works.
EXAMPLE 1: Two Normal distributions were generated 
using the windows version of Mini-Tab. In 
Figure 1(A) you can see the two samples: Cl 
generated with (ii = 2 and C2 generated with a
9|wl2 = 4 so that |li/|l2 = 0.5 i.e. H0 is true.
However, as one can see in Figure 1(B) the new 
mean for Cl is Xi = 1.8988 and from Figure 1(C) 
the new mean is x2 =4.1947, and performing the 
calculations on the generated data, we obtain 
the ratio of x2/xi = 0.45 and t caic = -1.76.
Since tcaic < ttabie we would not reject the null 
hypothesis and deem the effect of adding 
amendments effective. Thus, the t-test makes 
the correct decision in this example.
EXAMPLE 2: Similar to Example 1, two random samples
following a Normal distribution with a sample 
size of 10 were generated. As one can see, in 
Figure 2(B) C3 has a generated mean x2 = 670897 
and C4 Xi = 4.542 6 in Figure 2(c). The original 
prior means were |Ii = 4 and |i2 = 6 so that the 
true ratio |li/|l2 = 1.5 i.e. H0 is false. Through 
the same calculations as above we obtain a tcaic 
= 10.14 which of course is much greater than the 
t from the table and we would reject the null 
hypothesis, and conclude the amendment is not 
effective.
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FIGURE 1(A)
Cl C2
0.81841 3.15357
2.37253 4.66491
2.94885 3.39021
1.41869 4.55893
1.08197 5.51181
2.70347 2.09527
0.99596 4.11954
1.85725 4.44278
1.52168 5.09201
3.26929 4.91833
FIGURE 1(B)
Descriptive Statistics
Variable: C1
A nderson-D arling Norm ality Test 
A -Squared: 0.3077
p-value: 0.5040
Mean 1.8988
S td D ev  0.8741
V ariance 0.7641
Skew ness 0.2474
K urtosis -1.6711
no! d a ta  10.0000
Minimum 0.8184
Is tQ u artile  1.0605
M edian 1.6895
3 rdQ uartile  2.7648
Maximum 3.2693
90%Conf idence In terval lo r Mu 
1.3921 2.4055
90% C onfidence Int erval for S igm a 
0.6375 1.4381
90%Conl idence In terval for M edian 
1.0047 2.9239
J02oCoofjdeac.elnter.yallcirMu....,
B n H rS i
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FIGURE 1(C)
Descriptive Statistics
triab le C2
AnderarvM ingN xrndityTest 
A-Squarect Q3306
p-valua- 0.4130
Ntean 4.1947
SdDa/ 1.0340
\6riarce 1.0603
Skswiess -06648
KLrtoas -0.8112
nofcfeta 10.0000
M rim m  20663
•fetQiartile 3.3311
MaJan 4.5009
3-dQartile 4.98B
IVfeKirrun 551B
9CP/<Gx1ictercelrtervalforMj 
35953 4.7942
90P/<Cbrf icferoelrt erval f a  SgT B  
07542 1.702
90P/(G crfid3rt«lrten/alfcrM 3dan 
31776 50744
jBHjB
90P/<Cbrf icteroelrterval fa  Mj
i^-SaS
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FIGURE 2(A)
C3 C4
5.28906 3.32985
7 .24886 4.37770
6.50235 4.60250
5.66597 5.49412
6.33036 4.22454
5.3466 5.04197
6.73605 5.56505
6.86487 2.52077
4.99492 5.71952
5.91763 4.55590
FIGURE 2 (B)
Descriptive Statistics
Variable: C3
Anderson-Darling Normality Test
A-Squared: 0.2167
p-value: 0.7835
Mean 6.0897
Std Dev 0.7595
Variance 0.5768
Skewness 0.0140
Kurtosis -1.6299
n of data 10.0000
Minimum 4.9949
IstQ uartile  5.3322
Median 6.1240
3rd Quartile 6.7683
Maximum 7.2489
90% Confidence Interval for Mu 
5.6494 6.5299
90% Confidence Interval for Sigma 
0.5539 1 -2495
9Q°/o Confidence Interval for Mu
90% Confidence interval for Median
90% Confidence Interval for Median 
5.2949 6.8518
13
FIGURE 2 (C)
Descriptive Statistics
90% Confidence Interval for Mu
Variable: C4
Anderson-Darling Normality Test
A*Squared: 0.3383
p-value: 0.4275
Mean 4.5426
StdO ev 1.0144
Variance 1.0291
Skewness -0.6154
Kurtosis -0.8529
n of data 10.0000
Minimum 2.5208
IstQuartile 4.0009
Median 4.5792
3rd Quartile 5.5119
Maximum 5.7135
90% Confidence Interval for Mu
3.9545 5.1306
90% Confidence Interval for Median
90% Confidence Interval for Sigma 
0.7399 1.8690
90% Confidence Interval for Median 
3.4207 5.5578
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Method 3:
BAYESIAN CONFIDENCE 
INTERVALS
The theory of statistical inference consists of those 
methods by which one draws conclusions about a population 
based on sample data. We must distinguish between the 
classical method of estimating a population parameter, 
whereby inferences are based strictly on information 
obtained from a random sample selected from the population 
essentially interpreting relative frequencies, and the 
Bayesian method, which utilizes prior subjective knowledge 
about the probability distribution of the unknown 
parameters in conjunction with the information provided by 
the sample data. Once a prior distribution is given, the 
whole inference process is easily summed up according to 
this approach: An observed result changes our degrees of
belief in different parameter values by changing a prior 
distribution into a posterior distribution.[4] A 
(1 - a)100% Bayesian interval for the parameter 0 can be 
constructed by finding an interval centered at the 
posterior mean that contains (1 - a)100% of the posterior 
probability.[3]
15
To illustrate, suppose we wish to provide a 
confidence interval for an unknown real parameter g(0).
From the posterior distribution of 0 we may calculate the 
posterior distribution of g. Suppose, that the density 
p(g|x) and that the graph of p(*|x) is as shown in 
Figure 3.
p ( g l x
£""Tc
g
FIGURE 3:
Bayesian confidence interval (gi,gu) 
for an unknown real parameter g
This interval clearly consists of those values of g 
most plausible any value outside the interval is not. In 
the classical confidence interval this is not usually true 
which explains that the Bayesian analysis must be more 
satisfactory than the classical approach.
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An experiment using Bayesian confidence intervals for 
the product of three normal means was used to confirm our 
results using the SPSS for windows program. A comparison 
was made from Ananda and Singh [10].
Theorem 1: For the prior given; 71 (0i, 02, 0 3 , Ch., <J2, CJ3) =
1/{O1CS2CS3 ) ; 0< Cl < 0 0, -oo< 0£ < 00, i = 1,2,3, the marginal 
posterior distribution of 0i given (xi(Si) will be 
6i /(Xi,Si) ~ T(ni -1, xi, Si2/ni) ; i = 1,2,3 
and the joint posterior distribution of (0i, 0 2 ,0 3 ) given 
{(xifSi); i = 1,2,3} is the product of the above three t- 
distributions. P ~ T(a,|l,a2) denotes that the variable P 
has a t-distribution with degrees of freedom a, location 
parameter |i and scale parameter a; i.e., (P - |l) /a has the 
student t-distribution with a degrees of freedom. Thus, 
the generalized Bayes estimator of 'F = 0 i0 20 3 is
%  = X 1 X 2 X 3 .
In order to obtain a 95% confidence region, 100 
values were simulated to verify the outcome obtained by 
Ananda and Singh. The data for the example is from 
Yfantis Flatman. New values were generated from 
0! = -4.0, 02 =0.2, 03 = 100.0, a = 2.0, a = 2.0, a = 10.0 
where all of the sample sizes were 64 since equal sample
17
sizes were a requirement for this method. The generated 
sample values came out to Xi = -4.1485, x2 = .2679, x3 = 
100.01, si = 1.9068, s2 = 1.7432, and s3 = 9.7840. The 
estimate value for the product 0 i0 2 0 3 : 4*0= -111.15.
FIGURE 4
ThsRoduct 
Thda1*Theta2''"lheta3
-G250 -2250 -1250 -250 750 1750
-2750 -1750 -750 250 1250
T123
lOOitectiens 
9B5/oocrfick't3e ragcn (-005725 75475)
As one can see the mean of the product is clearly 
within the 95% confidence interval. And a similar result
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to that of Ananda and Singh. The computer program to 
generate the values and calculate confidence intervals for 
this example are given in the appendix(program 1).
The rest of the Bayesian examples were generated 
random values from Normal distributions and the standard 
deviations S2 were generated using the Chi-Squared 
distribution. By using a little algebra and transforming:
(n - 1)S2 ~  X 2n-i
o2
to get S 2 = (X2n-i)q 2
(n - 1) . [4]
These were then transformed into t-distribution random 
samples. Each of the next examples were all calculated 
and generated with the computer program using 400 
iterations each. The sample sizes were increased each run 
to illustrate the length of the interval decreasing as the 
sample size increases as we would assume. Also to 
illustrate the ratio of the means to be within the 
Bayesian interval.
19
FIGURE 5
THETA1 /THETA2
N  = 5
400 DERATION
<%> *%> "%r '$p  <?? '<%> '3 r  ^
RATIO
25INIERVALS 
95 % INTERVAL  ^0.18,0.88)
FIGURE 6
THETA 1 /  THETA 2 
N = 10 
400 Iterations
b^ ^b ^b ^b ^b %? ^b ^b &"b bfr *bc
RATIO
S = .10 M = .442
25 intervals 
95 % interval (0.2775 , 0.6417)
20
FIGURE 7
THETA 1 / THETA 2
N = 15
400 ITERATIONS
S = 0.12 M = 0.543
RATIO
25 intervals 
95 % interval (0.3206, 0.80)
% %
FIGURE 8
THETA 1 /  THETA 2 
N = 20 
400 ITERATIONS
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FIGURE 9
THETA 1 / THETA 2
N = 50
400 ITERATIONS
S = .08 M= .438
^  'Qq
RATIO
25 intervals 
95 % interval (0.29,0.60)
FIGURE 10
Theta 1 /  TTieta 2 
N = 100 
400 iterations
^  ^
RATIO
25 intervals 
95% interval (0.35,0.57)
S = .06, M=.455
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FIGURE 11
TH3M/TH3A2
N = 2 0 O
4 a D E w a D «
S=.(SM=.42
ESID
35irta\ds
WdriErvd(04a^
CHAPTER 3
SIMULATION EXPERIMENT
I ran some computer experiments in which Monte Carlo 
simulation was used to generate sample data. The Monte 
Carlo Method is a method for simulating random variables 
and received its name from the Principality of Monaco 
famous for its casinos, the roulette wheel generated 
random variables. In 1949 an article about the Monte 
Carlo method was published by two American mathematicians 
Jon von Neumann and Stanislal Ulam. Even before this many 
statistical problems were solved by random sampling.[6] 
This was a very laborious process to simulate random 
variables by hand. This method did not become practical 
until the advent of computers, but now is widespread due 
to it convenience and speed in many areas of research and 
multidimensional problems.
For purposes of this paper software was used to 
produce effective equivalents of natural random events.
An SPSS program was written and included in the Appendix, 
and the SPSS 6.1.3 windows version of the simulation 
experiment will be completely described below.
23
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Steps to Achieve Bayesian Confidence Intervals Generating 
Random Values From a Known Prior Distribution.
Double click on the SPSS icon.
When you are in SPSS
1) In the Newdata window double click on var in the
first column. This will bring up a new box 
where you give a variable name, type in the 
flashing box the variable name. Select type if 
you want to carry out the random variable more 
than two decimal places. Then click OK.
Continue to do this with as many variable as you 
wish to generate.
2) Go into cell 1 under the first variable and type
a number(any number) then press enter.
3) At the top of the screen in the tool bar select
Transform move the mouse down to Compute and 
double click. Another window will appear. There 
will be a prompt for a target variable, type in 
the variable you would like to generate i.e. xl
4) To the right of this menu there is a list of
functions, scroll down the list until you come 
to the RV. section. These are the random
25
variable generators continue to scroll until you 
find the distribution you would like for example 
RV.Normal double click on this selection and 
that will place the random variable generator 
into the Numeric Expression box.
5) The distribution will have question marks to 
prompt you to enter the prior parameters. In 
the case of the Normal distribution the mean and 
sample standard deviation. Replace the question 
marks with your prior information.
6) If you would like to do a ratio interval as n 
the examples above repeat 3 to 5 to obtain a 
random variable for x 2 .
7) Compute the standard deviations of 01 by using 
the sample size, an assumed a and the degrees of 
freedom. Go back into compute under the 
Transform menu, type in your target variable 
name, and then in the functions box scroll down 
to square root: SQRT(numexpr) double click on 
this and that will put the function into the 
numeric expression box.
8) Now you will be prompted with a question mark 
inside the SQRT parenthesis. Now you will use
26
the formula presented on page 18. Within the 
parenthesis put another and then go into the 
functions box and scroll down to RV.CHISQ double 
click and that will place it into the 
expressions box.
9) You will be prompted by another question which
you will replace with the degrees of freedom.
10) On the calculator pad you will see a star like 
multiplication key double click and that will 
also be placed in the expressions box, and type 
or click in the prior <J end parenthesis.
11) On the calculator pad double click the division 
sign and then type in the degrees of freedom. 
Make sure any excess ? are all gone then double 
click OK. Repeat 7 through 11 to compute the 
second random standard deviation.
12) Once you have generated all the necessary values 
then you must click onto the 1 on the far left 
of the cells to highlight the values you
have just generated.
27
13) Go into edit and select copy from the menu.
14) Place the mouse on the 2 to highlight the next
entire row and then drag the mouse down as many 
cells as you would like iterations. Leave 
these highlighted then go back into Edit and 
select Paste. That will copy these values
all the way down all of the cells you have 
highlighted.
15) Compute new distributions 01 and 02. Select
Compute under the Transform menu again and input 
a target variable name, thetal.
16) Select RV.T from the functions box by scrolling
down and double click on it. Put a parenthesis
in front of the RV.T and the degrees of freedom
in place of the ?.
17) Multiply this by the generated standard 
deviation just use the variable name and then 
divide this by the square root of the sample 
size. Make sure to use parenthesis around this 
value, and then another end parenthesis
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to complete this first statement.
18) Add xl to the entire expression and then double 
click on OK.
19) Repeat this process for 02 using the generated 
s2 and x 2 .
20) Now you can compute the ratio. In the compute 
section again under transform type in your 
target variable as RATIO. Select Thetal form 
the variables box and double click, then use the 
division sign and select theta2 and double 
click. This of course gives you the ratio of 
thetal to theta2.
21) You have know generated the data that you want, 
but lets put it into a more organized form. 
Select Data from the tool bar and go to sort 
cases. Select RATIO from the variable box 
double click and the default will be in 
ascending order. Select OK.
22) Click into Transform and select Rank Cases. On 
the left you will have all of your variable to
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choose from. Select Ratio and then click the top 
arrow so that it goes into the box titled 
variable(S). Click into Rank types at the 
bottom of the screen and select Fractional rank 
as %. Click Continue and this gives you 
percents so that you may chose your interval 
size quickly.
23) Graphing you ratio or data select graph from the 
tool bar go to Histogram. All of the variables 
will be listed in the left box. Select the 
variable to graph in this case RATIO and then 
click the arrow to put it into the variable box. 
Double click OK.
24) To add titles, footnotes, reference lines, 
select Edit and this will give you another tool 
bar to work with graphs. [11]
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CONCLUSION
The results of the extensive computer experiment 
indicates that the appropriate normal based confidence 
interval in Bayesian statistics compares quite well in 
comparison to the classical approach of the contractor. 
Overall, the average interval length was smaller than the 
classical. Less uncertainty was involved since the 
variability was taken into account with the Bayesian 
approach. Method 1 completely ignores that uncertainty 
exists. As one can see with the Bayesian statistics as n 
got larger the intervals began to get smaller.
Since the Bayesian based confidence interval performs 
quite well, it seems to be more cost effective and 
efficient to use the Bayesian confidence intervals.
APPENDIX I
SPSS PROGRAM FOR SIMULATION EXPERIMENT
EXAMPLE 1:
*****SYNTAX******
Generated T-dist with sample size 5. 
THETA1 = 2 and THETA2 = 4.
♦XBAR1 FOR THETA1 = 2 where N = 5 . 
COMPUTE XI5 = R V .NORMAL(2,1/SQRT(5)) 
EXECUTE .
*XBAR2 FOR THETA2 = 4 N = 5 .
COMPUTE X25 = R V .NORMAL(4,1/SQRT(5)) .
EXECUTE .
♦Stddev of THETA1 =2 ,  N = 5, SIGMA = 1 ,  df = 4 
COMPUTE S15 = SQRT{(R V .CHISQ{4) * 1)/ 4) .
EXECUTE .
*Stddev of THETA2 =2, N = 5, SIGMA = 1, and df = 4. 
COMPUTE S25 = SQRT{(RV.CHISQ(4) * 1)/ 4) .
EXECUTE .
*Once these have been generated the user must copy these 
values down the cells to generate the number of 
iterations wanted.
♦Generate (POSTERIOR)THETA1 using N = 5 and the generated 
xbarl, and sl5: stddevl N = 5 .
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COMPUTE THETA15 = (RV.T(4) * (sl5 / SQRT(5)) ! + xl5 . 
EXECUTE .
’'Generate (POSTERIOR) THETA2 using N = 5, generated xbar2. 
sl5 .
COMPUTE THETA25 = (RV.T(4) * (s25 / SQRT(5)) ) + x25 . 
EXECUTE .
*COMPUTE MU= THETAl/THETA2 = 1/2 = 0.5 
COMPUTE RATIO = thetal5 / theta25 . 
EXECUTE .
EXAMPLE 2:
♦♦♦♦s yntax*****
Generated T- distribution with sample size 10. 
THETA 1 = 1  THETA 2 = 2
*XBAR1 FOR THETA1 where n = 10 . 
COMPUTE X110 = RV.NORMAL(1,1/SQRT(10)) 
EXECUTE .
*XBAR2 FOR THETA2 .
COMPUTE X210 = RV.NORMAL(2,1/SQRT(10)) .
EXECUTE .
*Stddev of theta 1 using n = 10, sigma = 1 ,  df = 9 . 
COMPUTE S110 = SQRT((RV.CHISQ(9) * 1)/ 9) .
EXECUTE .
*Stddev of theta 2 using n = 10 sigma = 1, and df - 9. 
COMPUTE S210 = SQRT((RV.CHISQ(9) * 1)/ 9) .
EXECUTE .
*Once these have been generated the user must copy these
values down the cells to generate the number of iterations
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wanted in this case 400.
*Generated thetal using n = 10 and the generated xbarl, 
and sl5 :stddev n = 5 .
COMPUTE THETAliO = (RV.T(9) * (sllO / SQRT(10)) ) + xllO 
EXECUTE .
*Generated theta2 using n = 10, and xbar2, s210 
COMPUTE THETA210 = (RV.T19) * (s210 / SQRT(10)) 
EXECUTE .
+ x210
COMPUTE RATIO = thetallO / theta210 . 
EXECUTE .
EXAMPLE 3:
*****SXNTAX*****
Generated T- distribution with sample size 15 
THETA 1 = 1 ,  THETA 2 = 2
*XBAR1 FOR THETA1 where n = 15 . 
COMPUTE X115 = RV.NORMAL(l,1/SQRT(15)) 
EXECUTE .
*XBAR2 FOR THETA2 .
COMPUTE X215 = RV.NORMAL(2,1/SQRT(15) 
EXECUTE .
*Stddev of thetal using n = 15, sigma = 1 ,  df = 14
COMPUTE S115 = SQRT((RV.CHISQ(14) * 1 ) /  14) .
EXECUTE .
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'Stddev of theta2 using n = 15 sigma = 1, and df = 14. 
COMPUTE S215 = SQRT((RV.CHISQ(14) * 1)/ 14) .
EXECUTE .
*Once these have been generated the user must copy these 
values down the cells to generate che number of iterations 
wanted in this case 400 iterations were used.
'Generated thetal using n = 15 
and sll5 :stddev n = 15 . 
COMPUTE THETA115 = (RV.T(14) *
EXECUTE .
'Generated theta2 using n = 15 
COMPUTE THETA215 = (RV.T(14) ' 
EXECUTE .
and the generated xbarl, 
(sll5 / SQRT(15)) ) + xll5
and generated xbar2, sll5 
(s215 / SQRT(15)) ) + x215
COMPUTE RATIO = thetall5 / theta215 . 
EXECUTE .
EXAMPLE 4:
*****SYNTAX*****
Generated T - distribution with sample size 20. 
THETA 1 = 1 .  THETA 2 = 2
'XBAR1 FOR THETA1 where n = 20 .
COMPUTE X120 = RV.NORMAL(1,1/SQRT(20)) .
EXECUTE .
'XBAR2 FOR THETA2 .
COMPUTE X220 = RV.NORMAL(2,1/SQRT(20)) .
EXECUTE .
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’Stddev of thecal using n = 20, sigma = 1 ,  df = 19 . 
COMPUTE S120 = SQRT((RV.CHISQ(19) * 1)/ 19) .
EXECUTE .
’Stddev of theca2 using n = 20 sigma = 1, and df = 19 . 
COMPUTE S220 = SQRT{(RV.CHISQ(19) * 1)/ 19) .
EXECUTE .
’once these have been generated the user must copy these 
values down the cells
to generate the number of iterations wanted in this case 
400 iterations were used.
’Generated thetal using n = 20 and the generated xbarl, 
and sl20 :stddev n = 20 .
COMPUTE THETA120 = (RV.T(19) * (sl20 / SQRT(20)) ) + xl20 
EXECUTE .
’Generated theta2 using n = 20 and generated xbar2, sl20 
COMPUTE THETA220 = (RV.T(19) * (s220 / SQRT(20)) ) + x220 
EXECUTE .
COMPUTE RATIO = thetal20 / theta22 0 
EXECUTE .
EXAMPLE 5:
Generated T - distribution with sample size 100 
THETA 1 = 1 ,  THETA 2 = 2
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*XBAR1 FOR THETA1 where n = 100 .
COMPUTE X1100 = RV.NORMAL(1,1/SQRT(100)) .
EXECUTE .
*XBAR2 FOR THETA2 .
COMPUTE X2100 = RV.NORMAL(2,1/SQRT(100)) .
EXECUTE .
*Stddev of theta 1 using n = 100, sigma = 1 ,  df = 99 . 
COMPUTE S H O O  = SQRT ( (RV. CHISQ (99) * 1)/ 99) .
EXECUTE .
*Stddev of theta 2 using n = 100 sigma = 1, and df = 99. 
COMPUTE S2100 = SQRT((RV.CHISQ(99) * 1)/ 99) .
EXECUTE .
*once these have been generated the user must copy these 
values down the cells
to generate the number of iterations wanted in this case 
400 iterations were used.
*Generated thetal using n = 100 and the generated xbarl, 
and sllOO :stddev n = 100 .
COMPUTE THETA110 = (RV.T(99) * (sllOO / SQRT(100)) ) +
xllOO .
EXECUTE .
*Generated theta2 using n = 100 and generated xbar2, sllOO
COMPUTE THETA21 0  = (RV.T(99) * ( s 2 1 0 0  / SQRT(100)) ) + 
X 2 1 0 0  .
EXECUTE .
COMPUTE RATIO = thetallO / theta210 . 
EXECUTE .
EXAMPLE 6:
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*****syntax*****
Generated T - distribution with sample size 100. 
THETA 1 = 1 ,  THETA 2 = 2
*XBAR1 FOR THETA1 where n = 200 .
COMPUTE X1200 = RV.NORMAL(1,1/SQRT(200)) .
EXECUTE .
*XBAR2 FOR THETA2 .
COMPUTE X2200 = RV.NORMAL{2,1/SQRT(200)) .
EXECUTE .
’■'Stddev of thetal using n = 200, sigma = 1, df = 199 . 
COMPUTE SI200 = SQRT((RV.CHISQ(199) * 1)/ 199) .
EXECUTE .
*Stddev of theta2 using n = 200 sigma = 1, and df = 199 .
COMPUTE S2200 = SQRT((RV.CHISQ(199) * 1)/ 199) •
EXECUTE .
♦once these have been generated the user must copy these 
values down the cells
to generate the number of iterations wanted in this case
400 iterations were used.
*Generated thetal using n = 200 and the generated xbarl, 
and sl200:stddev,n = 200 .
COMPUTE TTA1200 = (RV.T(199) * (sl200 / SQRTI200)) ) + 
X1200 .
EXECUTE .
♦Generated theta2 using n = 200 and generated xbar2, sl200
COMPUTE TTA2200 = (RV.T(199) * (s2200 / SQRT(200)) ) + 
x2200 .
EXECUTE .
COMPUTE RATIO = ttal200 / tta2200 .
EXECUTE .
APPENDIX II
TABLE 1: GENERATED DATA FROM FIGURE 8
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 3 5 1 . 8 5 . 1 8 8 6 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 43 1 . 9 9 . 2 1 4 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 4 2 1 . 7 9 . 2 3 6 6 . 75
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 5 2 2 . 1 4 . 2 4 2 0 1 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 5 0 2 . 0 5 . 2 4 5 5 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 4 4 1 . 7 7 . 2 5 0 8 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 5 2 1 . 9 7 . 2 6 2 7 1 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 53 1 . 9 7 . 26 9 3 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 9 2 . 7 7 . 2 8 5 8 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 4 2 . 5 6 . 2 8 9 2 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 2 2 . 0 7 . 2 9 7 9 2 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 6 2 . 2 1 . 2 9 8 5 3 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 8 2 . 2 1 . 3 0 5 7 3 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 1 2 . 5 9 . 3 1 3 1 3 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 7 2 . 1 5 . 3 1 3 8 3 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 5 2 . 3 4 . 3 2 1 4 4 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 68 2 . 1 2 . 2 2 2 0 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 0 2 . 1 7 . 3 2 2 2 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 1 2 . 5 1 . 3 2 3 2 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 1 2 . 5 0 . 3 2 3 9 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 5 1 . 9 8 . 3 2 6 7 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 7 2 . 3 6 . 3 2 7 6 5 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 0 2 . 4 1 . 3 3 2 5 5 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 5 9 1 . 7 3 . 3 3 8 8 6 . 0 0
38
39
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 1 2 . 0 9 . 3 4 1 1 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 1 2 . 3 5 . 3 4 3 2 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 1 1 . 7 8 . 3 4 5 1 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 75 2 . 1 8 . 3 4 6 5 7 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 5 8 1 . 6 6 . 3 5 0 2 7 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 8 2 . 1 7 . 3 5 7 0 7 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 6 1 . 8 5 . 3 5 8 4 7 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 73 2 . 0 2 . 3 6 0 4 8 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 2 2 . 2 4 . 3 6 7 8 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 3 . 0 2 . 3 7 0 1 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 68 1 . 8 3 . 3 7 2 8 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 4 1 . 9 7 . 3 7 4 4 9 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 9 2 . 0 9 . 3 7 7 4 9 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 4 2 . 2 1 . 3 8 0 6 9 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 2 2 . 4 2 . 3 8 1 8 9 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 0 1 . 5 8 . 3 8 2 0 1 0 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 7 1 . 7 6 . 3 8 4 5 1 0 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 9 2 . 3 2 . 3 8 5 9 1 0 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 6 2 . 4 7 . 3 8 6 1 1 0 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 8 2 . 0 0 . 3 8 8 2 11.00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 4 1 . 9 0 . 3 9 0 5 1 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 8 2 . 2 5 . 3 9 2 2 1 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 2 2 . 3 4 . 3 9 2 7 1 1 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 2 2 . 0 9 . 3 9 3 9 1 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 4 2 . 6 2 . 3 9 6 0 1 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 9 2 . 0 0 . 3 9 6 5 1 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 2 2 . 3 2 . 3 9 7 2 1 2 . 7 5
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1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 . 88 2 . 1 8 . 4 0 2 6 13 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 0 1 . 9 6 . 4 0 7 0 13 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 4 2 . 0 7 . 4 0 7 2 13 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 6 1 . 8 6 . 4 0 7 6 1 3 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 5 1 . 8 4 . 4 0 9 2 1 4 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 1 1 . 9 8 . 4 0 9 6 1 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 5 2 . 0 5 . 4 1 4 9 1 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 2 1 . 7 3 . 4 1 5 2 1 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 . 92 2 . 2 0 . 4 1 6 8 1 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 . 8 9 2 . 1 2 . 4 1 8 7 1 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 90 2 . 1 4 . 4 1 9 9 • 1 5 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 6 2 . 2 8 . 4 2 1 0 1 5 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 8 1 . 8 4 . 4 2 1 2 1 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 7 1 . 8 2 . 4 2 3 2 1 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 83 1 . 9 7 . 4 2 3 8 1 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 5 2 . 4 8 . 4 2 4 6 1 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 7 1 . 8 1 . 4 2 5 3 1 7 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 2 2 . 3 9 . 4 2 7 3 1 7 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 2 2 . 3 7 . 4 2 8 1 17 . 50
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 7 1 . 7 9 . 4 2 9 7 1 7 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 6 2 . 4 5 . 4 3 0 2 1 8 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 83 1 . 9 3 . 4 3 1 1 1 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 83 1 . 9 2 . 4 3 5 0 1 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 4 1 . 6 9 . 4 3 9 5 1 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 2 1 . 8 7 . 4 3 9 5 1 9 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 6 2 . 1 8 . 4 4 0 4 19 . 25
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1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 2 1 . 8 6 . 4 4 1 2 19 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 3 2 . 0 8 . 4 4 5 5 1 9 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 .  03 2 . 3 1 . 4 4 5 6 2 0 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 6 2 . 3 7 . 4 4 5 8 2 0 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 8 2 . 4 2 . 4 4 7 3 2 0 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 8 2 . 2 0 . 4 4 7 4 2 0 . 7 5
1 . 0 9 1.  93 1 . 0 0 1 . 1 6 . 7 4 1 . 6 5 . 4 4 8 8 2 1 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 0 2 . 0 1 . 4 4 9 1 2 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 0 1 . 7 9 . 4 4 9 4 2 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 3 5 1 . 8 8 . 4 5 2 2 2 1 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 5 1 . 8 7 . 4 5 3 6 2 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 0 1 . 7 6 . 4 5 4 3 2 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 5 2 . 3 0 . 4 5 4 9 2 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 4 2 . 2 8 . 4 5 7 5 2 2 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 6 1 . 6 6 . 4 5 7 6 23 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 2 1 . 7 9 . 4 5 8 4 2 3 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 0 2 . 1 9 . 4 5 8 6 23 . 50
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 2 . 4 1 . 4 5 9 0 23 . 75
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 81 1 . 7 4 . 4 6 3 1 2 4 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 8 2 . 3 4 . 4 6 3 2 2 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 3 2 . 2 1 . 4 6 3 3 2 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 1 2 . 1 7 . 4 6 4 0 2 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 5 2 . 0 6 . 4 6 4 2 2 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 7 9 1 . 6 9 . 4 6 4 5 2 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 6 1 . 8 6 . 4 6 4 9 2 5 . 5 0
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1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 2 . 3 9 . 4 6 5 9 2 5 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 2 . 3 6 . 4 6 7 5 2 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 6 2 . 0 3 . 4 7 0 7 2 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 0 1 . 9 2 . 4 7 1 0 2 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 2 . 2 7 . 4 7 1 2 2 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 6 2 . 0 4 . 4713 2 7 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 7 1 . 8 4 . 4 7 2 2 27 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 4 1 . 9 7 . 4 7 6 0 2 7 . 5 0
1 . 0 9 1 . 9 3 1.  00 1 . 1 6 . 9 0 1 . 8 9 . 4 7 6 3 2 7 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 3 2 . 1 5 . 4 7 6 7 2 8 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 l . l o 1 . 0 8 2 . 2 6 . 4 7 6 8 2 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 8 2 . 2 5 . 4 7 9 6 2 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 4 1 . 9 6 . 4 7 9 9 2 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 89 1 . 8 4 . 4 8 3 7 2 9 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 3 2 . 1 3 . 4 8 4 5 29 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 9 2 . 0 3 . 4 8 6 0 2 9 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 6 2 . 1 7 . 4 8 8 7 2 9 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 7 2 . 6 0 . 4 8 9 2 3 0 . 0 0
1.  09 1 . 9 3 1.  00 1 . 1 6 . 98 2 . 0 0 . 4 9 1 4 3 0 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 7 1 . 9 6 . 4 9 1 9 3 0 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 6 1 . 9 4 . 4 9 2 4 3 0 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 1 1 . 3 5 . 4 9 2 5 3 1 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 93 1 . 8 9 . 4 9 2 7 3 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 2 . 22 . 4 9 5 4 3 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 89 1 . 7 9 . 4 9 7 2 3 1 . 7 5
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1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 1 2 . 4 3 . 4 9 7 2 3 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 39 1 . 7 7 . 5 0 0 0 3 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 6 0 1 . 2 0 . 5 0 0 8 3 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 2 2 . 0 3 . 5 0 1 4 3 2 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 3 2 . 2 5 . 5 0 2 3 33 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 7 1 . 9 4 . 5 0 2 5 33 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 83 1 . 6 5 . 5 0 2 6 33 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 2 . 4 7 . 5 0 2 6 33 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 .  00 1 . 9 8 . 5 0 2 9 3 4 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 6 2 . 2 9 . 5 0 6 7 3 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 3 2 . 0 2 . 5 0 8 1 3 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 8 1 . 9 3 . 5 0 9 6 3 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 1 1 . 9 7 . 5 1 0 5 3 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 7 2 . 2 9 . 5 1 0 6 3 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 2 . 2 0 . 5 1 0 6 3 5 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 2 . 2 5 . 5 1 0 9 3 5 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 8 1 . 9 2 . 5 1 2 0 3 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 6 1.  66 . 5 1 4 9 3 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 0 1 . 9 3 . 5 1 6 8 3 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 83 1 . 6 0 . 5 1 6 8 3 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 2 . 1 6 . 5 1 7 4 3 7 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 2 . 0 7 . 5 1 8 6 37 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 2 . 1 1 . 5 1 9 4 3 7 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 7 1 . 8 8 . 5 1 9 5 3 7 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 5 2 . 0 1 . 5 2 0 4 3 8 . 0 0
■14
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 8 2 . 4 6 . 5 2 0 5 3 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 0 1 . 7 2 . 5 2 1 9 3 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 1 1 . 7 4 . 5 2 2 1 3 8 . 7 5
1 . 0 9 1 . 9 3 1.  00 1 . 1 6 . 9 9 1 . 8 9 . 5 2 2 8 3 9 . 0 0
1 . 09- 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 2 . 1 3 . 5 2 4 3 39 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 2 1 . 9 5 . 5 2 4 5 3 9 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 2 . 1 0 . 5 2 5 0 3 9 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 . 7 6 1 . 4 5 . 5 2 5 9 4 0 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 4 1 . 9 8 . 5 2 5 9 4 0 . 2 5
1 . 0 9 1 . 9 3 1.00 1 . 1 6 1 . 1 0 2 . 0 8 . 5 2 6 8 4 0 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 1 . 0 9 2 . 0 6 . 5 2 7 2 4 0 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 0 1 . 8 9 . 5 2 7 8 4 1 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 1 . 0 3 1 . 9 4 . 5 2 9 0 4 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 2 1 . 9 3 . 5 3 0 5 4 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 1 . 0 5 1 . 9 7 . 5 3 0 9 4 1 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 8 2 . 0 3 . 5 3 3 0 4 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 9 2 . 0 4 . 5 3 6 0 4 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 1 . 1 5 2 . 1 3 . 5 3 7 4 4 2 . 5 0
1 . 0 9 1 . 3 3 1 . 0 0 1 . 1 6 1 . 0 3 1 . 9 1 . 5 3 7 8 4 2 . 7 3
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 1 2 . 2 3 . 5 4 0 0 4 3 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 5 1 . 9 3 . 5 4 2 3 4 3 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 9 2 . 1 9 . 5 4 2 4 43 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 4 1 . 5 5 . 5 4 2 5 4 3 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 6 1 . 9 5 . 5 4 4 5 44 . 00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 8 2 . 1 6 . 5 4 5 8 4 4 . 2 5
45
1 . 0 9 1 . 9 3 1 . 0 0 l . i S . 9 5 1 . 7 4 . 5 4 7 8 4 4 . 5  0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 5 1 . 7 4 . 5 4 7 9 4 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 5 1 . 7 3 . 5 5 0 0 4 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 8 2 . 1 4 . 5 5 0 4 4 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 9 2 . 1 6 . 5 5 1 4 4 5 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 8 2 . 1 4 . 5 5 1 9 4 5 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 8 1 . 9 6 . 5 5 3 0 4 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 8 1 . 7 8 . 5 5 4 0 4 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 2 . 2 4 . 55 4 7 4 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 4 1 . 8 8 . 5 5 5 5 4 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 5 1 . 8 8 . 5 5 7 2 47 . 00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 2 . 0 1 . 5 5 7 6 4 7 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 1 2 . 1 7 . 5 5 7 7 4 7 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 5 1 . 8 8 . 5 5 7 8 47 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 2 . 0 5 . 5 5 9 0 4 8 .  00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 6 2 . 0 8 . 5 6 0 9 4 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 1 2 . 1 6 . 5 6 1 5 4 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 1 2 . 3 3 . 5 6 3 1 4 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 0 1 . 5 0 . 5 6 5 4 49 . CO
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 3 2 . 1 7 . 5 6 6 2 49 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 4 1 . 8 2 . 57 1 3 4 9 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 2 . 0 0 . 5 7 2 6 49 . 75
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 8 2 . 0 6 . 5 7 3 2 5 0 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 4 1 . 5 3 . 5 7 3 7 5 0 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 2 2 . 1 3 . 5 7 4 4 5 0 . 5 0
46
1 . 0 9 1 . 3 3 1 . 0 0 1 . 1 6 1 . 0 5 1 . 8 3 . 5 7 5 4 5 0 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 2 . 1 5 . 5 7 6 7 5 1 . 0 0
1 . 0 9 1 . 3 3 1.  00 1 . 1 6 1 . 2 3 2 . 1 3 . 5 7 8 4 5 1 . 2 5
1 . 0 9 1 . 3 3 1 . 0 0 1 . 1 6 . 9 1 1 . 5 6 . 5 7 9 5 5 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0  0 1 . 1 6 . 83 1 . 4 2 . 5 8 1 5 5 1 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 9 2 . 2 1 . 5 8 2 3 5 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 3 1 . 9 3 . 5 8 3 2 5 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 0 1 . 7 1 . 5 8 3 6 5 2 . 5 0
1 . 0 9 1 . 3 3 1 . 0 0 1 . 1 6 1 . 0 8 1 . 8 5 . 5 8 3 9 5 2 . 7 5
1 . 0 9 1 . 9 3 1.  00 1 . 1 6 1 . 1 6 1 . 9 8 . 5 8 4 3 53 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 1.  97 . 5 8 4 3 53 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 1 . 9 6 . 5 8 5 7 5 3 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 9 2 . 0 4 . 5 8 5 8 5 3 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 1 . 8 2 . 5 8 5 9 5 4 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 6 1 . 8 1 . 5 8 6 7 5 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 1 . 9 5 . 5 8 7 4 5 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 2 . 1 0 . 5 8 8 3 5 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 7 2 . 1 7 . 5 8 8 5 5 5 . 0 0
1 . 0 9 1 . 3 3 1 . 0 0 1 . 1 6 1 . 1 0 1 . 3 7 . 58 9 2 5 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 6 1 . 9 7 . 5 8 9 6 5 5 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 1 . 8 6 . 5 8 9 8 5 5 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 8 2 . 0 0 . 5 9 2 8 5 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 1 . 8 6 . 5 9 3 0 5 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 9 2 . 0 0 . 5 9 4 2 5 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 2 1 . 5 5 . 5 9 4 4 5 6 . 7 5
47
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 1 . 8 0 . 5 9 5 4 5 7 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 7 1 . 4 6 . 5 9 6 9 5 7 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 1 . 8 8 . 5 9 6 9 5 7 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 1 2 . 0 3 . 5 9 7 0 5 7 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 6 2 . 1 1 . 5 9 7 5 5 8 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 6 1 . 6 1 . 5 9 8 4 5 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 6 2 . 1 0 . 5 9 9 2 5 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 1 . 8 3 . 5 9 9 7 5 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 2 . 0 6 . 6 0 2 6 5 9 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 1 . 8 8 . 6 0 3 7 59 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 9 1 . 9 7 . 6 0 4 6 5 9 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 5 2 . 0 7 . 6 0 5 9 59 . 75
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 1 . 7 6 . 6 0 5 9 6 0 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 1 . 8 7 . 6 0 8 7 6 0 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 8 2 . 1 1 . 6 0 8 9 6 0 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 8 1 . 7 7 . 6 0 9 5 6 0 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 6 1 . 5 6 . 6 1 2 3 6 1 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 9 1 . 9 4 . 6 1 2 7 6 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 6 1 . 7 2 . 6 1 3 7 6 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 1 . 8 6 . 6 1 4 6 6 1 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 5 1 . 7 1 . 6 1 5 7 6 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 0 1 . 9 5 . 6 1 6 8 6 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 8 4 1 . 3 6 . 6 1 8 2 6 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 9 2 . 2 5 . 6 1 8 3 6 2 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 9 1 . 7 5 . 6 1 9 0 63 . 00
48
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 3 1 . 9 8 . 6 1 9 2 63 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 2 2 . 1 2 . 6193 63 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 0 2 . 2 6 . 6 1 9 5 63 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 1 . 7 7 . 6 1 9 7 6 4 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 3 2 . 1 4 . 6 2 0 0 6 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 9 1 . 9 1 . 6 2 3 4 6 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 4 2 . 1 5 . 6 2 3 6 6 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 8 2 . 3 8 . 623  9 6 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 5 2 . 0 0 . 6 2 4 0 65 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 4 2 . 3 0 . 6 2 4 7 6 5 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 1 . 7 9 . 5 2 5 1 6 5 . 7 5 '
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 1 1 . 7 7 . 6252 6 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 0 1 . 9 1 . 6 2 5 2 6 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 1 . 8 3 . 6 2 5 6 6 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 1 . 9 7 . 6 2 5 8 6 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 1 . 7 0 . 6 2 6 3 6 7 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 0 1 . 5 9 . 6 2 6 6 6 7 . 2 5
1 . 0 9 1 . 9 3 1.  00 1 . 1 6 . 9 9 1 . 5 8 . 6 3 0 6 67 . 50
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 5 1.  98 . 6 3 0 9 6 7 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 1 . 8 2 . 6 3 2 4 68 . 00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 1 2 . 0 7 . 6 3 3 1 6 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 9 2 . 2 0 . 6 3 3 6 6 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 5 2 . 1 1 . 6 3 9 6 6 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 6 1 . 8 1 . 6 4 0 6 6 9 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 1 . 7 4 . 6 4 1 1 6 9 . 2 5
49
1.  09 1 . 9 3 1 . 0 0 1 . 1 5 1 . 4 5 2 . 2 6 . 6 4 1 4 6 9 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 3 2 . 0 7 . 6 4 1 5 6 9 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 1 . 1 4 1 . 7 7 . 6 4 2 2 7 0 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 1 1 . 7 3 . 6 4 2 6 7 0 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 2 1 . 9 0 . 6 4 4 0 7 0 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 7 1 . 9 6 . 6 4 5 1 7 0 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 3 1 . 6 0 . 6 4 6 0 7 1 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 1 . 7 6 . 6 4 9 4 7 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 1 . 1 6 1 . 7 8 . 6 4 9 7 7 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 1 . 7 0 . 6 5 0 3 7 1 . 7 5
1 . 0 9 1 . 9 3 1.  00 1 . 1 6 1 . 1 7 1 . 8 0 . 6 5 2 9 7 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 9 1 . 6 6 . 6 5 4 1 7 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 2 1 . 8 6 . 6 5 5 2 7 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 1 1 . 8 5 . 6 5 6 2 7 2 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 5 2 . 0 6 . 6 5 6 3 73 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 1 . 6 8 . 6 5 6 3 73 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 8 1 . 6 5 . 6 5 6 7 73 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 2 2 . 0 0 . 6604 73 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 5 1 . 4 2 2 . 1 4 . 6612 7 4 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 6 2 . 2 1 . 6 6 2 7 7 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 9 1 . 6 5 . 6 6 3 2 7 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 1 . 7 2 . 6 6 4 5 7 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 2 2 . 1 3 . 6 6 6 1 7 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 1 . 8 6 . 6 6 6 1 7 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 9 1 . 9 4 . 6 6 8 7 7 5 . 5 0
50
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 6 2 . 0 3 . 6 6 9 6 7 5 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 7 1 . 9 0 . 6 7 0 1 7 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 9 2 . 0 6 . 6 7 3 3 7 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 6 1 . 7 2 . 6 7 3 6 7 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 8 1 . 9 0 . 6 7 3 8 7 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 1 . 6 6 . 6 7 5 9 77 . 00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 9 1 . 9 1 . 6 7 6 4 7 7 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 3 1 . 8 3 . 6 7 6 6 7 7 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 2 1 . 8 0 . 6 7 7 5 7 7 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 2 1 . 6 4 . 6 7 9 5 7 8 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 . 9 9 1 . 4 5 . 6 8 0 4 7 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 3 2 . 1 1 . 6 8 0 4 7 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 4 1 . 9 7 . 6 8 0 6 7 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 7 1 . 7 2 . 6 8 0 6 7 9 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 0 2 . 0 6 . 6 8 0 9 7 9 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 1 . 5 8 . 6 8 1 4 79 . 50
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 6 1 . 7 1 . 6 8 2 0 7 9 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 6 1 . 7 0 . 6 8 2 9 8 0 . 0 0
1.  09 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 3 1 . 9 4 . 6 8 5 7 8 0 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 5 4 2 . 2 5 . 6 8 5 9 8 0 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 4 1 . 9 5 . 6 8 8 4 8 0 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 2 1 . 7 7 . 6 8 8 8 8 1 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 2 1 . 9 1 . 6 8 9 7 8 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 8 1 . 7 0 . 6 9 3 8 8 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 1 1 . 7 5 . 6 9 4 0 8 1 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 8 1 . 5 5 . 6 9 4 8 8 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 1 . 7 8 . 6 9 5 0 8 2 . 2 5
1 .  09 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 5 1 . 8 0 . 6 9 5 0 8 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 9 1 . 8 4 . 6 9 8 3 8 2 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 1 . 7 7 . 6 9 9 1 83 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 4 2 . 0 6 . 6 9 9 1 83 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 8 1 . 8 3 . 7 0 0 8 83 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 8 2 . 1 0 . 7 0 2 7 83 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 4 1 . 7 6 . 7 0 4 5 8 4 .  00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 8 1 . 8 1 . 7 0 6 6 8 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 5 1 . 7 6 . 7 1 0 5 8 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 6 1 . 6 3 . 7 1 1 3 8 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 7 1 .  93 . 7 1 1 7 8 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 3 1 . 8 5 . 7 1 6 7 8 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 6 1 . 8 9 . 7 1 7 6 8 5 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 9 1 . 7 9 . 7 1 8 9 8 5 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 6 2 . 0 3 . 7 1 9 2 8 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 0 1 . 9 4 . 7 2 1 7 8 6 . 2S
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 2 1 . 6 9 . 7 2 3 3 8 6 . 5 0
1 . 0 9 1 . 9 3 1.  00 1 . 1 6 1 . 4 0 1 . 9 1 . 7 3 0 4 8 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 1 1 . 9 4 . 7 3 0 6 87 . 00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 5 1 . 7 0 . 7 3 4 0 8 7 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 6 1 . 8 4 . 7 3 7 3 87 . 50
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 7 1 . 8 6 . 7 3 7 7 87 . 75
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 5 4 2 . 0 8 . 7 4 1 0 8 8 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 7 1 . 9 7 . 7 4 3 2 8 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 2 1 . 6 3 . 7 4 7 4 8 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 1 . 5 3 . 7 4 8 7 8 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 1 1 . 4 7 . 7 5 5 9 89 . 00
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 0 1 . 7 0 . 7 6 0 1 8 9 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 0 1 . 7 1 . 7 6 2 2 8 9 . 5 0
1 . 0 9 1 . 9 3 1.  00 1 . 1 6 1 . 2 7 1 . 6 6 . 7 6 3 8 8 9 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 8 1 . 6 7 . 7 6 5 9 9 0 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 9 1 . 6 8 . 7 6 6 3 9 0 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 6 1 . 8 9 . 7 7 1 5 9 0 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 0 1 . 4 2 . 7 7 1 7 9 0 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 5 4 1 . 9 9 . 7 7 3 9 9 1 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 6 1 2 . 0 8 . 7 7 4 9 9 1 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 2 1 . 7 0 . 7 7 8 7 9 1 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 3 1 . 7 0 . 7 7 9 7 ■ 9 1 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 1 . 4 5 . 7 8 5 5 9 2 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 2 1 . 6 8 . 7 8 5 8 9 2 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 5 1 . 5 9 . 7 8 6 5 9 2 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 5 7 1 . 9 9 . 7 8 8 9 9 2 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 1 . 4 5 . 7 9 2 9 93 . 0 0
. 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 6 7 2 . 0 9 . 7 9 6 1 93 . 25
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 8 1 . 8 4 . 8 0 1 4 93 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 1 . 3 4 . 8 0 2 3 93 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 2 1 . 7 4 . 8 1 3 2 9 4 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 5 2 1 . 8 6 . 8 1 5 5 9 4 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 5 0 1 . 8 3 . 8 1 6 8 9 4 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 5 1 . 6 5 . 8 2 0 4 9 4 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 4 1 . 3 6 . 8 3 9 0 9 5 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 7 1 . 7 4 . 8 4 5 8 9 5 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 0 7 1 . 2 6 . 8 5 0 5 9 5 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 5 1 . 5 6 . 8 6 5 4 9 5 . 7 5
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1 . 0 9 1 . 9 3 1.  00 1 . 1 6 1 . 6 2 1 . 8 7 . 86 7 7 9 6 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 6 3 1 . 8 7 . 8 7 1 5 9 6 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 3 1 . 6 3 . 8 7 2 8 9 6 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 5 1 1 . 7 3 . 8 7 4 4 9 6 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 6 1 . 5 5 . 8 7 9 3 9 7 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 7 1 . 6 7 . 8 8 0 6 9 7 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 6 6 1 . 8 7 . 8 8 4 9 9 7 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 9 2 2 . 1 2 . 9 0 2 5 9 7 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 .  67 1 . 8 2 . 9 1 9 5 9 8 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 5 0 1 . 6 3 . 92 2 3 9 8 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 1 5 1 . 2 2 . 9 4 1 7 9 8 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 6 2 1 . 6 6 . 9 7 3 6 9 8 . 7 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 4 1 1 . 4 1 1 . 0 0 0 7 9 9 . 0 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 2 0 1 . 1 9 1 . 0 0 6 7 9 9 . 2 5
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 6 3 1 . 6 0 1 . 0 2 1 6 9 9 . 5 0
1 . 0 9 1 . 9 3 1 . 0 0 1 . 1 6 1 . 3 9 1 . 3 5 1 . 0 2 8 4 9 9 . 7 5
1 .  09 1 . 9 3 1 . 0 0 1 . 1 6 1 . 7 3 1 . 6 1 1 . 0 7 7 7 1 0 0 . 0 0
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