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Abstract
Decomposition-based methods are widely used for multiclass and multilabel classifi-
cation. These approaches transform or reduce the original task to a set of smaller
possibly simpler problems and allow thereby often to utilize many established learning
algorithms, which are not amenable to the original task. Even for directly applicable
learning algorithms, the combination with a decomposition-scheme may outperform
the direct approach, e.g., if the resulting subproblems are simpler (in the sense of
learnability). This thesis addresses mainly the efficiency of decomposition-based
methods and provides several contributions improving the scalability with respect to
the number of classes or labels, number of classifiers and number of instances.
Initially, we present two approaches improving the efficiency of the training phase
of multiclass classification. The first of them shows that by minimizing redundant
learning processes, which can occur in decomposition-based approaches for multiclass
problems, the number of operations in the training phase can be significantly reduced.
The second approach is tailored to Na¨ıve Bayes as base learner. By a tight coupling of
Na¨ıve Bayes and arbitrary decompositions, it allows an even higher reduction of the
training complexity with respect to the number of classifiers. Moreover, an approach
improving the efficiency of the testing phase is also presented. It is capable of reducing
testing effort with respect to the number of classes independently of the base learner.
Furthermore, efficient decomposition-based methods for multilabel classification
are also addressed in this thesis. Besides proposing an efficient prediction method,
an approach rebalancing predictive performance, time and memory complexity is
presented. Aside from the efficiency-focused methods, this thesis contains also a
study about a special case of the multilabel classification setting, which is elaborated,
formalized and tackled by a prototypical decomposition-based approach.
i

Kurzfassung
Multiklassen- und Multilabel-Klassifikationsprobleme werden ha¨ufig durch zerle-
gungsbasierte Ansa¨tze gelo¨st. Zerlegungsbasierte Ansa¨tze haben gemeinsam, dass
sie das urspru¨ngliche Problem auf eine Menge von kleineren potentiell einfacheren
Problemen abbilden. Oft ermo¨glichen solche Ansa¨tze die Wiederverwendung von
vielen bewa¨hrten Lernalgorithmen, die nicht direkt auf das urspru¨ngliche Problem
anwendbar sind. Daru¨ber hinaus ko¨nnen auch fu¨r direkt anwendbare Lernalgorithmen
die zerlegten Teilprobleme einfacher (im Sinne der Lernbarkeit) sein, so dass ein zerle-
gungsbasierter Ansatz insgesamt eine ho¨here Vorhersagequalita¨t besitzen kann als die
direkte Lo¨sung des Problems. Diese Dissertation bescha¨ftigt sich hauptsa¨chlich mit
der Effizienz der zerlegungsbasierten Methoden und erarbeitet mehrere Ansa¨tze mit
einer besseren Skalierbarkeit bezu¨glich Anzahl der Klassen bzw. Labels, Klassifizierer
und Instanzen der Daten.
Es werden zuna¨chst zwei Ansa¨tze vorgestellt, welche die Trainingsphase fu¨r Multi-
klassenprobleme beschleunigen. In dem ersten Ansatz wird gezeigt, dass durch Mini-
mierung von redundanten Lernvorga¨ngen, die oft in zerlegungsbasierten Multiklassen-
Klassifikationsansa¨tzen vorkommen ko¨nnen, Einsparungen in der Trainingsphase
mo¨glich sind. Der zweite Ansatz ist speziell auf Na¨ıve Bayes als Basislerner ausge-
richtet und ermo¨glicht durch die Ausnutzung spezieller Eigenschaften in diesem Fall
eine noch gro¨ßere Reduktion der Lernkomplexita¨t bezu¨glich der Klassifiziereranzahl.
Es wird zusa¨tzlich ein Ansatz pra¨sentiert, welches die Klassifikationsphase fu¨r Mul-
tiklassenprobleme beschleunigt. Dieses Verfahren ist unabha¨ngig vom verwendeten
Basislerner und reduziert die Klassifikationskomplexita¨t bezu¨glich der Klassenanzahl.
Daru¨ber hinaus werden in dieser Dissertation auch Multilabelprobleme behandelt
und dafu¨r neben einer effizienten Klassifikationsmethode auch ein Ansatz vorgestellt,
welches die Vorhersagequalita¨t, den Zeitaufwand und die Speicherkomplexita¨t neu
abwa¨gt. Neben den effizienzfokussierten Ansa¨tzen beinhaltet diese Dissertation auch
eine Studie, die einen Spezialfall von Multilabel-Klassifikationsproblemen vorstellt,
formalisiert und mittels einem prototypischen zerlegungsbasierten Ansatz zu lo¨sen
versucht.
iii
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1 Introduction
The classification task is one of the most elementary problems in machine learning.
The automatic learning of a predictor function from a given set of training instances,
which maps unseen test instances to its corresponding true class was studied exten-
sively since the beginning of machine learning. The distinct formulation and easy
comprehensibility of the underlying setting have certainly contributed to this high
attention. It is a testbed from which many successful learning algorithms evolved,
e.g., Ripper/Slipper (Cohen, 1995; Cohen and Singer, 1999), C4.5 (Quinlan, 1993)
and SVM (Vapnik, 1998).
It is apparent that automatic classification also has a high direct practical value.
The possibility to learn an accurate predictor in domains such as speech recognition,
optical character recognition or spam classification improves the convenience for
humans. Though these tasks are in principle trivial for humans, in light of the
increasing mass of digital information, manual classification becomes infeasible for
large scale datasets and efficient automatic classification methods grow in importance.
Another aspect is the automatic analysis of data, which may complement the human
analysis and provide an alternative view – the rules of a learned classifier may expose
previously unknown insights about the data. The aspired discovery of these so-called
“nuggets”, i.e. new patterns or rules inherent in data, provides a strong incentive for
research in machine learning or data mining in general respectively.
Multiclass and multilabel classification are special cases of the above-mentioned
classification task and impose different restrictions on the target output variable. For
multiclass classification the target variable has to be one of a given set of identifiers,
called classes. An example is the task of optical character recognition, where the
target variable is one of the alphabetic or numeric characters. For the multilabel case,
the target variable is a subset of a given set of classes. This means more than one
class (in this context typically called labels) can be associated with the instance. A
German movie m categorized as an action-film with comedy-elements may be seen as
the multilabel instance (m, {german, comedy, action}).
These tasks are commonly tackled by so-called decomposition-based approaches,
which transform the problem into a set of smaller possibly simpler problems. For
instance, a k-class classification problem can be transformed to a set of binary (2-
class) problems. This makes many classification algorithms which are only applicable
for 2-class problems amenable for this task. Decompositions allow to reuse learn
algorithms readily in more complex tasks by applying an appropriate transformation
scheme. Besides this practical convenience, the decompositions to simpler problems
can also lead to a better predictive and efficiency performance compared to the direct
approach (Ghani, 2000; Hsu and Lin, 2002; Fu¨rnkranz, 2002).
1
1 Introduction
1.1 Motivation
In contrast to classical computer science algorithms such as sorting algorithms, where
the only acceptable correctness is fully sorted and algorithm research was focused in
minimizing time and memory complexity, in machine learning a perfect (predictive)
result is seldom feasible. It is apparent to prioritize the predictive performance over
time and memory complexity. Thus, predictive performance is the predominant
measure considered in multiclass and multilabel methods.
However, in light of the growing amount of data which needs to be processed, the
time and memory complexity increased in its importance. At the latest, in extreme
cases, where the memory or time complexity presents an infeasible bottleneck for the
whole task, a reprioritization of these factors is necessary.
Furthermore, as previously described, classification is one of the basic components,
which is often employed in a modular way for more complex machine learning tasks.
For example, throughout this thesis, multiclass and multilabel classification will be
tackled by an ensemble of binary classifiers. In general for multiclass classification, we
will be concerned with so-called error-correcting output codes (ECOC) which provide
a unified framework for common decomposition-based ensemble types. Efficiency
bottlenecks of base classifiers can drastically accumulate throughout the ensemble
or the whole framework. This means also that efficiency improvements on the base
classifier level may have a drastic overall reduction to the whole task.
Besides the illustrated extreme case, improving the efficiency can also implicitly
improve the predictive performance. The sheer capability of processing more data in
a fixed time means obviously to increase the sample-size and, therefore, to strengthen
the statistical power of the underlying statistical learning algorithms or at least of
the various employed statistical measures.
1.2 Contributions
In this thesis, we present mainly efficiency and partly efficacy improvements for
decomposition-based multiclass and multilabel classification methods.
Multiclass Classification
Efficient ECOC Training by Exploiting Code-Redundancies
ECOC-based classifier ensembles can have overlapping training processes. We
develop a training schedule, which tries to minimize these redundant learning
processes. This schedule based learning is directly applicable for genuine
incremental learners, but we also develop modifications for the genuine batch
learner SVM to be applicable for this approach.
Efficient ECOC Training with Na¨ıve Bayes
A simple tight combination of Na¨ıve Bayes and ECOC is presented, which
reduces the training effort significantly compared to the straight-forward
combination. This is mainly done by an alternative equivalent computation
scheme exploiting some special relations in this setting.
2
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Efficient ECOC Prediction
Here, we present an efficient prediction/decoding scheme for ECOC classifiers.
It is based on the fact, that it is not always necessary to consider all classifier
evaluations for the decoding phase. Although we do not give a theoretical
average-case analysis, extensive empirical evaluations indicate the significance
of this approach in practice.
Multilabel Classification
Efficient Pairwise Multilabel Prediction
Two efficient prediction algorithms for the calibrated label ranking approach for
multilabel classification are presented. The prediction phase of the underlying
ensemble of pairwise classifiers (special type of binary classifiers) is similarly
improved as for the case of ECOC classifiers in multiclass prediction.
Combination of Multilabel Classification Decompositions
Here, the efficiency and also the predictive performance of the above approach is
further improved in combination with the HOMER approach, which transforms
the original multilabel problem into a set of smaller multilabel problems.
Multilabel Classification with Label Constraints
We consider a variant of the multilabel setting and elaborate on the existence
of constraints, or at least, dependencies among labels in real data. Besides
using association-rule learning to find such constraints, we experiment with
two methods on incorporating them into the learning process.
1.3 Structure of this thesis
This thesis is divided into two parts: Part I is dedicated to multiclass and Part II
to multilabel classification. Each part begins with its own preliminaries chapter
(Chapter 3 and Chapter 7), which briefly recapitulates the setting, measures and
common decomposition-based methods. Except for the introduction (Chapter 1),
the introductory chapter on binary classification (Chapter 2) and the summary
(Chapter 11), each of the remaining chapters is dedicated to one contribution, which
in turn is based on a publication. The corresponding references are shown in the
following list. Please note, that the basics chapters are also mainly based on these
publications.
Part I Multiclass Classification
Chapter 4, Efficient ECOC Training by Exploiting Code-Redundancies
(Park, Weizsa¨cker, and Fu¨rnkranz, 2010)
Chapter 5, Efficient ECOC Training with Na¨ıve Bayes
(Park and Fu¨rnkranz, 2011)
Chapter 6, Efficient ECOC Prediction
(Park and Fu¨rnkranz, 2012)
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Part II Multilabel Classification
Chapter 8, Efficient Pairwise Multilabel Prediction
(Loza Menc´ıa, Park, and Fu¨rnkranz, 2010)
Chapter 9, Combination of Multilabel Classification Decompositions
(Tsoumakas, Loza Menc´ıa, Katakis, Park, and Fu¨rnkranz, 2009)
Chapter 10, Multilabel Classification with Label Constraints
(Park and Fu¨rnkranz, 2008)
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Binary classification refers to the task of automatically mapping input instances to
their most probable class or category, where the number of classes is restricted to two
classes. A multitude of approaches based on different learning concepts originated for
these binary problems.
This chapter contains a brief recapitulation of basic knowledge about binary
classification and standard learning algorithms for this task.
2.1 Binary Setting
In the binary classification setting, we consider a set of instances/examples X =
{~xi | i = 1 . . . t}, where each instance is associated to one of two classes. One often
speaks of the positive and the negative class in this context, similarly also for instances,
i.e. positive instances are instances which true class is the positive class and vice
versa. Thus, we consider instance-class pairs (~x, y), where y ∈ K = {cpos, cneg} or
{+,−}. Furthermore, each instance is represented as a vector ~x = (a1, . . . , ag) in a
feature space Rg.
Typically, a subset of instances X¯ ⊆ X along with their corresponding true class
associations is given, i.e. we have given a set of pairs (~x, y)i, which are used to learn
a classifier f(.) : X → K. This classifier is supposed to predict for previously unseen
instances ~xi the correct class, such that some performance criterion (e.g., classification
accuracy) is maximized.
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In the following, we will often neglect the vector notation of instances for convenience
reasons, i.e. we will use x synonymously with ~x, except for cases, where we particularly
focus on the features ai of an instance. Furthermore, if it is clear from the context,
that the same instance xi is addressed, we will often also omit the index.
2.2 Classification Evaluation and Variants
2.2.1 Standard Measures and Methods
We will provide a short description of standard performance measures and methods
used in binary classification.
Accuracy
The following measure describes the empirical accuracy of classifier f for a given set
of instances X¯, which is the predominant predictive evaluation measure in binary
classification.
Acc(f, X¯) :=
1
t
t∑
i=1
I(f(xi) = yi)
where I(.) denotes the indicator function, which returns 1 if the statement is true and
0 otherwise. It represents the fraction of correctly predicted instances. Usually, one is
interested in obtaining a classifier, which optimizes this measure for unseen related
instances. This task is typically viewed in the following way: the given (training-) set
of instances X¯ represents only a subset of an unknown complete, possibly infinite set
of instances X and we are rather interested in a classifier which optimizes Acc(f,X).
Thus, instances x ∈ X, which are not necessarily members of X¯ can appear during
the prediction phase. In probabilistic terms, the general objective is to maximize
E(x,y)∼XI(f(x) = y)
The expected value of the complementary event, i.e. I(f(x) 6= y), is also called the
true risk of a classifier f .
True Negative Rate and True Positive Rate
The true negative rate (TNR) and true positive rate (TPR) describe the accuracy
only for one of the two classes, i.e. it describes the fraction of correctly predicted
negative or positive instances respectively. The computation is similar to accuracy
except that one iterates only over the negative or positive instances respectively.
False Negative Rate and False Positive Rate
The false negative rate (FNR) describes the fraction of positive instances which were
incorrectly classified as negative ones, or shorter, the fraction of incorrectly predicted
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positive instances. This equals 1−TPR or can be computed similarly as the TPR by
considering only positive instances and determining the fraction of mispredictions,
i.e. I(f(xi) 6= yi).
Similar to the false negative rate, the false positive rate (TPR) describes the ratio
of incorrectly predicted negative instances, i.e. which were predicted as positive.
Again, it can be computed by 1− TNR or if TNR is not given in a straight-forward
manner.
Cross-Validation
Since, in practice, the complete set of instances is not known or not finite, one can only
approximate the true risk or other similar measures of a classifier. One well-known
approach for evaluating the generalization property of a classifier is cross-validation.
This method repeatedly trains and tests on disjoint subsets of the given data such that
each instance serves at least once as training instance as well as testing instance. First,
the dataset is equally divided into n folds. Then, the classifier is typically evaluated
by using n − 1 folds for training and the remaining fold for testing. This process
is repeated n-times, such that each fold is used exactly once for testing. Finally,
the multiple evaluation results are combined by averaging. This process is called
n-fold cross validation and if the folds are additionally sampled according to the class
distribution of the set of training instances, one speaks of stratified cross-validation.
Furthermore, the special case of n = t, i.e. considering each single instance as a fold,
is called leave-one-out validation.
2.2.2 Cost-Sensitive Classification
Cost-sensitive classification is a variant of the basic setting. Until now, accuracy
treated each class as equally important. This is sometimes not the case in real-world
problems. For instance, the prediction of not cancer of a patient, who has cancer
is obviously a more severe error than the reverse case. So, in this setting different
importance among classes and the severity of their mispredictions are tackled by
associating different cost-values γa,b for each pair of classes (true class a and predicted
class b). Thus, the objective in this case is to minimize a cost-weighted error measure:
Cost(f, X¯) =
1
t
t∑
i=1
I(yˆi 6= yi) · γyi,yˆi where yˆi = f(xi)
For the multiclass classification setting, which will be introduced in the next chapter
and involves more than two classes, the cost matrix γa,b ∈ RK×K allows not only
to associate different cost values for the misprediction between classes, e.g., that a
misprediction of the diagnosis not cancer is more costly than the misprediction of
cancer. It is also possible to differentiate between different mispredictions for each
class, for instance in weather forecasting (posed as a 3-class problem) that for the
true event hot, the misprediction of cold is associated with a higher cost than mild.
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Note that the cost-sensitive classification setting is actually a generalization of
the standard classification setting. By setting all elements of the cost matrix to 1,
the objective is reduced to accuracy. Actually, it is sufficient when the non-diagonal
elements are set to 1. Here, the diagonal elements are essentially ignored, since the
indicator function returns in these cases (correct predictions) a value of zero.
2.2.3 Area under the ROC Curve (AUC)
Besides accuracy and cost-weighted errors, in some related tasks, one is interested in
the ranking capability of classifiers. Here, classifiers are assumed to return a score
s ∈ R which quantifies the degree of class-membership of an instance. Classification
can be achieved by using an appropriate thresholding value, which divides the space
of score values into positive and negative class spaces (in the two-class case). To assess
such ranking capabilities of a classifier/ranker f the area under the ROC curve (AUC)
is commonly used. The receiver operating characteristic (ROC) curve has its origin
from signal theory and was adapted to the machine learning field. Foremost, it is a
graphical 2-d plot, which shows the false positive rate (x-axis) and the true positive
rate (y-axis) of a binary classifier for varying thresholding values. If the classifier f is
a good ranker, i.e. if positive examples are mostly ranked before negative examples
with respect to their score, the ROC curve should ideally be convex, lie clearly above
the diagonal (which represents a random ranker) and close as possible to the axis
parallels of the unit square. The area under the ROC curve, i.e. the integral of the
ROC curve, summarizes these criteria roughly in a single value.
2.3 Learning Algorithms
Before we provide superficial descriptions of some common learning algorithms, we
will recapitulate in the following text a brief general view of learning algorithms
based on (Mitchell, 1997; Witten et al., 2011).
It is not an easy task to give a general unified view over the multitude of various
learning algorithms for classification. Some textbooks regard the learning process
as a search process to provide a simple unified view for introductory purposes. A
large portion of learning algorithms are covered by this perspective (but not all),
particularly if one considers that optimization problems can be viewed as a search
problem similarly. So, we make use of the same perspective here. Assuming an
enumerable space of all learnable classifier functions (e.g., linear or axis-parallel
decision boundaries in the feature space) for a given learning algorithm, the task is
to find a classifier function which maximizes some criterion on the training data. A
simple algorithm which enumerates over all possible classifier functions and determines
thereby the maximizer might represent a sufficient learning algorithm, if the search
space is finite and small enough. But, this is seldom the case, such that typical
learning algorithms employ different more efficient but also not necessarily globally
optimal methods to be practical.
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One important concept related to the generalization property of classifiers is the
inductive bias, which consists of a set of assumptions or restrictions related to the
learning process. To generalize, we have to make some assumptions about the classifier
function and the data. Amongst others, we have to precisely define in which form
we generalize. An overly simplified but illustrative example which is often used for
describing inductive reasoning is the following:
Socrates is a human.
Socrates is mortal.
}
Induction−−−−−−→ All humans are mortal.
Now, there is no real justification for generalizing the mortal property to all humans.
It is equally valid to infer that, e.g., 2 human beings are mortal or only the next
encountered human is mortal. As one might have noticed, the generalization is
obviously influenced by the choice of operators and/or quantifiers we allow and in
general by the language in which statements are formed.
The previous simple example shows that the form of generalization can differ,
and that there is no general right choice. But it is clear that these kind of decisions
have to be made eventually during learning. Another example is to fit a line to a
set of observed 2-dimensional points. Here, we make the assumption that the x, y
coordinates have a linear relationship and have restricted the model to lines, excluding
arbitrary functions. In general, we have no guarantee that the “true” relationship
which generated these points might not have been a very spiky curve. Of course, by
using the assumption that the examples are independent and identically distributed,
we get a different situation. But, also here, in the extreme case, where we do not
restrict the classifier function, we may end up with a function which represents the
total memorization of the points, if we are primarily searching for a classifier function
which matches the most with the training data. This kind of overly adapting the
model to the training data and therefore losing its generalization capabilities is called
overfitting. In total, it is essential to the learning process to impose some restrictions
and make assumptions on the classifier function as well as on the data.
Consider the set of arbitrary classifier functions, then, different actual learning
algorithms can be superficially characterized by imposing different explicit and
implicit biases/restrictions distinguished in three categories:
• description language or model: What is the underlying representation
language used by the classifier? For rule learning, it might be arbitrary proposi-
tional logic formulas. For perceptrons, the search space consists of all possible
hyperplanes of the feature space.
• search-method, optimization and details: In which order, if any, is the
search space examined. Is a greedy method, e.g. gradient descent, applied?
Which additional criteria are used during search?
• overfitting-avoidance method: Are there separate mechanics for this pur-
pose? In which form are they integrated?
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In the following, we will provide only a brief overview of some common learning
algorithms in its most basic form. Detailed knowledge about these algorithms are
in general not necessary for this thesis, since the contributions in the following
chapters are mostly independent of the used base learner. However, if the details
of a particular learning algorithm are relevant, a more detailed description will be
provided in the corresponding chapter (SVMs in Chapter 4, Na¨ıve Bayes in Chapter 5
and perceptrons in Chapter 8).
2.3.1 Rule Learning
In this context, the objective is to learn a set of rules in the following form:
IF attribute-value condition(s) THEN class y
The conditions which are formed by conjunctions of propositions using the given fea-
ture representation are typically learned within the separate-and-conquer framework.
Starting from the empty rule, i.e. the set of attribute-value conditions is empty, one
tries to determine the best attribute-test according to some measure on the resulting
partitioning and is added to the set of conditions. This process is repeated until some
stopping criterion is met. Then, the implication of the rule is associated with the
majority class of the covered instances, i.e. the instances which satisfy the conditions.
Afterwards, all instances which are covered by this rule are removed from the training
set (SEPARATE). The process repeats by learning the next rule (CONQUER), until,
again, some stopping criteria is met. Some rule learning algorithms try to learn only
rules for one class and conclude the set of rules with a so-called default-rule, which
classifies all remaining instances with the other class.
Within this thesis, our choice of a rule learner in various experiments is Ripper
(Cohen, 1995) in its implementation of the Weka-framework (Hall et al., 2009), called
JRip.
2.3.2 Decision Trees
The generation of decision trees can be viewed as a learning process, which generates
non-overlapping rules arranged in a tree. Starting with all training instances, an
attribute is determined according to some criterion which generates a partitioning
of the training data corresponding to the values of this attribute. The attribute
is represented as a node in a graph, from which directed edges are connected to
child nodes, one for each different attribute value. These child nodes represent the
partitions, which satisfy the corresponding attribute-value test. This process is
recursively repeated on the child nodes until all remaining instances are members of
one class or met some stopping criterion. Now, if you consider each path from the
root node to the leaf, it represents a rule consisting of the conjunction of attribute-
value tests and an implication to a particular class. The non-overlapping property
follows by considering that for each pair of distinct root-leaf paths, there is exactly
one attribute-test, in which they exclude each other. This kind of recursive explicit
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excluding process is commonly referred to as the divide-and-conquer approach in
contrast to the separate-and-conquer approach from rule learning, where different
rules can cover the same instance.
The above-mentioned criteria to select the next attribute is typically minimizing the
spread of instances of each class to different partitions. Examples of measures which
address this issue are Information Gain and the Gini-Index (Breiman et al., 1984).
In the following chapters, we will mainly use the implementation of C4.5 (Quinlan,
1993) in Weka (Hall et al., 2009), called J48, as a representative for decision tree
learners.
Hoeffding Trees
Hoeffding Trees (Domingos and Hulten, 2000) are a special kind of decision trees,
which make use of the so-called Hoeffding-bound. It is a result known from statistics,
which provides an upper bound on the probability, that the empirical mean of random
variables deviates from its expected value by some value t. Consider the previously
mentioned attribute-selection criterion for decision trees evaluating each attribute
by a numeric value vc in an incremental manner. Using the bound it is possible to
make the statement after observing a portion of the instances, that the current best
attribute is with a specifiable probability really the best attribute, if the mean of
its corresponding value vbest has a larger distance to the mean of the second best
attribute value vsecond than t. Roughly speaking, the mean of the random variable
vbest stabilizes with increasing number of observations. The Hoeffding bound allows
to compute the number of necessary observations or instances, after which it is very
unlikely that the deviation is higher than the distance to the second best attribute
value. So, it is possible to select attributes and therefore build a decision tree in an
incremental manner instead after observing all instances. In total, this results in a
very fast incremental decision tree learner with anytime properties, i.e. it is possible
to classify during the learning process. One of its main features is that its prediction
is guaranteed to be asymptotically nearly identical to that of a corresponding batch
learned tree.
2.3.3 Perceptrons
Perceptrons or artificial neurons (McCulloch and Pitts, 1943; Rosenblatt, 1958) are
based on the human neurons in the brain. Human neurons are inter-connected and
influence each other. The activation or excitation of a neuron, which can be caused for
instance by seeing something, is distributed in different strengths among its connected
neurons, where each neuron may react differently to the input signals. The actual
functionality of a neuron is modeled in perceptrons as a simple linear combination of
its input signals accompanied with a thresholding function. The weighted sum of the
input signals have to satisfy some threshold to forward an activation signal and the
learning task is essentially to learn the weights.
11
2 Binary Classification
For the learning of complex functions, typically a network of artificial neurons
are utilized, which are called artificial neural networks. However, a single artificial
neuron is also often used as a classifier model, i.e. a linear function is learned which
(by thresholding) discriminates one class against another one, often visualized as a
hyperplane of the feature/input space, which separates instances of different classes.
2.3.4 Support Vector Machines (SVM)
Roughly speaking, support vector machines (Vapnik, 1998) also learn a linear separator
but include two significant techniques. First, it is possible to alter the working feature
space in an efficient way by using so-called kernel functions, i.e. it is possible to learn
a linear separating function in some projected feature space in feasible time. Since
it is nearly always possible to learn a linear separable function in a sufficient high-
dimensional feature space for a given set of training instances, this technique makes
a powerful tool. However, because of the resulting massive flexibility of the model,
the probability of overfitting increases. One integral approach of SVMs which tries to
address this issue, is to select the one separator from the possibly infinite set of linear
separators, which maximizes the margin, i.e. the distance between the hyperplane to
the nearest positive example plus the distance from it to the nearest negative example.
This margin-maximization principle has to be shown to have desireable properties
with respect to generalization (Shawe-Taylor et al., 1998; Smola et al., 2000).
In this thesis, we will utilize three different implementations/variants of SVMs:
an SVM implementation in Weka called SMO, the implementation of LibLinear
(Fan et al., 2008) and the one from LibSVM (Chang and Lin, 2011).
2.3.5 Na¨ıve Bayes
Na¨ıve Bayes is one of the probabilistic approaches to classification. It is assumed,
that there exists a joint probability distribution of instance-class pair events and
the classification objective is to return the most probable class, after observing a
test instance. Thus, basically, the learning of such a model is primarily focused with
estimating relevant probabilities from training data. Since the estimation of the prob-
ability distribution requires a very large number of instances, the direct approach is in
general not practical. Na¨ıve Bayes makes a probabilistic model amenable by imposing
a strong assumption about the distribution. It uses a “naive” assumption, namely
that the attributes are conditionally independent given the class. In combination
with the Bayes Theorem, this makes the training process tremendously efficient and
feasible.
Again, we used in this thesis the Na¨ıve Bayes implementation of Weka, denoted by
NB.
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Multiclass classification extends binary classification by considering more than two
classes. For multiclass classification problems, besides direct multiclass-capable learn-
ing algorithms, the common approaches are so-called decomposition-based approaches,
which reuse binary learners from the previous chapter.
This chapter contains a brief recapitulation of basic knowledge about multiclass clas-
sification and decomposition-based approaches for this task. We will focus particularly
only on necessary information for this thesis.
3.1 Multiclass Setting
The multiclass classification setting is identical to the binary classification setting
except that now the set of classes K = {ci | i = 1 . . . k} is not anymore restricted
to two classes, i.e. k ≥ 2 instead of k = 2. It is assumed, that there exists at
least one instance for each class. Moreover, the number of instances t is typically
significantly greater than the number of classes k in order to make any reasonable
induction.
One typical example of multiclass classification problems is optical character recog-
nition. Here, the task is to recover a text, which is given in an image-representation.
Seen as a classification task, a natural approach is to consider each alphabetic and
numeric character as a class. This task becomes non-trivial for hand-written texts
and also for machine-generated texts, e.g., by considering the multitude of different
font styles.
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3.2 Multiclass Evaluation and Variants
Nearly all previously introduced measures and setting variants for binary classification
apply straight-forwardly also for multiclass classification. We will briefly describe the
few exceptions in the following text.
The previously introduced measures true positive rate and true negative rate, which
were essentially class-based accuracy values apply also for the multiclass setting.
However, there is no more the distinction between the positive and the negative class,
such that both notions lose the association to a particular class. The underlying
semantic becomes essentially redundant if we neglect this. Thus, often only one term,
the true positive rate regarding a particular class ca is used to denote the class-based
accuracy of ca.
Similarly, the semantics of the notions of false negative and false positive rates
have to be slightly altered. Again, the semantic for both notions changes. Not the
misprediction rate of positive or negative instances are determined respectively, but
all mispredictions predicting a particular class. Here also, one usually agrees on one
term, the false positive rate regarding a particular class, to denote the measure in
this sense.
Regarding the AUC, there is no consensus for the multiclass case, but various
approaches which tackle the multiclass ROC analysis by projecting them to binary
ones were proposed in the literature (Hand and Till, 2001; Provost and Domingos,
2003).
3.3 Common Decomposition-Based Approaches
Many learning algorithms can only deal with two-class problems. For multiclass
problems, they have to rely on binary decomposition (or binarization) procedures that
transform the original learning problem into a series of binary learning problems. In
the following, we will recapitulate the well-known one-against-all and one-against-one
decompositions, which will be used throughout this thesis. Afterwards, in the next
section, we will describe a general framework for decomposition-based approaches.
3.3.1 One-Against-All (OAA)
A standard solution for this problem is the one-against-all approach, also known as
one-against-rest, which constructs one binary classifier fi for each class ci, where the
positive training examples are those belonging to this class and the negative training
examples are formed by the union of all other classes, i.e. all remaining examples. An
illustration of this decomposition scheme is shown in Figure 3.1a on the facing page.
At prediction time, all classifiers are queried on the given test instance. If exactly
one classifier fi predicts the instance as positive, the corresponding class ci is returned
as the overall prediction. For the other cases, i.e., if more than one or none classifier
predicts the instance as positive, usually two solutions are possible. If the classifiers
return score, confidence or probability values instead of a binary value (negative or
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Figure 3.1: One-against-all and pairwise binarization (Fu¨rnkranz, 2002)
positive), one can return the class, which corresponding classifier maximizes this
measure. In the case, that the maximal value is not unique, or the classifiers return
only binary values, one usually applies a random tie-breaking, i.e. randomly selecting
one class among the set of predicted classes.
3.3.2 Pairwise Classification (OAO)
Pairwise classification also known as round-robin classification (Fu¨rnkranz, 2002;
Wu et al., 2004) and one-against-one is besides one-against-all one of the well-known
decomposition schemes. This approach has been shown to produce more accurate
results than the one-against-all approach for a wide variety of learning algorithms
such as support vector machines (Hsu and Lin, 2002) or rule learning algorithms
(Fu¨rnkranz, 2002). Further support is given by a recent extensive experimental study
of Galar et al. (2011).
The key idea of pairwise classification is to learn one classifier for each pair of
classes. At classification time, the prediction of these classifiers are then combined
into an overall prediction.
Training Phase
A pairwise or round robin classifier trains a set of k(k − 1)/2 binary classifiers fi,j ,
one for each pair of classes (ci, cj), i < j. Each binary classifier is only trained on
the subset of training examples belonging to classes ci and cj , all other examples are
ignored1 for the training of fi,j . An example of this procedure is shown in Figure 3.1b.
1 Several extensions of the pairwise approach, such as Tri-Class SVMs (Angulo et al., 2006) and
Pairwise Correcting Classifiers (Moreira and Mayoraz, 1998), also integrate the remaining examples
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We will refer to the learning algorithm that is used to train these classifiers fi,j as
the base learner . We will also say that classifier fi,j is incident to classes ci and cj .
It is important to note that the total effort required to train the entire ensemble of
the k(k−1)/2 classifiers is only linear in the number of classes k, and, in fact, cheaper
than the training of a one-against-all ensemble. It is easy to see this, if one considers
that in the one-against-all case each training example is used k times (namely in
each of the k binary problems), while in the round robin approach each example is
only used k − 1 times, namely only in those binary problems, where its own class is
paired against one of the other k − 1 classes (cf. also Fu¨rnkranz, 2002).
Typically, the binary classifiers are class-symmetric, i.e., the classifiers fi,j and fj,i
are identical. However, for some types of classifiers this does not hold. For example,
standard rule learning algorithms will always learn rules for the positive class, and
classify all uncovered examples as negative. Thus, the predictions may depend on
whether class ci or class cj has been used as the positive class. As has been noted
in (Fu¨rnkranz, 2002), a simple method for solving this problem is to average the
predictions of fi,j and fj,i, which basically amounts to the use of a so-called double
round robin procedure, where we have two classifiers for each pair of classes.
Prediction Phase
At classification time, each binary classifier fi,j is queried and issues a vote (a
prediction for either ci or cj) for the given example. This can be compared with
sports and games tournaments, in which each player plays each other player once. In
each game, the winner receives a point, and the player with the maximum number of
points is the winner of the tournament.
In this thesis, we will assume binary classifiers fi,j that return class probabilities
p(ci | ci∨ cj) and p(cj | ci∨ cj) if not stated otherwise. These can be used for weighted
voting (also called max-wins), i.e., we predict the class c∗ that receives the maximum
weighted number of votes:
c∗ = argmax
c∈K
∑
c′∈K\c
p
(
c | c ∨ c′)
Other choices for decoding pairwise classifiers are possible (cf., e.g., Wu et al.,
2004; Hastie and Tibshirani, 1997), but voting is surprisingly stable. For example,
one can show that weighted voting, where each binary vote is split according to the
probability distribution estimated by the binary classifier, minimizes the Spearman’s
rank correlation coefficient with the correct ranking of classes, provided that the
classifier provides good probability estimates (Hu¨llermeier et al., 2008). Also, empiri-
cally and theoretically, weighted voting seems to be a fairly robust method that is
hard to beat with other, more complex methods (Hu¨llermeier and Fu¨rnkranz, 2004;
Hu¨llermeier and Vanderlooy, 2010).
into the training process. In several experiments, this has lead to an improved performance, which
has to be paid with a considerable increase in training time, and more complex decision boundaries
for the involved classifiers.
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3.3.3 Efficient Pairwise Prediction (QWeighted)
Although the training effort for the entire ensemble of pairwise classifiers is only
linear in the number of examples, at prediction time we still have to query a quadratic
number of classifiers, which can be very inefficient for a high number of classes k. In this
section, we discuss a recently proposed algorithm (Park, 2006; Park and Fu¨rnkranz,
2007) that allows to significantly reduce the number of classifier evaluations in practice
without changing the prediction of the ensemble.
Key Idea
Weighted or unweighted voting predicts the top rank class c∗ by returning the class
with the highest accumulated voting mass after evaluation of all pairwise classifiers.
During such a procedure there exist many situations where particular classes can be
excluded from the set of possible top rank classes, even if they reach the maximal
voting mass in the remaining evaluations. Consider the following simple example:
Given k classes and an arbitrary number j ∈ N with j < k, if, currently, class cb has
lost j votings and class ca has received more than k − j votes, it is impossible for cb
to achieve a higher total voting mass than ca. Thus further evaluations involving cb
can be safely ignored for the comparison of these two classes.
To increase the reduction of evaluations we are interested in obtaining such
exploitable situations frequently. Pairwise classifiers will be selected depending on a
loss value, which is the amount of potential voting mass that a class has not received.
More specifically, the loss li of a class ci is defined as li := pi − vi, where pi is the
number of evaluated incident classifiers of ci and vi is the current vote amount of ci.
Obviously, the loss will begin with a value of zero and is monotonically increasing.
The class with the current minimal loss is one of the top candidates for the top rank
class.
The QWeighted Algorithm
Algorithm 1 on the next page shows the QWeighted algorithm, which implements
this idea. First, the pairwise classifier fa,b will be selected for which the losses la and
lb of the relevant classes ca and cb are minimal, provided that the classifier fa,b has
not yet been evaluated. In the case of multiple classes that have the same minimal
loss, there exists no further distinction, and we select a class randomly from this set.
Then, the losses la and lb will be updated based on the evaluation returned by fa,b
(recall that vab is interpreted as the amount of the voting mass of the classifier fa,b
that goes to class ca and 1− vab is the amount that goes to class cb). These two steps
will be repeated until all classifiers for the class cm with the minimal loss has been
evaluated. Thus the current/estimated loss lm is the correct loss for this class. As all
other classes already have a greater or equal loss and considering that the losses are
monotonically increasing, cm is the correct top rank class or among the set of equal
classes with minimal loss.
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Algorithm 1 QWeighted
Require: pairwise classifiers fi,j with 1 ≤ i < j ≤ k, testing instance x ∈ X
1: ~l ∈ Rk ← 0 # loss values vector
2: c∗ ← NULL
3: G← ∅ # keep track of evaluated classifiers
4: while c∗ = NULL do
5: ca ← argmin
ci∈K
li # select top candidate class
6: cb ← argmin
cj∈K\{ca}, fa,j /∈G
lj # select second
7: if no cb exists then
8: c∗ ← ca # top rank class determined
9: else # evaluate
10: vab ← fa,b(x) # one vote for ca (vab = 1) or cb (vab = 0)
11: la ← la + (1− vab) # update voting loss for ca
12: lb ← lb + vab # update voting loss for cb
13: G← G ∪ fa,b # update already evaluated classifiers
14: return c∗
Theoretically, a minimal number of comparisons of k − 1 is possible (best case).
Assuming that the incident classifiers of the correct top rank c∗ always return the
maximum voting amount (l∗ = 0), c∗ is always in the set {cj ∈ K | lj = minci∈K li}.
In addition, c∗ should be selected as the first class in step 1 of the algorithm among
the classes with the minimal loss value. It follows that exactly k− 1 comparisons will
be evaluated, more precisely all incident classifiers of c∗. The algorithm terminates
and returns c∗ as the correct top rank.
The worst case, on the other hand, is still k(k − 1)/2 comparisons, which can,
e.g., occur if all pairwise classifiers classify randomly with a probability of 0.5. In
practice, the number of comparisons will be somewhere between these two extremes,
depending on the nature of the problem.
QWeighted will always predict the same class as the full pairwise classifier except
for ambiguous predictions, but the actual runtime complexity of the algorithm is
close to linear in the number of classes, in particular for large numbers of classes,
where the problem is most stringent. For very hard problems, where the performance
of the binary classifiers reduces to random guessing, its worst-case performance is
still quadratic in the number of classes as mentioned before, but even there practical
gains can be expected. These properties of QWeighted are based on empirical
evaluations done in (Park and Fu¨rnkranz, 2007) and will be re-validated later in
Section 6.2.1 on page 63 on extended experiments.
Alternative Approaches
The loss li, which we use for selecting the next classifier, is essentially identical to the
voting-against principle introduced by Cutzu (2003a,b), who also observed that it
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allows to reliably conclude a class when not all of the pairwise classifiers are present.
For example, Cutzu claims that using the voting-against rule one could correctly
predict class ci even if none of the incident pairwise classifiers fi,j (j = 1 . . . k, j 6= i)
are used. However, this argument is based on the assumption that all base classifiers
classify correctly. Moreover, if there is a second class cj that should ideally receive
k − 2 votes, voting-against could only conclude a tie between classes ci and cj , as
long as the vote of classifier fi,j is not known. The main contribution of his work,
however, is a method for computing posterior class probabilities in the voting-against
scenario.
The voting-against principle was already used by Platt et al. (1999) earlier in the
form of DDAGs (Decision Directed Acyclic Graphs), which organize the binary base
classifiers in a decision graph. Each node represents a binary decision that rules out
the class that is not predicted by the corresponding binary classifier. At classification
time, only the classifiers on the path from the root to a leaf of the tree (at most k− 1
classifiers) are consulted. While the authors empirically show that the method does
not lose accuracy on three benchmark problems, it does not have the guarantee of
QWeighted, which will always predict the same class as the full pairwise classifier.
Intuitively, one would also presume that a static evaluation routine that uses only k−1
of the k(k−1)/2 base classifiers will sacrifice one of the main strengths of the pairwise
approach, namely that the influence of a single incorrectly trained binary classifier is
diminished in a large ensemble of classifiers (Fu¨rnkranz, 2003). Our empirical results
(presented in Section 6.2.1 on page 63) will confirm that DDAGs are only slightly
more efficient but less accurate than the QWeighted approach.
3.4 Error-Correcting Output Codes (ECOCs)
Error-correcting output codes (ECOCs) (Dietterich and Bakiri, 1995) are a general
framework for decomposition-based multiclass classification methods. This frame-
work unifies common approaches such as the previously described one-against-one
and one-against-all. ECOCs have its origin in coding and Information Theory
(MacWilliams and Sloane, 1983; Gallager, 1968), where it is used for detecting and
correcting errors in suitably encoded signals. In the context of classification, we
encode the class variable with an n-dimensional binary code word, whose entries
specify whether the example in question is a positive or a negative example in the
corresponding binary classifier.
3.4.1 Binary ECOCs
Formally, each class ci (i = 1 . . . k) is associated with a so-called code word ~cwi ∈
{−1, 1}n of length n. We denote the j-th bit of ~cwi as bi,j . In the context of ECOC,
all relevant information is summarized in a so-called coding matrix (mi,j) = M ∈
{−1, 1}k×n, whose i-th row describes code word ~cwi, whereas the j-th column repre-
sents a classifier fj . The set of all such classifiers is denoted as C = {f1, . . . , fn}.
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Furthermore, the coding matrix implicitly describes a decomposition scheme of the
original multiclass problem. In each column j the rows contain a (1) for all classes
whose training examples are used as positive examples, and (−1) for all negative
examples for the corresponding classifier fj .
M =

1 1 1 −1 −1 −1
1 −1 −1 1 1 −1
−1 −1 −1 1 −1 1
−1 −1 1 −1 1 1

The previous example shows a coding matrix for 4 classes (rows), which are encoded
with 6 classifiers (columns). The first classifier uses the examples of classes 1 and 2
as positive examples, and the examples of classes 3 and 4 as negative examples.
At prediction time, all binary classifiers are queried, and collectively predict an n-
dimensional vector, which must be decoded into one of the original class values, e.g., by
assigning it to the class of the closest code word. More precisely, for the classification
of a test instance x, all binary classifiers are evaluated and their predictions, which
form a prediction vector ~p = [f1(x), f2(x), . . . , fn(x)], are compared to the code words.
The class c∗ whose associated code word ~cwc∗ is “nearest” to ~p according to some
distance measure d(.) is returned as the overall prediction, i.e.
c∗ = argmin
c
d ( ~cwc, ~p)
For computing the similarity between the prediction vector and the code word, the
most common choice is the Hamming Distance, which measures the number of bit
positions in which the prediction vector ~p differs from a code word ~cwi.
dH ( ~cwi, ~p) =
n∑
j=1
|mi,j − pj |
2
(3.1)
Typically, the number of classifiers exceeds the number of classes, i.e., n > k. This
allows for longer code words, so that the mapping to the closest code word is not
compromised by individual mistakes of a few binary classifiers. Thus, ECOCs not
only make multiclass problems amenable to binary classifiers, but may also yield a
better predictive performance than conventional multiclass classifiers.
The good performance of ECOCs has been confirmed in subsequent theoretical and
practical work. For example, it has been shown that ECOCs can to some extent correct
variance and even bias of the underlying learning algorithm (Kong and Dietterich,
1995). An exhaustive survey of this area can be found in (Windeatt and Ghaderi,
2003).
3.4.2 Ternary ECOCs
Conventional ECOCs as described in the previous section always use all classes and
all training examples for training each binary classifier. Thus, binary decompositions
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which use only parts of the data (such as pairwise classification) can not be modeled
in this framework.
Allwein et al. (2000) extended the ECOC approach to the ternary case, where code
words are now of the form ~cwi ∈ {−1, 0, 1}n. The additional code mi,j = 0 denotes
that examples of class ci are ignored for training classifier fj . We will sometimes also
denote a classifier fj as fPj ,Nj , where Pj is the set of classes that are used as positive
examples, and Nj is the set of all classes that are used as negative examples. We
will adapt the notion of incidency (from pairwise classifiers) and say that a ECOC
classifier fj = fPj ,Nj is incident to a class ci, if the examples of ci are either positive
or negative examples for fj , i.e., if ci ∈ Pj or ci ∈ Nj , which implies that mi,j 6= 0.
This extension increases the expressive power of ECOCs, so that now nearly all
common multiclass binarization methods can be modeled. For example, pairwise
classification (Section 3.3.2 on page 17), where one classifier is trained for each pair
of classes, could not be modeled in the original framework, but can be modeled with
ternary ECOCs. Its coding matrix has n = k(k − 1)/2 columns, each consisting of
exactly one positive value (+1), exactly one negative value (−1), and k − 2 zero
values (0). Below, we show the coding matrix of a pairwise classifier for a 4-class
problem.
M =

1 1 1 0 0 0
−1 0 0 1 1 0
0 −1 0 −1 0 1
0 0 −1 0 −1 −1
 (3.2)
The conventionally used Hamming decoding can be adapted to this scenario
straight-forwardly. Note that while the code word can now contain 0-values, the
prediction vector is considered as a set of binary predictions which can only predict
either −1 or 1. Thus, a zero symbol in the code word (mi,j = 0) will always increase
the distance by 12 (independent of the actual prediction).
Many alternative decoding strategies have been proposed in the literature. Along
with the generalization of ECOCs to the ternary case, Allwein et al. (2000) proposed
a loss-based strategy. Escalera et al. (2006) discussed the shortcomings of traditional
Hamming distance for ternary ECOCs and presented two novel decoding strategies,
which should be more appropriate for dealing with the zero symbol. We will address
them in Section 6.1.5 on page 60.
3.4.3 Code Design for (Ternary) ECOCs
A well-known theorem from coding theory states that if the minimal Hamming
Distance between two arbitrary code words is h, the error detection and correction
framework is capable of correcting up to bh2 c bits. This is easy to see, since every
code word ~cwi has a bh2 c neighborhood, for which every code in this neighborhood
is nearer to ~cwi than to any other code word. Thus, it is obvious that good error
correction crucially depends on the choice of a suitable coding matrix.
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Unfortunately, some of the results in coding theory are not fully applicable to the
machine learning setting. For example, the above result assumes that the bit-wise error
is independent, which leads to the conclusion that the minimal Hamming Distance is
the main criterion for a good code. But this assumption does not necessarily hold in
machine learning. Classifiers are learned with similar training examples and therefore
their predictions tend to correlate (as noted in Dietterich and Bakiri, 1995). Thus, a
good ECOC code also has to consider, e.g., column distances, which may be taken as
a rough measure for the independence of the involved classifiers, since they resemble
to some extent training set overlaps.
In the machine-learning literature, a considerable amount of research has been
devoted to code design for ternary ECOCs (see, e.g., Crammer and Singer, 2002b;
Pimenta et al., 2008), but without reaching a clear conclusion. We want to emphasize
that this thesis does not contribute to this discussion, because we will mainly not be
concerned with comparing the predictive quality of different coding schemes.
Nevertheless, we will briefly review common coding schemes, which will be used in
experimental evaluations in some of the following chapters.
Exhaustive Ternary Codes
These codes cover all possible classifiers involving a given number of classes l ≤ k. More
formally, a (k, l)-exhaustive ternary code defines a ternary coding matrix M , for which
every column j contains exactly l non-zero values, i.e., ∀j ∈ {1, . . . , n}.∑i∈K |mi,j | =
l. Obviously, in the context of multiclass classification, only columns with at least one
positive (+1) and one negative (−1) class are useful. The following example shows a
(4, 3)-exhaustive code.
M =

1 1 −1 1 1 −1 1 1 −1 0 0 0
1 −1 1 1 −1 1 0 0 0 1 1 −1
−1 1 1 0 0 0 1 −1 1 1 −1 1
0 0 0 −1 1 1 −1 1 1 −1 1 1
 (3.3)
The number of classifiers for a (k, l) exhaustive ternary code is
(
k
l
)
(2l−1−1), since the
number of binary exhaustive codes is 2l−1−1 and the number of combinations to select
l row positions from k rows is
(
k
l
)
. These codes are a straight-forward generalization
of the exhaustive binary codes, which were considered in the first works on ECOC
(Dietterich and Bakiri, 1995), to the ternary case. Note that (k, 2)-exhaustive codes
correspond to pairwise classification.
In addition, we define a cumulative version of exhaustive ternary codes, which
subsumes all (k, i)-exhaustive codes with i = 2, 3, . . . , l up to a specific level l. In
this case, we speak of (k, l)-cumulative exhaustive codes, which generate a total of∑l
i=2
(
k
i
)
(2i−1−1) columns. For a dataset with k classes, (k, k)-cumulative exhaustive
codes represent the set of all possible binary classifiers.
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Random Codes
We consider two types of randomly generated codes. The first variant allows to control
the probability distribution of the set of possible symbols {−1, 0, 1} from which
random columns are drawn. By specifying a parameter rzp ∈ [0, 1], the probability for
the zero symbol is set to p({0}) = rzp, whereas the remainder is equally subdivided
to the other symbols: p({1}) = p({−1}) = (1 − rzp)/2. This type of code allows
to control the sparsity, i.e. the fraction of the zero symbol in the coding matrix,
which will be useful for evaluating which factors determine the performance of our
ECOC-based algorithms.
The second random code generation method selects randomly a subset from the set
of all possible classifiers C. This set of classifiers C equals the cumulative ternary code
matrix where the used level l equals the number of classes k. Obviously, this variant
guarantees that no duplicate classifiers are generated, whereas it can occur in the
other variant. We do not enforce this, because we wanted to model and evaluate two
interpretations of randomly generated codes: randomly filled matrices and randomly
selected classifiers.
Coding Theory, BCH Codes
Many different code types were developed within coding theory. We pick the so-called
BCH Codes (Bose and Ray-Chaudhuri, 1960) as a representative, because they have
been studied in depth and have properties which are favorable in practical applications.
For example, the desired minimum Hamming distance of M can be specified, and
fast decoding methods are available. Note, however, that efficient decoding in coding
theory has the goal to minimize the complexity of finding the nearest code word given
the received full code word. In the following chapters, we are mainly interested in
minimizing the classifier evaluations, and this relates to using the minimum number
of bits of the receiving code word to estimate the nearest code word respectively class.
Although some concepts of efficient decoding in coding theory seem to be transferable
to our setting, they lack the capability to be a general purpose decoding method for
arbitrary coding matrices.
BCH codes represent a special class of cyclic codes, i.e. codes (a mapping from
one alphabet to another one, here called code words) for which cyclic shifts of
any code word is again a specified code word. So, if ~cw = (cw1, cw2, . . . , cwn) is a
specified code word, then shift( ~cw) = (cwn, cw1, . . . , cwn−1) is also a specified code
word. Furthermore, every cyclic code has a special code word ~cwG, called generator
polynomial g(x), such that each code word is a multiple (in finite field arithmetic) of
~cwG and that for every multiple of ~cwG there exists a corresponding code word. The
polynomial term is due to the commonly used representation form for elements of
finite fields, i.e. the corresponding polynomial for code word ~cw = (cw1, cw2, . . . , cwn)
is denoted by cw(x) = cw1 + cw2x+ · · ·+ cwnxn−1. Now, if the generator polynomial
g(x) satisfies certain properties then one can show that the resulting code words have
a prespecified minimum distance.
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Definition (Binary BCH code)
A cyclic code of length n over GF (2) is a binary BCH code of designed distance δ if,
for some integer b ≥ 0,
g(x) = lcm
(
M b(x),M b+1(x), . . . ,M b+δ−2(x)
)
where lcm(.) denotes the least common multiple of its arguments and M i(x) denotes
the minimal polynomial of xi, i.e. the least-degree polynomial with M i(xi) = 0.
This brief description of BCH codes is based on (MacWilliams and Sloane, 1983),
to which we also refer for a detailed description of this code family and further
information regarding error-correcting codes.
Domain-Dependent Codes
The previous code-types have in common, that the actual data is neglected. Only the
number of classes k from the data at hand is used in the code generation process.
In contrast, domain-dependent codes project data-specific relationships or expert
knowledge explicitly to the coding matrix. For example, the knowledge of an inherent
hierarchy or order among the classes can be used to model classifiers which exploit
this information (e.g., Melvin et al., 2007; Cardoso and da Costa, 2007). Another
interesting direction of generating a data-based code is considered by Pujol et al.
(2006). Their proposed algorithm DECOC tries to generate a coding matrix, whose
columns consist of the best discriminating classifiers on the considered dataset. By
applying only classifiers with the maximum discriminative ability, they expect to
maximize the overall prediction accuracy. Also, it seems to be rather efficient, since
they restrict the length of the coding matrix.
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In this chapter, we will present our first contribution. We focus on the training
phase of ECOCs, where overlaps of training instances in highly redundant codes are
reduced, and therefore its overall training complexity, without altering the models.
This is done by identifying shared subproblems in the ensemble, which need to be
learned only once, and by rescheduling the binary classification problems so that
these subproblems can be reused as often as possible. This approach is directly
feasible in conjunction with incremental base learners, but its main idea is still
applicable for the more interesting case when SVMs are used as base learners, by
reusing computed weights of support vectors from related subproblems and applying
an adapted ensemble caching strategy.
We will discuss the redundancies within ECOCs in Section 4.1 and present an
algorithm to exploit them in Section 4.2. The performance of this algorithm is then
evaluated for Hoeffding Trees and for SVMs as base classifiers (Section 4.3). Finally,
we will discuss the results and elaborate on the limitations of this approach.
4.1 Code Redundancy in ECOC
Many code types specify classifiers which share a common code configuration. For
instance, in the case of (k,l)-cumulative exhaustive codes with k ≥ l ≥ 3, we can
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construct a subclassifier by setting some +1 bits and/or some −1 bits of a specified
classifier to zero. Clearly, the resulting classifier is itself a valid classifier that occurs
in the ECOC matrix of this cumulative code. Furthermore, every classifier f of length
l′ < l, is subclassifier of exactly 2 · (k − l′) classifiers with length l′ + 1, since there
are k − l′ remaining classes and each class can be specified as positive or negative1.
Such redundancies also occur frequently in random codes with a probability of the
zero-symbol smaller than 0.5, and therefore also in the special case of random dense
codes, where the codes consists only of +1 and −1 symbols. On the other hand, the
widely used one-against-one code has no code redundancy, and the redundancy of
the one-against-all code is very low.
In general, the learning of a binary classifier is independent of the explicit specifi-
cation, which class of instances is regarded as positive and which one as negative (cf.
class-symmetric property in Section 3.3.2 on page 17). So, from a learning point of
view, the classifier specified by a column ~mi = (m1i, . . . ,mki) is equivalent to −~mi.
Definition (Code Redundancy)
Let fi and fj be two classifiers and (m1i, . . . ,mki) and (m1j , . . . ,mkj) their cor-
responding (ternary) ECOC columns. We say fi and fj are p−redundant, if for
a ∈ {1 . . . k},
p = max
(∣∣{a | mai = maj ,mai 6= 0}∣∣, ∣∣{a | mai = −maj ,mai 6= 0}∣∣)
To elaborate, let d = max(dH(~mi, ~mj), dH(−~mi, ~mj)), where dH is the Hamming
distance. Two classifiers fi and fj are p-redundant, if and only if k − p = d −∣∣{a ∈ {1 . . . k} | mai = 0 ∧ maj = 0}∣∣. Thus, in essence, classifier redundancy
is the opposite of Hamming distance except that bit positions with equal zero
values are ignored. For convenience, similarly to the symmetric difference operator
4 of sets, we denote for two classifiers fi and fj the set of classes which are only
involved in one of their code configurations mi and mj as fi 5 fj . More precisely,
fi5 fj =
{
ca | a ∈ {1 . . . k} ∧ |mai|+ |maj | = 1
}
. In addition, we speak of a specified
classifier, if there exists a corresponding code-column in the given ECOC matrix.
4.2 Exploitation of Code Redundancies
Code redundancies can be directly exploited by incremental base learners, which
are capable of extending an already learned model on additional training instances.
Then, repeated iterations over the same instances can be avoided, since shared
subclassifiers only have to be learned once. The key issue is to find a training protocol
that maximizes the use of such shared subclassifiers, and therefore minimizes the
redundant computations. Note that the subclassifiers do not need to be specified
classifiers, i.e., they do not need to correspond to a class code in the coding matrix.
1 Here, the length of a classifier is understood as the number of classes, which are used for learning
the classifier, i.e. the number of incident classes.
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|B|
|B|
|A|+ |B|+ |C|
|B|+ |C|
|A|+ |B|+ |C|
|A|
|A|+ |C|
n2 ≈ AB|C
n4 ≈ A|C
n1 ≈ A|BC
nr
n3 ≈ B|C
Figure 4.1: Training graph example: Three classifiers f1 = A|BC, f2 = AB|C and f3 = B|C
are specified. The non-specified classifier f4 = A|C is added because it is the maximal common
subclassifier of f1 and f2. For each edge eij = (ni, nj) the weights depict the training effort
for learning classifier fj based on classifier fi (|A| is the no. of training instances of class A).
This task may be viewed as a graph-theoretic problem. Let G = (V,E) be a
weighted directed graph with V = {nr} ∪ {fi} ∪ {fs}, i.e., each classifier fi and each
possible subclassifier fs are in the set of nodes V . Furthermore, the special root node
nr is connected to every other node ni ∈ V with the directed edge (nr, ni). Besides,
for each two non-root nodes ni and nj , there exists a directed edge (ni, nj), if and
only if ni is subclassifier of nj . The weight of these edges is fj 5 fi. For all edges
(nr, ni), which are incident to the root node, the weight is the number of training
instances involved in classifier fi.
To elaborate, incident edges to the root node depict classifiers which are learned by
batch learning. All other edges (ni, nj), which are edges between two (sub)-classifiers,
represent incremental learning steps. Based on the learned model of classifier fi, the
remaining training instances of fj 5 fi are used to learn classifier fj . The multiple
possible paths to one particular classifier represents the possible ways to learn it.
Each of these paths describe a different partitioning of training costs, represented by
the number of edges (number of partitions) and edge weights (size of the partitions).
Considering only one classifier, the cost for all paths are identical. But, by considering
that paths of different redundant classifiers can overlap, and that shared subpaths
are trained only once, the total training cost can be reduced. Another view at this
graph is the following: every subgraph of G which is an arborescence consisting of all
specified classifiers is a valid scheme for learning the ensemble, in the sense that it
produces exactly the specified set of classifiers.
In this context, our optimization problem is to find a minimum-weight subgraph of
G including all classifier nodes fi, which relates to minimizing the processed training
instances for the set of specified classifiers and therefore total training complexity of
the ECOC ensemble. Note, this problem is known in graph theory as Steiner problem
in a directed graph, which is NP-hard (Wong, 1984).
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Figure 4.1 shows an example of such a training graph for a 3-class problem, where
three classifiers f1 = A|BC, f2 = AB|C and f3 = B|C are specified by a given
ECOC matrix. A,B,C are symbol representatives for classes and A|B describes the
binary classifier which discriminates instances of class A against B. The standard
training scheme, which learns each classifier separately, can be represented as a
subgraph G1 ⊆ G consisting of V1 = {nr, n1, n2, n3} and E1 = {er1, er2, er3}. This
scheme uses 2|A|+ 3|B|+ 3|C| training instances in total. An example where fewer
training instances are needed is G2 = (V1, E2) with E2 = {er1, er3, e32}, which exploits
that classifier f2 can be incrementally trained from f3, resulting in training costs
2|A|+ 2|B|+ 2|C|. Another alternative is to add a non-specified classifier f4 = A|C
to the graph, resulting in G3 = (V,E3) with E3 = {er4, e41, e42, er3} with training
costs |A|+ 3|B|+ 2|C|. It is easy to see that either G2 or G3 is the optimal Steiner
tree in this example and that both process fewer training examples than the standard
scheme. Whether G2 or G3 is optimal, depends on whether |A| > |B|.
Since the optimal solution is in general hard to compute, we use a greedy approach.
We first have to generate the training graph. Then, we iteratively remove local
non-optimal edges, starting from the leaf nodes (specified classifiers) up to the root.
Both methods are described in detail in the following subsections.
4.2.1 Generation of Training Graph
We consider an algorithm which is particularly tailored for exhaustive and cumulative
exhaustive codes. Let C be the set of all classifiers f of a specific length l, which is
successively decreased from k down to 2. For each pair (fi, fj) ∈ C ×C the maximal
common subclassifier fs is determined and eventually integrated into the graph. Then,
these classifiers are marked as processed (seen(f) = 1) and are not considered in the
following steps of the generation algorithm. Level l is decreased and the algorithm
repeats. The processed classifiers can be ignored, because for the systematic codes
(exh. and cumulative exh.) all potential subclassifiers can be constructed using its
immediate subclassifiers. This algorithm does not find all edges for random codes
or general codes, but only for their inherent systematic code structures. For the
sake of efficiency and also considering that we employ a greedy Steiner tree Solving
procedure afterwards, we neglect this fact.
A pseudo code is given in Algorithm 2 on the next page. Note that there, the set
C is populated with classifiers of length greater equal than l instead of exactly l,
considering the special case that there can be multiple levels with zero classifiers or
only one classifier. Also, classifiers should only be flagged as processed if they were
actually checked at least once. The complexity of this version is exponential, but
it will be later reduced to quadratic in combination with the greedy Steiner tree
algorithm.
In the beginning, for each specified classifier fi a corresponding node ni is generated
in the graph and connected with the root node by the directed edge (nr, ni). In the
main loop, which iterates over l = n down to 2, for each pair (fi, fj) of classifiers of
length l the maximum common subclassifier fs is determined. If it is valid (i.e., it is
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Algorithm 2 Training Graph Generation
Require: ECOC Matrix ~M = (mi,j) ∈ {−1, 0, 1}k×n, binary classifiers f1, . . . , fn
1: V ← {nr}
2: E ← ∅
3:
4: for each fi do
5: V ← V ∪ {ni} # Integration of all specified classifiers
6: eri ← (nr, ni)
7: w(eri)← I(fi)
8: E ← E ∪ {eri}
9:
10: for l← k downto 2 do # level-wise subclassifier generation
11: F ← {n ∈ V \ {nr} | length(n) ≥ l , seen(n) = 0}
12:
13: for each pair (ni, nj) ∈ F × F with i 6= j do
14: ns ← intersection(ni, nj) # generate shared subclassifier of fi and fj
15: if ns is valid then
16: if ns /∈ V then
17: V ← V ∪ {ns} # classifier is new
18: ers ← (nr, ns)
19: w(ers)← I(fs)
20: E ← E ∪ {ers}
21: esi ← (ns, ni) , esj ← (ns, nj)
22: w(esi)← I(fs 5 fi)
23: w(esj)← I(fs 5 fj)
24: E ← E ∪ {esi, esj}
25: ∀n ∈ F.seen(n) = 1 # mark as processed, see also note in text
26:
27: return G = (V,E,w)
non-zero and contains at least one positive and one negative class), two cases are
possible:
• a corresponding node to fs already exists in the tree: fi and fj are included to
the set of childs of fs, that means, two directed edges esi and ejs with weights
I(fi 5 fs), I(fj 5 fs) respectively are created, where I(.) denotes the total
number of training instances for a given code configuration.
• There exists no corresponding node to the subclassifier fs: fs is integrated into
the tree by creating a corresponding node and by linking it to the root node
with edge ers of weight I(fs). In addition, the same steps as in the first case
are applied.
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Algorithm 3 Greedy Steiner Tree Computation
Require: Training Graph G = (V,E,w), binary classifiers f1, . . . , fn
1: let Q be an empty FIFO-queue
2: Vˆ ← ∅, Eˆ ← ∅
3:
4: for each fi do
5: Q.push(ni) , Vˆ ← Vˆ ∪ {ni}
6:
7: while !Q.isEmpty() do
8: ni ← Q.pop()
9: (nx, ni)← argmin(na,ni)∈E w((na, ni))
10: Eˆ ← Eˆ ∪ (nx, ni) , Vˆ ← Vˆ ∪ {nx}
11:
12: if nx 6= nr then
13: Q.push(nx)
14:
15: return Gˆ = (Vˆ , Eˆ, w)
4.2.2 Greedy Computing of Steiner Trees
A Steiner tree is, essentially, a minimum spanning tree of a graph, but it may contain
additional nodes (which, in our case, correspond to unspecified classifiers). Minimizing
the costs is equivalent to minimizing the total number of training examples that
are needed to train all classifiers at the leaf of the tree from its root. As mentioned
previously, we tackle this problem in a greedy way.
Let fi be a specified classifier and Ei the set of incident incoming edges. We compute
the minimum-weight edge and remove all other incoming edges. The outgoing node
of this minimum edge is stored to repeat the process on this node afterwards, e.g.,
by adding it into a FIFO-queue. This is done until all classifiers and connected
subclassifiers have been processed. Note that some subclassifiers are never processed,
since all outgoing edges may have been removed. A pseudocode of this simple greedy
approach is depicted in Algorithm 3. In the following, we will refer to it as the
min-redundant training scheme and to the calculated approximate Steiner tree as Gˆ.
This greedy approach can be combined with the generation method of the training
graph, such that the resulting Steiner Graph is identical and such that the overall
complexity is reduced to polynomial time. Recall the first step of the generation
method: all pairs of classifiers of length k are checked for common subclassifiers and
eventually integrated into G. After generating O(n2) subclassifiers, for each classifier
fi (of length k) the minimal incoming edge
2 is marked. All unmarked edges and
2 The weights of the edges are identical to the corresponding ones in the fully generated training
graph, since it only depends on the total number of training instances, computable by the code
configuration of the subclassifier, and not on the actual partitioning.
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also the corresponding outgoing nodes, if they have no other child, are removed. In
the next step of the iteration, l = k − 1, the number of nodes with length l − 1 are
now at most n, since only maximally n new subclassifiers were included into the
graph G. This means, for each level, O(n2) subclassifiers are generated, where the
generation/checking of a subclassifier has cost of Θ(k), since we have to check k bits.
So, in total, each level costs O(n2 · k) operations. And, since we have k levels, the
total complexity is O(n2 · k2). The implementation of the combined greedy method
is straight-forward, so we omit a pseudocode and we will refer to it as GSteiner.
4.2.3 Incremental Learning with Training Graph
Given a Steiner tree of the training graph, learning with an incremental base learner
is straight-forward. The specific training scheme is traversed in preorder depth-
first-manner, i.e. at each node, the node is first evaluated and then its subtrees are
traversed in left-to-right order. Starting from the root node, the first classifier f1 is
learned in batch mode. In the next step, if f1 has a child, i.e. f1 is subclassifier of
another classifier f2, f1 is copied and incrementally learned with instances of f25 f1,
yielding classifier f2 and so on.
After the learning process, all temporary learned classifiers, which served as sub-
classifiers and are not specified in the ECOC matrix, are removed, and the prediction
phase of the ECOC ensemble remains the same.
In this work, we use Hoeffding Trees (cf. Section 2.3.2 on page 11) as an example for
an incremental learner and used the implementation in the Massive Online Analysis
Framework (Bifet et al., 2010).
4.2.4 SVM Learning with Training Graph
While incremental learners are obvious candidates for our approach to save training
time, the problem actually does not demand full incrementality because we always
add batches of examples corresponding to different classes to the training set. Thus,
the incremental design of a training algorithm might retard the training compared
to an algorithm that can naturally incorporate larger groups of additional instances.
Therefore, we decided to study the applicability of this approach to a genuine batch
learner, and selected the Java-implementation of LibSVM (Chang and Lin, 2011).
The adaption of this base learner consists of two parts: First, the previous model
(subclassifier) is used as a starting point for the successor model in the training graph,
and second, the caching strategy is adapted to this scenario.
Reuse of Weights
A binary SVM model consists of a weight vector ~w containing the weights wi for each
training instance (~xi, yi) and a real-valued threshold b. The latter is derived from
~w and the instances without significant costs. The weights w are obtained as the
solution of a quadratic optimization problem with a quadratic form ~wT (~yTH~y)~w that
incorporates the inputs through pairwise evaluations Hij = κ(~xi, ~xj) of the kernel
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function κ. The first component to speed up the training is to use the weights w of
the parent model as start values for optimizing the child weights w¯. That is, we set
w¯i = wi, if instance i belongs to the parent model and w¯i = 0 otherwise.
The mutual influence of different instances on their respective weights is twofold.
There is a local mutual influence due to the fact that an instance can stand in
the shadow of another instance closer to the decision boundary. And there is a
weaker, global mutual influence that also takes effect on more unrelated instances
communicating through the error versus regularization trade-off in the objective.
If we add additional instances to the training set we might expect that there is
only a modest alternation of the old weights, because many of the new instances will
have little direct effect on the local influence among previous instances. On the other
hand, if the new instances do interfere with some subsets of the previous instances,
the global influence can strongly increase as well. In any case, we are more interested
in the question whether the parent initialization of the weights does speed up the
optimization step.
Cache Strategy
It is well-known that caching of kernel evaluations provides significant speed-up for
the learning with SVMs (Joachims, 1999). LibSVM uses a least-recently-used (LRU)
Cache, which stores columns of the matrix H respective its signed variant Q = ~yTH~y.
Since we use an ensemble of classifiers which potentially overlap in terms of their
training instances and therefore also in their matrices H, it is beneficial to replace
their local caches, which only keep information for each individual classifier, with an
ensemble cache, which allows to transfer information from one classifier to the next
one.
Typically, each classifier receives a different subset of training instances Tl ⊂ T ,
specified by its code configuration. In order to transfer common kernel evaluations Hab
from classifier fi to another classifier fj , the cached columns have to be transformed,
since they can contain evaluations of irrelevant instances. Each Hab has to be removed,
if instances a or b are not contained in the new training set and also the possible
change in the ordering of instances has to be considered in the columns. The main
difficulty is the implementation of an efficient mapping of locally used instance ids to
the entire training set and its related transformation steps, otherwise, the expected
speed-up of an ensemble caching strategy is undone.
Two ensemble cache strategies were evaluated, which are based on the local cache
implementation of LibSVM. The first one reuses nearly all reusable cached kernel
evaluations from one classifier to another. For each classifier, two mapping tables
ma(.) and mo(.) are maintained, where ma associates each local instance number
with its corresponding global instance number in order to have a unique addressing
used in the transformation step. The table mo is the mapping table from the previous
learning phase. Before using the old cache for the learning of a new classifier, all
cached entries are marked (as to be converted). During querying of the cache two
cases can occur:
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• a cached column is queried: If the entry is marked, the conversion procedure
is applied. Using the previous and actual mapping table mo, ma, the column is
transformed to contain only kernel evaluations for relevant instances, which
can be done in O(|mo| · log |mo|). Missing kernel evaluations are marked with
a special symbol, which are computed afterwards. In addition, the mark is
removed.
• an uncached column is queried: If the free size of the cache is sufficient,
the column is computed and normally stored. Otherwise, beforehand, the least
recently used entry is repeatedly removed until the cache has sufficient free
space.
Since the columns are converted only on demand, unnecessary conversions are avoided
and their corresponding entries are naturally replaced by new incoming kernel evalu-
ations due to the LRU strategy. But, this tradeoff has the disadvantage that kernel
evaluations that have been computed and cached at some point earlier may have
to be computed again if they are requested later. The marked entries are carried
maximally only over two iterations, otherwise it would be necessary for each addi-
tional iteration to carry another mapping table. We denote this ensemble caching
method as Short-Term Memory (STM). One beneficial feature is the compatibility
to any training scheme, in particular to the standard and the min-redundant training
scheme.
The second ensemble caching method is particularly tailored to the use with a min-
redundant training scheme. It differs from the previous one only in its transformation
step. Recall that the learning phase traverses the subgraph in preorder depth-first
manner. That means that during the learning procedure only the following two cases
can occur: either the current classifier fi is the child of a subclassifier fj , or the
current classifier is directly connected with the root node.
This information can be used for a more efficient caching scheme. For the first case,
the set of training instances of fi is superset of fj , i.e. Tj ⊆ Ti. That means, |Tj | rows
and columns can be reused and also importantly without any costly transforming
method. The columns and rows have to be simply trimmed to size |Tj | for the reuse
in the current classifier. Trimming is sometimes necessary, since they can contain
further kernel evaluations from previously learned sibling nodes, i.e. nodes which
share the same subclassifier fj . So, the cache for the current classifier is prepared
by removing Qab with a > |Tj | ∨ b > |Tj |. In the second case, we know beforehand
that no single kernel evaluation can be reused in the actual classifier. So, the cache
is simply cleared. We denote this ensemble cache method as Semi-Local (SL) cache.
4.3 Experimental Evaluation
4.3.1 Experimental Setup
As we are primarily concerned with computational costs and not with predictive
accuracy, we applied pre-processing based on all available instances instead of building
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a pre-processing model on the training data only. First, missing values were replaced
by the average or majority value for numeric or ordinal attributes respectively. Second,
all numeric values were normalized, such that the values lie in the unit interval.
Our experiment consisted of following parameters and parameter ranges:
• 6+2 multiclass classification datasets, where 6 relatively small datasets
in terms of instances (up to ca. 4000) were used in conjunction with LibSVM
and two large-scale datasets, pokerhand and covtype consisting of 581, 012 and
1, 025, 010 instances, were used with Hoeffding Trees. The number of classes
lie in the range between 4 and 11. All datasets are available from the UCI
repository (Asuncion and Newman, 2010).
• 3 code types: (k,l)-exhaustive and -cumulative exhaustive codes, random
codes of up to length 500 with l = 3, 4 and rzp = 0.2, 0.4
• 2 learn methods: min-redundant and standard training scheme
• 2 base learners: incremental learner Hoeffding Trees and batch learner Lib-
SVM (no parameter tuning, RBF-kernel) for which following parameters were
evaluated:
– 3 cache methods: two ensemble cache methods, namely STM and SL,
and the standard local cache of LibSVM
– 4 cache sizes: 25 %, 50 %, 75 %, 100 % of the number of total kernel
evaluations
All experiments with LibSVM were conducted with 5-fold cross-validation and for
Hoeffding Trees a training-test split of 66 % to 33 % was used. The parameters of
the base learners were not tuned, because we were primarily interested in their
computational complexity.3
4.3.2 Hoeffding Trees
Table 4.1 on the next page shows a comparison between the standard training scheme
and the greedy computed min-redundant scheme with respect to the total amount
of training instances. It shows that even with the suboptimal greedy procedure a
significant amount of training instances can be saved. In this evaluation, the worst
case can be observed for dataset covtype with 3-level exhaustive codes, for which
the ratio to the standard training scheme is 22 %. In absolute numbers, this relates
to processing 3.8 million training instances instead of 17.2 million. In summary, the
improvements range from 78 % to 98 % or in other words, 4 to 45 times less training
instances are processed.
3 Tuning of the SVM parameters of the base learners can be relevant here because it may affect the
effectiveness of reusing and caching of models. However, this would add additional complexity to
the analysis of total cost and was therefore omitted to keep the analysis simple.
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Table 4.1: Total number of processed training instances of standard and min-redundant
training scheme. The italic values show the ratio of both. The datasets pokerhand and
covtype consist of 581, 012 and 1, 025, 010 instances respectively, from which 66 % was used
as training instances.
dataset standard min-redundant standard min-redundant
cumulative exhaustive codes
l = 3 l = 4
pokerhand 79,151,319 9,429,611 (0.119 ) 476,937,435 10,479,451 (0.022 )
covtype 19,556,868 3,807,748 (0.195 ) 73,242,388 5,354,720 (0.073 )
exhaustive codes
l = 3 l = 4
pokerhand 73,062,756 9,429,591 (0.129 ) 397,786,116 10,478,523 (0.026 )
covtype 17,256,060 3,796,818 (0.220 ) 53,685,520 5,191,055 (0.097 )
random codes
rzp = 0.4 rzp = 0.2
pokerhand 258,035,711 10,205,330 (0.040 ) 311,051,271 8,990,547 (0.029 )
covtype 153,519,616 6,744,692 (0.044 ) 95,483,532 5,300,005 (0.056 )
Table 4.2 on the following page shows the corresponding total training time. It
shows that the previous savings with respect to the number of training instances do
not transfer directly to the training time. One reason is that the constant factor in
the linear complexity of Hoeffding Trees regarding the number of training instances
decreases for increasing number of training instances. Furthermore, some overhead is
incurred for copying the subclassifiers before each incremental learning step. In total,
exploiting the redundancies yields a run-time reduction of about 44.6 %− 85.8 %.
The running-time for GSteiner (constructing the graph and greedily finding the
Steiner tree, without evaluation of the classifiers) is depicted in Table 4.3 on the next
page. For the systematic code types, exhaustive and its cumulative version, the used
time is in general negligible compared to the total training time. The only exception
is for dataset pokerhand with random codes and rzp = 0.2: About 106 seconds were
used and contributes therefore one-fifth to the total training time in this case.
4.3.3 LibSVM
Table 4.4 on page 39 shows a comparison of training times between LibSVM and
its adaptions with weight reusing and ensemble caching strategies. M1 and M2 use
the standard training scheme, where M1 is standard LibSVM with local cache and
M2 uses the ensemble caching strategy STM. M3 and M4 utilize a min-redundant
training scheme with STM and SL respectively. The underlined values depict the best
value for each dataset and code-type combination. The results confirm that the weight
reuse and ensemble caching techniques can be used to exploit code redundancies for
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Table 4.2: Training time in seconds. This table shows training performances for the standard
and the min-redundant learning scheme. The italic values shows the ratio of both.
dataset standard min-redundant standard min-redundant
cumulative exhaustive codes
l = 3 l = 4
pokerhand 261.27 127.33 (0.487 ) 1530.06 542.57 (0.355 )
covtype 118.70 40.89 (0.344 ) 463.09 93.71 (0.202 )
exhaustive codes
l = 3 l = 4
pokerhand 236.52 131.12 (0.554 ) 1337.00 522.18 (0.391 )
covtype 101.50 34.65 (0.341 ) 330.97 83.58 (0.253 )
random codes
rzp = 0.4 rzp = 0.2
pokerhand 896.41 356.43 (0.398 ) 1089.99 537.11 (0.493 )
covtype 1106.48 157.61 (0.142 ) 695.84 107.12 (0.154 )
Table 4.3: GSteiner running time in seconds
cumulative exh. exhaustive random
l = 3 l = 4 l = 3 l = 4 rzp = 0.4 rzp = 0.2
pokerhand 0.82 4.63 4.56 3.57 22.09 105.97
covtype 0.24 3.01 0.14 0.17 0.67 0.52
LibSVM. For exhaustive codes and its cumulative variant, M4 dominates all other
approaches and achieves an improvement of 31.4 % − 78.4 % of the training time.
However, the results for random codes are not so clear.
For the datasets vowel and yeast both methods employing the min-redundant
training schemes (M3 and M4) use significantly more time. This can be explained
with the relative expensive cost for generating and solving the Steiner tree in these
cases, as depicted in Table 4.5 on the next page (89 and 52 sec for vowel and yeast).
Contrary to the results on optdigits, for these datasets the tree generation and solving
has a big impact on the total training time. Nevertheless, this factor is decreasing for
increasing number of instances, since the complexity of GSteiner only depends on
k and n. Besides, based on the results with various cache sizes (cf. Tables A.2, A.3
and A.4 in the Appendix) the cache size has a greater impact on the training time for
random codes than for the systematic ones. Table 4.6 on page 40 shows as an example
the performance for random codes with a cache size of 75 %. Notice the reduction of
the training time for the different methods in comparison to Table 4.4 on the next
page, where a cache size of 25 % was used. M4 achieves the best efficiency increase
and by subtracting the time for generating and solving the tree, M4 dominates again
all other methods.
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Table 4.4: Training time in seconds (cache size: 25 %)
optdigits page-blocks segment solar-flare-c vowel yeast
cumulative exhaustive codes
l = 3
M1 92.28± 0.36 8.73± 0.19 6.56± 0.05 3.47± 0.07 5.80± 0.02 5.43± 0.03
M2 80.70± 0.37 8.32± 0.37 6.00± 0.03 4.30± 0.08 4.90± 0.02 5.62± 0.02
M3 76.93± 0.60 6.90± 0.18 6.94± 0.05 3.13± 0.16 6.28± 0.04 5.77± 0.03
M4 53.37± 0.40 2.93± 0.27 4.19± 0.05 1.70± 0.25 3.51± 0.01 2.98± 0.02
l = 4
M1 833.12± 14.98 24.66± 0.43 33.98± 0.21 18.61± 0.35 47.61± 0.08 40.42± 0.09
M2 666.02± 1.54 21.19± 0.80 28.69± 0.14 22.94± 0.52 36.72± 0.08 41.19± 0.11
M3 680.75± 8.23 18.30± 0.51 36.91± 0.39 15.08± 1.71 51.61± 0.15 41.79± 0.10
M4 410.44± 6.08 5.32± 0.53 17.18± 0.13 8.59± 1.27 25.26± 0.06 22.01± 0.10
exhaustive codes
l = 3
M1 87.42± 0.35 7.63± 0.39 6.02± 0.03 3.17± 0.05 5.51± 0.03 5.11± 0.02
M2 75.28± 0.29 6.76± 0.12 5.48± 0.03 3.95± 0.07 4.58± 0.03 5.28± 0.01
M3 75.61± 1.04 7.09± 0.27 6.91± 0.04 3.13± 0.14 6.25± 0.03 5.83± 0.05
M4 53.13± 0.39 2.90± 0.21 4.13± 0.03 1.71± 0.25 3.48± 0.02 3.00± 0.02
l = 4
M1 735.76± 9.63 15.31± 0.49 27.13± 0.31 15.14± 0.28 41.78± 0.09 34.99± 0.08
M2 570.69± 1.93 12.72± 0.45 22.76± 0.13 18.72± 0.42 31.92± 0.06 35.73± 0.06
M3 646.6± 11.98 16.39± 0.44 34.24± 0.36 14.69± 1.59 49.75± 0.10 41.09± 0.10
M4 397.79± 5.07 4.76± 0.46 15.88± 0.09 8.45± 1.17 24.55± 0.10 21.71± 0.06
random codes
rzp = 0.4
M1 1654.0± 22.6 25.7± 1.1 156.5± 1.7 34.7± 1.5 37.5± 0.6 46.9± 1.2
M2 1424.4± 32.8 24.3± 0.5 162.9± 0.8 46.1± 1.9 39.7± 0.7 52.1± 1.3
M3 1609.2± 44.3 22.6± 0.3 190.6± 3.8 39.9± 5.4 65.8± 2.3 79.1± 2.0
M4 1378.8± 34.4 5.7± 0.3 140.6± 3.0 25.9± 3.7 57.1± 2.5 64.5± 2.4
rzp = 0.2
M1 2634.6± 59.5 10.2± 0.3 123.0± 0.9 48.2± 2.0 49.6± 0.4 67.2± 1.2
M2 2281.7± 29.6 8.6± 0.5 129.7± 1.4 63.2± 3.1 53.0± 0.4 74.1± 1.3
M3 3049.0± 48.3 12.7± 0.2 157.9± 1.4 57.6± 13.3 153.0± 2.0 157.5± 2.1
M4 2594.0± 64.8 3.6± 0.2 128.5± 2.4 39.1± 9.4 144.6± 1.7 144.0± 2.2
Table 4.5: GSteiner running time for random codes in seconds
optdigits page-blocks segment solar-flare-c vowel yeast
rzp = 0.4 8.93 < 0.01 0.12 0.50 15.10 8.56
rzp = 0.2 53.60 < 0.01 0.12 1.26 89.34 52.80
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Table 4.6: Training time in seconds of random codes (cache size: 75 %)
optdigits page-blocks segment solar-flare-c vowel yeast
random codes, cache=75 %
rzp = 0.4
M1 1603.4± 22.2 25.8± 0.5 153.7± 1.5 34.3± 1.5 36.0± 0.6 45.6± 1.1
M2 1317.4± 16.3 23.0± 0.4 136.9± 1.0 45.1± 1.9 35.9± 0.6 51.2± 1.3
M3 1364.6± 53.6 22.4± 0.2 148.7± 1.3 35.8± 4.5 60.9± 2.0 82.6± 2.2
M4 1162.6± 27.6 5.5± 0.3 70.3± 0.4 7.9± 0.8 42.8± 2.0 27.4± 1.2
rzp = 0.2
M1 2507.0± 33.8 10.3± 0.3 119.8± 1.2 47.6± 2.0 47.6± 0.4 65.3± 1.2
M2 1826.2± 21.3 8.5± 0.6 98.7± 0.6 61.3± 3.1 44.3± 0.4 70.6± 1.2
M3 2093.7± 38.6 12.4± 0.2 116.9± 0.8 51.0± 11.0 139.9± 1.8 163.7± 2.6
M4 1632.5± 40.2 3.9± 0.1 56.8± 0.3 10.0± 1.6 118.6± 1.6 87.7± 2.2
Table 4.7: Comparison of LibSVM optimization iterations. The values show the ratio of
optimization iterations of a min-redundant training scheme with weight reusing to standard
learning.
cumulative exh. exhaustive random
l = 3 l = 4 l = 3 l = 4 rzp = 0.4 rzp = 0.2
0.673 0.576 0.768 0.745 0.701 0.773
Table 4.7 shows the number of optimization iterations of LibSVM, which can be
seen as an indicator of training complexity. The ratio values are averaged over all
datasets and show that the reuse of weights in the pseudo-incremental learning steps
lead to a reduction of optimization iterations.
Once again, the effect on the ensemble caching strategy can be seen in Table 4.8
on the facing page, showing a selection of the results, here for cache sizes 25 % and
75 %. The first column of each block describes the number of kernel evaluation calls.
The consistent reduction for min-redundant schemes M3 and M4 is accredited to the
weight-reusing strategy. Except for random codes with rzp = 0.2 and cache size=25 %
all methods using an ensemble cache strategy (M2, M3 and M4) outperform the
baseline of LibSVM with a local cache. Among these three methods, M3 and M4
both outperform M2 in absolute terms, but not relative to the number of calls. For
the special case (random codes, rzp = 0.2, M3, M4), one can again see the increased
gain of a bigger cache size for the min-redundant training schemes.
Even though all ensemble caching strategies almost always outperform the baseline
in terms of hit-miss measures, the corresponding time complexities of Table 4.4 on the
previous page show that only M4, which uses a min-redundant training scheme and
the SL caching strategy, is reliably reducing the total training time. The rather costly
transformation cost of STM is the cause for the poor performance of M2 and M3.
40
4.4 Related Work
Table 4.8: Cache efficiency and min-redundant training scheme impact: averaged mean
ratio values of kernel evaluation calls (first column) and actual computed kernel evaluations
(second column) to the baseline: standard LibSVM (M1). The values of M1 are set to 1 and
the following values describe the ratio of corresponding values of M2, M3 and M4 to M1.
cumulative exh. exhaustive random
l = 3 l = 4 l = 3 l = 4 rzp = 0.4 rzp = 0.2
cache = 25 %
M2 1.00 0.68 1.00 0.61 1.00 0.66 1.00 0.60 1.00 0.83 1.00 0.84
M3 0.78 0.56 0.71 0.52 0.87 0.63 0.88 0.67 0.84 0.83 0.95 1.01
M4 0.78 0.56 0.71 0.51 0.87 0.63 0.88 0.65 0.84 0.83 0.95 1.00
cache = 75 %
M2 1.00 0.59 1.00 0.48 1.00 0.56 1.00 0.44 1.00 0.64 1.00 0.56
M3 0.78 0.43 0.71 0.34 0.87 0.47 0.88 0.42 0.84 0.41 0.95 0.47
M4 0.78 0.44 0.71 0.32 0.87 0.48 0.88 0.41 0.84 0.42 0.95 0.49
4.4 Related Work
In (Blockeel and Struyf, 2003), an efficient algorithm for cross-validation with decision
trees is proposed, which also exploits training set overlaps, but focuses on a different
effect, namely that in this case the generated models tend to be similar, such that
often identical test nodes are generated in the decision tree during the learning process.
This approach is not applicable here, since during the incremental learning steps,
the inclusion of new classes may lead to significant model changes. Here, a genuine
incremental learner or in the case of LibSVM different approaches are necessary.
However, the main idea, to reduce redundant computations is followed also here.
Pimenta et al. (2007) consider the task of optimizing the size of the coding matrix so
that it balances effectivity and efficiency. Our approach is meant to optimize efficiency
for a given coding matrix. Thus, it can also be combined with their approach if the
resulting balanced coding matrix is code-redundant.
4.5 Conclusions
We studied in this chapter the possibility of reducing the training complexity of ECOC
ensembles with highly redundant codes such as cumulative exhaustive, exhaustive and
random codes. We proposed an algorithm for generating a so-called training graph,
in which edges are labeled with training cost and nodes represent (sub-)classifiers. By
finding an approximate Steiner tree of this graph in a greedy manner, the training
complexity can be reduced without changing the prediction quality. An initial
evaluation with Hoeffding Trees, as an example for an incremental learner, yielded
time savings in the range of 44.6 % to 85.8 %. Subsequently, we also demonstrated
how SVMs can be adapted for this scenario by reusing weights and by employing an
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ensemble caching strategy. With this approach, the time savings for LibSVM ranged
from 31.4 % to 78.4 %. In general, we can expect higher gains for incremental base
learners whose complexity grows more steeply with the number of training instances.
The presented approach is useful for all considered high-redundant code types, and
also for random codes, for which the impact of the GSteiner algorithm decreases
with increasing training instances. In addition, the generation of a min-redundant
training scheme could be seen as a pre-processing step, such that it is not counted or
only counted once for the total training time of an ECOC ensemble, because it is
reusable and independent of the base learner.
However, this approach has its limitations. GSteiner can be a bottleneck for
problems with a high class count, since its complexity is O(n2 · k2) and the length n
for common code types such as exhaustive codes grow exponentially in the number
of classes k. And, this work considers only highly redundant code types, which are
not unproblematic. First, usually in conjunction with ECOC ensembles, one prefers
diverse classifiers, which are contrasting the redundant codes in our sense. The more
shared code configurations exist in an ensemble, the less independent are its classifiers.
Secondly, these codes are not as commonly used as the low-redundant decompositions
schemes one-against-all and one-against-one.
Another point is, that we implicitly assumed that the incremental learners are
independent with respect to the order of examples. This is usually not the case, also
for the used Hoeffding Tree algorithm. Though we observed only negligible deviations
regarding the predictive performance in our experiments, an appropriate base learner
should satisfy this property.
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While the original motivation for the development of the ECOC framework was
to make multiclass classification problems amenable to binary base classifiers, it
is also known that the resulting multiclass classifier may benefit from the error-
correcting properties of this framework. In particular, several authors have shown
that the Na¨ıve Bayes algorithm can benefit from the ECOC framework, especially
for text-classification (Berger, 1999; Ghani, 2000).
In this chapter, we will show that a simple tight combination of these two methods
allows a significantly more efficient learning procedure for a ternary ECOC-based
classifier with Na¨ıve Bayes, without any change in predictive performance in compar-
ison to the straight-forward approach. The key idea is the realization that binary
decompositions of a Na¨ıve Bayes classifier can be computed very efficiently from the
estimated conditional probabilities of the original Na¨ıve Bayes procedure.
Though Na¨ıve Bayes as a natural incremental learner is compatible to the approach
from the previous chapter, we will show that in this case an exploitation of redundant
operations is applicable on a substantially deeper and more effective level, namely in
some sense on the feature level instead of the level of shared subclassifiers.
First, we briefly recapitulate Na¨ıve Bayes in Section 5.1 and derive the efficient
computation of ECOC ensembles with Na¨ıve Bayes base classifiers in Section 5.2.
Then, in Section 5.2.3, we present a suitable precalculation method for discrete, normal
and kernel density estimation methods. Finally, we provide empirical support for the
method in Section 5.3, and end with the conclusion in Section 5.4.
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5.1 Na¨ıve Bayes
Though Na¨ıve Bayes (NB) is capable of directly learning multiclass predictors,
results in the literature indicate that its predictive performance can be increased in
combination with ECOC methods. Especially for text classification it seems to be
promising (Berger, 1999; Ghani, 2000).
Na¨ıve Bayes is essentially an application of the Bayes Theorem with the so-called
na¨ıve-independency assumption. In the following, we recapitulate the derivation,
which, although commonly known, is helpful for the presentation of the alternative
computation scheme. Let a1, . . . , ag denote features or attributes and c be the
class-variable which has k values. Using Bayes Theorem, we can compute the class
probability as
P (c | a1, . . . , ag) = P (c) · P (a1, . . . , ag | c)
P (a1, . . . , ag)
Since the denominator of the right hand side is constant for a given test instance
x = (a1, . . . , ag), we can ignore this term, and focus on the numerator. More precisely,
for the case of classification, the following holds:
argmax
c
P (c | a1, . . . , ag) = argmax
c
P (c) · P (a1, . . . , ag | c)
Using the class-conditional independence assumption P (ai | c, aj) = P (ai | c) for
two arbitrary attributes ai, aj and i 6= j, we can estimate the class-conditional
probability P (a1, . . . , an | c) with
P (a1, . . . , an | c) =
∏
i=1...g
P (ai | c)
P (ai | c) and P (c) are estimated from the training data.
5.2 Computation of ECOC for Na¨ıve Bayes in a single
pass
In this section, we describe the key idea of this approach. We first show that all
probability estimates that are conditioned on a mutually exclusive group of classes are
additive (Section 5.2.1), and that this can be used for faster probability estimation
in ECOC codes (Section 5.2.2). Finally, we discuss how the idea can be implemented
for nominal and numeric data (Section 5.2.3).
5.2.1 Reduction to Base Probabilities
The key idea behind the efficient computation of arbitrary class-based decomposition
schemes such as ECOC is that all constituent classifiers of a class-based decomposition
can be reduced to the estimation of the parameters of the Na¨ıve Bayes classifier,
P (ai | c) and P (c).
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Let c+D = {c1, . . . , cl} be the set of classes defined as positive given by a decompo-
sition D, e.g., from a column of a ECOC matrix. Then it holds that
P (c+D) =
∑
c∈c+D
P (c) (5.1)
and
P (ai | c+D) = P (ai | c1 ∨ · · · ∨ cl)
=
P (ai ∧ (c1 ∨ · · · ∨ cl))
P (c1 ∨ · · · ∨ cl)
=
P (ai ∧ c1) + · · ·+ P (ai ∧ cl)∑l
j=1 P (cj)
=
∑l
j=1 P (ai ∧ cj)∑l
j=1 P (cj)
(5.2)
since the events of P (c) are mutually exclusive. The probabilities P (c−D) and P (ai | c−D)
for the negative class can be reduced analogously.
Equations 5.1 and 5.2 simply show, that all necessary values P (c+D) and P (ai | c+D)
can be computed using P (c) and P (ai | c), as computed by the standard Na¨ıve Bayes.
Therefore, different decompositions within the ECOC-Framework can be applied with
Na¨ıve Bayes without employing further probability estimation steps from training
data, since they would involve redundant computations.
This tight combination of Na¨ıve Bayes and ECOC, i.e. applying standard Na¨ıve
Bayes learning and computing the appropriate probabilities using Equations 5.1
and 5.2, will be called ECOC-NB in the following text, for convenience. Note, there
exist code types, for which the binary decomposition in conjunction with voting
aggregation (which is in principle identical to Hamming Decoding, addressed in the
next chapter in Section 6.1.1) is equivalent to standard Na¨ıve Bayes. For example, in
(Sulzmann et al., 2007) it was shown that a one-against-one decomposition of Na¨ıve
Bayes is equivalent to Na¨ıve Bayes.
5.2.2 Complexity
Instead of n iterations over the dataset for estimating the corresponding estimations
of P (ai | c+D) and P (c+D) for an n-bit ECOC scheme, only one pass is necessary. The
usual training complexity of O(n · t · g) can thus be reduced to O(t · g), where n is
the number of classifiers, t the number of training instances and g the number of
features. This is possible by applying standard Na¨ıve Bayes to estimate P (ai | c)
and P (c) followed by utilizing Equations 5.1 and 5.2 at classification time for each
decomposed classifier and test instance.
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Note, however, that although the training complexity is significantly decreased in
comparison to the straight-forward application of the ECOC framework, the cost is
moved to the prediction phase, because we now have to perform more calculations
for estimating the class-probabilities of an example. In particular, for a problem with
a large number of attributes and classifiers, this can lead to a significant increase of
testing complexity.
5.2.3 Precalculation
We will show in this section that the above-mentioned drawback can be solved by
precalculating the probability distributions needed by the classifiers, i.e precalculating
the combined probability distribution P (ai | c+D), instead of always aggregating over
a series of part-probabilities according to Equation 5.2 for each test instance. This
approach results in a training complexity of O((n + t) · g) and the same testing
complexity as the standard approach.
First, we take a closer look into probability estimation methods for common
attribute types which are used in conjunction with Na¨ıve Bayes. Then, we show how
to precalculate the needed probability distributions.
Discrete / Nominal Attribute
For discrete attributes, i.e. ai ∈ Ai, where Ai is a finite set of distinct values, the
following frequency based model is usually used:
P (ai | cj) = |ai ∧ cj ||cj |
where |x| denotes here the number of observed instances which satisfy statement
x. Also: P (ai ∧ cj) = |ai∧cj |n and P (cj) =
|cj |
n , where n is the number of observed
instances, so far. So for Equation 5.2,
P (ai | c+D) =
∑l
j=1 |ai ∧ cj |∑l
j=1 |cj |
This leads to (|Ai| + 1)k additions and |Ai| divisions for generating the pseudo
probability estimator. Note, this complexity is not dependent on the number of
training instances.
Numeric Attribute
For numeric attributes, the following two estimation procedures are commonly applied:
• Normal Density Estimation The conditional probability P (ai | cj) is in this
case usually modeled as a normal distribution:
f(x) =
1√
2piσ2
exp−
(x−µ)2
2σ2
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whereas the mean value µ = 1n
∑n
i=1 xi and corresponding standard deviation
in following particular calculation formula
σ =
√∑n
i=1 x
2
i − (
∑n
i=1 xi)
2 /n
n
is updated for each incoming training instance by maintaining the number of
observations n, the sum of observed attribute values
∑n
i=1 xi and the sum
of squared values
∑n
i=1 x
2
i . These values can be analogously summed up for
representing the pseudo probability distribution, which computational cost is
also independent of the number of instances and dependent of the number of
attributes.
• Kernel Density Estimation Here, the probability density model is in contrast
to the previous two models not represented by a rather small number of model
parameters. Simply said, kernel density estimators maintain all observed data
values and, depending on their distance to a requested value, contribute to its
probability estimate, which results in a somewhat smooth and not necessary
unimodal probability density function. The definition is
f(x) =
1
nh
n∑
i=1
K
(
x− xi
h
)
where K(.) is some kernel (often a standard Gaussian function with mean
zero and variance one) and h is a smoothing parameter, called the bandwidth.
In our context, the straight-forward method to combine these probability
distributions is to merge the observations, which can be done in O(t). In
contrast to the previous estimation techniques, the overall worst-case is
therefore equivalent to the straight-forward ECOC method.
But, there is still an advantage of this precalculation of kernel density estima-
tors compared to the straight-forward ECOC. For this, we have to recapitulate
a bit more the implementation of f(x), as it is, e.g., realized in the WEKA
software (Hall et al., 2009). Each distinct observed attribute value is stored in
a sorted array along with its number of occurrences (or weight). The merging
complexity of an arbitrary partition of z values in this representation (sorted
arrays of distinct values with their weight) is O(w), where w is the number
of actual distinct observed values of z. If this w is very small compared to
the number of instances t (which is an upper bound for the maximal number
of distinct values), the precalculation method is superior to the straight-
forward method. Carried on to the whole dataset, we denote the ratio w/z
as diversity-value of a dataset, where w is summed over all attributes and
z = t · g.
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Algorithm 4 ECOC-NB training scheme
Require: ECOC Matrix (mij) ∈ {−1, 0, 1}k×n, training set T = (x, y)r
1: for each training instance (x, yi) do
2: ePrior.observe(i) # P (ci)
3: for each attribute aj of x do
4: eCondi,j .observe(valueOf(aj)) # P (aj | ci)
5:
6: for each classifier fj do
7: P (c+Dj )←
∑k
i=1,mij>0
P (ci)
8: P (c−Dj )←
∑k
i=1,mij<0
P (ci)
9: for each attribute ak do
10: precalculate P (ak | c+Dj ) and P (ak | c−Dj ) according to attribute type and
11: estimation technique
Algorithm 5 ECOC-NB testing scheme
Require: mij , P (c
+
Dj
), P (c−Dj ), P (ak | c+Dj ), P (ak | c−Dj ), instance x = (a1, . . . , ag)
1: for each classifier/column fj do
2: bj ← makeTernary(P (c+Dj ) ·
∏
k P (ak | c+Dj )) # compute bit-prediction
3: return argmaxi
∑n
j=1mij · bj # weighted decoding
5.2.4 ECOC-NB Algorithm
Algorithms 4 and 5 show in pseudocode the simple combined algorithm. The first
four lines of Algorithm 4 correspond to standard Na¨ıve Bayes training, whereas the
remaining lines represent the precalculation scheme using Equations 5.1 and 5.2. The
testing phase depicted in Algorithm 5 is in principle identical to the one of standard
ECOC. The function makeTernary maps the prediction of each classifier into the
interval [−1, 1] to be in line with the ternary ECOC framework using an appropriate
mapping function, for instance f(x) = (x− 0.5) · 2.
5.3 Experimental Evaluation
5.3.1 Experimental Setup
ECOC-NB was implemented within the WEKA framework (Hall et al., 2009). For
the evaluation, we mainly focused on text-classification problems and used a freely
available package of 19 text-classification datasets (19MclassTextWc1), from which we
selected 17 datasets. The remaining two datasets were excluded because one yielded
a very low accuracy (< 1 %) and the other had a relatively high time complexity,
which would unnecessarily increase the overall time for the experiments without
1 http://www.cs.waikato.ac.nz/ml/weka/index_datasets.html
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gaining any increased insight (both with standard Na¨ıve Bayes). This collection is
composed of well-known benchmark datasets such as TREC and OHSUMED. For
a detailed description, we refer to (Forman, 2003). Table 5.5 on page 54 shows the
dataset characteristics and the last column shows the diversity of each dataset.
In our experiments, we follow prior work in Na¨ıve Bayes text classification (Ghani,
2000), and use BCH codes (cf. Section 3.4.3 on page 25). Each of the k classes is
initialized with a randomly selected vector which is then multiplied with the generator
polynomial to yield the code word for this class, similar to (Dietterich and Bakiri,
1995). In our evaluation, we used the bchpoly routine of Gnu Octave2 to generate
binary BCH codes of lengths 15, 31, 63, 127, 255, 511 and 1023 with maximal designed
minimum Hamming distance respectively. In the usual notation, we used BCH
codes (15, 5, 7), (31, 6, 15), (63, 7, 31), (127, 8, 63), (255, 9, 127), (511, 10, 255) and
(1023, 11, 511), where the parameters describe (in this order) the code word bit-
length, the bit-length for coded information, and the minimal Hamming distance
between any pair of code words.
For all experiments, 10-fold Cross-Validation was applied and they were conducted
on a 2.4 GHz AMD Opteron 250 system with 8GB RAM. For kernel density estimation,
a Gaussian kernel with mean zero and variance one was used. No feature selection
was applied, since we are mainly interested on the training complexity, which is more
interesting with a high number of features. But this comes with the disadvantage,
that the accuracy performances may not represent the optimal values. So, in this
regard, the following accuracy results should be viewed with reservation.
In the following performance tables, some cells are empty, because for these partic-
ular combinations of dataset and BCH bit-length, the BCH code generation process
could not generate a valid ECOC matrix, which satisfies some machine learning
relevant properties: The code generation process randomly picks k BCH code words
of the specified length as the ECOC matrix and checks for every column, if there is
at least one (+1) and one (−1) symbol, respectively. Furthermore, no two columns
must be identical. The code generation process is aborted after 100,000 iterations. It
is clear, that the lower the number of classes, the lower the possibility to generate a
suitable ECOC-matrix with high bit-length.
Note, that we used weighted decoding (Dietterich and Bakiri, 1995) instead of
Hamming decoding, because it performed slightly better with respect to accuracy in
our setting in some preliminary tests.
5.3.2 Accuracy Evaluation
Tables 5.1 and 5.2 show the accuracy performance for Na¨ıve Bayes compared to
ECOC-NB with various bit-lengths, using normal density estimation (Table 5.1 on
the following page) and Kernel density estimation (Table 5.2 on page 51). In general,
Na¨ıve Bayes and ECOC-NB without kernel density estimators perform better on
these datasets. Furthermore, as can be seen in Table 5.1, ECOC-NB yields superior
2 Octave is a free alternative to MatLab available from http://www.gnu.org/software/octave/.
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Table 5.1: Accuracy of Na¨ıve Bayes and ECOC-NB with different BCH code lengths. Both
use normal density estimators. Bold values depict the best performance for the dataset in
row and the underlined values among Tables 5.1 and 5.2.
data NB 15 31 63 127 255 511 1023
fbis 62.61 54.77 58.95 61.35 64.15 64.60 64.80 65.33
la1 75.06 75.25 76.03 – – – – –
la2 74.89 73.79 75.22 – – – – –
oh0 79.66 79.06 80.65 80.95 81.05 80.95 80.75 –
oh5 77.88 76.68 78.97 80.06 79.73 80.06 79.62 –
oh10 72.67 71.90 72.86 74.10 73.90 73.90 74.38 –
oh15 75.24 76.56 76.88 78.09 79.41 78.53 78.75 –
re0 57.51 59.71 62.70 64.70 67.56 65.29 69.55 68.55
re1 66.33 68.92 71.94 72.30 74.29 73.87 73.63 74.17
tr11 54.83 48.34 56.54 55.57 57.98 57.74 – –
tr12 54.67 55.95 57.25 59.10 61.98 – – –
tr21 46.39 37.50 39.87 – – – – –
tr23 55.79 34.19 37.19 – – – – –
tr31 80.69 82.95 83.61 84.57 – – – –
tr41 85.65 85.32 86.91 87.14 87.37 87.82 87.59 –
tr45 65.51 58.26 62.32 66.38 66.09 67.39 67.39 –
wap 72.76 61.35 66.54 65.51 67.50 68.27 67.76 68.40
results than standard Na¨ıve Bayes, except for the worse performance on datasets
tr21, tr23 and wap. Using kernel density estimators (Table 5.2 on the facing page),
we can observe a different result. Both methods seem to be competitive, with some
deviations in favor of both methods.
We can also view the choice of the density estimator as an additional parameter in
the parameter tuning phase. So, if we focus on the best performance for each datasets
across both tables (depicted by underlined values), only in 4 of 17 datasets, namely
la1, tr21, tr23 and wap, the traditional Na¨ıve Bayes outperforms ECOC-NB.
5.3.3 Run-time Evaluation
The corresponding training times are shown in Tables 5.3 and 5.4. For bit-lengths
15, 31, 63 and 127 the second column in both tables show the training time of the
straight-forward ECOC implementation, which should serve as a sanity check and
for exposition purposes. The training time increase for the straight-forward ECOC
method compared to Naive Bayes corresponds very closely to the number of used
ECOC bits respectively classifiers. Furthermore, one can clearly observe the very
mild increase of the training time for ECOC-NB for increasing bit-length.
Also, using kernel density estimators, we can observe only a relative slight increase
for increasing number of classifiers (Table 5.4 on page 53). As previously mentioned,
the worst-case training complexity is still the same as the baseline in this case. But,
if the dataset has a very small ratio of distinct values compared to the number of
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Table 5.2: Accuracy of Na¨ıve Bayes and ECOC-NB with different BCH code lengths. Both
use kernel density estimators. Bold values depict the best performance for the dataset in row
and the underlined values among Tables 5.1 and 5.2.
data NB 15 31 63 127 255 511 1023
fbis 56.27 43.36 49.49 50.14 51.23 51.56 52.45 51.93
la1 78.59 74.63 77.75 – – – – –
la2 75.02 74.31 75.35 – – – – –
oh0 79.95 79.06 80.06 79.76 80.26 80.16 80.36 –
oh5 74.29 72.55 73.30 74.50 74.17 75.05 74.39 –
oh10 69.43 67.05 68.10 69.24 68.86 69.43 69.62 –
oh15 70.32 69.22 70.10 69.98 70.31 70.20 69.98 –
re0 66.42 63.90 64.69 64.76 64.96 64.83 65.03 64.90
re1 69.16 70.91 71.52 72.84 72.54 72.96 72.36 72.72
tr11 49.30 42.29 49.06 46.88 48.08 48.33 – –
tr12 47.62 48.59 48.34 52.42 52.44 – – –
tr21 44.33 39.30 41.36 – – – – –
tr23 53.33 30.31 32.81 – – – – –
tr31 66.66 70.12 70.87 71.73 – – – –
tr41 76.66 77.46 79.62 80.87 80.75 80.98 80.98 –
tr45 54.93 49.71 54.78 53.91 54.64 55.65 55.22 –
wap 74.17 69.23 70.13 70.58 71.28 71.47 71.67 71.47
instances, it is significantly smaller. This is also the case here, the last column of
Table 5.5 on page 54 shows the ratio of the sum of distinct values over all attributes
to the number of instances times the number of features, which are all far away from
the worst-case scenario. In addition, the tight combination of ECOC and Na¨ıve Bayes
may benefit also from the reduced overhead on the programming language level, e.g.,
less function calls and I/O operations.
Note for discrete and normal density estimation, the difference of training time
between ECOC-NB to NB is independent of the number of instances t. For instance,
if dataset fbis had far more instances, the training time of ECOC-NB with 31-bit
BCH codes will still only last about 1 sec longer than standard Na¨ıve Bayes.
5.4 Conclusions
In this chapter, we presented a simple combined computation of ECOC ensembles
with Na¨ıve Bayes as base learner. Compared to the straight-forward method with a
training complexity of O(n · t · g) its complexity using normal and discrete density
estimation methods is reduced to O((n+ t) · g).
In conjunction with kernel density estimators the worst-case complexity remains
the same, but, in contrast, it can benefit from a low number of distinct feature values.
We show some empirical evaluations supporting this statement and expect similar
training complexity reduction also on the majority of real-world datasets, which, in
our experience, typically exhibit such a low diversity.
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Table 5.5: Dataset characteristics. This table shows the number of instances t, the number
of features g, the number of classes k and the diversity of a dataset.
data #instances #features #classes diversity
fbis 2463 2000 17 0.0050
la1 3204 31472 6 0.0013
la2 3075 31472 6 0.0013
oh0 1003 3182 10 0.0038
oh5 918 3012 10 0.0038
oh10 1050 3238 10 0.0043
oh15 913 3100 10 0.0042
re0 1504 2886 13 0.0023
re1 1657 3758 25 0.0022
tr11 414 6429 9 0.0127
tr12 313 5804 8 0.0151
tr21 336 7902 6 0.0184
tr23 204 5832 6 0.0294
tr31 927 10128 7 0.0058
tr41 878 7454 10 0.0049
tr45 690 8261 10 0.0076
wap 1560 8460 20 0.0022
A possible disadvantage of the decomposition approach is the need for tuning
parameters such as the bit-length. However, with the efficient computation scheme
proposed in this chapter, the cost of such a parameter tuning has become feasible.
Furthermore, ECOC-NB can benefit naturally from sophisticated or more specialized
code types in the future, which is an active research topic (e.g., Pujol et al., 2006).
In summary, we have shown that the combination of Na¨ıve Bayes with error-
correcting output codes is almost as fast as a conventional Na¨ıve Bayes classifier.
ECOC are thus a viable technique for improving the predictive performance of Na¨ıve
Bayes on large-scale datasets.
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Pairwise classification may be viewed as a special case of ternary error-correcting
output codes which are a general framework for describing different decompositions of
a multiclass problem into a set of binary problems. Although not strictly necessary, the
number of the generated binary classification problems typically exceeds the number
of class values (n > k), for many common general encoding techniques by several
orders of magnitude. For example, for the above-mentioned pairwise classification,
the number of binary classifiers is quadratic in the number of classes. Thus, the
increase in predictive accuracy comes with a corresponding increase in computational
demands at classification time.
For pairwise classification the recently proposed algorithm QWeighted was able
to reduce the computational costs at prediction time to some extent. In this chapter,
we generalize this algorithm to allow for quick decoding of arbitrary ternary ECOC
ensembles. The resulting predictions are, similar to QWeighted, guaranteed to be
equivalent to the original decoding strategy except for ambiguous final predictions. In
addition, we will show that the algorithm is applicable to various decoding techniques.
6.1 Efficient ECOC Decoding
In this section, we will generalize the QWeighted algorithm to arbitrary ternary
ECOC matrices. We will then discuss the three key modifications that have to be
made: first, Hamming decoding has to be reduced to a voting process (Section 6.1.1),
second, the heuristic for selecting the next classifier has to be adapted to the case
where multiple classifiers can be incident with a pair of classes (Section 6.1.2), and
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finally the stopping criterion can be improved to take multiple incidences into
account (Section 6.1.3). We will then present the resulting QuickECOC algorithm
for Hamming decoding in Section 6.1.4. Finally, we will discuss how QuickECOC
can be adapted to different decoding techniques (Section 6.1.5).
6.1.1 Reducing Hamming Distances to Voting
Obviously, pairwise classification may be considered as a special case of ternary
ECOCs, where each column of the coding matrix contains exactly one positive, one
negative, and k − 2 ignore values, as shown in Example 3.2. Thus, it is natural to
ask the question whether the QWeighted algorithm can be generalized to arbitrary
ternary ECOCs.
To do so, we first have to consider that ECOCs typically use Hamming distance for
decoding, whereas pairwise classification typically uses a simple voting procedure. In
voting aggregation, the class that receives the most votes from the binary classifiers
is predicted, i.e.,
c˜ := argmax
ci∈K
∑
j 6=i, cj∈K
fi,j
where fi,j is the prediction of the pairwise classifier that discriminates between classes
ci and cj .
Traditional ECOC with Hamming decoding predicts the class c∗ whose code
word ~cwc∗ has the minimal Hamming Distance dH( ~cwc∗ , ~p) to the prediction vector
~p = (p1, . . . , pn). A certain analogy between both methods can be seen easily and
was further examined by Kong and Dietterich (1995) and has a relation to correla-
tion decoding from coding theory (Gallager, 1968). However, we briefly repeat with
following lemma which shows that the minimization of Hamming distances reduces
to voting aggregation:
Lemma 1 Let vi,j :=
(
1− |mi,j−pj |2
)
be the vote that classifier fj gives to class ci,
then
argmin
i=1...k
dH( ~cwi, ~p) = argmax
i=1...k
n∑
j=1
vi,j
Proof Recall that
dH( ~cwi, ~p) =
n∑
a=1
|cwia − pa|
2
=
n∑
a=1
|mi,a − pa|
2
Let bi,a :=
|mi,a−pa|
2 . Since for each codebit bi,a ∈ [0, 1],
argmin
i=1...k
n∑
a=1
bi,a = argmax
i=1...k
n∑
a=1
(1− bi,a) = argmax
i=1...k
n∑
a=1
vi,a
holds and we obtain the proposition.
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6.1.2 Next Classifier Selection
The QWeighted algorithm always pairs the class with the least amount of voting
loss li with the class that has the least amount of voting loss among all remaining
classes with which it has not yet been paired, and evaluates the resulting classifier.
This choice is deterministic because, obviously, there is only one classifier that is
incident with any given pair of classes.
General ECOC coding matrices, on the other hand, can have more then two non-
zero entries per column. As a result, a pair of classes may be incident to multiple
binary classifiers. This has the consequence that the selection of the next classifier
to evaluate has gained an additional degree of freedom. For instance, consider a
4-class problem (c1, c2, c3, c4) using 3-level ternary exhaustive codes, as shown in
Example 3.3. If classes c1 and c2 are those with the current minimum voting loss,
we could select any of four different classifiers that discriminate the classes c1 and c2,
namely f2 = f{1,3},{2}, f3 = f{1},{2,3}, f5 = f{1,4},{2}, and f6 = f{1},{2,4}.
QuickECOC uses a selection process conforming to the key idea of QWeighted:
Given the current favorite class ci0 , we select all incident classifiers Ci0 , i.e.,
Ci0 = {fPj ,Nj ∈ C | ci0 ∈ Pj ∨ ci0 ∈ Nj} (6.1)
Let Kj denote the set of classes, which are involved in the binary classifier fj =
fPj ,Nj , but with a different sign than ci0 , i.e.,
Kj =
{
Pj if ci0 ∈ Nj
Nj if ci0 ∈ Pj
In other words, Kj contains all rows i of column j in the coding matrix M , for which
mi,j 6= mi0,j and mi,j 6= 0 hold. We then compute a score
s(j) =
∑
ci∈Kj
k − τ(ci)
for every classifier fj ∈ Ci0 , where τ(ci) denotes the rank of class ci when all classes are
increasingly ordered by their current votings (or, equivalently, ordered by decreasing
distances). Finally, we select the classifier fj0 with the maximal score s(j0). Roughly
speaking, this amounts to selecting the classifier which discriminates ci0 to the greatest
number of currently highly ranked classes.
We experienced that this simple score-based selection was superior among other
tested methods, whose presentation and evaluation we omit here. One point to note
is, that for the special case of pairwise codes, this scheme is identical to the one used
by QWeighted.
6.1.3 Stopping Criterion
The key idea of the algorithm is to stop the evaluation of binary classifiers as soon
as it is clear which class will be predicted, irrespective of the outcome of all other
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classifiers. Thus, the QuickECOC algorithm has to check whether ci0 , the current
class with the minimal Hamming distance to ~p, can be caught up by other classes at
the current state. If not, ci0 can be safely predicted.
A straight-forward adaptation of the QWeighted algorithm for pairwise clas-
sification would simply compute the maximal possible Hamming distance for ci0
and compare this distance to the current Hamming distances li of all other classes
ci ∈ K \ {ci0}. The maximal possible Hamming distance for ci0 can be estimated by
assuming that all outstanding evaluations involving ci0 will increase its Hamming
distance by 1 and all remaining outstanding (non-incident) classifiers will increase
its distance by 0.5 (according to the definition of hamming distance for ternary code
words). Thus, we simply add the number of remaining incident classifiers of ci0 and
one half of the number of remainder classifiers to its current distance li0 .
Note, however, that this simple method makes the assumption that all binary
classifiers only increase the Hamming distance of ci0 , but not of the other classes.
This is unnecessarily pessimistic, because each classifier will always equally increase
the Hamming distance for all (or none) of the incident classes that have the same sign
in the coding matrix (positive or negative). Thus, we can refine the above procedure
by computing a separate upper bound of li0 for each class ci. This bound does not
assume that all remaining incident classifiers will increase the distance for ci0 by 1,
but only those where ci and ci0 are on different sides of the training set. For the
cases where either ci or ci0 was ignored in the training phase,
1
2 is added to the
distance. If there exist no class which can overtake ci0 , the algorithm returns ci0 as
the prediction.
Note that the stopping criterion can only test whether no class can surpass the
current favorite class. However, there may be other classes with the same Hamming
distance. As the QuickECOC algorithm will always return the first class that
cannot be surpassed by other classes, this may not be the same class that is returned
by the full ECOC ensemble. Thus, in the case, where the decoding is not unique,
QuickECOC may return a different prediction. However, in all cases where the code
word minimal Hamming distance is unique, QuickECOC will return exactly the
same prediction as ECOC.
We also defined a second criterion, which simply stops when all classifiers of the
favorite class ci0 have already been evaluated. Strictly speaking, this is a special case
of the first stopping criterion and could be removed. However, we found that making
this distinction facilitated some of our analyses (presented in Section 6.3 on page 78),
so we leave it in the algorithm.
6.1.4 Quick ECOC Algorithm
Algorithm 6 on the facing page shows the pseudocode of the QuickECOC algorithm.
The algorithm maintains a vector ~l = (l1, l2, . . . , lk) ∈ Rk, where li is the current
accumulated Hamming distance of the prediction vector ~p to the code word ~cwi of
class ci. The li can be seen as lower bounds of the distances dH( ~cwi, ~p), which are
updated incrementally in a loop which essentially consists of four steps:
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Algorithm 6 QuickECOC
Require: ECOC Matrix ~M = (mi,j) ∈ {−1, 0, 1}k×n, binary classifiers C =
{f1, . . . , fn}, testing instance ~x ∈ X
1: ~l ∈ Rk ← 0 # Hamming distance vector
2: c∗ ← NULL
3: C ′ ← C
4: while c∗ = NULL do
5: fj ←SelectNextClassifier( ~M,~l)
6: p← fj(~x) # Evaluate classifier
7: for each i ∈ K do
8: li ← li + |mi,j−p|2
9: C ′ ← C ′ \ {fj}
10: ~M ← ~M \Mj
11: ci0 ← argmin
ci∈K
li
12: # First stopping criterion
13: abort ← true
14: for each ci ∈ K \ {ci0} do
15: nFull ←
∣∣{fj ∈ C ′ | mi,j ·mi0,j = −1}∣∣
16: nHalf ←
∣∣{fj ∈ C ′ | mi,j ·mi0,j = 0 and mi,j +mi0,j 6= 0}∣∣
17: if li0 + nFull +
1
2nHalf > li then
18: abort ← false
19: # Second stopping criterion
20: if abort or ∀fj ∈ C ′ : mi0,j = 0 then
21: c∗ ← ci0
22: return c∗
(1) Selection of the Next Classifier:
First, the next classifier is selected. Depending on the current Hamming distance
values, the routine SelectNextClassifier returns a classifier that pairs the
current favorite ci0 = argminci∈K li with another class that is selected as
described in Section 6.1.2. In the beginning all values li are zero, so that
SelectNextClassifier returns an arbitrary classifier fj .
(2) Classifier Evaluation and Update of Bounds ~l:
After the evaluation of fj , ~l is updated using the Hamming distance projected
to this classifier (as described in Section 6.1.1) and fj is removed from the set
of possible classifiers.
(3) First Stopping Criterion:
Starting with Line 12, the first stopping criterion is checked. It checks whether
the current favorite class ci0 can already be safely determined as the class with
the maximum number of votes, as described in Section 6.1.3.
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(4) Second Stopping Criterion:
Starting with Line 19, the algorithm stops when all incident classifiers of ci0
have been evaluated. In this case, since it holds that li0 ≤ li for all classes ci
with li0 fixed and considering that li can only increase monotonically, we can
safely ignore all remaining evaluations.
6.1.5 Adaption to Different Decoding Strategies
As briefly discussed in Section 3.4.2 on page 22, various decoding strategies have
been proposed as alternatives to Hamming decoding. In this section, we show how
QuickECOC can be adapted to a variety of domain-independent encoding strategies
via small modifications to the basic algorithm.
In general, there are two locations where adaptations are needed. First, the statistics
update step and the first stopping criteria have to be adapted according to the used
distance measure. Second, some decoding strategies require a special treatment of
the zero symbol, which can, in general, be modeled as a preprocessing step.
In the following, we review some important decoding strategies and show how
QuickECOC can be adapted to deal with each strategy.
Euclidean Distance
The Euclidean Distance dE computes the distance between the code-word and the
prediction vector in Euclidean space.
dE ( ~cwi, ~p) =
∣∣∣∣ ~cwi − ~p∣∣∣∣2 =
√√√√ n∑
j=1
(mi,j − pj)2 (6.2)
For minimizing this distance we can ignore the root operation and, instead, minimize
the sum of squared bit-wise differences of both vectors. This can again be computed
incrementally, by substituting the update statement of the pseudocode (Line 8) with:
li ← li + (mi,j − p)2
Consequently, in the sum in Line 17, the weight for nHalf is changed to 1 and the one
for nFull to 4.
Attenuated Euclidean/Hamming Distance
These measures, introduced by Escalera et al. (2006), work analogously to the Ham-
ming Distance and the Euclidean distance, but distances to zero symbols in the
coding vector are ignored (which is equivalent to weighting the distance with |mi,j |).
The attenuated Euclidean distance is thus defined as
dAE ( ~cwi, ~p) =
√√√√ n∑
j=1
|mi,j | (mi,j − pj)2 (6.3)
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The analogue version for the Hamming distance is:
dAH ( ~cwi, ~p) =
n∑
j=1
|mi,j | |mi,j − pj |
2
(6.4)
The modifications to Lines 8 and 17 are analogous to the previous case.
Loss-based Decoding
In loss-based decoding (Allwein et al., 2000) we assume a score-based base classifier,
and want to take the returned score f(.) into consideration. The similarity function
dL is then defined as
dL ( ~cwi, ~p) =
n∑
j=1
l (mi,j · fj) (6.5)
where l(.) is a loss function, such as l(s) = −s or the exponential loss l(s) = e−s.
For both loss functions, we assume that we have given a normalizing function w(.)
which projects fj(x) into the interval [−1, 1], e.g.,1
w(z) =
{
z
max z z ≥ 0
z
|min z| z < 0
For the linear loss, we substitute Line 6 with
p← w (fj(x))
and the update in Line 8 with
li ← li + 1− p ·mi,j
2
and remove the occurrences of nHalf.
For the exponential loss, we have to change Line 6 as above and the update step
with
li ← li + e−p·mi,j .
In addition, the weights in Line 17 are set to e1 for nFull and to e
0 = 1 for nHalf.
1 Note that we did not use such a normalizing function in our actual evaluation since we used a
decision tree learner which already returns scores in the right range. Although the normalization
of score-based functions, such as SVMs, is not a trivial task, the sketched function w(.) could be
possibly determined by estimating min f(x) and max f(x) during training time (e.g., saving the
largest distances between instances to the hyperplane for each classifier).
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Laplace Strategy
The Laplace Strategy (Escalera et al., 2006) interprets the zero symbol in a different
way: If a code word ~cw1 consists of more zero symbols than ~cw2, the number of
“reasonable” predictions is smaller, so every non-zero symbol prediction of ~cw1 should
be given a higher weight.
dLA ( ~cwi, ~p) =
E + 1
E + C + T
=
dAH ( ~cwi, ~p) + 1∑n
j=1 |mi,j |+ T
(6.6)
where C is the number of bit positions in which they are equal and E in which they
differ. So, roughly speaking, depending of the number of zero symbols of ~cwi, every
bit agreement contributes more or less to the distance measure. T is the number
of involved classes, in our case T = 2, since we employ binary classifiers. Thus, the
default value of dLA(.) is
1
2 .
This strategy can be used by incorporating a class- respectively row-based incre-
menter. Note that each error bit between a code word ~cw and the prediction vector
~p contributes 1/(b+ T ) to the total distance dLA( ~cw, ~p), where b is the number of
non-zero bits of ~cw. This incrementer denoted by Ii for class ci can be computed as
a preprocessing step from the given ECOC Matrix. So, the update step in Line 8
has to be changed to
li ← li + Ii
and the weight of nFull in the sum in Line 17 changes to Ii. Besides, nHalf can be
removed.
Beta Density Distribution Pessimistic Strategy
This measure also proposed by Escalera et al. (2006) assumes that the distance is a
Beta-distributed random variable parametrized by C and E of two code words. The
Beta distribution is here defined as
ψ(z, E,C) =
1
T
zE(1− z)C
Its expected value is E(ψi) =
E
E+C .
Let Zi := argmaxz∈[0,1](ψi(z)) and ai ∈ [0, 1] such that∫ Zi+ai
Zi
ψi(z) =
1
3
then we define
dBD(x, y) = Zi + ai (6.7)
The value ai is regarded as a pessimistic value, which incorporates the uncertainty of
Zi into the distance measure.
Here, we use an approximation of the original strategy. First, similar to the Laplace
Strategy, an incrementer is used to determine Zi =
E
E+C . And second, instead of using
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a numerical integration to determine Zi + ai, its standard deviation is added, which
is in compliance with the intended semantic of this overall strategy to incorporate
the uncertainty. The incrementer Ii is again set during a preprocessing step and we
change the update step (Line 8) to
li ← li + min (1, (Ii + σi))
The weight for nFull has to be changed to Ii and nHalf has to be removed. In practice,
this approximation yielded in all our evaluations the same prediction as the original
strategy.
Remarks
The presented decoding techniques were just a few examples, which we have empirically
tested. Other techniques can be adapted in a similar fashion. In general, a distance
measure is compatible to QuickECOC if the distance can be determined bit-wise or
incremental, and the iterative estimate of li has to be monotonically increasing, but
must never over-estimate the true distance.
6.2 Experimental Evaluation
In this section, we show the results of the empirical evaluation of our algorithms. We
focus on the number of classifier evaluations that have to be performed in order to
compute a prediction. We typically do not compare our results in terms of predictive
accuracy, because our algorithms make the same prediction as their respective versions
that use all classifiers. Nevertheless, unless mentioned otherwise, the reported results
are averages of a 10-fold cross-validation, in order to get more reliable estimates.
Before we present the results on QuickECOC in Section 6.2.2, we will provide
supplemental evaluations regarding QWeighted, which extend previous experiments
in (Park and Fu¨rnkranz, 2007) by using parameter-tuned classifiers, addressing large
scale datasets and providing an analysis on the computational overhead. Since,
QWeighted resembles in principle a special case of QuickECOC in conjunction
with pairwise codes, this helps to determine the overall performance of QuickECOC
including pairwise codes.
6.2.1 Pairwise Classification - Evaluation of QWeighted
UCI Datasets
We start with a comparison of the QWeighted algorithm with the full pairwise
classifier and with DDAGs on seven arbitrarily selected multiclass datasets from
the UCI database of machine learning databases (Asuncion and Newman, 2010).
We used four commonly used learning algorithms as base learners (the rule learner
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Ripper,2 a Naive Bayes algorithm (NB), the C4.5 decision tree learner (J48), and
a support vector machine (SMO) all in their implementations in the Weka machine
learning library (Hall et al., 2009). Each algorithm was used as a base classifier
for QWeighted, and the combination was run on each of the datasets. A mild
parameter tuning was applied to each base algorithm, which does not necessarily
help to answer the question of the choice for best predictive combination on these
datasets because of its non-exhaustive conducting, but were rather applied to take
the fact into account that the predictive performance has an impact on the efficiency
of the QWeighted algorithm. Inner 5-fold cross-validation tuning3 was applied for
following base learners and parameters:
• NB:
– with or without kernel density estimators (cf. Section 5.2.3 on page 46)
• SMO:
– complexity {0.1, 0.2, . . . , 1}
– exponent of polynomial kernel {0.5, 1, 1.5, 2}
• J48:
– confidence factor {0.02, 0.04, . . . , 0.5}
– minimum number of instances per leaf {1, 2, 3, 4}
• JRip:
– folds for pruning {2, 3, 4}
– minimum total weight of instances per rule {1, 2, 3}
– number of optimization runs {1, 2, 3}
All results are obtained via a 10-fold cross-validation except for letter, where the
supplied testset was used. The same experiments were already performed without
parameter tuning and can be found in (Park and Fu¨rnkranz, 2007).
Table 6.1 on the next page shows the results. With respect to accuracy, there are
only 5 cases in a total of 28 experiments (4 base classifiers × 7 datasets) where
DDAGs outperformed QWeighted, whereas QWeighted outperformed DDAGs
in 20 cases (3 experiments ended in a tie). Even according to the very conservative
sign test, this difference is significant with p = 0.004. This and the fact that, to the
best of our knowledge, it is not known what loss function is optimized by DDAGs,
confirm our intuition that QWeighted is a more principled approach than DDAGs.
With respect to the number of comparisons, it can be seen that the average number
of comparisons needed by QWeighted is much closer to the best case than to
2 We used a double round robin for Ripper for both, the full pairwise classifier and for QWeighted.
In order to be comparable to the other results, we, in this case, divide the observed number of
comparisons by two.
3 The CVParameterSelection method implemented in WEKA was used for parameter tuning.
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Table 6.1: Comparison of QWeighted and DDAG with different base learners on seven
multiclass datasets. The right-most column shows the number of comparisons needed by
a full pairwise classifier (k(k − 1)/2). Next to the average numbers of comparisons nˆ for
QWeighted we show their trade-off nˆ−(k−1)max−(k−1) between best and worst case (in brackets).
Accuracy ∅ Comparisons
dataset k learner QWeighted DDAG QWeighted DDAG full
vehicle 4 NB 61.24 ± 4.66 61.12 ± 4.75 4.11 (0.370) 3 6
SMO 80.62 ± 4.30 81.09 ± 4.57 3.70 (0.233)
J48 71.40 ± 3.06 70.70 ± 2.64 3.94 (0.314)
JRip 69.63 ± 7.30 69.99 ± 6.36 4.00 (0.335)
glass 7 NB 51.88 ± 7.77 51.43 ± 7.11 9.68 (0.245) 6 21
SMO 62.66 ± 5.89 63.59 ± 6.29 10.03 (0.269)
J48 70.09 ± 7.43 68.25 ± 5.60 9.81 (0.254)
JRip 68.27 ± 10.39 66.43 ± 10.11 9.77 (0.251)
image 7 NB 85.76 ± 1.20 85.76 ± 1.20 8.95 (0.197) 6 21
SMO 96.58 ± 1.14 96.62 ± 1.13 8.04 (0.136)
J48 95.84 ± 1.29 96.36 ± 1.08 8.65 (0.177)
JRip 96.67 ± 1.32 96.45 ± 1.48 8.77 (0.185)
yeast 10 NB 59.16 ± 3.58 58.96 ± 3.46 15.96 (0.193) 9 45
SMO 58.28 ± 4.05 58.15 ± 3.83 15.48 (0.180)
J48 58.96 ± 3.58 58.29 ± 3.75 15.61 (0.184)
JRip 58.89 ± 3.59 57.81 ± 3.31 15.68 (0.185)
vowel 11 NB 71.41 ± 5.57 71.31 ± 5.43 17.19 (0.160) 10 55
SMO 98.59 ± 1.28 98.38 ± 1.66 14.88 (0.108)
J48 82.73 ± 3.48 78.79 ± 4.07 16.99 (0.155)
JRip 83.64 ± 5.28 77.88 ± 6.01 17.64 (0.170)
soybean 19 NB 92.96 ± 1.83 92.96 ± 1.83 27.70 (0.063) 18 171
SMO 93.40 ± 2.63 93.11 ± 2.70 28.36 (0.068)
J48 93.55 ± 2.63 91.36 ± 2.55 28.98 (0.072)
JRip 93.70 ± 1.97 92.67 ± 2.30 29.79 (0.077)
letter 26 NB 73.93 73.88 43.77 (0.063) 25 325
SMO 91.70 91.13 41.49 (0.055)
J48 91.10 85.90 47.86 (0.076)
JRip 90.23 85.83 47.33 (0.068)
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Figure 6.1: a) Efficiency of QWeighted in comparison to a full pairwise classifier, b)
Distribution of votes for vowel (11-class problem, base learner SMO). The x-axis describes
the ranking positions.
the worst case. Next to the absolute numbers, we show the trade-off between best
and worst case (in brackets). A value of 0 indicates that the average number of
comparisons is k − 1, a value of 1 indicates that the value is k(k − 1)/2 (the value
in the last column). As we have ordered the datasets by their respective number
of classes, we can observe that this value has a clear tendency to decrease with
the number of the classes. For example, for the 19-class soybean and the 26-class
letter datasets, only about 6 − 7 % of the possible number of additional pairwise
classifiers are used, i.e., the total number of comparisons seems to grow only linearly
with the number of classes. This can also be seen from Figure 6.1a, which plots the
datasets with their respective number of classes together with a curve that indicates
the performance of the full pairwise classifier.
Finally, we note that the results are qualitatively the same for all base classifiers.
QWeighted does not seem to depend on a choice of base classifiers.
Simulation Experiment
For a more systematic investigation of the complexity of the algorithm, we performed
a simulation experiment. We assume classes in the form of numbers from 1 . . . k, and,
without loss of generality, 1 is always the correct class. We further assume pairwise
base pseudo-classifiers f i,j , which, for i < j, return true with a probability 1−  and
false with a probability . For each example, the QWeighted algorithm is applied
to compute a prediction based on these pseudo-classifiers. The setting  = 0 (or
 = 1) corresponds to a pairwise classifier where all predictions are consistent with a
total order of the possible class labels, and  = 0.5 corresponds to the case where the
predictions of the base classifiers are entirely random.
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Table 6.2: Average number nˆ of pairwise comparisons for various number of classes and
different error probabilities  of the pairwise classifiers using QWeighted, and for the full
pairwise classifier. Below, we show their trade-off nˆ−(k−1)max−(k−1) between the best and worst
case, and an estimate of the growth ratio log(nˆ2/nˆ1)log(k2/k1) of successive values of nˆ.
k = 5 k = 10 k = 25 k = 50 k = 100
 = 0.0
5.43 14.11 42.45 91.04 189.51
0.238 — 0.142 1.378 0.067 1.202 0.036 1.101 0.019 1.058
 = 0.05
5.72 16.19 60.01 171.53 530.17
0.287 — 0.200 1.501 0.130 1.430 0.104 1.515 0.089 1.628
 = 0.1
6.07 18.34 76.82 251.18 900.29
0.345 — 0.259 1.595 0.191 1.563 0.172 1.709 0.165 1.842
 = 0.2
6.45 21.90 113.75 422.58 1,684.21
0.408 — 0.358 1.764 0.325 1.798 0.318 1.893 0.327 1.995
 = 0.3
6.90 25.39 151.19 606.74 2,504.54
0.483 — 0.455 1.880 0.461 1.974 0.474 2.005 0.496 2.045
 = 0.4
6.93 27.73 182.58 776.98 3,265.56
0.488 — 0.520 2.000 0.575 2.057 0.619 2.089 0.653 2.071
 = 0.5
7.12 28.74 198.51 868.25 3,772.45
0.520 — 0.548 2.013 0.632 2.109 0.697 2.129 0.757 2.119
full 10 45 300 1,225 4,950
Table 6.2 on this page shows the results for various numbers of classes (k = 5,
10, 25, 50, 100) and for various settings of the error parameter ( = 0.0, 0.05, 0.1,
0.2, 0.3, 0.4, 0.5). Each data point is the average outcome of 1000 trials with the
corresponding parameter settings. We can see that even for entirely random data, our
algorithm can still save about 1/4 of the pairwise comparisons that would be needed
for the entire ensemble. For cases with a total order and error-free base classifiers,
the number of needed comparisons approaches the number of classes, i.e., the growth
appears to be linear.
To shed more light on this, we provide two more measures below each average:
the lower left number (in italics) shows the trade-off between best and worst case,
as defined above. The result confirms that for a reasonable performance of the base
classifiers (up to about  = 0.2), the fraction of additional work reduces with the
number of classes. Above that, we start to observe a growth. The reason for this
is that with a low number of classes, there is still a good chance that the random
base classifiers produce a reasonably ordered class structure, while this chance is
decreasing with increasing numbers of classes. On the other hand, the influence
of each individual false prediction of a base classifier decreases with an increasing
number of classes, so that the true class ordering is still clearly visible and can be
better exploited by the QWeighted algorithm.
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This can also be seen in Figure 6.1b on page 66, which shows the distribution of
the votes produced by the SVM base classifier for the dataset vowel. As shown on
the scale to right, different shades of gray are used for encoding different numbers
of received votes. Each horizontal line in the plot represents one example, the left
shows the highest number of votes, the right the lowest number of votes. If all classes
receive the same number of votes, the area should be colored uniformly. However,
here we observe a fairly clear change in the color distribution, the dark areas to the
left indicating the top-rank class often receives nine or more votes, and the bright
areas to the right indicating that the lowest ranking class typically receives less than
one vote (recall that we use weighted voting).
We tried to directly estimate the exponent of the growth function of the number
of comparisons of QWeighted, based on the number of classes k. The resulting
exponents, based on two successive measure points, are shown in bold font below the
absolute numbers. For example, the exponent of the growth function between k = 5
and k = 10 is estimated (for  = 0) as log(14.11/5.43)log(10/5) ≈ 1.378. We can see that in the
growth rate starts almost linearly (for a high number of classes and no errors in the
base classifiers) and approaches a quadratic growth when the error rate increases.4
Datasets with a Large Number of Classes
In addition to the small datasets from Table 6.1 on page 65, we evaluated the
QWeighted algorithm on three more real-world datasets with a relative high
number of classes:
Uni-label RCV1-v2
RCV1-v2 (Lewis et al., 2004) is a dataset consisting of over 800,000 categorized
news articles from Reuters, Ltd. For the category topic multiple labels from a
total of 103 hierarchically organized labels are assigned to the instances. We
transformed this original multilabel dataset to a multiclass dataset by selecting
the assigned label with the greatest depth in the hierarchical tree as the class
label. We applied this procedure on the provided trainset and testset no. 0 by
Lewis et al. (2004) resulting to a multiclass dataset with 100 classes, 23,149
train- and 199,328 test-instances, with at least one positive example for each
of the 100 classes. We selected 2,000 features according to a χ2-based feature
selection (Yang and Pedersen, 1997). We will refer to this created dataset as
urcv1-v2.
ASTRAL 2 & 3
These datasets describe protein sequences retrieved from the SCOP 1.71 protein
database (Murzin et al., 1995). We used ASTRAL (Brenner et al., 2000) to
filter these sequences so that no two sequences share greater than 95 % identity.
4 At first sight, it may be surprising that some of the numbers are greater than 2. This is a result
of the fact that k(k − 1)/2 = k2/2 − k/2 is quadratic in the limit, but for low values of k, the
subtraction of the linear term k/2 has a more significant effect. Thus, e.g., the estimated growth
of the full pairwise classifier from k = 5 to k = 10 is log(45/10)
log(10/5)
≈ 2.17.
68
6.2 Experimental Evaluation
Table 6.3: Results of QWeighted for datasets with a relative high number of classes. In
parentheses, we show their trade-off nˆ−(k−1)max−(k−1) between the best and worst case (base learner
J48).
dataset k QWeighted full Accuracy
urcv1-v2 100 312.62 (0.0440) 4,950 62.1
astral2 971 9,490.81 (0.0018) 470,935 24.8
astral3 1,588 28,476.20 (0.0213) 1,260,078 20.8
The class labels are organized in a 3-level hierarchy, consisting of protein
folds, superfamilies and families (in descending order). astral3 consists of 1,588
classes and contains the original hierarchy. To fill the gap between datasets
urcv1-v2 and astral3 in terms of number of classes, we constructed a second
dataset astral2 by limiting the hierarchical depth to 2. So, two instances which
previously shared the same superfamily x are now assigned to superfamily x as
new class label. By decreasing the depth, the number of classes were reduced to
971. Both datasets have 13,006 instances and 21 numeric attributes (20 amino
acids plus selenocysteine).
Table 6.3 shows the results of these experiments. For astral2 and astral3, 66 percent
of all instances were used for training and the rest for testing. Once again, trade-off
values were estimated for the average number of pairwise comparisons. As these
values show, QWeighted uses only a fairly small amount compared to a full voting
aggregation and is much closer to the best case than to the worst case (k(k − 1)/2
comparisons). One can see an increasing growth of the trade-off values between
astral2 and astral3. However, this effect can be explained with the general poor
classification accuracy of protein sequences. According to the simulation results, there
exist a correlation between performance of QWeighted and performance of the
underlying base classifiers. The decreased accuracy on astral3 compared to astral2
(right-most column) indicates weaker base classifiers, which leads to a increasing
number of needed pairwise comparisons.
In summary, our results indicate that the QWeighted algorithm always increases
the efficiency of the pairwise classifier: for high error rates in the base classifiers,
we can only expect improvements by a constant factor, whereas for the practical
case of low error rates we can also expect a significant reduction in the asymptotic
algorithmic complexity.
Overall Complexity
Besides the complexities for the comparisons, the overall complexity of the algorithm
including the inherent overhead of the algorithm, e.g., estimating the next classifier fa,b
and so on, can be stated as g(k) · (k+p) operations, where g(k) denotes the number of
comparisons in dependence of k and p describes the cost of one comparison (prediction)
in terms of basic operations. The summand k is here understood as the operations for
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Figure 6.2: Approximate computational savings for p = 20 and assumed average complexity
of k · log k of QWeighted
the overhead involving additions, value associations and argmin operations, which can
be implemented in an incremental manner with O(k) by maintaining a sorted vector
of classes (for the limits li) updated after each comparison and using a 2-dimensional
boolean array which maintains the status of the classifiers (evaluated/not evaluated).
Given the empirical evidences, lets assume g(k) = k · log k. This results in a total
of k2 · log k + p · k · log k operations. Obviously, the overall asymptotic complexity of
QWeighted is worse than the complexity for standard voting of O(k2), such that
for very large k the complexity of the standard voting is favored. But, in practice for
reasonable assumptions, e.g p 1 (keep also in mind that p can increase for some
learning schemes, e.g., in dependence of the number of training instances), there exist
an upper limit kˆ ∈ N such that k2 · log k + p · k · log k is significantly smaller than
p · k·(k−1)2 for k < kˆ.
To give a clearer picture, consider Figure 6.2, where the difference of both quantities,
i.e. p · k·(k−1)2 − (k · log k · (k+ p)) is plotted for p = 20 (20 atomar operations needed
for one prediction). The graph shows the saved number of operations by using
QWeighted in contrast to standard voting procedure in dependence of k. The left
figure shows the savings up to the critical class count kˆ ≈ 22, 000 and the right
figure shows the same plot for the selected range k = [1, 1000], which corresponds
approximately to the typical range in real-world datasets.
6.2.2 ECOC Classification - Evaluation of QuickECOC
In this section, we evaluate the performance of QuickECOC for a variety of different
codes. In addition, we were interested to see if it works for all decoding methods
and whether we can gain insights on which factors determine the performance of
QuickECOC. In particular, we investigated the effects of the sparsity and length of
the codes.
70
6.2 Experimental Evaluation
Experimental Setup
In contrast to the results presented in the previous section, we only used the decision
tree learner J48 with default parameters as a base learner to restrict the already
large number of the experiments. Besides, the results in Section 6.2.1 on page 63 gave
no indication that the performance in terms of the number of needed comparisons
depends on the choice of the base classifier. Thus, we are quite confident that the
presented results are representative for other base classifiers.
Our setup consisted of
• 5 encoding strategies: BCH Codes and two versions each of exhaustive and
random codes.
• 7 decoding methods: Hamming, Euclidean, attenuated Euclidean, linear loss-
based, exponential loss-based, Laplacian Strategy and Beta Density Probabilistic
Pessimistic
• 7 multiclass datasets selected from the UCI Machine Learning Repository.
For the encoding strategies, we also tried several different parameters. Regarding the
exhaustive codes, we evaluated all (k, l) codes ranging from l = 2 to l = k per dataset
and analogously for the cumulative version. For the generation of the first type of
random codes the zero symbol probability was parametrized by rzp = 0.2, 0.4, 0.6, 0.8
and the dimension of the coding matrix was fixed to 50 % of the maximum possible
dimension with respect to the number of classes. The second type of random codes
was generated by randomly selecting 20 %, 40 %, 60 % and 80 % from the set of all valid
classifiers respectively columns (all columns of an (k, k) cumulative ternary coding
matrix) without repetition. Regarding BCH Codes, we generated 7, 15, 31, 63, 127
and 255-bit BCH codes and randomly selected n rows matching the class count of the
currently evaluated dataset. For the datasets machine and ecoli where the number of
classes is greater than 7, we excluded the evaluation with 7-bit BCH codes.
For the evaluation of QuickECOC, the seven datasets were selected to have
a rather low number of different classes. The main reason for this limitation was
that for some considered code types the number of classifiers grows exponentially.
Especially for the datasets with the maximum number of eight classes (machine and
ecoli), the cumulative ternary exhaustive codes generates up to 3025 classifiers. In
addition, we evaluated all possible combinations of decoding methods, code types
with various parameters, which we can not present here completely (in total 1246
experiments) because of lack of space. Nevertheless, we performed experiments with
a few of more efficient codes on datasets with a larger number of classes as well.
These will be shown in Section 6.2.2 on page 75.
Because of the high number of experiments, we cannot present all results in detail,
but will try to focus on the most interesting aspects. In addition to assess the general
performance of QuickECOC, we will analyze the influence of the sparsity of the
code matrix, of the code length, and of different decoding strategies.
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Table 6.4: QuickECOC performance using Hamming Decoding and Exhaustive Ternary
Codes. The maximal relative standard deviation for all values is 8.65 % with mean 3.88 %.
l vehicle derm. auto glass zoo ecoli machine
2 3.82 63.7 7.12 47.5 7.95 37.9 9.99 47.6 9.48 45.1 11.75 42.0 11.60 41.4
3 7.91 65.9 26.05 43.4 42.86 40.8 43.47 41.4 41.64 39.7 58.85 35.0 57.90 34.5
4 5.65 80.8 46.30 44.1 115.22 47.0 116.45 47.5 107.03 43.7 199.31 40.7 194.81 39.8
5 43.11 47.9 163.67 52.0 163.98 52.1 148.50 47.1 369.06 43.9 355.23 42.3
6 16.54 53.4 114.87 52.9 116.77 53.8 102.41 47.2 394.25 45.4 369.19 42.5
7 34.24 54.3 37.84 60.1 31.52 50.0 234.80 46.6 218.09 43.3
8 62.17 49.0 57.27 45.1
Reduction in Number of Evaluations
Table 6.4 shows the reduction in the number of classifier evaluations with Quick-
ECOC on all evaluated datasets with Hamming decoding and ternary exhaustive
codes. In every column, the average number of classifier evaluations is stated with its
corresponding ratio to the number of generated classifiers in italics (the lower the
better). The datasets are ordered from left to right by ascending class-count. As the
level parameter l is bounded by the class-count k, some of the cells are empty.
One can clearly see that QuickECOC is able to reduce the number of classifier
evaluations for all datasets. The percentage of needed evaluations ranges from about
81 % (vehicle, l = 4) to only 35 % (machine, l = 3). At first glance, these improvements
may not seem striking, because a saving of a little less than 40 % for the small
datasets does not appear to be such a large gain. However, one must put these
results in perspective. For example, for the vehicle dataset with a (4, 3)-exhaustive
code, QuickECOC evaluated 65.9 % of all classifiers. A (4, 3)-exhaustive code has
12 classifiers, and each individual class is involved in 75 % of these classifiers (cf.
the example in Section 3.4.3 on page 24). Thus, on average, QuickECOC did not
even evaluate all the classifiers that involve the winning class before this class was
predicted.
Furthermore, one can observe a general trend of higher reduction by increasing class-
count. This is particularly obvious if we compare the reduction on the exhaustive codes
(the last line of each column, where l = k), but can also be observed for individual
code sizes (e.g., for l = 3). Although we have not performed a full evaluation on
datasets with a larger amount of classes because of the exponential growth in the
number of classifiers, a few informal and quick tests supported the trend: the higher
the class-count, the higher the reduction.
Another interesting observation is that except for dataset vehicle and auto the
exhaustive ternary codes for level l = 3 consistently lead to the best QuickECOC
performance over all datasets. We will provide later on a possible explanation based
on a “combinatorial trade-off” in Section 6.3 on page 78.
The results for BCH codes are shown in Table 6.5 on the next page. Again, we can
observe an improved performance in all cases. This result is particularly interesting
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Table 6.5: QuickECOC performance on BCH Codes. The maximal relative standard
deviation for all values is 10.2 % with mean 5.64 %.
vehicle derm. auto glass zoo ecoli machine
7 0.764 0.774 0.851 0.880 0.834 - -
15 0.646 0.656 0.699 0.717 0.659 0.670 0.648
31 0.571 0.564 0.607 0.662 0.581 0.602 0.558
63 0.519 0.506 0.567 0.616 0.517 0.540 0.509
127 0.489 0.447 0.522 0.565 0.477 0.493 0.459
255 0.410 0.380 0.450 0.467 0.397 0.417 0.388
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Figure 6.3: QuickECOC performance on random codes
because for BCH-codes, all coding matrices are dense, i.e., they do not have any zero
entries. Even in this case, we see that there was no situation, where all classifiers were
needed for multiclass classification. And again, we observe that for higher dimensions
(increasing the length of the BCH bit code) higher reductions can be observed.
For random codes, we obtained qualitatively the same results. We do not show
them here, but some of them will appear in the following sections.
Sparsity of Coding Matrices
We define the sparsity of the ECOC matrix as the fraction of zero values it contains.
Random codes provide a direct control over the matrix sparsity (as described in
Section 3.4.3 on page 25), and are thus suitable for analyzing the influence of the
sparsity degree of the ECOC matrix for QuickECOC. Note, however, that the
observed influences regarding sparsity and dimension of the matrix on the Quick-
ECOC performance can also be seen in the evaluations of the other code types, but
not as clearly as with the random codes presented in this section.
Figure 6.3a shows QuickECOC applied to random codes with varying matrix
sparsity. A clear trend can be observed that the higher the sparsity of the coding
matrix the better the reduction for all datasets. Keep in mind that the baseline
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performance (evaluating all binary classifiers) is a parallel to the x-axis with the y-
value of 1.0. Note that the absolute reduction tends to be minimal over all considered
datasets at datasets with higher class-counts i.e machine at 80 % sparsity, and the
lowest reduction can be seen for the dataset vehicle with the smallest number of
classes k = 4 at 20 % sparsity.
The main effect of an increase of sparsity on the coding matrices is that for each
class the number of incident classifiers decreases. For sparsity 0, all classes are involved
in all classifiers, for sparsity 0.5, each class is (on average) involved in only half of the
classifiers. This will clearly affect the performance of the QuickECOC algorithm.
In particular, the second stopping criterion essentially specifies that the true class is
found if all incident classifiers for the favorite class ci0 have been evaluated. Clearly,
the algorithm will terminate faster for higher sparsity levels (ignoring, for the moment,
the possibility that the first stopping criterion may lead to even faster termination).
Code Length
The second type of random codes, which were generated by randomly selecting a
fixed number from the set of all possible binary classifiers can be seen in Figure 6.3b
on the previous page. All coding matrices for a k-class dataset have nearly the same
sparsity, which relates to the average sparsity of (k, k) cumulative exhaustive codes
and differ only in the length of the coding matrix (in percent of the total number of
possible binary classifiers). This allows us to observe the effect of different numbers
of classifiers on the QuickECOC performance. Here, we can also see a consistent
relationship, that higher dimensions lead to better performance, but the differences
are not as remarkable as for sparse matrices.
For a possible explanation, assume a coding matrix with fixed sparsity and we
vary the dimension. For a higher dimension the ratio of number of classifiers per
class increases. Thus, on average, the number of incident classifiers for each class also
increases. If we now assume that this increase is uniform for all classes, this has the
effect that the distance vector ~l is multiplied by a positive factor x > 1, i.e., ~l+ = ~l ·x.
This alone would not change the QuickECOC performance, but if we consider that
classifiers are not always perfect, we can expect that for a higher number of classifiers,
the variance of the overall prediction will be smaller. This smaller variance will lead
to more reliable voting vectors, which can, in turn, lead to earlier stopping. It also
seems reasonable that this effect will not have such a strong impact as the sparsity
of the coding matrix, which we discussed in the previous section.
Different Decoding Strategies
As previously stated, because of the large number of experiments, we can not give a
complete account of all results. We evaluated all combinations of experiments, that
includes also all mentioned decoding methods. All the previously shown results were
based on Hamming decoding, since it is still one of the commonly used decoding
strategies even for ternary ECOC matrices. However, we emphasize, that all obser-
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Table 6.6: QuickECOC performance on the 8-class ecoli dataset with all decoding methods
and Cumulative Exhaustive Ternary Codes. The first two columns show the number of
non-zero code values for each class and the number of resulting classifiers. The maximal
relative standard deviation for all values is 3.76 % with mean 2.69 %.
l |C| Hamming Euclidean A. Euclidean LBL LBE Laplace BDDP
2 28 0.420 0.420 0.420 0.399 0.398 0.406 0.426
3 196 0.331 0.331 0.331 0.335 0.350 0.332 0.333
4 686 0.377 0.377 0.377 0.383 0.402 0.374 0.375
5 1526 0.400 0.400 0.400 0.414 0.439 0.399 0.401
6 2394 0.421 0.421 0.421 0.437 0.466 0.419 0.418
7 2898 0.427 0.427 0.427 0.444 0.475 0.426 0.425
8 3025 0.428 0.428 0.428 0.446 0.477 0.427 0.426
vations on this small subset of results can also be found in the experiments on the
other decoding strategies. As an exemplary data point, Table 6.6 shows an overview
of the QuickECOC performance for all decoding strategies for the dataset ecoli
using cumulative exhaustive ternary codes. It can be seen that the performance is
quite comparable on all datasets. Even the optimal reduction for l = 3 can be found
in the results of all decoding strategies.
Datasets with a Large Number of Classes
The previous sections evaluated and analyzed QuickECOC on a broad spectrum
of various code types and decoding methods. This was only feasible for datasets
with a smaller number of classes. In this section, we will evaluate QuickECOC on
datasets with a larger number of classes. As the code length of most coding strategies
is exponential in the number of classes k, we selected a few codes which generate a
comparably low number of classifiers:
1. (k, 3)- and (k, 4)-exhaustive ternary codes
2. (k, 4)-cumulative exhaustive ternary codes
3. random codes of type 1 with fixed sparsity of 66 %
4. random codes of type 2
For both random code types the code length was set to the equivalent of the number
of (k, 4)-cumulative exhaustive codes, i.e. n =
∑4
i=2
(
k
i
) · (2i−1 − 1).
Table 6.7 on the following page shows the results for Hamming decoding. Each cell
shows the average number of classifier evaluations of QuickECOC and, in italics,
its corresponding ratio to the full number of classifiers. First, we can observe a
considerably higher improvement than with the results on the datasets with lower
number of classes. The best reduction can be found for the (19, 3)-exhaustive code for
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Table 6.7: QuickECOC performance on datasets with high number of classes. The maximal
relative standard deviation for all values is 2.37 % with mean 1.65 %.
k exh. l = 3 exh. l = 4 cum. exh. l = 4 random1 random2
yeast 10 105.92 0.294 524.13 0.357 631.02 0.337 844.02 0.296 1351.94 0.474
vowel 11 139.42 0.282 797.32 0.345 937.43 0.328 880.89 0.306 1388.74 0.482
soybean 19 443.89 0.153 5351.90 0.197 5804.73 0.192 8481.74 0.282 12964.83 0.431
the soybean dataset, where QuickECOC only performs about 15 % of the evaluation
in order to determine the winning class.
Moreover, one can clearly see an increasing reduction for increasing number of
classes k, especially for the first three columns respectively code types. For these code
types, the sparsity increases with k, since the number of non-zero values per column
stays fixed whereas the number of rows (the number of classes k) of the corresponding
ECOC matrix is increased. This observation confirms our results of Section 6.2.2
on page 73, which showed that a high sparsity is beneficial for the performance of
QuickECOC.
We can also confirm our results regarding the influence of the code length. Both
types of random codes, shown in the last two columns, have a fixed sparsity level. In
both cases, although a small improvement can be observed (just as in Figure 6.3b on
page 73), the improvement is small in comparison to the improvement resulting from
increased sparseness. For example, on datasets yeast (k = 10) and soybean (k = 19),
QuickECOC applies for the second type of random codes in average 47 % and 43 %
classifier evaluations, which is a relative reduction/ratio of about 10 %, whereas for
(k, 3)-exhaustive codes a relative reduction of 0.153/0.294 ≈ 48 % is gained.
Simulation Experiment
We also conducted a simulation experiment for QuickECOC, similar in spirit to
the pairwise case (Section 6.2.1 on page 66). Again, we consider classes 1 . . . k and
always assume that class 1 is the correct class and further assume that pseudo base
classifiers f i return the desired prediction with probability , i.e., with probability
, they predict the same sign in the ECOC matrix as the smallest incident class of
f i . We simulate the efficiency of QuickECOC using exhaustive ternary codes of
level 3 for various class counts k and error probabilities . Table 6.8 on the facing
page shows the results.
In contrast to pairwise classification, we can observe that the base-classifier accuracy
now has a stronger influence on the efficiency. In the case of random classifiers  = 0.5,
we can observe almost no reduction, as was the case for pairwise classification (though
for greater k, it might converge to the worst-case there too). But, for  < 0.5, focusing
on the ratio values, one can see an increasing reduction trend for increasing k, which
slowly loses its steepness. The growth values suggest that only in the near optimal
case  < 0.05, a super-linear reduction with the number of classes can be expected.
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Table 6.8: Average number nˆ of comparisons for various number of classes and different
error probabilities  of ECOC classifiers using QuickECOC with exhaustive ternary codes
of level 3, and for the full ensemble of classifiers. Below, we show the ratio to the full number
of comparisons and an estimate of the growth ratio log(nˆ2/nˆ1)log(k2/k1) of successive values of nˆ.
k = 5 k = 10 k = 25 k = 50 k = 100
 = 0.0
13.00 93.00 783.00 3,433.00 14,358.00
0.433 — 0.258 2.839 0.113 2.325 0.058 2.132 0.030 2.064
 = 0.05
14.31 101.18 951.28 7,432.19 61,244.02
0.477 — 0.281 2.822 0.138 2.446 0.126 2.966 0.126 3.043
 = 0.1
15.95 114.85 1,734.24 14,588.86 119,232.96
0.532 — 0.319 2.848 0.251 2.963 0.248 3.072 0.246 3.031
 = 0.2
19.78 177.30 3,296.39 27,589.68 223,472.28
0.659 — 0.492 3.164 0.478 3.190 0.469 3.065 0.461 3.018
 = 0.3
24.62 249.87 4,733.95 39,396.05 319,798.78
0.821 — 0.694 3.343 0.686 3.210 0.670 3.057 0.659 3.021
 = 0.4
27.71 309.34 5,993.48 50,121.35 407,887.14
0.924 — 0.859 3.481 0.869 3.235 0.852 3.064 0.841 3.025
 = 0.5
29.08 336.05 6,635.10 57,502.71 478,871.55
0.969 — 0.933 3.530 0.962 3.255 0.978 3.115 0.987 3.058
full 30 360 6900 58,800 485,100
However, in absolute terms, the reduction can be significant for predictors with
high computational complexity. Furthermore, this analysis was based on one of many
applicable code types which can be used with ECOC. Other code types, e.g., codes
with beneficial error-correcting ability or codes which may not grow exponentially in
k like the considered exhaustive ternary code, may perform differently.
Overall Complexity
Since the QuickECOC algorithm is more general than QWeighted, its overhead
is significantly greater. The stopping criteria depicted in Algorithm 6 on page 59
can be implemented in an incremental manner such that the complexity is O(k),
by maintaining for each class a variable storing the potential worst-case Hamming
distance and updating only the relevant values after each comparison (prediction).
All in all, the overhead is linear in k except for the Next Classifier Selection Scheme
(cf. Section 6.1.2 on page 57), the complexity of which is O(nk). Therefore, the
computational savings diminishes in this case far more quicker as in the case of
QWeighted for pairwise classification.
A reduction of operations is still possible for problems up to about k = 10 and
depending of the actual prediction complexity and code type. But for greater class
counts the overhead starts to dominate the overall complexity such that the efficiency
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is worse than standard voting. In these cases, a reasonable choice is to work with
alternative selection schemes, which check only a fixed number of classifiers incident
of the current best class. Or selecting an unevaluated classifier randomly from the
set of incident classifiers to the current best class is an alternative, with a slight
decrease in comparisons efficiency but important increase in overall efficiency of the
algorithm. Note, this passage holds for code types which grow exponentially in k,
e.g., exhaustive ternary codes. In cases of more practicable code types, such as BCH
codes, the overhead of the algorithm remains still in the tolerable range.
6.3 Analysis of (k,3)-Exhaustive Ternary Codes
Since we are interested in conditions under which QuickECOC performs well (cf.
Section 6.2.2 on page 70), this special case of exhaustive ternary codes was further
investigated. In this regard, we examined the reduction effects of the two stopping
criteria separately with varying levels on several datasets.
It is easy to see that the performance regarding the second stopping criterion is
strongly dependent on the incidency of the ECOC matrix. Considering that the
selection process of QuickECOC always selects incident classifiers of the current
best class c0, the number of classifier evaluations can be estimated as |I0| + |R0|
whereas Ii is the set of incident and Ri ⊆ C \ Ii is a subset of non-incident classifiers
of ci.
5 These remaining classifiers R can be caused by initial random pairings until
a classifier involving the true class c0 is evaluated. Even then, depending on the
accuracy of the classifiers, still some non-incident classifiers can be falsely selected
and evaluated in the next steps. In this context, the second stopping criterion can
be seen as a reduction method which tries to minimize the non-incident classifier
evaluations. Considering that for increasing level l the incidency of exhaustive ternary
codes is constantly increasing, the reduction performance of the second criterion
alone is decreasing percentagewise.
On the other hand, the first stopping criterion also tries to reduce the number of
incident classifier evaluations. But this comes with a price: in general more evaluations
of classes different from c0 have to be evaluated to enable an earlier cut. But this case
comes naturally by increasing the level, since each classifier involves an increasing
number of classes, so that already with fewer evaluations, a reasonable amount of
votes have been distributed. So in short, by increasing the level l, which increases
the incidency, the reduction performance of QuickECOC is more and more due to
the first stopping criterion whereas the impact of the second criterion decreases.
These considerations can be confirmed in Figures 6.4 and 6.5. Figure 6.4 on the
facing page shows the performances of QuickECOC with both stopping criteria,
without the first criterion, and the incidency of the ECOC matrix for a given exhaustive
ternary code level using the example of the dataset ecoli (k = 8). The differences
between the two QuickECOC variants (dashed and dotted curves) depict the
5 Actually, for exhaustive ternary codes, it holds |Ii| = |Ij | and |Ri| = |Rj | for arbitrary ci, cj ∈ K
and fixed level l. Thus, |I| and |R| are in this case only dependent on l and k.
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Figure 6.5: Impact of stopping criteria for reduction under varying level of exhaustive
ternary codes (ecoli)
additional improvement caused by the first stopping criterion, which can be seen also
separately in Figure 6.5a. In line with the above considerations, one can see that the
performance of QuickECOC without the first criterion is similar to the number of
incident classifiers for a given level, it almost converges to it. Thus, the amount of
non-incident classifiers R seems to decrease.
We can observe that the first criterion begins to reduce the evaluations at l = 3
and the gain increases with increasing level (see also Figure 6.5a). This additional
improvement for l = 3 is nevertheless not the only reason for the best performance,
since the improvement is too small. However, observing the figure, the right question
seems rather why QuickECOC does perform so much worse for l = 2 rather than
why l = 3 yields the best performance. For the sake of simplicity, it seems sufficient
to consider only the second stopping criterion for this matter in the following.
For this case we describe a model which approximates the observed effect and
therefore could yield a possible explanation. Assume that all classes form a linear
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Figure 6.6: Comparison of simplified QuickECOC versus actual performance ignoring the
first stopping criterion (ecoli)
order with respect to their votes, i.e. v(c1) > v(c2) > · · · > v(ck) and that every
classifier f returns a prediction in favor to the class with the highest (true) votes
among the incident classes, i.e. the evaluation of f votes for the classes ci, whose
signs equal the one of class c∗ = argmaxci∈IN(f) v(ci) and IN(f) represents the set
of incident classes of f . In addition, we reduce QuickECOC to a simple method
which follows the only rule: Pick as the next classifier a remaining one which involves
the classes with the lowest count of lost games. Now, we consider the worst case of
classifier evaluation sequences, the maximal number of evaluations, until the true best
class c0 has been evaluated once as an estimate for R. It turns out that this count is
k− l for a given level l of exhaustive ternary codes. Then, because of our assumptions,
the following holds: if a classifier involving the true class c0 is evaluated, all remaining
classifiers will be an incident classifier of c0. So, the worst case complexity of this
setting is k− l+ |I0(l)|. As stated before, the cardinality of I0 is given by l and k, more
precisely |I0(l)| = |I(l)| = lkn(k, l). This simplified model provides a surprisingly
close fit to the empirical values, as one can see in Figure 6.6.
One can show that
2 = argmax
l∈{2...k}
k − l
n(k, l)
= argmax
l∈{2...k}
k − l(
k
l
)
(2l−1 − 1)
and in particular
k − 2 + |I0(2)|
n(k, 2)
>
k − 3 + |I0(3)|
n(k, 3)
<
k − l + |I0(l)|
n(k, l)
where k ≥ l > 3 for k > 4.
So, the ratio of non-incident classifiers R has yet a significantly strong influence
on the reduction for l = 2, in fact, it is the only case where R exceeds the constant
increase of I0 for the next level l = 3, i.e.
k−2
n(k,2) > ∆
|I0|
n =
1
k . This yields a minimum
of (|R| + |I|)/n for l = 3, since R has an exponential decay, thus its influence for
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the overall reduction diminishes very fast (cf. Figure 6.6 on the preceding page or
the differences of solid and dashed curves in Figure 6.4 on page 79), whereas |I| is
constantly increasing. Here, the quantity of non-incident classifiers R was explained
as the possible maximum amount of classifier evaluations avoiding the class c0.
6.4 Conclusions
In this chapter, we have presented an algorithm that allows to speed up the prediction
phase for binary decomposition methods such as pairwise classification and, more
generally, ternary ECOC classifiers. Both variants only need to evaluate a fraction
of the classifiers, but are guaranteed to make the same prediction as the original
version using all classifiers. In general, this gain increases with the complexity of the
problem, i.e., with the number of classes, with the sparsity of the coding matrix, and
(somewhat less) with the length of the code words of the ECOC classifiers. But even
for very hard problems, where the performance of the binary classifiers reduces to
random guessing, practical gains can be expected.
For the general case of ternary ECOC matrices, which subsume nearly all possible
binary decomposition schemes, we have demonstrated this gain for a wide variety of
coding and decoding strategies. Regardless of the used code, QuickECOC improves
the overall prediction efficiency, but, depending on the coding strategy, the amount of
improvement is not always as striking as for the pairwise case, where we could observe
a reduction from k2 to k · log k. One must keep in mind that in ECOC codings, each
class has a much larger number of incident classifiers, and thus a higher number of
evaluations must be expected to determine the winning class. Moreover, for code types
whose code length grows exponentially with the number of classes, the overhead of
QuickECOC (in its presented form) can dominate the gained reduction of classifier
evaluations, thus resulting in a worse performance than standard voting. However,
we briefly described alternative more overhead-efficient approaches which allow to
adjust QuickECOC to the problem at hand such that a beneficial reduction can
still be expected. In general, we recommend the practitioner to carefully pre-assess
the parameters of the present problem, such as the number of classes k, code type
and prediction complexity in terms of base operations, integrate them into the overall
complexity model and to adjust the selection scheme to maximize the efficiency
performance.
One could argue that typically the training phase is more expensive than the
classification phase, and that the gains obtained by QuickECOC are negligible in
comparison to what can be gained by more efficient coding techniques. While this is
true, we note that QuickECOC can obtain gains independent of the used coding
technique, and can thus be combined with any coding technique. In particular in
time-critical applications, where classifiers are trained once in batch and then need
to classify on-line on a stream of in-coming examples, the obtained savings can be
decisive.
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Another point to consider is that in applications where the classification time is
crucial, a parallel approach could be applied effectively because each classifier defined
by a column of the ECOC matrix can be evaluated independently. QuickECOC loses
this advantage because the choice of the next classifier to evaluate depends on the
results of the previous evaluations. However, QuickECOC can still be parallelized
on the instance level instead of the classifier level. Given n processors or n threads
we want to utilize, we select n incoming test instances and apply QuickECOC for
each of them. Basically by paralleling the decoding process on the instance level,
we avoid the problem that QuickECOC can not be directly parallelized on the
classifier level for one instance. This method is still very efficient, since every CPU is
constantly utilized. Considering that in total, the number of evaluations is decreased
by using QuickECOC, a higher speed up can be expected as with a straight-forward
parallelization of ECOC.
Recently, Hsu et al. (2009b) presented an efficient ensemble approach for multilabel
classification. They exploit the general label sparseness in target vectors of real-world
multilabel problems to reduce the number of the labels to O(log k) using techniques
from compressed sensing. Instead of learning k one-against-all regression predictors
for generating a multiclass predictor, they only need to learn (and therefore to predict)
about log k regression predictors. Since multiclass classification is a special case of
multilabel classification (by limiting the label size to 1) and noting that it poses
a maximal label-sparse multilabel problem, their results naturally also apply to
multiclass classification. However, it is not entirely clear how their ensemble approach
consisting of a one-against-all decomposition with regression base-learners performs
in comparison to the commonly studied classification-based ensemble approaches with
respect to predictive performance. Moreover, input or output data transformations
yield often to a reduction of the comprehensibility of the learned models, which is
disadvantageous for the acceptance in real-world applications, where a white-box
property of the system is favored. A direct comparison of this work to conventional
classification-based decompositions is certainly interesting and overdue, but beyond
the scope of this work, where our goal was to improve the classification time of well
established ensemble techniques.
Besides pairwise classification and ECOCs, a variety of other decomposition-based
approaches have been proposed for the multiclass classification task. It was not the
goal of this chapter to contribute to the discussion of their respective virtues—for
a recent survey on this subject we refer to (Lorena et al., 2008). Our contribution
to this on-going debate was to solve one of the most severe problems with two of
the most popular decomposition methods, namely by improving their classification
efficiency without changing their predictive quality.
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Multilabel classification refers to the task of learning a function that maps instances
x ∈ X to label subsets Px ⊆ L, where L = {λ1, . . . , λk} is a finite set of predefined
labels, typically with a small to moderate number of alternatives. Thus, in contrast
to multiclass learning, alternatives are not assumed to be mutually exclusive, such
that multiple labels may be associated with a single instance.
A prototypical application scenario for multilabel classification is the assignment
of a set of keywords to a document, a frequently encountered problem in the text
classification domain. With upcoming Web 2.0 technologies this domain is extended
by a wide range of tag suggestion tasks (e.g., Tsoumakas et al., 2008; Katakis et al.,
2008). This kind of problems are often associated with a large number of instances
or classes which demand for an efficient processing. The Reuters-2000 dataset for
instance is composed of over 800,000 documents and 103 classes and the EUR-Lex
database consists of almost 4000 classes. Other tasks include protein classification
and semantic multimedia annotation.1
7.1 Multilabel Setting
The multilabel classification setting is similar to multiclass classification with the
exception, that each instance can be associated with multiple classes instead of exactly
one class. We often speak of labels instead of classes in this context. In addition,
we will use a different notation for the labels and the set of labels to allow an easy
distinction from the multiclass setting.
1 A collection of datasets can be found at http://mlkd.csd.auth.gr/multilabel.html
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To be more precise, each instance xi is associated with a set of relevant labels
Pi ⊆ L, a subset of a given set of k possible classes/labels L = {λ1, . . . , λk}. The
remaining labels are regarded as irrelevant and are denoted as Ni = L\Pi. For
multilabel problems, the cardinality |Pi| of these labelsets is not restricted, whereas
for multiclass problems it is exactly one. Multilabel learning algorithms are trained
on a training set D = {(xi, Pi) | i = 1 . . . t}.
Note that we will use two types of indexing conventions for P and N : Px is the
true labelset for instance x and Pi is meant to be the true labelset for instance xi.
The task of multilabel classification is to find a function f : X → 2L, which
takes as input an instance x and returns a set of labels Pˆx ⊆ L as output. This
function f should typically minimize the empirical risk for some labelset loss function
l : 2L × 2L → R+0 ∑
xi∈X
l
(
f(xi), Pi
)
=
∑
xi∈X
l
(
Pˆi, Pi
)
7.2 Multilabel Evaluation
There is no generally accepted single measure for evaluating multilabel classifications.
Thus, evaluations consider typically various measures. Furthermore, if the task is
divided into a label ranking problem (which returns a sorted ranking of labels from
most relevant to most irrelevant) in combination with a thresholding function (which
defines the splitting point, between relevant and irrelevant labels) to compute the
labelset prediction Pˆ , additional ranking-based measures are often also considered. In
the following, we will give a brief recapitulation of common labelset and ranking-based
measures.
7.2.1 Labelset Loss Functions
Probably the most direct approach for evaluation is to consider a multilabel classifi-
cation problem as a meta-classification problem where the task is to separate the
set of possible labels into relevant labels and irrelevant labels. Let Pˆx denote the
set of labels predicted by the multilabel classifier and Nˆx = L \ Pˆx the set of labels
that are not predicted by the classifier. Thus, we can, for each individual instance x,
compute a two-by-two confusion matrix CMx of relevant/irrelevant vs. predicted/not
predicted labels:
CMx predicted not predicted
relevant |Px ∩ Pˆx| |Px ∩ Nˆx| |Px|
irrelevant |Nx ∩ Pˆx| |Nx ∩ Nˆx| |Nx|
|Pˆx| |Nˆx| |L| = k
From such a confusion matrix CMx, we can compute several well-known measures:
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Hamming Loss (HammLoss)
The Hamming loss computes the percentage of labels that are misclassified, i.e.,
relevant labels that are not predicted or irrelevant labels that are predicted. This
basically corresponds to the error in the confusion matrix.
HammLoss (CMx) :=
1
k
∣∣∣Pˆx 4 Px∣∣∣ (7.1)
The operator 4 denotes the symmetric difference between two sets and is defined as
A4 B := (A \ B) ∪ (B \ A), i.e. Pˆx 4 Px has all labels that only appear in one of
the two sets.
Precision (Prec)
Precision computes the percentage of predicted labels that are relevant.
Prec (CMx) :=
|Pˆx ∩ Px|
|Pˆx|
(7.2)
Recall (Rec)
Recall computes the percentage of relevant labels that are predicted.
Rec (CMx) :=
|Pˆx ∩ Px|
|Px| (7.3)
F1-Measure (F1)
The measures precision and recall considered in isolation have some shortcomings.
Precision considers only which fraction of the predicted labels is actually relevant
and ignores the misprediction of the remaining true labels. So, the “false negative”
prediction of labels, i.e. predicting a true relevant label as irrelevant, does not
contribute to this measure. Recall, on the other hand, takes this into account,
but ignores the “false positive” ones, i.e. predicting an irrelevant label as relevant
(note that a simple perfect recall predictor is to predict always all labels). Thus, a
combination of both measures is commonly used.
The F1-measure is the harmonic mean between precision and recall. For the case
of a zero denominator, a common convention is to define the result as zero.
F1 (CMx) :=
2
1
Rec(CMx)
+ 1Prec(CMx)
=
2Rec (CMx)Prec (CMx)
Rec (CMx) +Prec (CMx)
(7.4)
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7.2.2 Ranking-Based Loss Functions
Some multilabel methods decompose the learning problem into two components:
1. learning of a ranking function f , which returns for a given test instance x a
sorted list of all labels from relevant to irrelevant
2. given such a ranking τ , learning of a thresholding function g(τ), which allows
to separate relevant from irrelevant labels
It is possible to evaluate the ranking function f separately from g in a meaningful
way. Although, there is typically no information of degree of relevance in the given
(multilabel) data, it is clear, that the true relevant labels should be ranked very high.
The accurate prediction of relevance degrees can not be evaluated and is also not
necessary here, since arbitrary deviations from a supposed true relevance degree
have no effect on the multilabel performance, as long as the irrelevant labels still
receive a lesser value. This isolated evaluation (ignoring the thresholding function g)
is helpful, because it allows a more detailed evaluation of the learning system at hand.
Deviations from the ideal case are differently measured in the following measures
and captivate therefore different aspects.
We use the following notational conventions: For a given instance x, let τ(λi)
denote the position of λi in the predicted ranking and τ
−1(i) the label λ that is
assigned to the position i, i = 1 . . . k. Moreover, τ(λi) < τ(λj) indicates, that λi has
a higher degree of relevance/is higher ranked than λj .
Average Precision (AvgPrec)
Average precision is commonly used in information retrieval and computes for each
relevant label the percentage of relevant labels among all labels that are ranked
before it, and averages these percentages over all relevant labels.
AvgPrec (Px, τ) :=
1
|Px|
∑
λ∈Px
|{λ′ ∈ Px | τ(λ′) ≤ τ(λ)}|
τ(λ)
(7.5)
Ranking Loss (RankLoss)
The ranking loss computes the average fraction of pairs of labels which are not
correctly ordered:
RankLoss (Px, τ) :=
|{(λ, λ′) ∈ Px ×Nx | τ(λ) > τ(λ′)}|
|Px| |Nx| (7.6)
This measure is related to Kendall’s rank correlation coefficient, which measures
the correlation between two rankings.
An example computation of RankLoss and AvgPrec along with a visualization
is shown in Figure 7.1 on the next page.
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Figure 7.1: Diagrams of predicted label rankings (Loza Menc´ıa, 2006). Rectangles denote
true relevant labels and circles irrelevant labels. First ranking: perfect classification, all
relevant labels are ranked over irrelevant ones, RankLoss = 0, AvgPrec = 1. Second and
third ranking: labels on position 4 and 6 are misplaced, thus 5 of 12 possible pairs of labels
are not correctly ordered, top label is correct, RankLoss = 5/12, AvgPrec = 2/3.
One-Error Loss (OneErr)
The one-error loss determines whether the top-ranked label is relevant or not, and
ignores the relevancy of all other labels.
OneErr (Px, τ) :=
{
1 if τ−1(1) 6∈ Px,
0 otherwise.
(7.7)
Margin Loss (Margin)
The margin loss returns the normalized number of positions between the worst
(lowest) ranked relevant and the best (highest) ranked irrelevant label. This is directly
related to the number of wrongly ranked labels, i.e. the relevant labels that are
ordered below a irrelevant label, or vice versa. We denote this set by F .
F :=
{
λ ∈ Px | ∃λ′ ∈ Nx.τ(λ′) < τ(λ)
} ∪ {λ′ ∈ Nx | ∃λ ∈ Px.τ(λ′) < τ(λ)} (7.8)
Margin (Px, τ) :=
max (0,max {τ(λ) | λ ∈ Px} −min {τ(λ′) | λ′ ∈ Nx})
k − 1 (7.9)
Ranking Error (RankErr)
If a true ranking τ∗ is given, the ranking error is commonly used to evaluate the
predicted ranking τ . It returns the normalized sum of squared position differences for
each label in the predicted and true ranking. It is 0 for a ranking which is identical
to the true ranking and 1 for a complete reversed ranking.
RankErr (τ∗x , τx) := n(k)
∑
λ∈L
|τ∗(λ)− τ(λ)|2 (7.10)
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where n refers to the normalizing constant in dependence of the number of classes k.
This error corresponds to the Spearman’s rank correlation coefficient between two
rankings.
7.2.3 Averaging Methods
These labelset and ranking-based measures are computed for each example x. For
averaging a measure f over a set of instances (xi, Pi), i = 1 . . . t we have two principal
options:
Macro-average is the average value of each measure over all examples
fmac =
1
t
t∑
i=1
f (CMxi) (7.11)
Micro-average is the value of the measure computed over a confusion matrix that
is the sum of all confusion matrices CMx.
fmic = f
(
t∑
i=1
CMxi
)
(7.12)
The difference between these two approaches is that macro-averaging gives equal
weight to each instance, while micro-averaging gives equal weight to each relevant
label, i.e., instances with more relevant labels have a larger influence on the average.
In this thesis, if not stated otherwise, we will perform micro-averaging over all
measures. To combine the results of the individual folds of a cross-validation, we
average the estimates f javg, j = 1 . . . q over all q folds.
7.3 Decomposition-Based Approaches
In the following, we will recapitulate common and recently proposed decomposition-
based multilabel classification schemes.
7.3.1 Binary Relevance (BR)
In the binary relevance method, a multilabel training set with k possible classes is
decomposed into k binary training sets that are then used to train k binary classifiers
fj . So for each pair (xi,Pi) in the original training set k different pairs (xi, λij ) with
j = 1 . . . k are generated as follows:
λij =
{
+1 λj ∈ Pi
−1 otherwise (7.13)
Note, that all of these k decomposed training sets are of the same size as the original
training set. A brief visual description of this technique is available in Figure 7.2 on
the facing page.
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Figure 7.2: Subproblems in binary relevance for multilabel classification: original three-class
problem (A, B and C, shown as overlapping clouds in the left-most picture) is divided into A
vs. rest (second picture), B vs. rest (third) and C vs. rest two-class subproblems. Separating
hyperplanes, denoted by a straight line, have to respect all examples (inside the clouds).
Clouds of negative examples have dashed lines.
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Figure 7.3: Subproblems in pairwise multilabel classification: original three-class problem
is divided into A vs. C (second picture, dashed examples are ignored), A vs. B (class C is
ignored) and B vs. C two-class subproblems. Separating hyperplanes have to respect only
examples from two classes in contrast to BR in Figure 7.2. Dashed lines denote the ignored
class.
So, each of the k classifiers is trained in order to determine the relevance of one
particular label. In consequence, the combined prediction of the BR classifier for
an instance x would be the set {λj | fj(x) = 1}. Self-evidently, if the classifiers are
capable of returning probability estimates or score-based predictions due to the used
learning algorithm, one can obtain a ranking of classes according to their relevance.
7.3.2 Multilabel Pairwise Learning (MLP)
In the pairwise binarization method for multiclass classification (previously described
in Section 3.3.2 on page 17), one classifier is trained for each pair of classes, i.e., a
problem with k different classes is decomposed into k(k−1)2 smaller subproblems. For
each pair of classes (λu, λv), only examples belonging to either λu or λv are used to
train the corresponding classifier fu,v. All other examples are ignored.
In the multilabel case, and assuming u < v, an example x is added to the training
set for classifier fu,v if λu is a relevant class and λv is an irrelevant class or vice
versa, i.e., if (λu, λv) ∈ Px ×Nx or vice versa (λu, λv) ∈ Nx × Px with Nx = L\Px as
negative labelset (cf. Figure 7.3). Thus training examples of class λu will receive a
training signal of +1, whereas training examples of class λv will be classified with −1.
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f1,2 = 1 f2,1 = -1 f3,1 = -1 f4,1 = -1 f5,1 = -1
f1,3 = 1 f2,3 = 1 f3,2 = -1 f4,2 = -1 f5,2 = -1
f1,4 = 1 f2,4 = 1 f3,4 = 1 f4,3 = -1 f5,3 = -1
f1,5 = 1 f2,5 = 1 f3,5 = 1 f4,5 = 1 f5,4 = -1
v1 = 4 v2 = 3 v3 = 2 v4 = 1 v5 = 0
Figure 7.4: MLP voting (Loza Menc´ıa and Fu¨rnkranz, 2008a): an example x is classified
by all 10 base classifiers fi,j , i 6= j, λi, λj ∈ L. Note the redundancy given by fi,j = −f ′j,i.
The last line counts the positive outcomes for each class.
Furthermore, the number of training instances regarding a classifier fu,v is always
less than or in the worst case equal to the number of total training instances.
During classification, the predictions or votes of the base classifiers fu,v can be
interpreted as preference statements that predict for a given example which of the
two labels λu or λv is preferred. In order to convert these binary preferences into a
class ranking, we use simple weighted voting (cf. Section 3.3.2 on page 18), which
interprets each binary preference as a vote for the preferred class. Classes are then
ranked according to the number of received votes after the evaluation of all k(k−1)2
classifiers. Ties are broken randomly in our case.
Figure 7.4 shows a possible result of classifying the sample instance of Figure 7.5a
on the facing page. Classifier f1,5 predicts (correctly) the first class, consequently λ1
receives one vote and class λ5 zero (denoted by f1,5 = 1 in the first and f5,1 = −1 in
the last row). All 10 classifiers (the values in the upper right corner can be deduced
due to the assumed symmetry property of the classifier) are evaluated though only
six are ‘competent’ since only they were trained with the original example.
This may be disturbing at first sight since many non-competent classifiers, i.e.
classifiers discriminating λu and λv for a given instance x with λu, λv ∈ Px or
λu, λv ∈ Nx, are involved in the voting process: f1,2 is asked though it cannot know
anything relevant in order to determine if x belongs to λ1 or λ2 since it was neither
trained on this example nor on other examples belonging simultaneously to both
classes λ1 and λ2 (or to none of both). In the worst case the resulting noisy votes
(votes from non-competent classifiers) concentrate on a single negative class, which
would lead to misclassifications. But note that any class can at most receive k − 1
votes, so that in the extreme case when the competent classifiers all classify correctly
and the non-competent ones concentrate on a single class, a positive class would
still receive at least k − |P | and a negative at most k − |P | − 1 votes. Class λ3 in
Figure 7.4 is an example for this: It receives all possible noisy votes but still loses
against the positive classes λ1 and λ2.
The pairwise binarization method is often regarded as superior to BR because
it profits from simpler decision boundaries in the subproblems (Fu¨rnkranz, 2002;
Hsu and Lin, 2002). These subproblems can be significantly smaller in terms of
training instances compared to subproblems of BR, which always use the complete
training set for learning. Typically, this goes hand in hand with an increase of the
space where a separating hyperplane can be found. An intuitive visualization of
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(a) MLP training: arrows rep-
resent the classifiers f1,3, f1,4,
f1,5, f2,3, f2,4, f2,5, for which x
is used during training.
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(b) Calibration: introducing
virtual label λ0 that separates
P and N . Classifiers f1,0, f2,0,
f0,3, f0,4, f0,5 are additionally
trained.
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(c) CLR training: the complete
set of classifiers for which x is
used for training.
Figure 7.5: Graphical representation of MLP Training, Calibration and CLR Training
(Brinker et al., 2006). Here, let Px = {λ1, λ2} and Nx = {λ3, λ4, λ5} for a given example x.
this aspect can be found in Figure 3.1 on page 17 for the multiclass case (where
one-against-all is identical to the binary-relevance decomposition) and in Figure 7.3
on page 91 for the multilabel case, in contrast to the BR binarization depicted in
Figure 7.2 on page 91. A simple example also illustrates this: imagine you repeatedly
insert points around two points on a line. The distance between the two sets will
inevitably monotonically decrease with increasing number of points. Thus it is very
likely for a subproblem to have a larger margin than the full problem.
7.3.3 Calibrated Label Ranking (CLR)
To convert the resulting ranking of labels into a multilabel prediction, the calibrated
label ranking approach (Brinker et al., 2006; Fu¨rnkranz et al., 2008) can be used.
This technique avoids the need for learning a threshold function for separating
relevant from irrelevant labels, which is often performed as a post-processing phase
after computing a ranking of all possible classes. The key idea is to introduce an
artificial calibration label λ0, which represents the split-point between relevant and
irrelevant labels. Thus, it is assumed to be preferred over all irrelevant labels, but all
relevant labels are preferred over λ0. This introduction of an additional label during
training is depicted in Figure 7.5b, the combination with the normal pairwise base
classifiers is shown in Figure 7.5c.
As it turns out, the resulting k additional binary classifiers { fi,0 | i = 1 . . . k}
are identical to the classifiers that are trained by the binary relevance approach.
Thus, each classifier fi,0 is trained in a one-against-all fashion by using the whole
dataset with {x | λi ∈ Px} ⊆ X as positive examples and {x | λi ∈ Nx} ⊆ X as
negative examples. At prediction time, we will thus get a ranking over k + 1 labels
(the k original labels plus the calibration label). Then, the projection of voting
93
7 Multilabel Preliminaries
f0,1 = -1 f1,0 = 1 f2,0 = 1 f3,0 = -1 f4,0 = -1 f5,0 = -1
f0,2 = -1 f1,2 = 1 f2,1 = -1 f3,1 = -1 f4,1 = -1 f5,1 = -1
f0,3 = 1 f1,3 = 1 f2,3 = 1 f3,2 = -1 f4,2 = -1 f5,2 = -1
f0,4 = 1 f1,4 = 1 f2,4 = 1 f3,4 = 1 f4,3 = -1 f5,3 = -1
f0,5 = 1 f1,5 = 1 f2,5 = 1 f3,5 = 1 f4,5 = 1 f5,4 = -1
v0 = 3 v1 = 5 v2 = 4 v3 = 2 v4 = 1 v5 = 0
Figure 7.6: MLP voting with calibrated label λ0: an example x is classified by all 15 base
classifiers. The last line counts the positive outcomes for each class.
aggregation of pairwise classifiers with a calibrated label to a multilabel output is
quite straight-forward:
Pˆ = {λ ∈ L | v(λ) > v(λ0)}
where v(λ) is the amount of votes class λ has received.
Figure 7.6 extends the example from Figure 7.4 on page 92 and shows a possible
result of classifying with the calibrated label λ0. It shows the ideal case, where for
instance, the relevant classes λ1 and λ2 receive a vote respectively in direct comparison
with the calibrated label (classifiers f1,0 and f2,0). After evaluating all classifiers,
the number of votes for the calibrated label v(λ0) = v0 is used as the split-point to
discriminate relevant classes from irrelevant classes. In this example, λ1 and λ2 are
returned as the set of relevant classes Pˆ .
We denote the MLP algorithm adapted in order to support the calibration technique
as CLR.
7.3.4 Hierarchy of Multilabel Classifiers (HOMER)
HOMER (Tsoumakas et al., 2008) follows the divide-and-conquer paradigm of al-
gorithm design. The main idea is the transformation of a multilabel classification
task with a large set of labels L into a tree-shaped hierarchy of simpler multilabel
classification tasks, each one dealing with a small number β  k of labels.
This tree-shaped hierarchy has k leaves, one leaf for each class λj of L. Each internal
node ν contains the union of the labelsets of its children,Lν =
⋃
Lch,ch ∈ children(ν).
The root contains all labels, Lroot = L.
Each non-leaf node represents a multilabel prediction problem that assigns a set of
meta labels to an example. A meta label µν of a node ν is defined as the disjunction
of the labels contained in that node, i.e., µν ≡
∨
λj , λj ∈ Lν . These meta labels have
the following semantics: a training example can be considered to be annotated with
meta label µν if it is annotated with at least one of the labels in Lν .
HOMER associates a multilabel classifier hν with each internal node ν of the
hierarchy. The task of hν is the prediction of one or more of the meta labels of
its children. Therefore, the set of labels for hν is Mν = {µch | ch ∈ children(ν)}.
Figure 7.7 on the next page shows a sample hierarchy produced for a multilabel
classification task with 8 labels {λ1, . . . , λ8}.
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meta label µ2 meta label µ3 meta label µ4
λ8
h2
λ1 λ2 λ3 λ4 λ5 λ6 λ7
λ: single label
µ: meta label
h: multilabel classifier
λ6, λ7, λ8λ3, λ4, λ5λ1, λ2
h3
h1
λ1, λ2, λ3, λ4, λ5, λ6, λ7, λ8
h4
Figure 7.7: Sample hierarchy for a multilabel classification task with 8 labels (based on
Tsoumakas et al., 2008). The original multilabel problem with k = 8 is transformed to 4
multilabel problems (to learn h1, h2, h3 and h4) with k1, k3, k4 = 3 and k2 = 2. Classifier h1
predicts meta labels µ2, µ3, µ4 and is learned with meta examples, i.e. examples which label
values are adapted according to the partitioning. For instance, an example x with relevant
labels λ1 and λ3 is relabeled as µ2 and µ3.
For the multilabel classification of a new instance x, HOMER starts with hroot
and follows a recursive process forwarding x to the multilabel classifier hch of a child
node ch only if µch is among the predictions of hparent(ch). Eventually, this process
may lead to the prediction of one or more single-labels by the multilabel classifier(s)
just above the corresponding leaf(ves). The union of these predicted single-labels is
the output in this case, while the empty set is returned otherwise.
In the training phase, HOMER creates the tree recursively in a top-down depth-
first fashion starting with the root. At each node ν, β child nodes are first created
using a clustering algorithm (see below). In case |Lν | < β, the number of children
is set to |Lν |. Each such child ν filters the data of its parent, keeping only the
examples that are annotated with at least one of its own labels: Dν = {(xi, Pi) |
(xi, Pi) ∈ Dparent(ν), Pi ∩ Lν 6= ∅}. The root uses the whole training set, Droot = D.
The examples in Dν are then transformed into meta examples (xi, Zi), where Zi =
{µch | ch ∈ children(ν), Pi ∩ Lch 6= ∅}, which are subsequently used for training hν .
The main issue in the former process is how to distribute the labels of Lν to the β
children. Tsoumakas et al. (2008) argue that labels should be evenly distributed to
β subsets in a way such that labels belonging to the same subset are as similar as
possible. Such a task can be thought of as clustering with the additional constraint
of equal cluster size. It has been considered in the past in the literature, under the
name balanced clustering (Banerjee and Ghosh, 2006). In (Tsoumakas et al., 2008),
a new balanced clustering algorithm named balanced k-means has been proposed for
HOMER, which guarantees that the clusters will be of exactly the same size.
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The justification for preferring a similarity-based distribution is that if similar
labels of a node ν are placed in the same subset, then only a few (ideally just one)
meta labels of hν will be predicted and thus the rest sub-trees will not be activated.
This will lead to reduced cost during the operation and testing of HOMER. Another
expected benefit is that each child node will probably contain less training examples.
The justification for preferring an even distribution is that the multilabel classifiers
at each node will deal with a more balanced distribution of positive examples for
each meta label. This is expected to lead to improved predictive performance.
In total, HOMER can be considered as the combination of two components: a) an
algorithm that constructs a hierarchy on top of the labels of a multilabel dataset, and
b) a generalization of the well-known Pachinko-machine hierarchical classification
algorithm (Koller and Sahami, 1997) to the multilabel case.
In (Tsoumakas et al., 2008),HOMER, when using the well-known binary relevance
classifier (BR) as the base multilabel classifier in each internal node, has shown to
outperform BR in terms of quality of prediction and, especially, classification time.
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The predominant approach to multilabel classification is binary relevance (BR)
learning (cf. Section 7.3.1 on page 90). A different, more costly approach is to have
a classifier for each possible pair of classes or labels that is trained to distinguish
only between these two classes. This pairwise approach (cf. Section 7.3.2 on page 91)
has shown to achieve a higher predictive quality in the multiclass (Fu¨rnkranz, 2002;
Hsu and Lin, 2002) as well as in the multilabel case (Loza Menc´ıa and Fu¨rnkranz,
2008c; Fu¨rnkranz et al., 2008).
Similar as for the case of ternary error-correcting output codes in Chapter 6 on
page 55, we introduce in this chapter a novel algorithm which adapts the QWeighted
method to improve the efficiency of the pairwise approach in the multilabel clas-
sification setting. In a nutshell, the adaption works as follows: instead of stopping
when the top class is determined, we repeatedly apply QWeighted to the remaining
classes until the final labelset is predicted. In order to determine at which position
to stop, we use the calibrated label ranking technique (cf. Section 7.3.2 on page 91),
which introduces an artificial label for indicating the boundary between relevant and
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irrelevant classes. We evaluated this technique on a selection of multilabel datasets
that vary in terms of problem domain, number of classes and label density. The
results demonstrate that this modification allows the pairwise technique to process
such data in comparable time to the one-per-class approaches while producing more
accurate predictions.
This chapter is organized as follows: Section 8.1 describes briefly the perceptron
algorithm, which was used as base learner, and their combination with MLP and CLR.
Then, Section 8.2 describes the adaptation of QWeighted to multilabel classification.
In Section 8.3 we compare the time and space complexity of the different algorithms.
Section 8.4 is dedicated to the experimental evaluation along with its setup and
used datasets and, finally, we provide a discussion and conclusion of this chapter in
Section 8.5.
8.1 Perceptrons
We use the simple but fast perceptrons as base classifiers (Rosenblatt, 1958). As
Support Vector Machines (SVM), their decision function describes a hyperplane
that divides the g-dimensional space into two halves corresponding to positive and
negative examples. We use a version that works without learning rate and threshold:
o(x) = sgn(x · w¯) (8.1)
with the internal weight vector w¯ and sgn(t) = 1 for t ≥ 0 and −1 otherwise. If there
exists a separating hyperplane between the two sets of points, i.e. they are linearly
separable, it is proved that the following update rule finds it (cf., e.g., Bishop, 1995).
αi = (λi − o(xi)) w¯i+1 = w¯i + αixi (8.2)
The main reason for choosing the perceptrons as our base classifier is because,
contrary to SVMs, they can be trained efficiently in an incremental setting, which
makes them particularly well-suited for large-scale classification problems such as the
Reuters-RCV1 benchmark (Lewis et al., 2004), without forfeiting too much accuracy
though SVMs find the maximum-margin hyperplane (Freund and Schapire, 1999;
Crammer and Singer, 2003; Shalev-Shwartz and Singer, 2005).
In addition, important advancements were achieved in recent times trying to adapt
the perceptron algorithm in order to maximize the margin of the separating hyper-
plane, without losing the advantages of simplicity and efficiency that characterize the
perceptron algorithm (Li et al., 2002; Crammer et al., 2006; Khardon and Wachman,
2007; Tsampouka and Shawe-Taylor, 2007). The presented algorithms can easily be
adapted in order to use these variants if desired.
Nevertheless, we also experimented with SVMs as base classifier. Although we
were able to increase prediction accuracy in some cases, many datasets could not be
processed despite using the efficient LibLinear library (Fan et al., 2008).
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Algorithm 7 Pseudocode of the incremental training method of the MLPP algorithm.
Require: Training example pair (xi, Pi), perceptrons {w¯u,v | u < v, λu, λv ∈ L}
1: Ni ← L \ Pi
2: for each (λu, λv) ∈ Pi ×Ni do
3: if u < v then
4: w¯u,v ← TrainPerceptron(w¯u,v, (xi, 1)) # train as positive example
5: else
6: w¯v,u ← TrainPerceptron(w¯v,u, (xi,−1)) # train as negative example
7: return {w¯u,v | u < v, λu, λv ∈ L} # updated perceptrons
8.1.1 MLPP and CMLPP
As previously mentioned, the incremental training capability of perceptrons are
particularly valuable in a large scale setting and it transfers naturally to its com-
bination with the pairwise approach for multilabel classification. This means, it is
not longer necessary to maintain all training instances in the memory at training
time. Algorithm 7 shows the efficient incremental training procedure for the pairwise
approach with perceptrons as base models.
In the following, we will refer to the pairwise approach for multilabel classification
(MLP) (cf. Section 7.3.2 on page 91) in conjunction with perceptrons as base model
as MLPP. The same applies for the further combination with the calibrated label
ranking approach (Section 7.3.3 on page 93), which will be denoted as CMLPP.
8.2 Quick Weighted Voting for Multilabel Classification
The calibrated label ranking approach evaluates at prediction time a rather costly
quadratic number of classifiers. Two approaches to overcome this problem based on
QWeighted are presented in the following.
8.2.1 QCMLPP1
A simple adaptation of QWeighted to multilabel classification is to repeat the
process. We can compute the top class λtop using QWeighted and remove this class
from the set of labels L and repeat this step, until the returned class is the artificial
label λ0, which means that all remaining classes will be considered to be irrelevant.
This adaptation uses two simple extensions of the original algorithm. Firstly, the
information about which pairwise perceptrons have been evaluated and their results
are carried through the iterations so that no pairwise perceptron is evaluated more
than once. And secondly, by using the calibrated label ranking approach we know
beforehand that at some point the vote amount of the artificial label has to be
computed. So, in hope for a better starting distribution of votes, all incident classifiers
oi,0 respectively w¯i,0 of the artificial label are evaluated explicitly before employing
iterated QWeighted. We denote this method as QCMLPP1.
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Algorithm 8 QCMLPP2
Require: example x; pairwise classifiers
{
fi,j | i < j ∧ λi, λj ∈ L ∪ {λ0}
}
1: ~l ∈ Rk+1 ← 0
2: ~v ∈ Rk+1 ← 0
3: P˜ ← ∅
4: G← ∅ # keep track of evaluated classifiers
5:
6: for i← 1 to k do # evaluate all classifiers of artificial label λ0
7: li ← f0,i(x)
8: v0 ← v0 + (1− li) # compute votes of calibrated label
9:
10: repeat
11: λtop ← NULL # apply adapted QWeighted
12: while λtop = NULL do # (cf. Algorithm 1 on page 20)
13: λa ← argmin
λi∈L
li
14: λb ← argmin
λj∈L\{λa}, fa,j /∈G
lj
15: if va ≥ v0 or no λb exists then # adapted stopping criterion
16: λtop ← λa
17: else # evaluate classifier
18: vab ← fa,b(x) # update statistics
19: va ← va + vab
20: vb ← vb + (1− vab)
21: la ← la + (1− vab)
22: lb ← lb + vab
23: G← G ∪ fa,b # update already evaluated classifiers
24:
25: if vtop ≥ v0 then
26: P˜ ← P˜ ∪ λtop # relevant label found
27: ltop ← +∞ # arrange λtop at the end of possible opponents queue
28:
29: until vtop ≥ v0 and |P˜ | < k # check if all relevant labels found
30:
31: return P˜ # return relevant labels
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8.2.2 QCMLPP2
In addition to this straight-forward adaptation, we considered also an slightly improved
variant (QCMLPP2). In retrospect,QCMLPP1 computes a partial ranking of classes
down to the calibrated label. That means, that for all relevant labels all their incident
classifiers are evaluated. It neglects the fact that for multilabel classification the
information that a particular class is ranked above the calibrated label is sufficient,
rather than to which amount.
Now, QCMLPP2 works in the same way as QCMLPP1 except that it stops the
evaluation of the current top rank λt if it already received a higher voting mass than
the calibrated label. The class λt is not automatically removed from the set of labels
as in QCMLPP1, since further evaluations for the computation of other classes can
occur, but it can not be selected as a new top rank candidate. The pseudocode of
QCMLPP2 is depicted in Algorithm 8 on the preceding page.
8.2.3 Discussion
Note that the effectiveness of both testing procedures is highly influenced by the
relation of average number of relevant labels to total number of labels. We can expect
a high reduction of pairwise comparisons if the above relation is relatively small,
which holds for the most real-world multilabel datasets.
Other variants of QCMLPP1/2 may possibly further improve the performance.
For example, different search heuristics based on other losses than the number of
“lost games“ are imaginable. Furthermore, the selection of the two next classes for
evaluation can also be varied, i.e. by pairing the “best“ and the “worst“ class in the
next iteration instead of the two currently best classes.
8.3 Computational Complexity
The notation used in this section is the following: k denotes the number of possible
classes, d the average number of relevant classes per instance in the training set, g
the number of attributes and g′ the average number of attributes not zero (size of the
sparse representation of an instance), and t denotes the size of the training set. For
each complexity we will give an upper bound O in Landau notation. We will indicate
the runtime complexity in terms of real value additions and multiplications ignoring
operations that have to be performed by all algorithms such as sorting or internal
real value operations. Additionally, we will present the complexities per instance
since all algorithms are incrementally trainable.
8.3.1 Memory Requirements
BR follows an one model per class approach, so it has to keep one perceptron for
each class in memory, leading to O(k · g) memory space. In contrast, the pairwise
approaches require one perceptron for each of the k(k−1)2 pairs of classes, hence we
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Table 8.1: Computational complexity given as upper bounds of number of addition and
multiplication operations, for each instance. k: #classes, d: avg. #labels per instance, g:
#attributes, g′: #attributes 6= 0.
training prediction memory
BR O(kg′) O(kg′) O(kg)
MLPP O(dkg′) O(k2g′) O(k2g)
QCMLPP O(dkg′) ∼ kg′ + dk log (k) g′ O(k2g)
need O(k2g) memory. In addition, the calibrated versions require an overhead of k
perceptrons for the comparisons with the artificial label.
8.3.2 Training
For processing one training example, k dot products have to be computed by BR,
plus at most the same amount if there was a prediction error. MLPP requires O(dk)
dot products, one for each associated perceptron. Assuming that a dot product
computation costs O(g′), we obtain a complexity of O(dkg′) per training example.
Thus, assuming similar loss rates, the pairwise training will be only on average d
resp. d+ 1 for the calibrated version slower than the BR algorithm despite training
a quadratic number of base classifier.
8.3.3 Prediction
During prediction the one-per-class approach achieves O(kg′) computations for
one instance. For the pairwise approach without the usage of QWeighted all
perceptrons have to be evaluated, leading to O(k2g′) computations. The same upper
bound holds analytically for QCMLPP, but as previous experiments have shown for
the multiclass case, QWeighted (QW) reduces the amount of required base classifier
evaluations from k(k−1)2 to k log (k) in practice (cf. Section 6.2.1 on page 63). Let
CQW be the runtime of one iteration of QWeighted. Then, it is easy to see that the
number of base classifier evaluations for the multilabel adaptations of QWeighted
is bounded from above by k + d · CQW, since we always evaluate the k classifiers
involving the calibrated class, and have to do one iteration of QWeighted for each
of the (on average) d relevant labels. Assuming that QWeighted on average needs
CQW = k log (k) base classifier evaluations we can expect an average number of
k + dk log k classifier evaluations for the QCMLPP variants, as compared to the
≈ k2 evaluations for the regular CMLPP. Thus, the effectiveness of the adaption
to the multilabel case crucially depends on the average number d of relevant labels.
We can expect a high reduction of pairwise comparisons if d is small compared to k,
which holds for most real-world multilabel datasets.
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Table 8.2: Dataset characteristics. The attribute number in parenthesis denotes the actual
used number of features, i.e. for scene and yeast the number of features after adding the
pairwise products and for the text collections the amount after feature selection. Labelset size
d denotes the average number of labels per instance, and label density indicates the average
number of labels per instance d relative to the total number of classes k.
dataset k #instances t #attributes g d density
scene 6 2407 294 (86732) 1.07 17.9 %
emotions 6 593 72 1.87 31.1 %
yeast 14 2417 103 (10712) 4.24 30.3 %
tmc2007 22 28596 49060 2.16 9.8 %
genbase 27 662 1186 1.25 4.6 %
medical 45 978 1449 1.25 2.8 %
enron 53 1702 1001 3.39 6.4 %
mediamill 101 43907 120 4.38 4.3 %
rcv1-v2 101 804414 231188 (25000) 3.24 3.1 %
r21578 120 11367 21474 (10000) 1.26 1.0 %
bibtex 159 7395 1836 2.4 1.5 %
eurlex sm 201 19348 166448 (5000) 2.21 1.1 %
eurlex dc 410 19348 166448 (5000) 1.29 0.3 %
delicious 983 16105 500 19.02 1.9 %
A compilation of the analysis can be found in Table 8.1 on the preceding page,
together with the complexities of BR. Note that the stated prediction time for
QCMLPP in the table is not an analytical complexity bound like the others, it is an
empirically estimated value.
At first view QCMLPP does not benefit analytically from the QWeighted voting,
but there is empirical evidence for a clear improvement compared to the full voting.
There is no disadvantage of using QCMLPP instead of CMLPP unless a more
fine-grained distinction between classes than relevant-irrelevant is required.
Note that we have assumed a linear dependence on the number of training instances
since we use the perceptron algorithm as our base classifier. For base classifiers with
a super-linear relationship the ratio to BR in terms of training complexity may be
further reduced due to the smaller subproblems (Fu¨rnkranz, 2002). For instance in the
multiclass setting, a perceptron needs the same time for a problem of t examples as
for k problems of tk examples. But this relation does not hold for learning algorithms
like SVMs or C4.5 since tx > k( tk )
x = ( t
x
kx−1 ) for x > 1.
8.4 Experimental Evaluation
8.4.1 Datasets
The datasets that were included in the experimental setup cover three application
areas in which multilabeled data are frequently observed: text categorization (among
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others, the Reuters-RCV11 and Reuters-215782 datasets and the EUR-Lex3 dataset),
multimedia classification (the scene, mediamill and emotions datasets) and bioinfor-
matics (yeast and genbase).4 Table 8.2 on the preceding page provides an overview
of the different characteristics of the used datasets.
The Reuters Corpus Volume I (Reuters-RCV1) is one of the most widely used test
collection for text categorization research, which was also used in Section 6.2.1 on
page 68. It contains 804,414 newswire documents, which we split here into 535,987
training documents (all documents before and including April 26th, 1999) and 268,427
test documents (all documents after April 26th, 1999). We used the token files of
Lewis et al. (2004), which are already word-stemmed and stop word reduced. However
we repeated the stop word reduction as we experienced that there were still a few
occurrences. The 25,000 most frequent features on the training set were selected and
weighted with TF-IDF weights (Salton and Buckley, 1988). We did not restrict the
set of 103 categories although one class does not contain any examples in the training
set.
We also experimented with the older Reuters-21578 corpus (Lewis, 1997), which
has 11,367 examples and 120 possible labels. Through similar pre-processing as in
the Reuters-RCV1 dataset, we obtained 10,000 features for this dataset.
The EUR-Lex is a recent dataset containing 19,348 legislative documents from
the European Union. The documents are classified according to three different
classification schemes: subject matter with 201 classes, directory code with 410
classes and EUROVOC with 3956 classes. However, we did not conduct experiments
on the latter dataset since with almost 4000 classes we would need to maintain nearly
8 mio. perceptrons in memory. A special variant of MLPP was developed in order to
be able to process datasets of this size (Loza Menc´ıa and Fu¨rnkranz, 2008b). After
a similar pre-processing as for RCV1 and Reuters-21578, we obtained 5,000 features.
Other text classification datasets include medical from a competition that aimed at
assigning codes from the International Classification of Diseases to clinical free texts,
the enron dataset of business-related emails from the Enron Corp. management,
bookmarks and bibtex, collections from the social bookmarking platform BibSonomy,
the tmc2007 dataset of aviation safety reports assigned to flight problem types, and
the large delicious dataset extracted from the del.icio.us social bookmarking platform.
We used the pre-determined training/test splits.
The learning task in the yeast gene functional multiclass classification problem
is to associate genes with a subset of 14 functional classes from the Comprehen-
sive Yeast Genome Database of the Munich Information Center for Protein Se-
quences5. Each of 2417 genes is represented with 103 features. Previous experiments
of Loza Menc´ıa and Fu¨rnkranz (2008c) indicate, that even the pairwise problems of
this dataset are hard to separate with a linear classifier (much more so in the binary
1 http://www.jmlr.org/papers/volume5/lewis04a/lyrl2004_rcv1v2_README.htm
2 http://www.daviddlewis.com/resources/testcollections/reuters21578/
3 http://www.ke.tu-darmstadt.de/resources/eurlex/
4 http://mlkd.csd.auth.gr/multilabel.html.
5 http://mips.gsf.de/genre/proj/yeast/
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relevance setting). Thus, in this set of experiments, we added all pairwise feature
products to the original feature representation, in order to simulate a quadratic kernel
function.
The task in the scene dataset (Boutell et al., 2004) is to recognize which of six
possible scenes (beach, sunset, field, fall foliage, mountain, urban) can be found in a
2407 pictures. Many pictures contain more than one scene. For each image, spatial
color moments are used as features. Each picture is divided into 49 blocks using a
7× 7 grid. A picture is then represented using the mean and the variance of each
color band of each block, i.e., using a total of 2× 3× 7× 7 = 294 features. Like in
the yeast dataset, we enriched the feature set with all pairwise feature products.
Furthermore, the genbase dataset contains a protein classification task. The dataset
from the mediamill Challenge is dedicated to news video classification, and in emotions
the task is assign emotions to music.
8.4.2 Experimental Setup
All algorithms are trained incrementally. For the RCV1 dataset, a single, chronological
pass through the data was used (one epoch) because previous results have shown
that multiple iterations are not necessary (Loza Menc´ıa and Fu¨rnkranz, 2008c). For
the remaining text classification we report the results for ten epochs. The classifiers
for the supposedly more difficult non-textual datasets were trained using 100 epochs.
However, in terms of the relative order of the tested methods, we found that the
results are quite insensitive to the exact numbers of epochs.
For yeast, scene, Reuters-21578 and EUR-Lex the reported results are estimated
from 10-fold cross-validation. In order to ensure that no information from the test
set enters the training phase for the text datasets, the TF-IDF transformation and
the feature selection were conducted only on the training sets of the cross-validation
splits. For datasets for which it was not indicated we used the first two thirds of
examples for training and the remaining for testing. Specifically, we used 391 training
examples for emotions, 21519 for tmc2007, 463 for genbase, 465 for medical, 1123 for
enron, 30993 for mediamill, the aforementioned 535,987 for rcv1-v2, 4930 documents
for bibtex and 12,920 for delicious.
All the perceptrons of the different algorithms were initialized with random values.
8.4.3 Computational Efficiency
Our analysis of computational efficiency concentrates on the savings in base classifier
evaluations using the QWeighted method on the different multilabel datasets.
Table 8.3 on the following page depicts the gained reduction of prediction com-
plexity of the QWeighted approach with respect to the classifier evaluations for
CMLPP. For each of the four listed methods (BR, CMLPP, QCMLPP1 and
QCMLPP2) the average number of base classifier evaluations is stated. In addition,
for QCMLPP1 and 2 the ratio of classifier evaluations to the complete set of pairwise
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classifiers, which are typically evaluated in the CMLPP approach, are denoted within
brackets, to emphasize the achieved reduction.
The first remarkable observation is the clear improvement using the QWeighted
approach. Except for the four smallest datasets regarding the labelsize, both variants
of the QCMLPP use less than 20 percent of the classifier evaluations for CMLPP.
Another appreciable point, especially regarding the mentioned deviation, is the
clearly visible correlation between the gained reduction and the label density of
the problem, i.e. the ratio of the average number of labels per instance to the total
number of labels. The dataset with the highest density, emotions, achieved the lowest
reduction, followed by yeast with a similar density and reduction ratio. Similarly
both QCMLPP variants evaluated the lowest ratio of classifiers for the dataset with
the lowest density, the eurlex dc dataset. This observation confirms the previously
stated expectation that the reduction is highly influenced by the density. This effect
is not surprising, since roughly speaking QCMLPP employs iteratively QWeighted
until the calibrated label is found, and the number of iterations is obviously related
to the density. Furthermore the results show that QCMLPP2 slightly but constantly
outperforms QCMLPP1.
For estimating the average runtime in practice, two columns were included, which
state the k log (k) and k + dk log (k) values for the corresponding datasets. We can
clearly confirm that the number of classifier evaluations is for all considered datasets
smaller than the previously estimated upper bound of k + dk log (k). Note that the
value for yeast 170.65 is actually greater than the number of existing classifiers (105).
This is due to the fact that the values lie yet in a range where lower order terms have
still an impact in the equation.
Figure 8.1 on the next page visualizes the above results and allows again a compar-
ison to different complexity values such as k, k log(k) and k2. The upper figure is a
recapitulation of the results from Section 6.2.1 on page 63 extended with multiclass
classification performance results of the multilabel datasets considered in this chapter:
instead of evaluating until finding the calibrating label, QWeighted was only applied
once such as if it was a multiclass problem. These results for the simulated multiclass
classification performance support additionally the statement that QWeighted
achieves an k log(k) runtime in practice. For better readability, a logarithmic scale
for both axis is used. The lower figure is more interesting in this context, where
multilabel classification prediction complexity of QCMLPP is presented. Note that
the y-axis now describes the number of comparisons respectively classifier evaluations
divided by the number of labels, which is graphically motivated and allows a finer
distinction of the different curves. Note also that for the black curve (k + dk log (k)),
the actual average number of labels from data was used for computing the values
and are identical to the ones from Table 8.3 on the preceding page. These values
are also depicted in the additional Figure 8.2 on page 110, which shows again the
comparison of computational costs split into two figures, the first for smaller datasets
with k < 103 and the second for larger datasets. In comparison to Figure 8.1 on the
next page, the x-axis is now linear and we have added the dataset names to the data
points.
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Figure 8.1: Prediction complexity of QWeighted and QCMLPP: number of comparisons
needed in dependency of the number of classes k for different multiclass and multilabel
problems.
Upper figure (multiclass): Problems vehicle to letter are multiclass problems already
analyzed by Park and Fu¨rnkranz (2007), while multiclass versions of the multilabel datasets
described in Table 8.2 on page 103 were evaluated within this study.
Lower figure (multilabel): QCMLPP1/2 is compared to k(k + 1)/2 as in CMLPP, k as
in BR and k log (k) on 14 multilabel datasets.
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Table 8.4: Multilabel performance of the different algorithms (in %, micro-averaged). For
HammLoss low values are good, for the other three measures the higher the better. Bold
values represent the best value for each dataset and measure combination. Note that the
multilabel losses of QCMLPP are exactly equal to those of CMLPP.
HammLoss Precision Recall F1
dataset k BR CMLPP BR CMLPP BR CMLPP BR CMLPP
scene 6 10.42 10.00 71.80 71.83 71.21 74.20 71.19 72.76
emotions 6 35.64 34.08 46.78 48.62 60.15 61.90 52.63 54.47
yeast 14 24.09 22.67 60.47 62.37 59.07 63.31 59.76 62.83
tmc2007 22 7.37 6.78 62.57 64.16 66.47 73.61 64.46 68.56
genbase 27 0.26 0.48 99.22 99.59 95.49 90.60 97.32 94.88
medical 45 1.51 1.51 71.72 76.02 75.84 66.75 73.72 71.08
enron 53 7.56 6.01 41.56 52.82 47.05 49.51 44.13 51.11
mediamill 101 4.52 4.16 42.28 56.66 10.05 19.70 16.24 29.23
rcv1-v2 103 1.26 1.03 80.15 84.89 79.70 81.61 79.93 83.22
r21578 120 0.78 0.55 59.98 72.89 78.36 76.68 67.92 74.63
bibtex 159 1.57 1.35 46.53 57.97 36.30 34.84 40.78 43.53
eurlex sm 201 0.76 0.54 63.39 77.88 74.11 71.57 68.32 74.59
eurlex dc 410 0.26 0.17 56.26 79.21 70.54 61.98 62.58 69.54
delicious 983 5.58 3.48 11.88 19.77 29.59 26.51 16.95 22.65
As we can see from these figures, the empirical runtime bound k + dk log (k) is
never exceeded. We conclude that this estimate is a reasonable indicator for the
runtime complexity of QCMLPP.
8.4.4 Predictive Quality
Although it is not the focus of this study, we will compare in this section the prediction
quality of BR and CMLPP in order to demonstrate the expected advantage of the
pairwise approach. Note that the multilabel losses of the QCMLPP are exactly equal
to those of CMLPP since both compute for every instance the same partitioning into
relevant and irrelevant labels. Table 8.4 shows the labelset predictions performance
according to Section 7.2 on page 86.
The first remarkable observation is that for the overall evaluation measures
HammLoss and F1 the pairwise approach dominates the one-per-class approach
for every dataset except genbase and medical. BR’s Prec is even outperformed for
these datasets. On the other hand, QCMLPP achieves a lower Rec for the datasets
with slightly more than 100 classes, beginning at reuters-21578 with 120 classes. This
is due to the fact that the calibration tends to underestimate the number of returned
labels for each instance, especially for a high number of total classes. A possible
explanation for this behavior is the following: when the binary relevance classifiers,
that are also included in CMLPP, predict that v classes are positive, then this
means for the remaining classes that they have to obtain at least k − v votes of their
maximum of k votes in order to be predicted as positive. The probability that this
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Figure 8.2: Prediction complexity of QCMLPP: the upper figure contains the small datasets
(datasets with k < 103), the bottom figure the large datasets
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Table 8.5: SVM as base learner - Computational costs at prediction in average number
of classifier evaluations per instance. The italic values next to the multilabel adaptation of
QWeighted (QCMLPP2) shows the ratio of classifier evaluations to CMLPP and the
rightmost column describes the average number of relevant labels.
dataset k BR CMLPP QCMLPP2 k log (k) k + dk log (k) d
scene 6 6 21 7.88 (37.5%) 10.75 17.50 1.07
emotions 6 6 21 11.87 (56.5%) 10.75 26.10 1.87
yeast 14 14 105 40.31 (38.4%) 36.94 170.65 4.24
tmc2007 22 22 253 68.92 (27.2%) 68.00 168.89 2.16
medical 45 45 1035 97.40 (9.41%) 171.30 259.12 1.25
enron 53 53 1431 223.42 (15.6%) 210.43 764.24 3.38
r21578 120 120 7260 303.90 (4.19%) 574.50 843.87 1.26
bibtex 159 159 12720 485.97 (3.82%) 805.96 2093.29 2.40
happens for a real positive class decreases with increasing k, since it becomes more
probable that at least v base classifiers mistakenly take a wrong decision. However,
a look at the avg. predicted labelset size shows that this is only the case for the
EUR-Lex datasets and not for Reuters-21578 or delicious. For delicious QCMLPP
even predicts more than 25 instead of 19 labels. On the other hand we can observe
that BR always predicted a higher label number than QCMLPP on the dataset
where it achieved a higher Rec. One extreme are the 47 predicted labels for delicious,
but note that in general it cannot be stated that BR overestimates the number of
labels.
Note that it is easily possible to bias the recall/precision trade-off of the calibration
by simply subtracting or adding a fixed number of votes to the artificial class count.
8.4.5 Support Vector Machines
Such as BR, MLP is potentially able to use any binary classifier as base classifier.
Therefore, we conducted experiments with Support Vector Machines as base learners
in order to demonstrate that the same positive effects can also be expected from the
pairwise approach and the QWeighted optimization when using a different base
learner. We used the LIBSVM implementation (Chang and Lin, 2011) with standard
settings for the non-textual datasets and the efficient LIBLINEAR implementation
(Fan et al., 2008) for textual datasets with the primal L2-loss SVM option, which is
supposed to enhance speed (Hsu et al., 2009a). We ignored the results on genbase
since LIBSVM predicted the empty labelset on all test examples. For the remaining
missing datasets no results could be retrieved due to the higher memory requirements
of the SVMs compared to the simple perceptrons. For yeast and scene we did not
use the quadratic kernel simulation.
Table 8.5 shows the computational costs of QCMLPP2 with SVM as base classifier.
We can observe an overall similar picture compared to the results of Table 8.3 on
page 106, the pairwise approach clearly benefits from the QWeighted optimization.
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However, while the reduction in number of required comparisons for the textual
datasets is very similar, using LIBSVM seems to allow to further improve the ratio on
the non-textual scene, emotions and yeast. The explanation can be seen in Table 8.6
on the facing page, which lists the prediction quality for BR and QCMLPP2: A very
high precision is achieved by LIBSVM for these datasets due to predicting only a
small number of labels. This cautious behavior of LIBSVM could already be observed
for the genbase dataset. QCMLPP2 with perceptrons as base classifier for instance
predicts 2.51 labels in average on the emotions test set, while with SVM as base
classifier only 1.27 are predicted. This means for QCMLPP2 in average more than
one additional QWeighted iteration for each example during classification, which
is the reason for the further reduction of the computational costs.
Note that although the obtained reductions in number of base classifier evaluations
is similar for both perceptrons and SVM, training the SVMs does usually require a
higher amount of CPU-time. Except for emotions, for which the time is almost equal,
and yeast and scene, which are not directly comparable due to the different feature
representations used, the perceptrons are always faster, namely 2.3 times faster for
tmc2007 to even 29 times faster for enron.
Especially if we consider that the prediction quality of perceptrons and SVMs are
very similar (at least for the text classification tasks), this constitutes an important
point in defense of the perceptron algorithm. However, it is also interesting to observe
that the distance between BR and QCMLPP is considerably reduced when using
SVMs, which might be an indication for a higher robustness against weak base
classifier for the pairwise approach.
8.5 Conclusions
Multilabel classification is becoming a more and more important task in machine
learning due to the increasing amount of application scenarios where it is necessary
to not only predict one top class as in multiclass classification, but a set of relevant
classes. The common approach of training one classifier for each class that determines
a binary relevance is clearly outperformed by the approach of learning pairwise
preferences between pairs of classes. The main disadvantage of this approach was,
until now, the quadratic number of base classifiers needed and hence the increased
computational costs for prediction and the increased memory requirements. We have
presented in this chapter a time efficient algorithm based on the pairwise approach.
The proposed approach combines a technique that transforms a class ranking
into a bipartite prediction by introducing an artificial thresholding class, called
calibration (cf. Section 7.3.3 on page 93), with the QWeighted voting that stops
the computation of the ranking when the bipartite separation is already determined.
For the combined QWeighted multilabel method the computational costs savings
compared to the normal voting are especially important with increasing number of
classes. Though not analytically proven, our empirical results show that the complexity
is upper bounded by k + dk log (k), in comparison to the evaluation of k in the case
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Table 8.6: Multilabel performance of the different algorithms with SVM as base learner
(in %, micro-averaged). For HammLoss low values are good, for the other three measures
the higher the better. Bold values represent the best value for each dataset and measure
combination. Note that the multilabel losses of QCMLPP are exactly equal to those of
CMLPP.
HammLoss Precision Recall F1
dataset k BR CMLPP BR CMLPP BR CMLPP BR CMLPP
scene 6 12.57 12.51 93.25 93.04 32.16 32.58 47.77 48.21
emotions 6 27.56 26.57 65.55 64.98 34.34 41.85 45.07 50.91
yeast 14 22.51 22.51 75.61 75.60 37.81 37.82 50.41 50.41
tmc2007 22 6.99 6.63 66.16 67.31 62.33 66.16 64.19 66.73
medical 45 1.09 1.11 83.12 82.10 76.56 76.79 79.70 79.36
enron 53 5.70 5.22 55.87 59.95 48.64 53.36 52.00 56.47
r21578 120 0.56 0.55 71.23 71.76 78.49 78.34 74.68 74.90
bibtex 159 1.48 1.39 50.45 54.65 37.60 39.32 43.09 45.73
of the one-per-class approach and O(k2) for the unmodified pairwise approach. For
the QWeighted multilabel approach, we see improvements in a more appropriate
integration of the QWeighted concept, namely to identify and exploit unnecessary
classifier evaluations to the multilabel setting. In this context, QCMLPP2 was
already a step forward.
The benefit in predictive quality of using CMLPP against using BR was shown
by an extensive experimental evaluation on 14 datasets. Together with QWeighted
CMLPP is able to achieve a good trade-off between predictive quality and speed
in the multilabel setting. Additional experiments using state-of-the-art support
vector machines as base learner instead of the perceptron algorithm initially used in
MLPP confirmed that the binary relevance approach is outperformed by the pairwise
approach. These experiments also show that the advantage of using the pairwise
approach and QWeighted is independent of the base learner employed.
However, this novel algorithm still uses a quadratic number of base classifiers, i.e.
the memory requirements grow quadratically to the number of classes. This problem
will be addressed in the next chapter.
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Recently, a special group of transformation methods that decompose the original
multilabel classification problem into a series of simpler problems has been pro-
posed (Tsoumakas et al., 2008; Fu¨rnkranz et al., 2008). These decomposition-based
methods focus on dealing with problems with a large number of labels. In this
chapter, we compare and combine these two recently proposed decomposition-based
methods. The HOMER approach (cf. Section 7.3.4 on page 94) decomposes the
problem into a hierarchy of simpler problems, where each problem uses a reduced
number of possible labels. The hierarchical structure of the labels is obtained by
applying recursive clustering to the initial set of labels. The calibrated label ranking
approach (cf. Section 7.3.3 on page 93) interprets a multilabel problem as a special
case of a preference learning problem (Hu¨llermeier et al., 2008). The sets of relevant
labels that are associated with the training examples are interpreted as a bipartite
preference relation between relevant and irrelevant labels. Each possible pairwise
preference is independently modeled with a binary classifier. The predictions of these
classifiers are then combined into an overall ranking of all labels, and an artificial
calibration label indicates the position where the ranking should be split into relevant
and irrelevant classes.
As was already elaborated in the previous chapter, although we can in prac-
tice reduce the number of classifier evaluations of CLR in the prediction phase,
the problem of having to store a quadratic number of classifiers still remains to
be solved, despite some recent progress for particular families of base classifiers
(Loza Menc´ıa and Fu¨rnkranz, 2008b). This quadratic memory complexity of CLR
may still pose a bottleneck for large scale problems.
For this reason, we investigate the combination between HOMER and Calibrated
Ranking, because the latter is expected to greatly benefit from the reduction in the
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number of labels that is provided by the former. In fact, our experimental results
indicate that HOMER not only significantly reduces the memory complexity, it is
also able to improve the classification performance, training time, and classification
time for the calibrated ranking approach as well as for the binary relevance approach.
In the following sections, we will mainly focus on an extensive empirical evaluation
of this combination. The combination itself is straight-forward and will be briefly
described in Section 9.1. The extensive experimental study is presented in Section 9.2
while our conclusions are included in the last section of this chapter.
9.1 Combination of HOMER and QCLR
As described in Chapter 8 on page 97, QCLR1 is a recently proposed efficient
approach for multilabel classification. This algorithm combines three components:
a) the pairwise decomposition of multilabel problems (Loza Menc´ıa and Fu¨rnkranz,
2008c), b) the calibrated label ranking (Fu¨rnkranz et al., 2008) for determining a
bipartition (multilabel result) and c) an adaption of the QWeighted algorithm
(Park and Fu¨rnkranz, 2007) for efficient voting aggregation that is used for prediction.
But the most important and single necessary property in this context is, that it is
a learning algorithm for multilabel classification problems. So, it can be naturally
integrated into HOMER as the base multilabel learner. Recall that HOMER (cf.
Section 7.3.4 on page 94) is a meta-learner which employs internally an ensemble of
(base) multilabel learners.
9.1.1 Memory-Complexity
Regarding our objective to reduce the memory complexity of CLR, it may be apparent
that we can expect a significant reduction for the combination with HOMER. However,
we provide a brief analysis here.
The used partitioning method is important for a further analysis and we will for
now assume an equal-size partitioning, i.e. for a given partitioning number β, the
set of labels are equally divided into the β partitions. This holds for two considered
partitioning schemes in this work, which will be later further described and evaluated
in Section 9.2.2.
The partitioning parameter restricts the number of (meta) labels for each of the
resulting decomposed multilabel problems to at most β. So, the number of classifiers
in each internal multilabel problem in HOMER+CLR is now independent of the
number of classes k of the original multilabel problem, and may be picked such that
β  k. The number of pairwise classifiers and classifiers involving the calibrated
label for each inner node are thus (at most):
nC ≤ β(β − 1)
2
+ β
1 We will refer to the base-classifier independent decomposition-scheme of QCMLPP as QCLR
(Quick calibrated label ranking).
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For given k and β the resulting tree has at most a depth2 of dlogβ ke− 1, excluding
the leaf level3. Furthermore, each level l of the tree has at most βl nodes. So, an
upper bound for the number of resulting multilabel problems is:
nML = 1 + β + β
2 + · · ·+ βdlogβ ke−1 =
dlogβ ke−1∑
i=0
βi
and thus by geometric series:
nML =
1− βy
1− β with y := dlogβ ke
Now, in total, an upper bound for the total number of classifiers generated by HOMER
is:
nML · nC = 1− β
y
1− β ·
(
β(β − 1)
2
+ β
)
=
βy − 1
β − 1 ·
(
β(β − 1)
2
+ β
)
=
β(βy − 1)
2
+
β(βy − 1)
β − 1
=
β(β + 1)(βy − 1)
2(β − 1)
This number of classifiers is significantly smaller for increasing k and fixed β
with β  k compared to the usual complexity of k(k + 1)/2 for CLR. For instance,
for a dataset with k = 150, 300, 900 and fixed number of partitions β = 10 the
corresponding number of classifiers for CLR are: 11325, 45150 and 405450 compared
to 6105 for HOMER+CLR in all three cases (note that the above formula gives an
upper bound, which is not necessarily tight).
Moreover, if we deviate from the worst-case scenario and take the liberty to relax
the expected depth of the tree to y := logβ k, the estimate regarding the number of
classifiers turns to:
nML · nC = β(β + 1)(k − 1)
2(β − 1)
which roughly shows that for fixed β, the number of classifiers grows linearly in
the number of classes k by a factor of β.
9.2 Experimental Evaluation
In this section, after the presentation of the experimental setup, we will discuss
the effect of the several parameters of HOMER and then compare it in terms
of training time, classification time and predictive performance against its base
multilabel classifiers.
2 Here, the root level has a depth of 0.
3 In this analysis, we are only interested in nodes, which represent classifiers. Therefore, only non-leaf
nodes are considered.
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Table 9.1: Name, number of examples used for training and testing, number of features and
labels, label cardinality and density, and number of distinct labelsets for each dataset used in
the experiments
examples
name train test features labels cardinality density distinct labelsets
hifind 16452 16519 98 632 37.304 0.059 32734
eccv2002 42379 4686 36 374 3.525 0.009 3175
jmlr2003 48859 16503 46 153 3.071 0.020 3115
mediamill 30993 12914 120 101 4.376 0.043 6555
9.2.1 Experimental Setup
We conducted experiments on four large multilabel datasets with at least 100 labels
and 10000 training examples. The first one, hifind, contains 32769 music titles
annotated on average with 37 from 632 different labels (Pachet and Roy, 2009). The
second dataset, eccv2002 (Duygulu et al., 2002), is a popular benchmark for image
classification and annotation methods. It is based on 5000 Corel images, 4500 of
which are used for training and the rest 500 for testing. The third one, jmlr2003, is
produced from the first (001) subset of the data accompanying (Barnard et al., 2003).
It is based on 6932 images, 5188 of which are used to create the training set and the
rest 1744 to create the test set. The last one is based on the Mediamill Challenge
dataset (Snoek et al., 2006). It contains pre-computed low-level multimedia features
from the 85 hours of international broadcast news video of the TRECVID 2005/2006
benchmark. Table 9.1 shows the number of examples used for training and testing,
the number of features, the number of labels, the label cardinality and density, and
the number of distinct labelsets for each dataset.
The experiments were conducted using the Mulan library of algorithms for mul-
tilabel learning (Tsoumakas and Vlahavas, 2007) and the decision tree learner J48
was used as base classifier.
Here, the effectiveness of all algorithms is evaluated with label-based micro-averaged
recall, precision and F1 (cf. Section 7.2.1 on page 86). We also evaluate the efficiency
of all algorithms based on their run time (for training and classification).
9.2.2 Results of HOMER with QCLR
This section presents and discusses the results of using HOMER together with
QCLR as the multilabel algorithm for building models at each internal node of the
hierarchy. We experimented with 8 different numbers of partitions (i.e., β ranges from
3 to 10) and 3 different methods for partitioning the set of labels at each internal
node:
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Figure 9.1: Micro recall over number of partitions for the six HOMER variants
• random and even distribution (R) of the labels to the children nodes,
• clustering (C) using the expectation minimization (EM) algorithm (as imple-
mented in Weka (Hall et al., 2009)), and
• balanced clustering (B) using the algorithm introduced in (Tsoumakas et al.,
2008), which is based on k-means clustering and imposes a constraint on the
clusters such that their size is close to equal.
In addition to HOMER withQCLR4 as multilabel classifier we ran the experiments
using HOMER with BR5 and also using the plain algorithms BR and QCLR without
HOMER.
4 In the following graphs this combination is denoted as CLR-R, CLR-B, CLR-C respectively for
all three different partitioning approaches.
5 In the following graphs this combination is denoted as BR-R, BR-B, BR-C respectively for all
three different partitioning approaches.
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Figure 9.2: Micro precision over number of partitions for the six HOMER variants
Prediction Quality
Figures 9.1 and 9.2 show the recall and precision results for the HOMER variants
on all four datasets. We can see that recall decreases, while precision increases with
the number of partitions, independently of the multilabel learner and partitioning
method used. One potential reason for this behavior could be that smaller number
of partitions lead to more general meta-labels that are more difficult to distinguish.
Apparently this leads to a more relaxed prediction, so that at each inner node the
multilabel classifier does predict more meta-labels and as a consequence more of the
original labels, but with lower precision.
The recall of the CLR based HOMER variants seems to be larger than that of
the BR based HOMER variants, irrespectively of the number of partitions. This is
totally clear in mediamill and hifind, but less clear in jmlr2003 and eccv2002, though
it stills holds if we compare the two learners under the same partitioning method. As
far as the partitioning method is concerned, there is no clear trend with respect to
recall, while the plain clustering method seems to have the worst precision for both
BR and CLR based HOMER.
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Figure 9.3: Micro F1 over number of partitions for the six HOMER variants
The decrease in recall is stronger for CLR than for BR in the low density datasets
eccv2002 and jmlr2003. This means that in low density datasets, a small number of
partitions favors the recall of HOMER with CLR. On the other hand the increase in
precision is stronger for CLR than for BR in the high density datasets mediamill and
hifind. This means that in high density datasets a large number of partitions favors the
precision of HOMER. A potential reason is the fact that CLR underestimates the size
of the predicted labelsets (Fu¨rnkranz et al., 2008). It seems that this underestimation
increases with the number of labels, as seen in the results of CLR that are discussed
later on in this chapter.
Figure 9.3 shows the micro-averaged F1 measure of HOMER for the datasets.
As far as BR based HOMER is concerned no clear trend can be detected with
respect to the number of partitions. With respect to the partitioning method, the
plain clustering approach seems inferior to the rest, while no clear winner between
balanced clustering and random partitioning can be announced. As far as CLR is
concerned, as already outlined in the previous paragraphs, in low density datasets
we notice a decrease of F1 with respect to the number of partitions, while in high
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Figure 9.4: Training time (in seconds) over number of partitions for the six HOMER
variants
density datasets we notice an increase of F1. We could therefore consider this as a
guideline for selecting the number of partitions for HOMER with CLR based on
the density of the dataset. Overall, the CLR based HOMER seems to be achieving
better results for a larger percentage of different partition numbers, compared to
the BR based HOMER. In terms of the partitioning method, the plain clustering
approach seems inferior to the rest for both CLR and BR.
Training Time
Figure 9.4 shows the training time of the HOMER variants in seconds. We would
expect that the training time of the random partitioning variant should be less than
that of the balanced clustering variant, since they both deal with the same number
of labels and create and train the same number of multilabel classifiers, but balanced
clustering needs some additional time to distribute the labels according to similarity
as well. However, this is clearly noticed only in eccv2002. In jmlr2003 there is no clear
winner for all numbers of partitions, while in mediamill and hifind we notice that
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Figure 9.5: Testing time (in seconds) over number of partitions for the six HOMER variants
the balanced clustering approach requires less time, independently of the multilabel
learning algorithm that is used (BR or CLR) and the number of partitions.
These results can be explained by the following observation. As clustering is based
on the values of the labels, the children produced with balanced clustering, will
contain labels that typically appear or do not appear together. This in turn means
that more examples of the parent node will be filtered, leading to a reduced number
of training examples. This was also observed in (Tsoumakas et al., 2008). Here, we
notice that the gains in training time are higher for CLR compared to BR. This is
an expected result based on the previous observation, because CLR trains its binary
classifiers only on those examples where the values of the corresponding labels differ.
One issue that still needs to be explained is how this behavior is affected by the
different datasets. In this direction, we notice that the gains in training time seem to
be correlated with the density of the dataset. The reason, again based on the previous
observation, is that the lower the number of label appearances with respect to the
number of labels (density), the lower the gains that can be achieved by clustering
co-occurring labels together.
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Concerning the plain clustering partitioning method, we notice that it is clearly
the worst one in terms of training apart from the mediamill dataset. The plain
clustering method requires more time to perform the clustering as it is based on
the expectation maximization algorithm. Dataset mediamill is also the smallest one,
where it seems that the time required for clustering does not surpass the gains from
the clustering process. This is why plain clustering appears to be better than random
partitioning, especially for CLR. The loss in performance is more evident in eccv2002
and jmlr2003 due to the lower density.
Testing Time
Figure 9.5 on the previous page shows the testing times of the HOMER variants in
seconds. Here the results are not as clear as in the case of the training time. Apart
from the jmlr2003 dataset, it seems that balanced clustering leads to less testing time
compared to random partitioning irrespectively of the multilabel learning algorithm.
Also plain clustering seems to be worse than the rest of the partitioning methods in
eccv2002 and jmlr2003 for most of the partition numbers. Finally, we could comment
that the classification time seems to decrease with respect to the number of partitions
probably due the smaller height of the tree (logβ k).
9.2.3 Comparison of HOMER against its base classifiers
For the direct comparison of HOMER against the flat approaches in Table 9.2 on
the facing page and Table 9.3 on page 126 we chose the configuration with balanced
clustering and 10 partitions. Note that no results could be retrieved for CLR on the
hifind dataset due to the high memory requirements. To circumvent this problem for
problems with a large number of classes was a main objective of combining HOMER
with CLR as base classifier.
Prediction Quality
It is especially interesting to observe the opposite behavior in terms of recall and pre-
cision of the different approaches. CLR shows the best precision performance with a
large margin over the other algorithms on all datasets. On the other hand, its recall val-
ues are particularly low. This confirms previous results that CLR does underestimate
the size of the predicted labelsets (Fu¨rnkranz et al., 2008). Our results indicate that
this is particularly true for datasets with a high number of classes such as eccv2002,
where CLR returns only 3.84 % of the correct labels, while 58.11 % of the returned
labels are actually correct, compared to the 36.58 % by BR and around 28 % by both
HOMERs. On the other hand, on the mediamill dataset, CLR’s gain in precision
seems to make up its low recall, thereby producing the highest average F1 value.
BR has a similar behavior of predicting relatively few labels with increasing number
of labels. This is probably due to the greater imbalance of positive to negative examples
for large problems, which leads to less frequent predictions of positive examples than
the class distribution would suggest. HOMER shifts the trade-off between recall
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Table 9.2: Performance measures on the different datasets. Results for Binary Relevance
(BR), QWeighted calibrated label ranking (QCLR), HOMER with balanced clustering
and 10 partitions and BR (H+BR), HOMER with balanced clustering and 10 partitions
and QCLR (H+QCLR) are shown.
method mediamill jmlr2003 eccv2002 hifind
micro Precision
BR 58.00 % 32.27 % 36.58 % 59.43 %
QCLR 73.89 % 56.18 % 58.11 % –
H+BR 56.98 % 26.48 % 28.91 % 55.31 %
H+QCLR 58.35 % 31.93 % 28.43 % 55.26 %
micro Recall
BR 44.79 % 9.85 % 7.42 % 45.73 %
QCLR 43.86 % 4.57 % 3.84 % –
H+BR 44.91 % 10.81 % 13.21 % 48.64 %
H+QCLR 48.77 % 10.28 % 15.07 % 54.06 %
micro F1
BR 50.55 % 15.09 % 12.34 % 51.65 %
QCLR 55.04 % 8.45 % 7.21 % –
H+BR 50.23 % 15.36 % 18.14 % 51.76 %
H+QCLR 53.13 % 15.55 % 19.70 % 54.65 %
and precision to a more balanced level, increasing recall but losing precision. The
reason is probably the smaller problems in terms of number of classes that CLR has
to solve in the HOMER setting. This was already shown in the correlative behavior
between number of partitions and precision. The effect can also be seen when using
BR as multilabel base classifier technique for HOMER, but it is less pronounced
since the plain BR itself produces more balanced results.
Due to the great differences in recall and precision between the algorithms, we
decided to omit the Hamming losses in Table 9.2 though this measure is usually used
for evaluating multilabel algorithms, since Hamming loss generally favors algorithms
with high precision and low recall,6 which in this case means to favor CLR. The F1
measure, which returns the harmonic mean between recall and precision, allows a more
commensurate analysis in this particular case since it penalizes greater differences
to a higher degree. Except on the mediamill dataset, for which the approx. 100
classes do not show a great impact on CLR’s recall, HOMER achieves the highest
micro-averaged F1 value. In particular it outperforms BR on every dataset, which
is especially interesting since HOMER is the direct competitor of BR in terms
of computational costs. Similarly, HOMER+BR beats the plain BR except for
mediamill, for which both algorithm are almost equal. HOMER+BR in general
achieves less accurate predictions than using the pairwise approach as base classifier:
6 Returning zero labels to returning 50 of which 25 are correct would result in the same loss.
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Table 9.3: Computational costs on the different datasets. Results for Binary Relevance
(BR), QWeighted calibrated label ranking (QCLR), HOMER with balanced clustering
and 10 partitions and BR (H+BR), HOMER with balanced clustering and 10 partitions
and QCLR (H+QCLR) are shown.
method mediamill jmlr2003 eccv2002 hifind
Training Time (in seconds)
BR 2413.40 2801.17 2701.32 4179.66
QCLR 7423.19 6542.51 7460.14 –
H+BR 1065.21 1101.61 1144.47 2345.39
H+QCLR 1667.29 1871.00 1836.34 3801.53
Testing Time (in seconds)
BR 3.84 6.67 5.47 50.47
QCLR 103.59 119.28 154.65 –
H+BR 4.35 7.70 4.48 48.77
H+QCLR 4.90 9.26 5.62 60.02
in terms of F1 HOMER+BR is beaten on all datasets, in terms of recall and
precision both algorithm are either almost equal (HOMER+BR slightly ahead) or
HOMER+QCLR is clearly on top.
Computational Time
As shown in Table 9.3, HOMER is able to reduce the training time in comparison
to plain BR approx. between 60 % and 44 % for using BR as base and between
33 % and 10 % for using QCLR. The first comparison is especially interesting since
HOMER+BR has to train more base classifiers than BR: one classifier for each class
at the leafs such as BR in addition to the classifiers in the inner nodes. However, this
is done obviously with less training examples due to the filtering of examples at the
inner nodes. Comparing the two HOMER variants, we can observe that the overhead
of training the pairwise classifiers is always less than training the one-against-all
classifiers. Note that QCLR has to train the same classifiers as BR for the comparison
to the calibrating artificial class plus the pairwise classifiers between real classes. This
may seem very surprising since training the pairwise classifiers requires |P |/|D| times
more training examples than training the BR classifiers7, i.e. the amount is multiplied
by the cardinality of the multilabel problem (cf. Fu¨rnkranz et al., 2008). But when
the base classifier has a super-linear complexity in terms of training examples, the
reduced size of the binary subproblems by the pairwise approach may lead to a
reduced complexity (Fu¨rnkranz, 2002), which is the case for J48. In addition, another
factor could be that by clustering the cardinality of the reduced multilabel problems
7 This estimation of training examples is too rough for the special case |P |/|D| = 1, which refers
to a reduction to a multiclass problem. In this regard, the pairwise classifiers use in total fewer
examples than the One-Against-All classifiers (Fu¨rnkranz, 2002).
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is often strongly reduced to the extreme case 1, where pairwise classifiers utilize in
total fewer trainings examples than BR. However, we defer the investigation of this
previously unseen observation for future work.
For testing, HOMER+BR is slightly slower than BR for the smaller mediamill
and jmlr2003, but for the greater datasets eccv2002 and hifind it requires less time.
AlthoughHOMER+BR has trained more base classifiers than the plain BR approach,
it may invoke less base classifiers since great part of the classifier tree is pruned
each time a meta-label is predicted as negative. This effect was already observed
in previous work on a dataset with almost 1000 classes (Tsoumakas et al., 2008).
HOMER+QCLR spends between 3 % and 40 % more time than BR, however,
testing costs are so small for J48 compared to training time that this increase is
almost not noticeable. Again, the overhead for evaluating the additional pairwise
classifiers in HOMER+QCLR only require a small fraction of the time needed for
the BR classifiers. Nevertheless it is not possible to simply compute the overhead as
difference between the time forHOMER+BR and +QCLR since prediction accuracy,
especially precision, also strongly influences the classification time. As expected, CLR
requires the most computations for learning and predicting. However, the factor in
training costs is proportional to the average labelset size per example, which makes
the costs acceptable for most of the multilabel problems since the labelsets tend to
be small. For prediction, the usage of QWeighted is able to considerably reduce the
costs in comparison to the evaluation of all pairwise base classifier while maintaining
the advantage of the pairwise approach in terms of predictive performance.
9.3 Conclusions
In this chapter, we performed an empirical study of the performance of HOMER.
Compared to relevant previous work (Tsoumakas et al., 2008), the experimental part
examines an additional multilabel learner for training each node of the hierarchy
(QWeighted calibrated label ranking) on four large multilabel datasets with a variety
of characteristics. Interestingly, the results showed that the instantiation of the
multilabel learner of HOMER to QCLR can lead to better results compared to
instantiating it to BR at a small expense in training and classification time. HOMER
improves the training time of BR and this is even more important for QCLR. In
terms of classification time HOMER substantially improves QCLR, while for BR
the benefits appear for the two largest datasets in terms of number of labels. Except
for the mediamill dataset (where the differences are rather small), HOMER managed
to improve the performance of the base multilabel learner (both BR and QCLR).
HOMER also deals with the scalability problem of QCLR in terms of memory
with respect to the number of labels, since it substantially reduces the amount of
needed classifiers. In the same manner it provides a significant reduction in training
and test time for the pairwise CLR methods. It is also shown that HOMER is able to
equilibrate recall and precision, especially for QCLR which seems to underestimate
the number of labels per instance for problems with a high number of labels.
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A straight-forward approach for addressing multilabel classification is to model each
class independently. In the binary relevance approach (cf. Section 7.3.1 on page 90),
one binary classifier is trained for each possible label, in which all training examples
for which the label is relevant are used as positives examples and all other examples
as negative examples. However, in most real-world applications the predicted labels
are not independent, so that the presence of one label may be indicative for other
labels.
For this reason, several authors have extended the binary relevance approach to allow
for incorporating dependencies between labels. For example, Crammer and Singer
(2002a) have proposed a training scheme for a binary relevance classifier that does not
optimize the 0/1-loss of each individual label, but instead optimizes a given ranking
loss function over the entire one-against-all ensemble. Loza Menc´ıa and Fu¨rnkranz
(2008c) have shown that this approach is outperformed by training a one-against-one
ensemble, i.e., by having one classifier for each pair of labels.
In many applications, there are explicit constraints that must hold between the
labels. For example, in the context of hierarchical classification, where the given set of
labels has an inherent hierarchy structure1, the relevance of one label in the hierarchy
often also implies the relevance of all its ancestors. This situation can be modeled by
a subset constraint, which specifies that whenever label λi is predicted as relevant, we
must also predict λj . Similarly, one can imagine exclusion constraints specifying that
1 An example for a hierarchical classification problem is the considered task in (Lewis et al., 2004)
(dataset RCV1), where news articles are classified into topics or labeled with relevant labels. Here,
the existence of a hierarchy structure among labels is apparent and the used one can be viewed at
http://www.jmlr.org/papers/volume5/lewis04a/a02-orig-topics-hierarchy/rcv1.topics.hier.orig
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two labels λi and λj cannot be relevant at the same time. A typical example of this
case would be if the set of labels contains labels of several orthogonal dimensions, each
having a set of mutually exclusive labels, e.g., L = {male, female} ∪ {child, adult}
and assuming, that the corresponding instances represent single persons.
In this chapter, we make two contributions: first, we will formally define the
problem of multilabel learning with constraints and demonstrate the potential of this
scenario on a simulated application with known constraints (Section 10.1). Second,
we will evaluate an automated approach for discovering possible constraints on several
well-known multilabel datasets (Section 10.2). Interestingly, we will see that in the
automated approach, our results are mostly negative and cannot live up to the
demonstrated potential on the artificial datasets.
10.1 Label Constraints
In this section, we describe the definition of constraints, and define straight-forward
algorithms for correcting predictions that violate these constraints.
10.1.1 Definition of Label Constraints
In addition to the ordinary multilabel classification setting, we assume that we are
given a set of constraints Z = {zi | i = 1 . . . q} on the labels L. Here, we consider two
types of constraints: subset and exclusion constraints.
Subset constraints λi . λj denote that if label λi is relevant for a given instance
x than λj has to be also relevant. Formally,
λi . λj := λi ∈ P → λj ∈ P (10.1)
Exclusion constraints λi ‖ λj denote that for all instances, labels λi and λj ex-
clude each other, i.e., the two labels cannot be relevant or irrelevant at the
same time. Formally,
λi ‖ λj := (λi ∈ P ↔ λj ∈ N) ∧ (λi ∈ N ↔ λj ∈ P ) (10.2)
We call subset or exclusion constraints pairwise if they have only one label on each
side of their rule, and denote the space of all pairwise constraints for a given set of
labels L as Z2(L).
There are several other ways to define constraint types on labels for the multilabel
setting. For example, one could also consider the following four types of constraints:
λi B λj := λi ∈ P → λj ∈ P
λi I λj := λi ∈ N → λj ∈ N
λi B λj := λi ∈ P → λj ∈ N
λi I λj := λi ∈ N → λj ∈ P
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Combined with logical connectors, these four basic constraints can represent a wide
variety of constraints. For example, an exclusion constraint λi ‖ λj may be viewed as
a conjunction of the four constraints (λiBλj) ∧ (λiIλj) ∧ (λjBλi) ∧ (λjIλi). But in
this work we restrict ourselves to subset and exclusion constraints as a start, since
they are intuitive and reasonably expressive.
Such constraints are quite similar to instance-level constraints that have been
explored in semi-supervised or constraint-based clustering (Wagstaff and Cardie,
2000; Wagstaff et al., 2001; Bilenko et al., 2004), only that we define constraints
between different labels (known groups of instances), whereas the constraints for
semi-supervised clustering are defined between instances (e.g., this pair of instances
must (not) belong to the same cluster).
In this chapter, we will often speak of preferences pri,j ∈ [0, 1] instead of pairwise
classifiers or pairwise predictions. The preference pri,j = 1 means that label λi is
preferred over λj , also denoted as λi  λj , for a given test instance x (which will be
often neglected). Conversely, the preference pri,j = 0 is interpreted as λj  λi.
10.1.2 Constraint-Based Correction of Predictions
Basically, label constraints can be integrated into the learning phase or testing phase
of multilabel classification. Within the CLR framework (cf. Section 7.3.3 on page 93),
pairwise subset constraints like λi B λj could be easily modeled in the learning
phase, i.e. by substituting the pairwise preference pri,j with a constant value of 1 or
substituting its corresponding pairwise classifier fi,j with a constant function, which
returns always 1. Therefore, this specific preference woulds always prefer λj and would
not have to be learned anymore. However, this approach does not guarantee that the
constraint is respected in the final prediction, because individual preferences may be
over-ridden in the aggregation phase. Thus, we focus on integrating label constraints
into the aggregation phase, where the predictions of the individual classifiers are
combined.
Hence, we interpret the given constraints as immutable hard constraints, which
must be respected by the final multilabel prediction. In addition, the predicted
pairwise preferences are interpreted as soft constraints, which should be respected as
well, but may be violated if necessary. These altering should be minimal for some
distance measure. We consider two possible measures. First, the number of preference
swappings that are needed to make the predicted preferences conform to the final
prediction, and second, the number of neighboring label swappings in the predicted
ranking. Our algorithm starts with an invalid predicted ranking and searches for
a valid ranking which can be constructed by a minimal amount of preference or
neighbor label swappings.
Minimizing Preference Swappings (PS)
The preference swappings measure is motivated by the assumption that an invalid
ranking is caused by a few incorrectly predicted pairwise preferences. Errors among
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Algorithm 9 PrefSwap
Require: Constraints Z, pairwise preferences PR, (invalid) ranking τ0
1: Tbest ← ∅
2: Tall ← {τ0}
3: Tevaluated ← {τ0}
4:
5: repeat
6: Tnew ← ∅
7: for each τ ∈ Tall do # expand new rankings
8: for each pr ∈ PR do # by iterating preferences
9: τnew ← swapPreference(τ , pr)
10: if τnew /∈ Tevaluated then # enqueue only new rankings
11: Tnew ← Tnew ∪ {τnew}
12: for each τ ∈ Tnew do # check constraints
13: if τ is valid then
14: Tbest ← Tbest ∪ {τ}
15: Tevaluated ← Tevaluated ∪ Tnew
16: Tall ← Tnew
17: until Tbest 6= ∅ or Tnew = ∅
18:
19: return Tbest
the pairwise base classifiers are assumed to be independent. Let Sk(Z) denote all
permutations respectively rankings with k = |L| which satisfy Z and let a : {0, 1}n →
Sk denote the aggregation function (here voting), which projects a set of preferences
to a ranking. Then, for a given set of pairwise preferences PR, we are searching for
a ranking a(PR1) ∈ Sk(Z) of corrected preferences PR1 which maximizes following
measure:
dPS(PR,PR1) = |PR ∩ PR1|
Our implementation of finding a PS-minimal ranking is based on breadth-first search,
and is presented as pseudocode in Algorithm 9. We start with an invalid predicted
ranking τ0. For every possible pairwise preference pr ∈ {pri,j | 1 ≤ i < j ≤ k},
the ranking τnew is generated, which yields by swapping (negating) the preference,
followed by voting-aggregation. Then, to avoid multiple checks of the same ranking,
only new rankings are appended to Tnew. After this expanding step, the candidate
rankings τ ∈ Tnew are checked if any satisfy the given constraints. If one ranking is
determined as valid, the search process does not immediately stop but all remaining
rankings in the set Tnew will still be processed. We refer to this scheme in the further
text as PS. Note that the elements in Tnew represent rankings of the same level,
the actual highest depth. So, all rankings τ ∈ Tnew, which satisfy the constraints,
132
10.1 Label Constraints
are equal in terms of swapped preferences. If the PS-minimal ranking is not unique
further selection criteria are evaluated, which are described later.
Minimizing Neighbor-Label Swappings (NLS)
Neighbor label swapping is motivated by the fact that swapping one preference yields
at most to a swapping of two labels in the ranking, whose position difference is 1.
We refer to these label pairs as neighboring or adjacent. However, many swappings
of individual preferences will not yield a change in the predicted ranking. So as an
approximation, one can use the needed swappings of neighbor or adjacent labels as a
minimizing criteria.
In another view, minimizing NLS directly relates to one valid ranking with minimal
RankLoss (cf. Section 7.2.2 on page 88) to the predicted ranking. Each NLS swaps
an adjacent label pair, which increases the number of incorrectly ordered label pair by
1. The relative ordering of the remaining labels are not affected and label swappings
resulting in a recurring (ranking) state will not be considered, as in Algorithm 9 on
the preceding page.
If we denote τ0 = (λ1, . . . , λk) as the predicted ranking, S = (s1, . . . , sz) ∈
{1, . . . , k − 1}z as the set of non-empty finite sequences with terms in {1, . . . , k − 1},
S1 ∈ S as an arbitrary sequence of swap positions and sw : Sk × S → Sk as a
sequential swapping function
sw(τ0, S1) :=
{
(λ1, . . . , λs1−1, λs1+1, λs1 , . . . , λk) if |S1| = 1
sw(sw(τ, s1), (s2, . . . , s|S1|)) otherwise
then the sought ranking τ1 ∈ Sk(Z) should minimize following measure:
dNLS(τ0, τ1) = min{z1 | ∃S1 ∈ S.|S1| = z1 ∧ τ1 = sw(τ0, S1)}
The algorithm to minimize Neighbor-Label Swappings (NLS) is a straight-forward
adaption of PrefSwap, which iterates through all neighboring labels rather than
through all pairwise preferences. Note that this scheme has a linear (in the number
of labels) branching factor and PrefSwap a quadratic one.
Comparing and Tie-Breaking
Given dmin = minτi∈Sk dPS(τ0, τi) and several valid rankings τj with dPS(τ0, τj) =
dmin, we choose RankLoss as first criterion to further distinguish among them. This
is consistent with the objective to minimize the changes of the initial invalid predicted
ranking to satisfy some given constraints. NLS-minimized rankings omit this step,
since they are by construction equal with respect to RankLoss.
There are cases in which this criterion is still equal for some rankings, see for example
Figure 10.1 on the following page. Suppose the predicted ranking2 is τ0 = (AB|CD)
2 We will use the notation τ0 = (AB|CD), where the labels are ordered according to decreasing
level of relevance (A is most relevant, D is least relevant), and the splitpoint between relevant and
irrelevant labels is indicated with a ”|”.
133
10 Multilabel Classification with Label Constraints
AB|CD
BA|CD A|BCD ABC|D AB|DC
Figure 10.1: A simple example of constraint correction by neighbor label swapping. The
predicted invalid ranking is (AB|CD) and the constraint set consists of only one element:
B B C. NLS expands the initial ranking and returns two valid rankings. Dashed nodes
represent invalid and solid nodes valid rankings.
and a domain expert has specified the constraint z1 = B B C. The ranking τ0 does not
satisfy c1. It can be trivially repaired by swapping the position of the calibration label
| with one of its neighbors B or C, yielding the τ1 = (A|BCD) and τ2 = (ABC|D).
Both are equal with respect to the NLS distance. Two other rankings, (BA|CD) and
(AB|DC), can also be found at the same search depth, but these are invalid.
In order to decide for one of the two valid rankings, we first compute the RankLoss
with respect to the originally predicted ranking τ0. If this is also equal between the
candidates (as in our example), we check whether the direct neighbors of the predicting
split point violate the initial pairwise preferences. Let sp = τi(λ0) be the position of
the splitpoint within a ranking τi, then we compute:
∣∣P ∩ {λ0  τ−1i (sp − 1), λ0 ≺ τ−1i (sp + 1)}∣∣
So in other words, we count the number of wrongly ordered neighbor label pairs
which are direct above or below the splitpoint. We select the one with the lowest
number. Then if there are still ambiguous rankings, we select the one which minimizes
the disordered number for all k− 1 neighbor label pairs, not only the direct neighbors
of the splitpoint. As a last separation step, a random selection is applied.
10.1.3 Experimental Evaluation
In the following, we show the results of the PS and NLS algorithms on artificial data.
Note, that we reverted in the following evaluations AvgPrec, to bring this loss in
line with the others so that an optimal value is 0.
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Table 10.1: Experiments on synthetic data generated with constraints Z1. The shown
measures are macro-averaged and the lower the value the better the performance.
error RankErr RankLoss 1−AvgPrec # viol.
VA PS NLS VA PS NLS VA PS NLS
0.05 0.025 0.024 0.026 0.009 0.008 0.009 0.008 0.007 0.007 0.10
0.10 0.053 0.052 0.054 0.028 0.028 0.028 0.025 0.025 0.024 0.17
0.15 0.085 0.086 0.088 0.055 0.053 0.053 0.043 0.041 0.041 0.23
0.20 0.125 0.126 0.128 0.093 0.091 0.091 0.072 0.070 0.070 0.27
0.25 0.168 0.169 0.171 0.135 0.133 0.133 0.100 0.097 0.096 0.31
0.30 0.227 0.227 0.228 0.208 0.206 0.206 0.144 0.142 0.140 0.34
Table 10.2: Experiments on synthetic data generated with constraints Z2. The shown
measures are macro-averaged and the lower the value the better the performance.
error RankErr RankLoss 1−AvgPrec # viol.
VA PS NLS VA PS NLS VA PS NLS
0.05 0.023 0.022 0.022 0.008 0.007 0.007 0.008 0.007 0.007 0.06
0.10 0.052 0.050 0.049 0.028 0.027 0.026 0.028 0.027 0.026 0.13
0.15 0.085 0.082 0.082 0.061 0.057 0.057 0.055 0.053 0.052 0.19
0.20 0.123 0.119 0.118 0.101 0.097 0.096 0.083 0.081 0.080 0.24
0.25 0.169 0.163 0.163 0.156 0.149 0.148 0.118 0.114 0.114 0.29
0.30 0.223 0.217 0.215 0.219 0.213 0.211 0.159 0.157 0.155 0.34
Data Generation
Given a set of labels L = {λ1 . . . λk} and a set of pairwise label constraints Z ⊆ Z2(L),
n random permutations τ1, . . . , τn ∈ Sk are generated, which satisfy Z. Each of the
permutations τi is decomposed into the unique set PR = {pri,j | 1 ≤ i < j ≤ k}
of binary pairwise preferences. For example, if τ = (λ1, λ3, λ2) then PR = {λ1 
λ2, λ1  λ3, λ3  λ2} is the associated set of binary pairwise preferences. The
classification error of the binary pairwise classifiers is modeled by swapping a ratio
(error = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3) of the pairwise preferences.
Evaluation
In a first experiment, we used the following two arbitrarily chosen constraint sets on
6 labels L = {λ1, . . . , λ6} and generated n = 5000 training instances for each.
Z1 = {λ1 . λ2, λ3 . λ4, λ4 . λ5, λ6 . λ5}
Z2 = {λ1 ‖ λ2, λ2 ‖ λ5, λ3 . λ6}
Tables 10.1 and 10.2 show the results of the comparison between regular voting
aggregation (VA), and the constraint-based corrections PS and NLS. For each loss
function the values in the leftmost column are generated by voting-aggregation without
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Table 10.3: Experiments on 100 random synthetic datasets. For each loss function the
left values are generated by ordinary voting-aggregation. The right values show constraint-
correction values based on neighbor-label swapping.
error RankErr RankLoss Margin 1−AvgPrec # viol.
VA NLS VA NLS VA NLS VA NLS
0.05 0.0245 0.0231 0.0100 0.0081 0.0120 0.0098 0.0074 0.0065 0.11
0.10 0.0525 0.0494 0.0311 0.0260 0.0372 0.0311 0.0223 0.0196 0.20
0.15 0.0857 0.0811 0.0652 0.0566 0.0774 0.0670 0.0449 0.0402 0.27
0.20 0.1266 0.1206 0.1124 0.1009 0.1320 0.1181 0.0750 0.0686 0.33
0.25 0.1733 0.1662 0.1709 0.1577 0.1979 0.1816 0.1098 0.1024 0.37
0.30 0.2276 0.2203 0.2434 0.2294 0.2763 0.2586 0.1519 0.1439 0.41
any constraint-based post-correction. The second and third column show constraint-
correction values based on preference swapping and neighbor label swapping. The
bold numbers describe the best values for a particular loss and error combination.
Margin error values are omitted for lack of space. Their relations among the different
aggregations schemes are anyway mostly identical to the RankLoss values, more
precisely, the aggregation scheme with the best Margin value for a particular error
is identical to the best one for RankLoss. For both set of constraints Z1 and Z2,
PS or NLS tend to outperform VA, but the results are not entirely conclusive.
To obtain a more thorough evaluation, we used 100 datasets with random rankings
for 6 labels, each with 1000 instances. The number of constraints was also randomly
selected from 2 to 5. These constraints were first checked for consistency and finally
evaluated for six error values ( = 0.05, 0.1, 0.15, 0.2, 0.25, 0.3). The average losses
and ratios of violated instances are shown in Table 10.3.3 In this evaluation, only
NLS was used as correction scheme, since its evaluation takes significantly less time
and its performance seem to be competitive to PS. The values clearly show the
superior performance of NLS-minimizing constraint correction compared to simple
voting-aggregation. For each error - loss function combination NLS outperforms
the baseline.
10.2 Discovering Label Constraints from Data
In many domains, sensible label constraints may be available from background knowl-
edge about the target domain. However, even in domains in which such knowledge
is not readily available, one may try to automatically discover the knowledge from
data. In this section, we evaluate the use of association rule learning algorithms for
this purpose.
3 Note that the experimental results in this chapter correct minor erroneous results previously
published in (Park and Fu¨rnkranz, 2008). A recently found software bug employed a false normal-
ization for RankLoss. However, the original statements and conclusions were not affected by this
bug. Please note also that in this thesis all predictive measures are normalized (cf. Section 7.2 on
page 86) unlike in (Park and Fu¨rnkranz, 2008).
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10.2.1 Association Rules as Constraints
We define the problem of discovering label constraints in the data as an association
rule learning problem. In a nutshell, in this field each instance (here called itemset
or transaction) represents a subset of a fixed set I of items or objects and the main
task is to find rules or patterns of the form:
if item(s) I1 ⊂ I is present in an instance, then item(s) I2 ⊂ I is also
present
with I1 ∩ I2 = ∅ and I2 6= ∅. These rules, which make a statement about the relation
of items, are typically rated by its confidence (how often the rule is true) and support
(how often the precondition holds or, in other words, how general it is). The support
of a rule I1 → I2 is traditionally defined as the fraction of itemsets in the data, in
which I1 ∪ I2 occurs (Agrawal et al., 1996). But it may also refer to the fraction of
itemsets in which only the precondition I1 holds (Borgelt and Kruse, 2002). Here,
we will use the latter definition. For further information on association rule learning
and its related field frequent itemset mining, we refer to (Goethals, 2005).
The similarity to our task at hand is apparent and so, it is natural to use the
machinery of this field to solve our problem. We construct one itemset for each
training example xi, which consists of the set of relevant labels Pi. We then use a
association rule learner to discover rules of the form
λi1 . . . λib → λj
with b labels in the antecedent and one label in the consequent. Negation can be
handled by including negative labels of the form −λ′ with the semantic λ′ ∈ N into
the itemsets. Thus, each example is associated with an itemset of length k, one item
for each label denoted either as λ′ or −λ′.
Typical association rule learning algorithms tend to generate redundant rules. These
are justified in their original main application areas, e.g., market basket analysis,
since their main goal is to find (all) interesting rules or relations between items
rather than a compact set of rules. However, for our purpose, to use association rules
as constraints, these redundant rules lead to unnecessary runtime growth. In this
work we understand redundancy in the sense of inductive rule learning. We are thus
interested in generating rules with minimal antecedent, as opposed to, e.g., closed
itemset mining which considers rules with maximal antecedent (Goethals, 2005).
A rule I1 → I2 consisting of body (antecedent) I1 and head (consequent) I2 is
redundant with respect to rule I3 → I2 if I3 is a subset of I1. If a rule is more specific
than another, it is unnecessary to check, because the more general rule will be checked
in any case. So in our evaluations we speed up the constraint correction process, by
post-processing generated association rules with a minimizing step, which removes
all rules except the most general ones. In the above example, if I3 ⊆ I1, then the rule
I1 → I2 will be removed.
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Table 10.4: Experiments on real-world data: yeast. The right-most column shows the amount
and the ratio of predicted rankings which the violated given constraint set.
Conf Supp RankLoss Margin 1−AvgPrec # violated
VA 0.4614 0.3349 0.2426
100 60 0.4614 0.3349 0.2426 28 (0.03)
40 0.4612 0.3347 0.2425 102 (0.11)
20 0.4620 0.3350 0.2430 303 (0.33)
95 60 0.4614 0.3349 0.2426 39 (0.04)
40 0.4612 0.3345 0.2425 111 (0.12)
20 0.4619 0.3345 0.2429 341 (0.37)
90 60 0.4614 0.3349 0.2426 40 (0.04)
40 0.4612 0.3345 0.2426 174 (0.19)
20 - - - -
10.2.2 Experiments on Real-World Data
We compare simple voting aggregation and the constraint correction algorithm on two
real-world multilabel datasets, namely yeast and siam.4 The dataset yeast consists
of 14 labels, 1500 training and 917 testing instances. It concerns the functional
multilabel classification of yeast genes (cf. Section 8.4.1 on page 103). Dataset siam is
a text-categorization problem, where multiple labels are associated to one document.
It consists of 22 labels, 21519 training and 7077 testing data. We used the given
training/test splits for evaluation.
The association rules were generated by the APriori algorithm (Agrawal et al.,
1996) in its implementation by Borgelt (Borgelt, 2003). As a base learner, we used the
support-vector machine implementation in LIBSVM (Chang and Lin, 2011) with a
linear kernel in its default settings. The algorithms were compared according to the
same metrics as above, except that we cannot give RankErr, since we did not have
correct rankings of the datasets to compute this loss function.
Table 10.4 shows the result of the evaluation on the yeast dataset. The values in
the first line represent performance values for aggregation of pairwise preferences by
voting, which is used as our baseline. The next lines, beginning with various minimum
confidence and support values, describe the result of NLS constraint correction with
different sets of constraints, which are generated by association rule learning using
stated parameters on the training data.
The last column of Table 10.4 describes the amount of violated instances, and
therefore the number of instances to which constraint correction was applied. In
all other cases, the predicted ranking was not changed. APriori with parameters
Conf = 90 and Supp = 20 generated inconsistent rules, so no corresponding values
are shown.
4 Available at http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multilabel.html
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Table 10.5: Experiments on real-world data: siam. The right-most column shows the amount
and the ratio of predicted rankings which violated the given constraint set.
Conf Supp RankLoss Margin 1−AvgPrec # violated
VA 0.0784 0.0759 0.1920
100 60-20 0.0784 0.0759 0.1920 2 (0.00)
95 90-70 0.0790 0.0765 0.1967 1157 (0.16)
90 95 0.0789 0.0764 0.1958 768 (0.11)
90 0.0791 0.0766 0.1977 1926 (0.27)
85 0.0791 0.0766 0.1969 2205 (0.31)
80-70 0.0793 0.0769 0.1985 2609 (0.37)
As one can see, constraint correction with association rules as constraints does
not cause significant changes in the performance of multilabel classification. Even in
cases where a considerable amount of instances had to be post-processed, for example
Conf = 95 and Supp = 20, where 37 % of the predicted rankings violated some of
the learned constraints, no real difference to the baseline can be observed. The results
for siam (Table 10.5) even show a consistent deterioration in prediction performance,
i.e., for all applications of constraint correction the evaluated losses are worse or
equal than the baseline.
Some performance values for siam in Table 10.5 are identical for different support
values with the same confidence, i.e. Conf = 100, Supp = 50 and Conf = 100,
Supp = 30. This is caused by the fact, that identical association rules were generated
for these parameters. More information regarding the used association rules as
constraints can be seen in Tables 10.6 and 10.7, which show the number of generated
constraints for the varying confidence and support values. In addition, the rightmost
column shows the number of rules, which survived our crude redundancy filter, and
were (as previously described) actually used in the constraint testing process.
10.3 Discussion
We introduced constraints into the multilabel classification setting, and studied two
machine learning tasks in this context:
1. Integration of additional knowledge in form of label constraints into the multi-
label classification setting
2. Automatically learning of label constraints
Regarding the first point, we experimented with two approaches which tackle the
constraint integration problem by transforming it into a search problem - searching
for a valid ranking with minimal distance from the ordinary predictions. The number
of preference swappings (PS) and the number of neighbor-label swappings (NLS)
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Table 10.6: Constraint Generation: yeast
Conf Supp # rules # min
100 60 65 8
40 735 11
20 11321 46
95 60 245 21
40 2067 33
20 27042 99
90 60 305 31
40 2398 44
20 31708 127
Table 10.7: Constraint Generation: siam
Conf Supp # rules # min
100 60 8 1
50 2957 3
40 35041 3
30 168882 3
20 466284 6
95 90 2296 143
80 52204 191
70 324442 198
90 95 109 70
90 2416 182
85 15905 239
80 61652 273
75 178920 281
70 415861 288
seem to be intuitive and reasonable choices as distance functions within the CLR
framework. Although empirical evaluations of PS and NLS on artificial datasets
showed an improvement for multilabel classification, it failed for two commonly used
real-world datasets, where we used automatically discovered constraints.
In our view, several points could be the reason for the negative results. At first,
one could criticize that we had given the correct constraints for the artificial datasets,
which was not the case for the real-world datasets. One is that the introduced setting
with given true constraints may be too idealistic. Indeed, for our two evaluated
real-world datasets, we have no evidence, even for rules with Conf = 100 that these
rules hold for all instances from the true distribution, since the rules were generated
on training data, which might differ from the true distribution. Small tests with
association rules generated with parameters Conf = 100, Supp = 1 on training and
testdata of yeast showed also no improvement.
Another point is that the artificial data was explicitly modeled by voting de-
aggregation, i.e. given transitive (binary) pairwise preferences, the correct calibrated
label-ranking is uniquely defined and vice-versa (if we exclude ties). But pairwise
preferences in general do not have to be transitive.
Besides the failure on real-world data, we are aware that the shown algorithms are
currently not applicable to practical problems. We perform an essentially exhaustive
breadth-first search through all possible rankings, and also use a rather expensive
pruning step for the association rule discovery. Without strong assumptions, i.e. that
a valid ranking is relatively fast reachable by PS or NLS for an invalid ranking,
the search process takes too long, since the number of possible candidates grows
exponentially for each iteration of the search algorithm.
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However, our main goal was to investigate whether this approach can, in principle,
yield improved results. Despite the negative results with automatically discovered
constraints, we nevertheless interpret our results as informative, and plan a deeper
investigation of this learning scenario.
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11.1 Summary
In this thesis, we presented several works focused on improving decomposition-based
multiclass and multilabel classification, which are briefly summarized in the following.
Multiclass Classification
For multiclass classification, two methods for a faster training phase were shown. First,
a general reduction of computational complexity was achieved by exploiting code
redundancies in ECOC-based binary decomposition methods. The minimization of the
corresponding learn redundancies was posed as a scheduling problem, which is related
to the Steiner Tree Problem. An approximate solution for this problem was applied
and yielded a positive result with respect to efficiency. The scheduling approach is
applicable by incremental learners, but we showed also a promising adaptation based
on adapted caching and weight reusing for the genuine batch learner SVM. Second,
for the combination of ECOC and the base learner Na¨ıve Bayes, we showed a tight
alternative computation scheme, which significantly reduces the training effort from
O(n·t·g) to O((n+t)·g) using normal and discrete density estimation methods, where
n, t and g are the number of classifiers, instances and features. For the case of kernel
density estimators, the worst-case complexity is unchanged, but we advert in this case
to the relationship of actual training complexity and the number of distinct feature
values: The lower the number of feature values, the higher the possible reduction.
Empirical support was given, and based on the majority of real-world datasets which,
in our experience, typically exhibit such a low diversity, we expect a reduction even
in this case.
Furthermore, a chapter was devoted on a more efficient prediction or testing phase
for ECOC-based multiclass classification. The works on QWeighted from pairwise
classification were generalized to arbitrary binary decompositions within the ECOC-
framework resulting in the algorithm QuickECOC. The underlying basic idea, that
it is not necessary to evaluate all classifiers to compute the classification prediction,
holds also for the ECOC setting and was exploited similarly. The new degree of
freedom regarding the selection of the next classifier was handled using a simple score
based scheme, which prefers, roughly speaking, the classifier with the current top
class against the highest number of other highly ranked classes. Using this heuristic,
QuickECOC proceeds identically to QWeighted in the special case of pairwise
codes. Extensive experimental evaluations showed the successful reduction of classifier
evaluations on various decoding schemes and code types.
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Multilabel Classification
QWeighted was also similarly adopted to the multilabel classification setting.
Within the calibrated label ranking framework, the number of classifier evaluations
were reduced by evaluating not more than a necessary number of classifiers. Here, after
the initial evaluation of all incident classifiers of the artificial label, the algorithm
QCLR proceeds to compute labels exceeding the relevance threshold (given by
the voting mass of the artificial label). The reduction lies basically in deliberately
neglecting further classifier evaluations of these labels for the purpose of estimating
by which amount they exceed it. After all, this information is irrelevant for the
multilabel prediction. Since the typical number of relevant labels in real-world
multilabel problems is relatively small compared to the set of labels, this procedure
can result in a significant reduction of the overall prediction complexity, as observed
in our experimental evaluations.
Though we were able to reduce the computational complexity in the classification
phase, the problem of maintaining a quadratic number of classifiers in number of the
labels in memory remained. This poses a serious problem in context of large-scale
multilabel problems with thousands of labels. For instance, the dataset EUR-Lex
turned out to be an infeasible problem with our available computational resources. To
tackle this problem, we experimented with a combination of HOMER and QCLR.
HOMER transforms the original multilabel problem into a set of smaller multilabel
problems in terms of number of labels and organizes them in a hierarchy. The
decomposition to smaller problems significantly reduces the amount of classifiers
and therefore the memory-complexity. But, this approach had also for the first-time
an impact on the predictive performance among the approaches considered in this
theses. Until then, all developed methods were able to improve the efficiency without
affecting the predictive performance. However, it turned out that the combination lead
also to a predictive improvement compared to QCLR. The experimental evaluations
indicate that HOMER resolves the bias of QCLR towards precision such that a
more balanced tradeoff between precision and recall is achieved.
Chapter 10 is different than the previous chapters. Here, we extended the multi-
label classification setting with label constraints in hope to improve the predictive
performance. We elaborated on label dependencies in common multilabel data, de-
fined some constraint types and developed a prototype algorithm to incorporate them
in the learning process. Within the decomposition-based calibrated label ranking
approach for multilabel classification, we followed the assumption, that minimizing
violations of such label constraints might improve the prediction quality. For this
purpose, we considered the number of prediction or preference disagreements of base
classifiers and the number of neighbored label swappings to fulfill some constraints as
the minimizing objective. Furthermore, we tackled the learning of label constraints
as an association rule learning problem and used this methods for the considered
real-world datasets. Though first experiments on artificial data showed promising
results, the evaluations on two real-world datasets were negative. We discussed about
the possible reasons, which were mostly of methodical nature.
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11.2 Outlook
The exploitation of code-redundancies by employing a (pseudo) minimal redundant
training schedule considered only incremental learners. One could also consider to
incorporate in addition decremental learners (cf., e.g., Cauwenberghs and Poggio,
2000). This would clearly make a more flexible training schedule possible. However,
the complexity of the training graph would be further increased and the design of
a practical algorithm for computing an adequate approximate Steiner Tree in this
setting might be a challenging task.
For the methods based on QWeighted, there might be still some potential for
improving the results with better heuristics for the selection of the next classifier.
We have not yet thoroughly explored this parameter. For example, one could try
to adapt ideas from active learning for this process. Nevertheless, however, we do
not necessarily expect a high gain. Furthermore, we consider an in-depth analysis
of existing fast decoding methods in coding theory, and the investigation of the
transferability to the multiclass or multilabel classification setting as promising
directions for future work.
A restriction of our QWeighted-based approaches is that they are only applicable
to methods which combine predictions via voting or weighted voting and some
compatible ones (cf. Section 6.1.5 on page 60). There are various other proposals
for combining the class probability estimates of the base classifiers into an overall
class probability distribution (in the case of pairwise classification, e.g., pairwise
coupling (Hastie and Tibshirani, 1997; Wu et al., 2004)). Efficient methods for these
alternative aggregation schemes poses another interesting topic for further research.
Furthermore, we are still anxious to continue our work on the learning of label
constraints and the incorporation of such information into the learning process. The
addressed topic remains interesting and it is for us not surprising that the related
topic of label dependencies attracted many researchers (cf., e.g., Read et al., 2011;
Zhang and Zhang, 2010; Dembczynski et al., 2010) in the meantime. We are still
unsure about the failure of our prototype algorithms. It is unclear, if our approach
for discovering label constraints by using association rule learning produced poor
rules (e.g., we did not manually validate the constraints) or if the typical learning
process entails such relations implicitly, so that we do not observe any differences
regarding the predictive performance. It would be nice, if a further more thorough
analysis could clarify these issues.
Besides these more or less concrete points for future work, an interesting general
direction in this context are hashing or compression techniques. Recently, several
works successfully utilized related concepts within machine learning in various ways.
Besides the previously mentioned work of Hsu et al. (2009b) (cf. Section 6.4 on
page 81) another interesting work is done by Lin et al. (2010, and related literature),
which considers large-scale databases with a high number of features. The computa-
tional complexity of Nearest Neighbor on such datasets is significantly reduced by
utilizing particular hash functions. The so-called similarity-preserving property of
these functions make the otherwise contrary combination amenable.
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A Appendix
A.1 Exploiting ECOC Redundancies: Extended
LibSVM Results
This section contains additional evaluation results for Chapter 4 using LibSVM as
base learner. Table A.1 shows the predictive performance of ECOC classification using
various code types and parameters. Furthermore, Table A.2, Table A.3 and Table A.4
show the training times of the different approaches exploiting code redundancies (cf.
Section 4.2 on page 28) using cumulative exhaustive, exhaustive and random codes
for cache sizes of 25, 50, 75 and 100 %.
Table A.1: Accuracy performance of ECOC with various code types
optdigits page-blocks segment solar-flare-c vowel yeast
cumulative exhaustive codes
l = 3
97.24± 0.37 91.63± 0.32 88.31± 0.88 85.16± 0.12 29.09± 4.89 45.35± 2.11
l = 4
97.14± 0.29 91.63± 0.32 88.14± 0.88 85.16± 0.12 27.37± 4.20 45.21± 2.11
exhaustive codes
l = 3
97.17± 0.40 91.63± 0.32 88.61± 1.14 85.16± 0.12 31.01± 2.73 45.28± 2.04
l = 4
97.03± 0.32 91.39± 0.30 88.48± 0.96 85.16± 0.12 27.17± 4.09 45.08± 2.10
random codes
rzp = 0.4
96.23± 0.60 91.39± 0.30 86.97± 1.18 85.16± 0.12 34.65± 4.45 48.99± 3.76
rzp = 0.2
96.21± 0.74 91.08± 0.25 87.10± 1.18 85.16± 0.12 38.69± 3.95 49.52± 4.17
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Table A.2: Training time in seconds of cumulative exhaustive codes with l = 3 and l = 4.
For the first block (rows 1-8) the cache size is set to 25 % of the total size. The following
blocks depict the values for a cache size of 50, 75 and 100 %.
optdigits page-blocks segment solar-flare-c vowel yeast
l = 3
M1 92.28± 0.36 8.73± 0.19 6.56± 0.05 3.47± 0.07 5.80± 0.02 5.43± 0.03
M2 80.70± 0.37 8.32± 0.37 6.00± 0.03 4.30± 0.08 4.90± 0.02 5.62± 0.02
M3 76.93± 0.60 6.90± 0.18 6.94± 0.05 3.13± 0.16 6.28± 0.04 5.77± 0.03
M4 53.37± 0.40 2.93± 0.27 4.19± 0.05 1.70± 0.25 3.51± 0.01 2.98± 0.02
l = 4
M1 833.12± 14.98 24.66± 0.43 33.98± 0.21 18.61± 0.35 47.61± 0.08 40.42± 0.09
M2 666.02± 1.54 21.19± 0.80 28.69± 0.14 22.94± 0.52 36.72± 0.08 41.19± 0.11
M3 680.75± 8.23 18.30± 0.51 36.91± 0.39 15.08± 1.71 51.61± 0.15 41.79± 0.10
M4 410.44± 6.08 5.32± 0.53 17.18± 0.13 8.59± 1.27 25.26± 0.06 22.01± 0.10
l = 3
M1 91.95± 0.28 8.86± 0.34 6.42± 0.04 3.43± 0.06 5.66± 0.02 5.44± 0.02
M2 81.83± 0.21 8.16± 0.25 6.04± 0.04 4.26± 0.08 4.91± 0.03 5.48± 0.03
M3 77.07± 0.98 6.96± 0.18 6.94± 0.04 2.98± 0.13 6.30± 0.02 5.87± 0.03
M4 53.49± 0.35 2.97± 0.34 4.20± 0.03 1.10± 0.04 3.54± 0.03 1.85± 0.02
l = 4
M1 830.01± 9.43 24.18± 0.38 32.92± 0.34 18.44± 0.35 46.35± 0.07 40.21± 0.16
M2 670.60± 2.83 21.77± 0.87 28.84± 0.16 22.42± 0.59 37.00± 0.09 39.60± 0.07
M3 674.78± 10.01 18.24± 0.42 36.82± 0.43 13.82± 1.49 51.67± 0.23 42.01± 0.08
M4 409.74± 4.44 5.20± 0.34 17.17± 0.13 3.65± 0.30 25.70± 0.07 10.18± 0.03
l = 3
M1 91.70± 0.20 8.82± 0.31 6.41± 0.05 3.42± 0.05 5.51± 0.03 5.35± 0.02
M2 79.64± 0.27 8.23± 0.34 6.00± 0.04 4.22± 0.10 4.89± 0.03 5.45± 0.03
M3 76.47± 0.81 6.89± 0.13 6.92± 0.04 2.97± 0.13 6.28± 0.04 5.86± 0.01
M4 52.94± 0.55 2.80± 0.04 4.19± 0.03 1.09± 0.03 3.52± 0.02 1.83± 0.03
l = 4
M1 823.97± 6.22 24.46± 0.58 32.88± 0.29 18.36± 0.32 45.8± 0.09 39.74± 0.10
M2 653.97± 2.70 21.12± 0.91 28.57± 0.12 22.18± 0.58 36.61± 0.06 38.99± 0.10
M3 664.03± 7.39 17.92± 0.44 36.81± 0.38 13.78± 1.48 51.55± 0.15 42.13± 0.10
M4 403.34± 5.69 4.99± 0.14 17.09± 0.12 3.56± 0.27 25.52± 0.05 8.84± 0.07
l = 3
M1 94.26± 0.39 8.82± 0.12 6.39± 0.04 3.41± 0.05 5.59± 0.03 5.40± 0.02
M2 82.03± 0.28 8.11± 0.27 5.98± 0.03 4.22± 0.09 4.90± 0.02 5.51± 0.04
M3 76.93± 0.90 7.05± 0.11 6.93± 0.03 3.01± 0.12 6.33± 0.04 5.94± 0.02
M4 54.00± 0.23 2.82± 0.19 4.20± 0.02 1.11± 0.03 3.58± 0.02 1.88± 0.02
l = 4
M1 832.16± 7.05 23.93± 0.55 32.62± 0.19 18.28± 0.29 46.04± 0.11 39.90± 0.07
M2 674.43± 1.59 20.66± 0.22 28.47± 0.15 22.19± 0.57 36.74± 0.11 39.07± 0.10
M3 675.52± 5.52 17.52± 0.08 36.84± 0.32 13.89± 1.50 51.97± 0.14 42.50± 0.07
M4 406.10± 5.52 4.98± 0.26 16.99± 0.13 3.69± 0.28 25.97± 0.07 9.17± 0.03
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Table A.3: Training time in seconds of exhaustive codes with l = 3 and l = 4. For the first
block (rows 1-8) the cache size is set to 25 % of the total size. The following blocks depict
the values for a cache size of 50, 75 and 100 %.
optdigits page-blocks segment solar-flare-c vowel yeast
l = 3
M1 87.42± 0.35 7.63± 0.39 6.02± 0.03 3.17± 0.05 5.51± 0.03 5.11± 0.02
M2 75.28± 0.29 6.76± 0.12 5.48± 0.03 3.95± 0.07 4.58± 0.03 5.28± 0.01
M3 75.61± 1.04 7.09± 0.27 6.91± 0.04 3.13± 0.14 6.25± 0.03 5.83± 0.05
M4 53.13± 0.39 2.90± 0.21 4.13± 0.03 1.71± 0.25 3.48± 0.02 3.00± 0.02
l = 4
M1 735.76± 9.63 15.31± 0.49 27.13± 0.31 15.14± 0.28 41.78± 0.09 34.99± 0.08
M2 570.69± 1.93 12.72± 0.45 22.76± 0.13 18.72± 0.42 31.92± 0.06 35.73± 0.06
M3 646.6± 11.98 16.39± 0.44 34.24± 0.36 14.69± 1.59 49.75± 0.10 41.09± 0.10
M4 397.79± 5.07 4.76± 0.46 15.88± 0.09 8.45± 1.17 24.55± 0.10 21.71± 0.06
l = 3
M1 87.46± 0.19 7.64± 0.41 5.90± 0.04 3.13± 0.05 5.39± 0.02 5.13± 0.02
M2 76.09± 0.28 6.81± 0.38 5.45± 0.03 3.87± 0.08 4.58± 0.03 5.13± 0.02
M3 75.05± 0.42 7.00± 0.31 6.89± 0.03 2.98± 0.12 6.29± 0.03 5.95± 0.02
M4 53.04± 0.08 2.82± 0.24 4.14± 0.03 1.10± 0.04 3.55± 0.02 1.90± 0.03
l = 4
M1 732.33± 6.23 15.51± 0.35 26.38± 0.22 14.87± 0.27 40.87± 0.06 34.86± 0.06
M2 582.49± 1.65 12.48± 0.59 22.52± 0.15 17.97± 0.48 31.92± 0.04 33.82± 0.06
M3 644.21± 11.06 16.24± 0.33 33.94± 0.35 13.57± 1.31 49.56± 0.11 41.76± 0.08
M4 394.8± 4.05 4.73± 0.42 15.70± 0.09 3.55± 0.26 24.62± 0.07 9.95± 0.05
l = 3
M1 87.47± 0.10 7.48± 0.23 5.88± 0.03 3.16± 0.05 5.25± 0.04 5.09± 0.03
M2 76.06± 0.19 6.95± 0.21 5.46± 0.03 3.90± 0.09 4.61± 0.01 5.15± 0.03
M3 76.83± 0.78 7.09± 0.19 6.88± 0.03 2.98± 0.13 6.30± 0.02 5.97± 0.02
M4 52.98± 0.76 2.80± 0.19 4.12± 0.04 1.12± 0.02 3.55± 0.04 1.90± 0.02
l = 4
M1 732.28± 9.55 14.99± 0.47 26.52± 0.28 15.05± 0.26 40.72± 0.11 34.64± 0.09
M2 581.33± 1.28 12.26± 0.46 22.56± 0.12 18.19± 0.47 32.08± 0.06 33.71± 0.09
M3 653.98± 8.21 15.89± 0.41 34.06± 0.30 13.6± 1.30 49.96± 0.14 42.10± 0.11
M4 396.06± 3.55 4.55± 0.20 15.73± 0.11 3.60± 0.23 24.74± 0.13 8.93± 0.05
l = 3
M1 86.62± 0.28 7.56± 0.32 5.90± 0.03 3.15± 0.04 5.20± 0.01 5.05± 0.03
M2 74.97± 0.20 6.61± 0.06 5.47± 0.03 3.89± 0.09 4.59± 0.03 5.12± 0.02
M3 75.69± 0.66 7.12± 0.25 7.03± 0.05 3.05± 0.13 6.39± 0.04 6.15± 0.01
M4 53.81± 0.39 3.01± 0.10 4.28± 0.03 1.16± 0.04 3.65± 0.02 2.08± 0.02
l = 4
M1 727.85± 9.47 15.17± 0.33 26.94± 0.22 15.10± 0.27 40.3± 0.08 34.39± 0.06
M2 567.74± 1.38 12.56± 0.45 22.81± 0.15 18.14± 0.51 31.92± 0.08 33.51± 0.09
M3 653.31± 10.18 15.93± 0.22 34.78± 0.32 13.78± 1.33 50.52± 0.21 43.47± 0.08
M4 404.88± 5.08 5.31± 0.10 16.68± 0.08 3.79± 0.27 25.52± 0.09 10.63± 0.05
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Table A.4: Training time in seconds of random codes with rzp = 0.4 and rzp = 0.2. For
the first block (rows 1-8) the cache size is set to 25 % of the total size. The following blocks
depict the values for a cache size of 50, 75 and 100 %.
optdigits page-blocks segment solar-flare-c vowel yeast
rzp = 0.4
M1 1654.0± 22.6 25.7± 1.1 156.5± 1.7 34.7± 1.5 37.5± 0.6 46.9± 1.2
M2 1424.4± 32.8 24.3± 0.5 162.9± 0.8 46.1± 1.9 39.7± 0.7 52.1± 1.3
M3 1609.2± 44.3 22.6± 0.3 190.6± 3.8 39.9± 5.4 65.8± 2.3 79.1± 2.0
M4 1378.8± 34.4 5.7± 0.3 140.6± 3.0 25.9± 3.7 57.1± 2.5 64.5± 2.4
rzp = 0.2
M1 2634.6± 59.5 10.2± 0.3 123.0± 0.9 48.2± 2.0 49.6± 0.4 67.2± 1.2
M2 2281.7± 29.6 8.6± 0.5 129.7± 1.4 63.2± 3.1 53.0± 0.4 74.1± 1.3
M3 3049.0± 48.3 12.7± 0.2 157.9± 1.4 57.6± 13.3 153.0± 2.0 157.5± 2.1
M4 2594.0± 64.8 3.6± 0.2 128.5± 2.4 39.1± 9.4 144.6± 1.7 144.0± 2.2
rzp = 0.4
M1 1628.3± 25.2 26.2± 0.8 156.2± 1.1 34.6± 1.4 36.8± 0.7 46.3± 1.2
M2 1337.3± 25.7 24.0± 1.0 143.3± 1.0 45.7± 1.9 37.3± 0.7 51.8± 1.3
M3 1431.6± 22.2 22.2± 0.5 156.7± 1.6 36.2± 4.6 62.7± 2.1 80.5± 1.9
M4 1174.1± 21.0 5.8± 0.2 78.3± 1.0 8.1± 0.8 45.9± 2.2 50.8± 2.4
rzp = 0.2
M1 2581.3± 46.5 10.3± 0.6 120.9± 1.3 47.9± 2.0 48.6± 0.4 66.3± 1.2
M2 1832.1± 19.5 8.7± 0.3 105.1± 0.7 62.0± 3.2 48.8± 0.4 72.6± 1.3
M3 2118.8± 54.5 12.6± 0.3 125.7± 1.0 51.7± 11.3 144.5± 1.9 158.4± 2.0
M4 1663.3± 43.8 3.8± 0.3 64.8± 1.3 10.3± 1.5 126.6± 1.8 124.3± 2.0
rzp = 0.4
M1 1603.4± 22.2 25.8± 0.5 153.7± 1.5 34.3± 1.5 36.0± 0.6 45.6± 1.1
M2 1317.4± 16.3 23.0± 0.4 136.9± 1.0 45.1± 1.9 35.9± 0.6 51.2± 1.3
M3 1364.6± 53.6 22.4± 0.2 148.7± 1.3 35.8± 4.5 60.9± 2.0 82.6± 2.2
M4 1162.6± 27.6 5.5± 0.3 70.3± 0.4 7.9± 0.8 42.8± 2.0 27.4± 1.2
rzp = 0.2
M1 2507.0± 33.8 10.3± 0.3 119.8± 1.2 47.6± 2.0 47.6± 0.4 65.3± 1.2
M2 1826.2± 21.3 8.5± 0.6 98.7± 0.6 61.3± 3.1 44.3± 0.4 70.6± 1.2
M3 2093.7± 38.6 12.4± 0.2 116.9± 0.8 51.0± 11.0 139.9± 1.8 163.7± 2.6
M4 1632.5± 40.2 3.9± 0.1 56.8± 0.3 10.0± 1.6 118.6± 1.6 87.7± 2.2
rzp = 0.4
M1 1647.5± 26.7 26.6± 0.9 159.0± 0.9 35.7± 1.5 36.9± 0.7 47.7± 1.2
M2 1339.9± 22.6 24.5± 0.6 145.6± 1.4 46.5± 2.0 36.7± 0.6 52.6± 1.3
M3 1417.0± 45.0 22.7± 0.3 154.4± 1.7 36.4± 4.5 62.4± 2.0 85.5± 2.3
M4 1117.5± 27.6 5.5± 0.3 74.0± 0.8 8.0± 0.8 43.1± 1.9 21.3± 0.3
rzp = 0.2
M1 2568.4± 45.0 10.9± 0.2 124.4± 0.5 49.6± 2.0 49.1± 0.4 68.7± 1.3
M2 1836.6± 20.2 8.8± 0.5 105.3± 0.9 63.2± 3.2 44.9± 0.3 71.5± 1.1
M3 2052.3± 110.0 13.0± 0.2 121.0± 0.7 51.9± 10.9 143.6± 2.6 168.9± 2.5
M4 1600.0± 56.3 3.5± 0.1 59.6± 0.5 10.2± 1.6 119.3± 1.6 65.1± 0.9
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