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Abstract
A key outstanding task for speech technology involves deal-
ing with non-standard speakers, notably young children. Dis-
tinguishing children’s linguistic from non-linguistic vocalisa-
tions is crucial for a number of applied and fundamental re-
search goals, and yet there are few systems available for such a
classification. This paper investigates two large-scale frame-
level acoustic feature sets (eGeMAPS and ComParE16) fol-
lowed by a dynamic model (GRU-RNN), and two kinds of de-
rived static feature sets on the segment level (functional-based
and Bag of Audio Words) combined with a static model (SVM),
and automatically learnt representations directly from original
raw voice signals by using an end-to-end system. These are
applied to a large database of children’s vocalisations (total N
= 6,298) drawn from daylong recordings gathered in Namibia,
Bolivia, and Vanuatu. Among these systems, the one imple-
mented with GRU-RNN using ComParE16 features empirically
performs best. We further identify promising paths of further re-
search, including the application of a finer-grained classification
of children’s vocalisations onto these data, and the exploration
of other feature systems.
Index Terms: infancy, linguistic vocalisations, babbling, cry-
ing, language acquisition, end-to-end, large-scale feature set,
bag of audio words
1. Introduction
To be able to distinguish linguistic (e. g., speech and babbling
[1, 2, 3, 4, 5, 6]) from non-linguistic (e. g., crying) sounds of
children is important for at least three reasons. First, researchers
and clinicians often need to study individual and group develop-
ment of these different vocalisation types. For instance, a prior
study [7] found that, from 10 to 48 months of age, American
children’s use of linguistic vocalisations increased steadily rel-
ative to their use of non-linguistic vocalisations. The study [7]
also found that the rate of this growth was related to socioeco-
nomic status and differed for children with and without autism.
This type of research would be enhanced by being able to per-
form similar automated analyses using linguistically diverse
datasets, and by testing whether the effects are robust to the
particular classification algorithm used. Better linguistic versus
non-linguistic child vocalisation classifiers could also eventu-
ally lead to improved segmentation procedures, which are par-
ticularly useful given the rise in use of day-long audio record-
ings (as those used in [7]). Finally, development of an open
automated tool for classifying early human vocalisations as lin-
guistic versus non-linguistic may also help scientists to gain a
better understanding of the acoustic features that distinguish the
two categories of sounds. Such information could potentially
inform our understanding of the similarities and differences in
the ways these sounds are produced [8]. Thus, it could further
shed light on possible similarities and differences in the neu-
ral mechanisms of vocal tract control for linguistic vs reflexive
sounds. This has been a topic of considerable interest to re-
searchers interested in the evolution of human vocal communi-
cation (e. g., [9, 10, 11]).
To our knowledge, the only currently available system for
automatically classifying human infant vocalisations as either
linguistic/pre-linguistic or non-linguistic is the LENATM sys-
tem [12].1 The LENA system uses a GMM-HMM approach
[12] to identify child vocalisation periods within day-long home
audio recordings, and to identify speech-related (i. e., linguis-
tic) utterances and instances of cry, laugh, or vegetative (i. e.,
non-linguistic) sounds within those child vocalisation periods.
The software is only available for use with audio recordings
collected using the LENA audio recording hardware and is not
open source.
Here we aim to contribute to the emerging literature that
aims to classify children’s vocalisations as a function of their
linguistic properties, using a rather comprehensive approach,
as follows. Two large-scale frame-level acoustic feature sets
that are usually employed for other computational paralinguis-
tics are extensively evaluated by either static models or dynamic
models. For the static model, we selected the widely used Sup-
port Vector Machines (SVMs). To capture the segment-spanned
information for static models, we conducted a functional-based
approach and a bag-of-audio-words approach to extract the se-
quential low-level descriptors into a segment-level feature vec-
tor. For the dynamic model, we selected Recurrent Neural Net-
works (RNNs) equipped with Gated Recurrent Units (GRUs)
due to their capability to capture long-term dependences. Fi-
nally, we investigated an end-to-end system to automatically
learn representations from scratch instead of using the hand-
engineered acoustic features.
2. Database Description
We built this database from three different datasets, gathered
and annotated in the same way: In all cases, a small child wore
a small portable recording device (USB, Olympus, or LENA
recorders). One minute per hour was extracted and coded in
Praat using a custom-written script (skipping the first 30 min-
1A number of studies have worked on automatic detection of emo-
tion in infant vocalisation (e. g., [13, 14, 15, 16, 17]) or on automatic
detection of different types of pre-linguistic infant vocalizations (e. g.,
[18, 19, 20]).
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Table 1: Data distribution over different partitions and cate-
gories of the selected database.
partitions ling. non-ling.
∑
training 2 267 280 2 547
development 1 604 212 1 816
test 1 605 330 1 935
∑
5 476 822 6 298
utes of the recording to allow children to acclimate). One
highly-proficient coder segmented and diarised the speech sig-
nal using both the spectrogram and auditory impression. Each
child vocalisation was furthermore classified as linguistic (hav-
ing at least a vowel) versus non-linguistic (typically, crying or
laughing). Whining was considered linguistic as long as there
was a recognisable vowel or some other such structure. For the
present experiments, we further partitioned the samples via the
subject-independent strategy into training, development, and
test set, as shown in Table 1. Particularly, the development set
is employed to optimise hyper-parameters of models.
The three datasets differed in terms of the population they
involved. One portion was collected in a largely monolingual
Yu’hoan-speaking village in Namibia [21]. Each of the 12 chil-
dren (half girls; between 3 months and 3 years at initial intake)
was recorded for between 2 and 5 consecutive days in a given
visit, and the village was visited three times with 4 months in-
tervals between the visits. The second portion was collected
in a largely monolingual Tsimane-speaking village in Bolivia
[22]. About half of the 27 children (9 girls; between 6 months
and 5 years) were recorded twice. The third portion was gath-
ered in several villages located in one island in Vanuatu [23].
None of the households was monolingual, with between 2 and
8 languages reportedly spoken (including Bislama and Venen
Taut). The 13 children (7 girls between 5 and 37 months), were
recorded once.
3. Automated Classification Systems
Traditional automatic speech recognition systems employ only
(log)Mel filterbank energies, Mel Frequency Cepstral Coef-
ficients (MFCCs), or others such features [24]. Following
[25, 26], we preferred to consider much higher dimensional
acoustic features for a more general intelligent speech analy-
sis, namely the extended Geneva Minimalistic Acoustic Param-
eter Set (eGeMAPS) [27] and the one used for a series of IN-
TERSPEECH Computational Paralinguistics Challenges (Com-
ParE16) [26]. Table 2 displays the detailed information of the
130 frame-wise Low-Level Descriptors (LLDs) in the Com-
ParE16 feature set, which contains not only commonly used fea-
tures (MFCCs, f0), but also other features of the same and other
types. Note that the eGeMAPS, including 23 LLDs, can largely
be considered as a core subset of ComParE16, selected accord-
ing to brute-force empirical evaluations for computational par-
alinguistic tasks. More detailed information about eGeMAPS
can be found in [27].
The LLDs represent the transitory acoustic patterns, but
the identification of (non-)linguistic vocalisations benefits from
longer-term temporal cues. For example, crying or laughing
have alternations of ingressive and egressive air flow, and lin-
guistic vocalisations include long non-canonical and muffled
syllables as well as vocalisations with clear syllabic structure.
To exploit this information, we can: i) transform the sequen-
tial LLD contours into the statistical features on the supra-
segmental level due to the long-term essence of acoustic cues.
Table 2: The COMPARE acoustic feature set includes 65 low-
level descriptors (LLDs) of different types, as well as their first
derivation (delta), resulting in 130 LLDs.
4 energy related LLDs Group
RMS energy, zero-crossing rate Prosodic
Sum of auditory spectrum (loudness) Prosodic
Sum of RASTA-filtered auditory spectrum Prosodic
55 spectral LLDs Group
MFCC 1–14 Cepstral
Psychoacoustic sharpness, harmonicity Spectral
RASTA-filt. aud. spect. bds. 1–26 (0–8 kHz) Spectral
Spectral energy 250–650 Hz, 1 k–4 kHz Spectral
Spectral flux, centroid, entropy, slope Spectral
Spectral roll-off point 0.25, 0.5, 0.75, 0.9 Spectral
Spectral variance, skewness, kurtosis Spectral
6 frequency related LLDs Group
f0 (SHS and Viterbi smoothing) Prosodic
Prob. of voicing Voice quality
log. HNR, jitter (local and δ), shimmer (local) Voice quality
By doing this, we can freely select the static models, such as
SVMs, to analyse speech patterns, which are widely used for
computational paralinguistics [26, 27]. We considered two ap-
proaches to derive the sequential frame-level LLDs into the
segment-level vector, followed by SVM classification; ii) im-
plement a dynamic model to learn the patterns directly from
sequential LLDs. To this end, we used the GRU-RNNs; iii) ex-
ploit an end-to-end system that is able to automatically learn
representations from the original raw voice signals, rather than
using the hand-engineered LLDs. In the following, we intro-
duce the four main automated classification systems, respec-
tively.
3.1. Static Modelling with Functional-based Features
The functional-based approach has been frequently and suc-
cessfully applied to these pattern recognition tasks, such as
emotion recognition, which highly rely on long-term acoustic
characteristics [28, 25]. Intuitively, this approach projects the
temporal LLD contours onto a set of feature vectors with de-
scriptive statistic functionals (see [26] and [27] for more detail).
Mathematically, this can be written as follows:
z = f([xi], i = 1, . . . , T ), (1)
where z denotes the segment-level feature vector; [xi] indi-
cates the sequential frame-wise LLDs; T is the total frames
of a given vocalisation; and f denotes the functionals (i. e.,
statistic information) that are applied per each LLD contour.
Specifically, the functionals can include: extremes (minimum,
maximum, ranges, etc.), mean (arithmetic, quadratic, geomet-
ric), moments (variance, skewness, kurtosis, etc.), percentiles
(quantiles, ranges, etc.), peaks (number, distances, etc.), tempo-
ral variables (durations, positions, etc.), and regression (coeffi-
cients, error).
For our experiments, we applied several different function-
als (see [27] for more details) to the eGeMAPS LLDs and
the ComParE16 LLDs, which result in 88 and 6 373 dimen-
sional feature vectors for the functional-based eGeMAPS and
ComParE16 feature sets, respectively. Next, we submitted the
functional-based feature vectors to SVMs for vocalisation clas-
sification.
3.2. Static Modelling with Bag-of-Audio-Words
Bag-of-Audio-Words (BoAWs) have been demonstrated to be
alternative efficient representations for patterns found in rela-
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tively long-term acoustic traits [29, 30].The extraction process
involves three steps: i) codebook generation (which is done on
the basis of extracted features); ii) vector quantisation (which
takes into account both the codebook and the raw extracted fea-
tures); and iii) histogram construction (which takes into account
only the output of the vector quantisation step).
For linguistic analyses, the total number of context-words
(codewords) is normally limited for a given language. In con-
trast, for acoustic analyses, the total number of audio-words
(frame-wise LLDs) is numerous with an equal occurrence fre-
quency of one, due to the fact that each frame-wise LLD nor-
mally has different values. To reduce the codebook size (S),
a k-means clustering or a random sampling is conducted on
the training set to generate the codewords for the codebook
(C) [29, 30]. After that, a multi-assignment quantisation tech-
nique is executed to map each audio-word to the first N closest
codewords (W ) in the codebook, measured by Euclidean dis-
tance. Finally, a histogram is constructed by calculating the
counts of occurrence of each codeword in all acoustic frames
over one vocalisation segment. To minimise the effects relating
to the length disparities of different vocalisations, a normalisa-
tion process is further undertaken over the histogram, to sum up
all elements of g to one. Finally, we fed the BoAW representa-
tions to SVMs.
3.3. Dynamic GRU-RNNs Modelling
Different from the above two systems, this system directly mod-
els the variations of sequential acoustic features in a continuum.
To do this, we selected the RNNs equipped with GRUs, which
was initially proposed in [31]. Compared with other feedfor-
ward neural networks or classic RNN, GRU-RNN can effi-
ciently capture the long-term dependencies of sequence-based
tasks and address the vanishing-gradient problem well [32]. The
basic structure of GRU consists of a reset gate r, an update gate
z, an activation h, and a candidate activation h̃. Intuitively, the
reset gate determines how to combine the new input with the
previous memory, and the update gate defines how much of the
previous memory to keep around. If we set the reset to all 1’s
and update gate to all 0’s, we arrive at our plain RNN model.
After feeding the sequential LLDs into the GRU-RNNs, we
take the last hidden state h of the top layer as the final repre-
sentation for classification via a following feedforward and a
softmax layer. Owing to the memory capability of GRU-RNNs,
the last hidden state of GRU-RNNs can be assumed to be a
compressed vector that stores the complete acoustic informa-
tion over time of a vocalisation [33].
3.4. End-to-End Modelling
Inspired by the work in [34], we further investigated an end-
to-end system for our (non-)linguistic classification task. Fig. 1
shows the basic structure of the end-to-end system we employed
in this paper. Different from the aforementioned GRU-RNNs
modelling, the end-to-end system replaces the inputs from
the hand-engineered LLDs with an automatic representation-
extraction system. Since the original acoustic signals arguably
contain the most complete information, an optimised system
can extract the most useful representations for the task of in-
terest, without expert intervention.
Here, the automatic representation extraction system com-
prised a series of alternating convolutional and max-pooling
layers, as shown in Fig. 1. The convolutional layer was uni-
dimensional, due to the characteristics of acoustic signals. To
train the network, we split the raw waveform into chunks of








Figure 1: End-to-end framework for non-/linguistic vocalisa-
tion classification.
The automatically learnt representations were then fed into a
joint GRU-RNN similar to the ones described in Section 3.3.
4. Experiments and Results
To evaluate the performance of the investigated systems, we
utilised the metric of Unweighted Average Recall (UAR), which
is widely used for computational paralinguistics [28, 26]. The
UAR is calculated by the sum of recalls per class divided by the
class number, and thus can reflect a meaningful overall accu-
racy despite class imbalances (such as the one we are facing).
It is because we often care more about the model performance
over each class rather than the performance on a particular class.
Thus, the Weighted Average Recall (WAR, or accuracy) is pro-
vided as a complementary metric. Note that, in our experiments
we could not compare our systems with the LENA software be-
cause the latter can only be used on recordings gathered with
the LENA hardware.
4.1. Results of Static Modelling with Functional-based Fea-
tures
Generally speaking, the eGeMAPS-based and the ComParE16-
based functional feature sets perform comparably, with the
eGeMAPs achieving the highest result of 73.9% UAR on the de-
velopment set and the ComParE16 achieving the slightly higher
result of 67.7% UAR on the test set (Table 3). This indicates
that eGeMAPS indeed contains not only concise but also effec-
tive features. Thus, it can be easily learnt by a simple classifier
(i. e., SVM in our case). In more detail, when increasing the
learning complexity value, the SVM performs increasingly bet-
ter with the eGeMAPS feature set; however, the opposite is ob-
tained with the ComParE16 feature set (Fig. 2 (a)). This is con-
sistent with our expectation that high-dimensional feature sets
normally require lower complexity values but low-dimensional
feature sets require higher values [35].
4.2. Results of Static Modelling with Bag-of-Audio-Words
For the experiments, we utilised our open toolkit – openXBOW
to extract the BoAW features [29]. The classifier – SVM –
was optimised with the complexity value of 10E-4. Figure 2
(b) shows the obtained UARs on the development set by using
BoAW representations that were derived from the eGeMAPS
LLDs. Both the codebook size (S) and the number of near-
est codewords (N ) when assigning each audio-word (frame-
wise LLDs) are considered, in order to assess the robustness
of BoAW representations. It can be seen that the size of the
codebook has a positive correlation with the number of nearest
assigned codeword when achieving better performance. That is,
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(c) LLDs + GRU-RNN
Figure 2: Performance (UAR) on the development set of (a) the static model (i. e., SVM) with functional-based acoustic feature sets
(i. e., eGeMAPS and ComParE16), (b) the static model (i. e., SVM) with BoAW (N: number of nearest codewords assigned for each
audio-word), and (c) the dynamic model (i. e., GRU-RNN) with sequential LLDs (N: number of nodes per hidden layer).
the smaller codebook (e. g., 250) requires a smaller number of
assigned codewords (i. e., 5/10 in our case); whereas the larger
codebook (e. g., 2 000) needs to assign each audio-word to more
nearest codewords (i. e., 20 in our case).
4.3. Results of Dynamic GRU-RNN Modelling
For training the networks, we employed the Adam optimisation
algorithm with an optimised learning rate of 10E-4. The batch
size was set to 128 to facilitate the training process. Figure 2 (c)
shows the performance of GRU-RNN systems on the develop-
ment set with a set of hidden layers and nodes per hidden layer.
Again, the eGeMAPS LLDs were employed as the network in-
puts. Generally speaking, the GRU-RNN modelling performs
stably when alternating the network structures. The best perfor-
mance (i. e., 72.5 %) was yielded by the network structure of 4
hidden layers and 160 nodes per layer.
4.4. Results of End-to-End Modelling
We conducted these experiments using our open toolbox –
End2You [34, 36]. The default network was optimised for emo-
tion recognition, which consists of two convolutional layers
(each of them followed by a max pooling layer) and two GRU
recurrent layers. Specifically, all audio files were resampled
into 16 kHz. The first convolutional layer used 20 space time
finite impulse filters with a 5 ms window in order to extract the
fine-scale information, and the second convolutional layer used
40 space time finite impulse filters with a 500 ms window to ex-
tract a long-term characteristics of speech. Both convolutional
layers included 40 filters. Additionally, the pool size of the first
and the second max pooling layers were set to be 2 and 10 to
reduce the sampling rate.
4.5. Discussion
The best results (UARs and WARs) on the development and test
sets for each system are shown in Table 3, which also includes
a simple baseline of the type a trained phonetician may gener-
ate.2 Generally speaking, all investigated systems significantly
outperform this simple baseline system (one-sided z-test, all
p < .05). The highest UAR on the test set 70.4% was achieved
with dynamic GRU-RNN model on ComParE16 LLDs.
As for the eGeMAPS versus ComParE16 LLDs, the former
perform better on the development set, while the opposite is true
for the test set. The small performance gap between the devel-
opment set and test set implicitly indicates that the ComParE16
2The second author assumes full responsibility for this baseline. Us-
ing Praat [37], formant estimations were drawn by fitting two poles be-
low 4 kHz. The rule generalised from the dev set was: if less than a
third of the frames had missing formant data, the clip was labelled as
“linguistic”, otherwise as “non-linguistic”.
Table 3: Performance comparison among the investigated sys-
tems against a simple baseline.
[%] dev test
approaches (LLDs) UAR WAR UAR WAR
Baseline (missing formants) 44.2 61.9 43.8 56.6
Functionals (eGeMAPS) 73.9 79.9 66.8 74.0
Functionals (ComParE16) 71.0 79.8 67.7 76.8
BoAW (eGeMAPS) 72.2 70.8 68.4 67.1
BoAW (ComParE16) 71.3 71.4 69.5 71.2
GRU-RNN (eGeMAPS) 72.5 74.3 66.7 70.6
GRU-RNN (ComParE16) 71.3 71.0 70.4 70.5
End-to-end 61.9 83.6 63.2 80.1
feature set (including much more acoustic information) helps
the system become more robust and stable. The static SVM
models and the dynamic GRN-RNN model perform similarly.
Moreover, we found that the end-to-end system did not outper-
form the other systems. Future work could change this by using
more training data, and optimising the network structure.
5. Conclusions
To identify the linguistic or non-linguistic vocalisations from
the daylong recordings, there is a research trend shifting from a
laborious manual-counting strategy to automated classification.
In this paper, we investigated several different systems with a
variety of feature types. From the experimental results, we
found that most of the employed systems can achieve promising
recognition accuracies. We further found that the ComParE16
acoustic feature set is more helpful for creating a robust and sta-
ble system than eGeMAPS. Moreover, we found that the avail-
able end-to-end system has the potential to capture the effec-
tive features from scratch, but does not yet outperform systems
trained with hand-engineered features. In future work, we in-
tend to extend these approaches to a finer-grained classification
of this dataset, which may allow a closer connection with the
psycholinguistic literature on early vocal development.
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