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Abstract
Noise removal in digital image data is a fundamental and important task in
the field of image processing. The goal of the task is to remove noises from
the given degraded images while maintaining essential details such as edges,
curves, textures, etc. There have been various attempts on image denois-
ing: mainly model-based methods such as filtering methods, total variation
based methods, non-local mean based approaches. Deep learning have been
attracting signicant research interest as they have shown better results than
the classical methods in almost all fields. Deep learning-based methods use
a large amount of data to train a network for its own objective; in the image
denoising case, in order to map the corrupted image to a desired clean image.
In this thesis we proposed a new network architecture focusing on white
Gaussian noise and real noise cancellation. Our model is a deep and wide
network designed by constructing a basic block consisting of a mixture of
various types of dilated convolutions and repeatedly stacking them. We did
not use a batch normal layer to maintain the original own color information
of each input data. Also skip connection was utilized so as not to lose the
existing information. Through several experiments and comparisons, it was
proved that the proposed network has better performance compared to the
traditional and latest methods in image denoising.
Key words: image denoising, image restoration, additive noise, real noise;
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The image restoration problem is the longstanding subject in the com-
puter vision and image processing community, which includes various tasks
such that image denoising, image dehazing, image deblurring, compression
artifact reduction, and super-resolution all aimed to reveal a underlying im-
age of original quality. In modern society, digital images have become the
most important medium for information communication. All the images are
digitized to be taken, saved, and used and it is very common to be scanned
for film photos and paper documents. Moreover it is easy for anyone to take
pictures with their smartphone cameras everyday. However the digital images
cannot avoid some noise during acquisition, compression, and transmission
process hence they inherently degrades. Therefore the need for digital image
processing is ubiquitous and greater than ever.
We restrict ourselves to the image denoising problem in this paper. Image
denoising means the noise reduction or removal in digital image data. The
goal of the task is to remove noises from the given corrupted images while
maintaining essential structures and details such as edges, curves, textures,
etc. The denoising methods have applied in diverse fields such as medical
imaging, surveillance, remote sensing, and auto-driving, and so on. There
have been various attempts on image denoising.
From a Bayesian point of view, the image prior plays a central role in
the image denoising problem. Over the past few decades, various models
have focused on finding an efficient image prior model. In general, image
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denoising methods can be divided into two major categories: model-based
methods and learning-based methods.
Model-based methods can flexibly address various noise types and dif-
ferent noise levels. However, they cannot be directly used to eliminate spa-
tially variant noise. Moreover their multiple hyper-parameters need to be
tuned manually, and their optimization algorithms are generally computa-
tionally intensive and time-consuming. They usually depend on hand-crafted
image priors which require a great amount of domain knowledge and may
not be powerful enough to capture the details and characteristics of com-
plex image structures. Early works were based on various smoothness as-
sumptions such as filtering or total variation. Some examples of well-known
image prior models are as follows: total variation (TV) and gradient mod-
els [31, 35, 34, 9, 28], Gaussian scale mixtures [31], Markov random field
(MRF) models [27, 20, 6, 7, 33], non-local means (NLM) filtering and non-
local self-similarity (NSS) models [11, 8, 24, 42], and learned sparse rep-
resentation models [15, 26, 21]. The non-local self-similarity (NSS) is one
of the most popular and effective priors, such as block matching with 3D
filtering (BM3D) [13], learned simultaneous sparse coding (LSSC) [25], a
non-locally centralized sparse representation (NCSR) method [14], weighted
nuclear norm minimization (WNNM) [36].
With the advent of GPU and big data, learning-based methods boast
quite good performance and efficiency in almost all applications as well as in
image denoising. They find the underlying deep image prior only from the
noisy and noise-free image pairs. To take advantage of these deep learning
frameworks you need a good-quality dataset consisting of corrupted images
and corresponding ground-truth images. The Gaussian additive noise model
has been studied a lot, and the focus is shifting to the real-world noise re-
duction problem. Still, it is not easy to model the real-world image noises
generated in the process of image acquisition, transmission, and storage. Con-
versely, it is also difficult to envision the latent images of original quality from
the obtained noisy data. Therefore, algorithms are being developed to cre-
ate datasets as well as algorithms to solve problems. As part of such efforts,
such datasets Darmstadt Noise Dataset (DND) [30] and Smartphone Image
Denoising Dataset (SIDD) [1] are available.
Deep convolutional neural networks (CNNs) [37] have become the most fa-
vored methods for image denoising. The combination of a deep neural net-
2
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work and an optimization method such as SGD and Adaptive Moment Es-
timation (Adam) [19] is a good tool to address the denoising problem and
robust for various type. DnCNN [44] was the most prominent CNN-based
denoising model, which made change the image denoising approach from tra-
ditional model-based methods to learning-based methods. It is known that
increasing the diversity of the network improves the performance of the net-
work by stacking multiple convolutional layers and using a skip connection,
a dense connection, or batch normalization [47, 49, 29]. The generative ad-
versarial network (GAN) architecture is also widely used for image denoising
recently [3, 10]. There are various works using a CNN with an image prior
[45, 22]. As well as in the spatial domain, some works [23, 50] use spec-
tral analysis since noise usually consists of high-frequency components, and
hence removing noise in the frequency domain is much more reliable and
efficient. The aforementioned learning-based methods have achieved better
performance than the representative model-based method, BM3D.
Motivated the adaptive strong learning ability of CNNs with residual and
iterative ideas, we propose a deep and wide network designed by constructing
a basic block consisting of a mixture of various sizes of dilated convolutions
and repeatedly stacking them. The main contribution of our work is summa-
rized as follows:
• We design a new network architecture using dilated convolutions and
skip connections for image denoising.
• We apply the dilated convolution to keep a wider field of view at the
same computational cost. Thereby our model has a relatively small
number of parameters.
• We train our model to deal with an additive white Gaussian noise and
real noise and use the self-ensemble method to improve the qualities of
denoising results.
The rest of this thesis is organized as follows. In chapter 2 we review some
of the denoising methods. To put it concretely, the section 2.1 explains prob-
lem statement and several noise models, the traditional denoising approaches
in section 2.2 and the denoising methods in section section 2.3. We preset
our model architecture in chapter 3 introducing two main ideas. Extensive
experiments and results can be found in chapter 4. Finally, we conclude our
work in chapter 5.
3
Chapter 2
Review on Image Denoising
Methods
In the image restoration problem, the objective is to find the unknown
true image s from the observed noisy image I defined mathematically as
following
I “ Hs` n, (2.0.1)
where H denotes a system matrix or an operator, and n a noise. Depending
on H, the problems are departmentalized to various image tasks; H is a
blur kernel in image deblurring, subsampling measurement operator in super-
resolution, a missing operator in inpainting problem. These inverse problems
are ill-posed, and hence a regularization technique has to be employed to
make them well-posed. Herein we focus on image denoising issue. Let us
investigate some image noise models and methods to solve the problem.
2.1 Image Noise Models
To solve the denoising problem, it is important not only an algorithm but
also a dataset consisting of a noisy image and the corresponding desirable
clean image pairs, i.e., the problem and the answer set. In reality, equipping
with such a well-defined dataset is not easy and realistic. Therefore many
scientists have studied the ways how describes image noises for a long time
to manipulate synthetic noisy images from a clean image. In recent years,
4
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the methods to get a visually-pleasing image from given noisy images are
proposed the other way. Figure 2.1 shows some examples of real-world noisy
images, and it is hard to know what kind of noises were added.
Figure 2.1: Real-world noisy images from SIDD test data
The digital image noise is similar to film grain for analog cameras. They de-
grade image quality significantly, however, the explicit algorithms modeling
these noises have not known yet. For real image denoising there are several
datasets to express the real-world noise characteristics and evaluate denois-
ing algorithms, such as RENOIR [4], Darmstadt Noise Dataset (DND) [30],
PolyU Dataset [41] and Smartphone Image Denoising Dataset (SIDD) [1].
Those datasets build from real images taken from either DSLR or smart-
phones with different ISOs and a different number of scenes. In real-world
noisy images, it is known to be mixed with various kinds of noise random
noise, fixed pattern noise, banding noise, etc. Hence the removal problem of
the real image noise is very challenging.
To our knowledge, the dominating noise in those images is Gaussian and
hence most image denoising methods have studied for Gaussian noise. How-
ever, in particular, in low light conditions, Poisson-Gaussian noise is domi-
nant, which is inherently different from Gaussian noise. Therefore we focus
on additive white Gaussian noise and Poisson-Gaussian noise here.
5
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(a) Real noise (b) Gaussian noise (c) Speckle noise (d) Poisson Gaussian
Figure 2.2: Visual comparison of noise models
6
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A digitized image is represented as an array of pixel intensities, where each
pixel contains three components for color images, one component for gray-
scaled images. We use the 2d-coordinate denoted by px, yq.
Additive and multiplicative noises. The most studied noise case is
additive white Gaussian noise (AWGN) in image denoising problem. This is
the case in the equation (2.0.1) when H is an identity operator, hence the
problem statement reduces to
Ipx, yq “ spx, yq ` npx, yq, (2.1.1a)
where Ipx, yq denotes the observed image pixel intensity, spx, yq is the desired
one, i.e., the original signal, and npx, yq is a noise. n is independently and
identically distributed as zero-mean Gaussian random variable.
The most common signal-dependent noise is a multiplicative noise or speckle
noise, and it can be expressed as follows:
Ipx, yq “ spx, yq ` spx, yq ˚ npx, yq, (2.1.2)
where Ipx, yq denotes the observed image pixel intensity, spx, yq is the de-
sired one, and npx, yq is uniformly distributed random noise with zero mean.
Mostly speckle can be observed in the active radar, synthetic aperture radar
(SAR), medical ultrasound and optical coherence tomography images.
Poisson-Gaussian noise. The Poisson-Gaussian noise model can be de-
fined as follows:
Ipx, yq “ spx, yq ` npx, yq “ spx, yq ` nppspx, yqq ` ngpx, yq, (2.1.3)
where Ipx, yq is the measured pixel intensity at location x, y and spx, yq is the
unknown truth value. The noise npx, yq is given by the sum of two mutually
independent components, np denotes a signal-dependent Poisson noise and
ng a signal-independent zero-mean Gaussian noise. Mathematically, for given
a ą 0, σ ě 0, the Poisson and Gaussian distribution can be described as
pspx, yq ` nppspx, yqqq{a „ Ppspx, yq{aq, ng „ N p0, σq (2.1.4)
The parameter a is the conversion coefficient of the detector related to the
quantum efficiency of the detector. When we assume that the Poisson and
Gaussian processes are independent, the probability distribution of spx, yq is
7
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Figure 2.2 shows some visual similarity and difference between real-world
noise (from SIDD dataset), speckle noise, and Poisson-Gaussian noise. The
figure indicates the real noise is more similar to the speckle noise or Poisson-
Gaussian noise than Gaussian noise although they also vary depending on
the parameters.
2.2 Traditional Denoising Methods
From a Bayesian point of view, classic denoisers attempt to model or learn
some image priors. Some of them achieved remarkable performance and have
become a comparative criterion for performance evaluation even now. We
summarized several approaches including BM3D [13] and WNNM [36] which
we used as comparative methods.
To estimate a clean image x̂ from given a noisy image y, the problem can be
formulated by maximizing a maximum a posteriori (MAP) probability from
a Bayesian perspective:
x̂ “ arg max
x







tlogP py|xq ` logP pxqu, (2.2.2)
where logP py|xq represents a likelihood of x and the second one logP pxq
means the image prior. This can be equivalently stated as a minimization
problem as following:
x̂ “ arg min
x
t´ logP py|xq ´ logP pxqu. (2.2.3)
According to noise models, the type of the data fidelity term can be de-
termined; in a Gaussian noise case, the equation (2.2.3) is reformulated as
8
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following:





}y ´ x}22 ` λρpxqu, (2.2.4)
where the first term 1
2
}y ´ x}22 is the data fidelity term controlling x̂ not
far away from y, the second one ρpxq means the regularization term, and λ
is a positive regularization parameter. The regularization term entails some
image prior about the ground truth x like smoothness, small total variation,
sparsity, non-local self-similarity, etc. Based on image prior they used, there
are some famous variational denoising approaches.
2.2.1 TV-based Regularization.
The pixel intensities of natural images change gradually in most regions, and
hence the total variation will be small. TV regularization is based on such
assumption and the regularization term is ρpxq “ }∇x}1 in the equation
(2.2.4). It has some drawbacks are over-smoothness, stair-casing effect, and
losses of contrast. Extensive studies have been performed to solve the limits.
2.2.2 Non-Local Regularization.
Starting at the assumption that images contain similar patches at different
locations, it is a technique that measures the similarity of the local area of
the image and calculates the weight according to the similarity of the local
characteristics to obtain the weight vector. Thereby it effectively eliminates
noise while preserving the local characteristics of the image. For two pixel
























where h denotes a filter parameter and ci a normalization factor. Then the
NLM-filtered value for given pixel xi is NLMpxiq “
ř
j wi,jxj and the re-





2 in the equation (2.2.4).
BM3D. Dabov et al. [13] proposed a combination of local characteristics of
images (i.e., NLM) and 3D transform and adaptive conversion of coefficients
9
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in 2007. Since then, it has been one of the most popular methods. More pre-
cisely, they stacked similar patches into 3D signal groups by block matching
exploiting image self-similarities. After then they transformed them into the
wavelet domain followed by hard thresholding or Wiener filtering with coef-
ficients employed in the wavelet domain. Then after an inverse transform of
coefficients, all estimated patches are aggregated to predict the whole image.
However, it is known that the performance of BM3D decreases considerably,
and artifacts are introduced when the noise level is high.
2.2.3 Sparse Representation.
The key idea of sparse representation-based methods is that each image patch
can be represented as a linear combination of several patches from the certain
image collection. More precisely, let x be an image patch and D an over-
complete dictionary, then the coding vector is obtained by the following
α̂ “ arg min
α
}α}0 subject to x “ Dα.
Since the L0 minimization problem is NP-hard, the above equation is replaced
as
α̂ “ arg min
α
}y ´Dα}22 ` λ}α}1, (2.2.6)
which the equation is similar to the equation (2.2.4) replacing x by α. Among
the sparse representation-based methods, the nonlocally centralized sparse
representation (NCSR) model utilized the non-local self-similarity (NLSS or
NSS) prior to improve the performance and efficiency.
2.2.4 Low Rank Minimization.
The low-rank minimization problem is known to be non-convex and NP-
hard. Hence there are mainly two approaches to tackle this obstacle: one
is the low-rank matrix decomposition and the other is the method to find
the lowest rank approximation of a given data matrix based on the nuclear
norm minimization (NNM). To explain the latter more specifically, let Y be
a matrix of noisy patches then
x̂ “ arg min
X
}Y ´X}2F ` λ}X}˚, (2.2.7)
10
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where } ¨ }2F is the Frobenius norm and } ¨ }˚ is the nuclear norm. When σipXq
is the i-th singular value of X, }X}˚ “
ř
i }σipXq}˚. This approach has the
drawback that all weights and thresholding values of each singular value are
uniformly equal. However different singular values have different importance.
WNNM. Gu et al. proposed a weighted nuclear norm minimization model
(WNNM) [36] based on the above model adding different weights to the
nuclear norm. They designed the algorithm that assign weights adaptively to
singular values and denoise them using a soft threshold method.
x̂ “ arg min
X
}Y ´X}2F ` }X}w,˚, (2.2.8)
where }X}w,˚ “
ř
i }wiσipXq}˚. It is known that WNNM is more powerful
and robust to noises than NNM models but it requires a great amount of
computational cost relatively.
2.3 CNN-based Denoising Methods
The learning-based methods, instead of modeling handcrafted priors, inves-
tigate the underlying deep image prior from the noisy and noise-free im-
age pairs usually in the spatial domain. In this section, we introduce some
discriminative learning methods which have been widely studied in image
denoising.
Figure 2.3: Network architecture: DnCNN
2.3.1 DnCNN
In 2017 Zhang et al. published a paper [44] introducing feed-forward de-
noising convolutional neural networks (DnCNNs) where residual learning is
11
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adopted to separating noise from corrupted images. That network has 17
or 20 layers consisting of convolution and batch normalization, and ReLU
layers, shown Figure 2.3. The most important thing about this structure is
a skip connection is placed between the input image and the output image,
not shown in the picture. Therefore, the network was trained to infer resid-
ual(noise), and the output is defined by residual subtracted from the input
to obtain a denoised image.
Figure 2.4: Network architecture: FFDNet
2.3.2 FFDNet
In 2018 Zhang et al. proposed a fast and flexible denoising convolutional
neural network (FFDNet) [47]. By adding a tunable noise level map as the
input, it can handle a wide range of noise levels [0, 75] with one single net-
work. The FFDNet exhibits faster speed than the previous methods since
it uses downsampled sub-images. It reshaped the input image to four sub-
images which fed to the network as an input together with a noise level map.
Unlike DnCNN, FFDNet does not predict the noise. The final output is re-
constructed directly from the four denoised sub-images. The network archi-
tecture is described in Figure 2.4. More specifically, there are the convolution
layer (Conv) and rectified linear unit layer (ReLU) for the first convolution
layer, Conv+Batch Normalization layer(BN)+ReLU for the middle layers,
and Conv for the last convolution layer. They built 15 convolution layers for
grayscale images and 12 for color images. After the last convolution layer, an
upscaling operation is applied as the reverse operator of the downsampling
operator applied in the input stage to produce the estimated clean image.
2.3.3 WDnCNN
In 2019 a discrete wavelet denoising CNN (WDnCNN) [50] was presented by
Zhao et al aimed at real-world image denoising tasks. They present a band
12
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Figure 2.5: Network architecture: WDnCNN
normalization module (BNM) to normalize the coefficients from different
parts of the frequency spectrum since the transformed coefficients in the fre-
quency domain are highly imbalanced. They prepare the input after applying
the discrete wavelet transform (DWT) and hence the outputs of the network
the inverse discrete wavelet transform (IDWT) as shown in Figure 2.5. The
network consists of three parts: BNM, Mapping, Residual learning module.
They set the number of convolutional layers in BNM to 3, 2, 2, and 1 for the
LL, LH, HL, and HH bands, respectively and the number of convolutional
layers in the mapping module to 16 and 13 for grayscale and color images,
respectively. The number of channels for feature maps is 72 for grayscale
images and 108 for color images. They adopt residual learning to train the
network but do not apply any batch normalization, which is different from
DnCNN and FFDNet.
2.3.4 DHDN
Densely Connected Hierarchical Network for Image Denoising (DHDN) [29]
was one of state-of-the-art U-Net based methods proposed in NTIRE 2019
Challenge on Real Image Denoising, which was inspired by U-Net[32], DenseNet[18],
ResNet[17], and Residual Dense Network[49]. They built the network by re-
placing a convolution layer with Densely Connected Residual blocks (DCR
blocks in 2.6c) in U-Net ( 2.6a) and making the feature maps of DCR block
densely connected. Figure 2.6b shows the architecture of the whole network.
The input of a down-sampling block is connected to the output of the up-
sampling block with dense connectivity. Global residual learning was applied
by connecting the input image with the output of the final convolution layer.
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We proposed a deep and wide network by piling up the mixed dilated
convolution (MDC) blocks equipped with multiple dilated convolutions and
skip connections. Our model is capable of expanding receptive fields expo-
nentially at a time and has promising denoising results. In this chapter, we
address the main concepts and the architecture of the proposed network.
3.1 Related Works
In this section, we review the related ideas and literature regarding dilated
convolution and residual learning.
3.1.1 Residual Learning
After the success of the VGG network [37] in the image recognition chal-
lenge, the deeper networks have been expected to yield better performance.
However, researchers figured out that the depth of networks results in two
problems: one issue is that the training would be more difficult due to the
increase in training error and the other is vanishing or exploding gradient
problem. Such degradation was overcome by residual learning introduced in
[17]. Instead of using only the output Fpxq of weight layers, they proposed to
utilize the previous output x in Figure 3.1 and called it the skip connection.
Residual learning is widely adopted in recent works and it is easy to find this
skip connection in modern networks performing very well.
15
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Figure 3.1: Residual block
3.1.2 Dilated Convolution
Dilated convolution is a simple and effective way to enlarge the size of the re-
ceptive field for CNN exponentially. In 2016 Yu and Koltun employed dilated
convolutions in their paper [43] for image segmentation problem. It improved
the performance of the state-of-the-art semantic segmentation task. Dilated
convolution is similar to the basic convolution, but differs in that it uses the
value of pixels in the green square as illustrated in Figure 3.2 to perform
the convolution. This allows you to expand the size of the receptive field
without loss of resolution. It is also called atrous convolution (a trous means
a hole in French) in that only the coefficient of the position of the green
square exists in the whole reactive field and the rest are all filled with zero.
Dilated convolutions introduce another parameter to regular convolutional
(a) 1-dilated convolution (b) 2-dilated convolution (c) 3-dilated convolution
Figure 3.2: Dilated Convolutions
layers called the dilation rate (or dilation factor), which defines a spacing
16
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between the values in a kernel. If the factor is 1, then the dilated convolu-
tion is the same as a regular convolution as shown in 3.2a. 3.2b shows the
dilated convolution using 3 ˆ 3 kernel with a dilation rate of 2. It will have
the same field of view as a 5ˆ 5 kernel while only using 9 parameters. When
the stride is 3, the size of the field you can see is 7 ˆ 7 as shown in 3.2c.
The benefit that can be obtained using dilated convolutions is that you can
take with a greater receptive field with a small number of parameters and
extract information from various sizes. Hence they are popular in the field of
real-time segmentation.
Some works are using dilated convolutions for image denoising such as
image restoration convolutional neural network (IRCNN) [46], dilated deep
residual network [39]. We will demonstrate that the proposed network out-
performs these methods for all the conditions in chapter 4.
3.2 Proposed Network Architecture
Inspired by the above works we propose a deep and wide network using var-
ious dilated convolutions for image denoising problems. At first, we describe
block architecture.
Since down-sampling results in some loss of information, we built a net-
work without a pooling layer. Instead, we adopt dilated convolution to enlarge
the size of the receptive field as you check this in Figure 3.2. We designed a
mixed dilated convolution (MDC) block to take various sizes of the receptive
field every time input data is given. Figure 3.3 shows the MDC block archi-
tecture. The input is fed into three different convolutional layers and then
the 1 ˆ 1 convolution is performed on the concatenated outputs. The result
of the MDC block is the 1ˆ 1 convolution layer output value plus the input.
The kernels of all convolutional layers in DResNet are set to the size of 3ˆ 3
and the padding size to 1, 2, 3 depending on the dilation rate 1, 2, 3 to keep
the size of feature maps unchanged after each convolution. The output of the
MDC block is of the same size as the input and hence so is that of the output
of the whole network. More mathematically, the output size o of a dilated
convolution layer can be computed as follows:
o “
i` 2p´ pdpk ´ 1q ` 1q
s
` 1,
where i denotes the input size, k the kernel (filter) size, p the zero-padding,
17
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Figure 3.3: Proposed network block architecture
s a stride, and d a dilation rate. Since we set d “ p and k “ 3, s “ 1, the size
of output is the same as that of input:
o “ i` 2p´ ppk ´ 1q ´ 1` 1 “ i` 2p´ pp3´ 1q “ i.
DResNet. Our proposed network, DResNet, is a fully convolutional net-
work without pooling layers. We do not apply any batch normalization layer
to keep their color information although the convergence of training was
hard. We composed the network body of the eight MDC blocks as shown in
18
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Figure 3.4: Proposed network architecture: DResNet
Figure 3.4. The initial convolution layer is set to 64 channels and the final
convolution layer is set to 3 channels for color input, 1 channel for grayscale
input. All the ReLU layers denote the parametric ReLU (pReLU). We chose
the pReLU to make the positive and negative values in the final residual
output. However, it is known that the use of the pReLU layers makes a net-
work hard to train. We had to control the learning rate not to diverge during
the train stage. The network is trained to estimate a noise (residual image)
through a global skip connection.
Figure 3.5: Proposed network architecture: LDResNet
LDResNet. To deal with multiplicative noise we tried to make an end-
to-end network, LDResNet shown in Figure 3.5. It is the same as the details
of the DResNet’s architecture but added a certain transformation process
before the first input and the final output of the network. Since logarithm
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makes change a product into a sum, we thought the LDResNet would outper-
form DResNet. We use the sigmoid function instead of exponential function
empirically. However, there was little difference in terms of performance be-
tween the two architectures and you can see the detail in chapter 4. Thereby




We present the results of synthetic additive noise removal and real noisy
image denoising in this chapter 4.
4.1 Training Details
Training Datasets. There are several datasets for image denoising and
restoration tasks. We used DIV2K [2] and SIDD [1] databases to train and
validate our model for image noise reduction. The DIVerse 2K (DIV2K)
dataset was originally proposed for NTIRE 2017 Challenge on Single Image
Super-Resolution [38]. It is a large dataset consisting of high definition high-
resolution RGB images with a larger diversity of contents and sizes. The
dataset has a total of 1000 2K resolution images and is divided into 800
images for training, 100 images for validation, and 100 images for testing. As
many state-of-the-art image processing networks employ the DIV2K dataset,
we use this dataset for training and test the network removing additive white
Gaussian noise. We prepared the trainset by cropping the images in size
64ˆ 64 or 128ˆ 128 to provide the same size image patches to the network
and adding an additive Gaussian noise to each image patch of various noise
level 10, 15, 25, 30, 50 to compose ground truth and noisy image pairs for
known noise level denoising and randomly mixed noise levels r0, 5, ¨ ¨ ¨ , 55s
for blind denoising.
Also, the SIDD dataset was utilized for training our model to reduce
real noise in an observed image. The Smartphone Image Denoising Dataset
(SIDD) consists of about 30,000 noisy images from 10 scenes under different
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(a) Color image samples
(b) Grayscale image samples
Figure 4.1: Example of train data from DIV2K dataset (Up:noisy,
Down:target)
lighting conditions using five representative smartphone cameras and their
ground truth images using a systematic procedure. The preparation of the
trainset for this issue was only cropping a regular size as the dataset consist
of noisy-wanted image pairs.
Test Datasets. We employed some traditional image sets, Set12, Ko-
dak24, BSD68 for the Gaussian denoising test. The Set12 dataset consists of
12 grayscale images and the sizes of the first 7 images are 256ˆ 256, and the
sizes of the last 5 images are 512ˆ 512. The Kodak dataset has 24 color im-
ages of resolution 768ˆ512 and the BSD dataset from Berkeley segmentation
dataset (BSD68) contains 68 natural images of 321ˆ481. Note that all those
test images are generally used for the evaluation of denoising methods and
they are not included in the training dataset. The input data were corrupted
by adding AWGNs with a certain noise level σ.
For real noise removal evaluation, we employed SIDD validation, DnD dataset.
Also, we participated in the sRGB denoising track of NTIRE 2020 Challenge
on Real Image Denoising. The Darmstadt Noise Dataset (DnD) consists of
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1000 test crop images of size 512ˆ512 and only these test images are provided
through their website. SIDD validation data are 1024 images of resolution
256ˆ256 having real noise when you take pictures with smartphone cameras.
Implementation details. We use L1 loss function for network perfor-
mance evaluation and set total epochs 40. At first, we tried to employ multi-
scale structural similarity (MS-SSIM) [40] metric and the weighted sum of L1
and MS-SSIM, but figured out the effect was trivial and it is too hard to train
due to the complexity of loss function. We applied the ADAM algorithm to
optimize by minimizing the L1 loss function. The initial learning rate was set
to 0.001 and we used a built-in library learning rate scheduler MultiStepLR
to halve the learning rate at epoch 4, 7, 9, 11, and 16, empirically.
We implemented our models using the PyTorch library run on an NVIDIA
GeForce GTX 1080 with 8G memory. The codes and implementations of
compared methods are provided by the original authors. We plan to release
our implementation and python codes in the future.
Denoising Performance Criterions We use two metrics to evaluate de-
noising performance as quantitative measurements: peak signal-to-noise ratio
(PSNR) and structural similarity (SSIM) index.















where MAX denotes the maximum value of the entire pixel intensities of an
image, usually 1 or 255. µx σx, µx̂, σx̂ are the averages and variances of x
and x̂, respectively. σxx̂ means the covariance between x and x̂ and C1, C2
are two variables to stabilize the division with weak denominator.
4.2 Synthetic Noise Reduction
In this section, we assume that the noise is additive white Gaussian noise
(AWGN) and the noise level is given. We conducted several methods for
comprehensive evaluation. To evaluate the performance of synthetic AWGN
noise removal, our model was compared with other state-of-the-art methods:
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BM3D [13] for grayscale image denoising and CBM3D [12] for color image
denoising, WNNM [36], DnCNN [44], FFDNet [47], and WDnCNN [50] listed
in chronological order in the tables.
4.2.1 Set12 Denoising
At first we present detailed numerical and visual results of denoising on the
images from the Set12 dataset. Table 4.1, Table 4.2, and Table 4.3 tabulate
the denoising results in terms of PSNR(dB) when the noise levels are 15, 25,
50, respectively.
BM3D[13] WNNM[36] DnCNN[44] FFDNet[47] WDnCNN[50] DResNet(Ours)
C.man 31.91 32.17 32.59 32.37 32.32 32.58
House 34.93 35.13 34.99 35.05 35.09 35.24
Pepper 32.69 32.99 33.24 33.02 33.19 33.23
Starfish 31.14 31.82 32.13 31.95 31.82 32.36
Monarch 31.85 32.71 33.25 32.92 32.74 33.31
Airplane 31.07 31.39 31.67 31.55 31.47 31.73
Parrot 31.37 31.62 31.88 31.79 31.73 31.94
Lena 34.26 34.27 34.58 34.60 34.62 34.73
Barbara 33.10 33.60 32.61 32.48 32.37 32.80
Boat 32.13 32.27 32.42 32.36 32.46 32.48
Man 31.92 32.11 32.43 32.37 32.36 32.45
Couple 32.10 32.17 32.43 32.43 32.46 32.55
Average 32.37 32.70 32.85 32.74 32.72 32.94
Table 4.1: The PSNR(dB) results on Set12 by the different methods when
σ “ 15. The best results are highlighted in bold.
DResNet has the highest total scores in each of the three assessments of the
grayscale image denoising with Set12 dataset. The proposed network achieved
the average PSNR 32.94 dB, 30.60 dB, and 27.38 dB when the noise levels
are 15, 25, and 50, respectively. However, the results are not outperform-
ing: when the noise level is 15 the difference from the result of second place
(DnCNN) is 0.09db, when the noise level is 25 the difference from the result
of second place (WDnCNN) is 0.15db, and when the noise level is 50 there is
no difference between the result of second place (WDnCNN) and ours. Con-
sidering each problem, it does not always give the best results. Surprisingly
the conventional method (BM3D) denoised better than our network in some
pictures. Through three result tables (Table 4.1, Table 4.2, and Table 4.3),
24
CHAPTER 4. EXPERIMENTS
BM3D[13] WNNM[36] DnCNN[44] FFDNet[47] WDnCNN[50] DResNet(Ours)
C.man 29.45 29.64 30.21 30.05 30.12 30.14
House 32.85 33.22 33.10 33.26 33.33 33.59
Pepper 30.16 30.42 30.82 30.72 30.90 30.96
Starfish 28.56 29.03 29.36 29.28 29.20 29.41
Monarch 29.25 29.84 30.41 30.29 30.18 30.52
Airplane 28.42 28.69 29.07 29.01 29.01 29.26
Parrot 28.93 29.15 29.44 29.42 29.40 29.54
Lena 32.07 32.24 32.41 32.57 32.65 32.70
Barbara 30.71 31.24 30.01 29.98 29.99 30.36
Boat 29.90 30.03 30.20 30.23 30.31 30.27
Man 29.61 29.76 30.08 30.07 30.08 30.12
Couple 29.71 29.82 30.08 30.15 30.23 30.28
Average 29.97 30.26 30.43 30.42 30.45 30.60
Table 4.2: The PSNR(dB) results on Set12 by the different methods when
σ “ 25. The best results are highlighted in bold.
BM3D[13] WNNM[36] DnCNN[44] FFDNet[47] WDnCNN[50] DResNet(Ours)
C.man 26.13 26.45 27.03 27.24 27.33 27.18
House 29.69 30.33 30.00 30.36 30.55 30.63
Pepper 26.68 26.95 27.32 27.41 27.65 27.48
Starfish 25.04 25.44 25.70 25.68 25.61 25.67
Monarch 25.82 26.32 26.78 26.92 26.86 26.89
Airplane 25.10 25.42 25.87 25.79 25.86 25.91
Parrot 25.90 26.14 26.48 26.57 26.60 26.63
Lena 29.05 29.25 29.39 29.63 29.75 29.76
Barbara 27.22 27.79 26.22 26.41 26.51 26.75
Boat 26.78 26.97 27.20 27.30 27.39 27.32
Man 26.81 26.94 27.24 27.26 27.27 27.29
Couple 26.46 26.64 26.90 27.04 27.14 27.09
Average 26.72 27.05 27.18 27.30 27.38 27.38
Table 4.3: The PSNR(dB) results on Set12 by the different methods when
σ “ 50. The best results are highlighted in bold.
the classic methods are still competitive in grayscale image denoising when
the noise level is low.
In particular, when the noise level σ “ 15 in the case of Barbara, WNNM
gives the best result 33.60 dB and BM3D the second-best result 33.10 dB.
There are some stripe patterns in scarp and trousers and a checkered table-
cloth in that picture of Barbara as shown in Figure 4.2. We compare two
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(a) BM3D (33.11) (b) Ours (32.80)
Figure 4.2: Visual comparison with BM3D of grayscale image denoising when
σ “ 15.
results from BM3D and DResNet denoising of that Barbara image. You can
see stain and artifacts on the face part in 4.2a although the numerical results
are higher. we consider such results because some pictures were filmed a long
time ago and there is noise in the ground truth images in the first place.
We will put some denoising output examples.
If you look at figure Figure 4.5, you can easily find that some background
noises exist in the result of (c)DnCNN and (d)FFDNet. Our DResNet keeps
Lena’s lower eyelash details and the shadow and light parts under her nose
compared to the result of WDnCNN, but the texture of the hat and the
crease of the wrinkles have disappeared.
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(a) Original (Monarch) (b) Noisy (σ “ 15)
(c) DnCNN (33.25;0.9501) (d) FFDNet (32.92;0.9491)
(e) WDnCNN (32.74;0.9497) (f) Ours (33.31;0.9726)




(a) Original (Parrot) (b) Noisy (σ “ 25)
(c) DnCNN (29.44;0.8618) (d) FFDNet (29.42;0.8624)
(e) WDnCNN (29.40;0.8678) (f) Ours (32.68;0.9524)




(a) Original (Lena) (b) Noisy (σ “ 50)
(c) DnCNN(29.34;0.8104) (d) FFDNet(29.63;0.8218)
(e) WDnCNN(29.75;0.8232) (f) Ours(29.77;0.9168)




4.2.2 Kodak24 and BSD68 Denoising
We present experimental quantitative results of denoising on the images from
the Kodak24, BSD68 dataset. Table 4.4 and Table 4.5 show the denoising
results in terms of PSNR when the noise levels are 10, 30, 50, for grayscale
image denoising and for color image denoising, respectively.
Dataset Kodak24 BSD68
σ “ 10 σ “ 30 σ “ 50 σ “ 10 σ “ 30 σ “ 50
Noisy 28.23 18.87 14.79 28.27 18.97 14.91
BM3D[13] 34.39 29.12 26.98 33.32 27.75 25.60
DnCNN[44] 34.90 29.62 27.49 33.88 28.36 26.23
IRCNN[46] 34.76 29.52 27.45 33.74 28.26 26.19
FFDNet[47] 34.81 29.65 27.62 33.76 28.39 26.29
RDN+[49] 35.19 30.02 27.88 34.01 28.58 26.43
RNAN[48] 35.20 30.04 27.93 34.04 28.61 26.48
WDnCNN[50] 33.72 29.28 26.47 33.68 28.37 26.30
DHDN[29] 35.24 30.08 27.94 34.05 28.62 26.49
DResNet (Ours) 35.95 30.68 28.52 34.54 29.01 26.82
Table 4.4: Quantitative results (PSNR) about grayscale image denoising. The
best results are highlighted in bold.
DResNet has the highest total scores in each of all the assessments of the
grayscale image denoising with Kodak and BSD datasets Table 4.4. For the
Kodak, the proposed network outperforms the conventional method (BM3D)
by up to 1.56 dB, when the noise level of the input image is 10 or 30, and
1.54 dB when the noise level is 50. Compared to the second place (DHDN),
the proposed network outperforms 0.71 dB, when the noise level of the input
image is 10, 0.60 dB when the noise level is 30, and 0.58 dB when the noise
level is 50. In the case of BSD denoising, the proposed network outperforms
the conventional method (BM3D) by up to 1.22 dB, when the noise level
of the input image is 10 or 50, and 1.26 dB when the noise level is 30.
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Compared to the second place (DHDN), the proposed network outperforms
0.58 dB, when the noise level of the input image is 10, 0.49 dB when the noise
level is 30, and 0.33 dB when the noise level is 50. On average, the difference
from the result of second place (DHDN) is 0.51db and 1.39db from BM3D.
Dataset Kodak24 CBSD68
σ “ 10 σ “ 30 σ “ 50 σ “ 10 σ “ 30 σ “ 50
Noisy 28.22 18.88 14.80 28.29 19.03 15.00
CBM3D[12] 36.57 30.89 28.62 35.89 29.71 27.36
DnCNN[44] 36.58 31.28 28.94 36.12 30.32 27.92
FFDNet[47] 36.80 31.39 29.10 36.14 30.31 27.96
RNAN[48] 37.24 31.86 29.58 36.43 30.63 28.27
WDnCNN[50] 34.70 30.41 28.56 36.07 30.39 28.09
DHDN[29] 37.36 32.01 29.72 36.52 30.70 28.37
DResNet (Ours) 37.42 32.20 29.93 36.92 31.07 28.68
DHDN(G) 37.29 31.97 29.71 36.47 30.71 28.36
DResNet(G) 37.22 32.12 29.87 36.82 31.03 28.64
LDResNet(G) 37.12 32.05 29.81 36.74 30.98 28.59
Table 4.5: Quantitative results (PSNR) about color image denoising. The
best results are highlighted in bold.
Similarly, DResNet has the highest total scores in each of all the assessments
of the color image denoising with Kodak and BSD datasets Table 4.5. For the
Kodak, the proposed network outperforms the conventional method (BM3D)
by up to 0.85 dB, when the noise level of the input image is 10, and 1.31
dB when the noise level is 30 or 50. Compared to the second place (DHDN),
the proposed network outperforms 0.06 dB, when the noise level of the input
image is 10, 0.19 dB when the noise level is 30, and 0.21 dB when the noise
level is 50. In the case of BSD denoising, the proposed network outperforms
the conventional method (BM3D) by up to 1.03 dB, when the noise level of
the input image is 10, 1.36 dB, when the noise level of the input image is
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(a) Original (b) Noisy (σ “ 50)
(c) FFDNet(30.05;0.8572) (d) WDnCNN(30.32;0.8610)
(e) DHDN(30.90;0.9478) (f) Ours(31.23;0.9515)
Figure 4.6: Visual comparison of color image denoising when σ “ 50
(PSNR;SSIM)
30, and 1.32 dB when the noise level is 50. Compared to the second place
(DHDN), the proposed network outperforms 0.40 dB, when the noise level of
the input image is 10, 0.37 dB when the noise level is 30, and 0.31 dB when
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the noise level is 50. On average, the difference from the result of second
place (DHDN) is 0.256db and 1.196db from BM3D.
Also, the proposed network exhibits further improvement in performance
when it uses weights trained for the random noise level as illustrated in the
three lines below in Table 4.5 denoting (G). Except for the case wherein the
noise level is 10, the proposed network outperforms the DHDN with a slight
gap in blind denoising.
In summary, it can be observed from the result tables that our network,
DResNet, gives better outputs than the other methods. In particular, it out-
performs the classic benchmark BM3D (CBM3D in color image denoising)
by a large margin on all test sets. Compared to the latest method DHDN,
DResNet obtains an average PSNR gain of about 0.52dB for grayscale image
denoising and 0.26dB for color image denoising. However, when the noise
level σ “ 10 in color denoising, the performance gap between DHDN and
DResNet was only 0.08dB. You can see that the higher the level of noise, the
greater the difference in performance.
If you look at figure Figure 4.6, you can easily find that the result of (c)
DnCNN and (d)FFDNet are over-blurred. Our DResNet keeps the details
and the shadow of the flower, showed in the red boxes.
Dataset Kodak24 CBSD68
σ “ 10 σ “ 30 σ “ 50 σ “ 10 σ “ 30 σ “ 50
Noisy 28.2188 18.8799 14.7980 28.2934 19.0256 14.9897
DResNet64 37.2206 32.1173 29.8740 36.8200 31.0340 28.6388
DResNet128 37.2369 32.1220 29.8755 36.8174 31.0300 28.6426
difference 0.0163 0.0047 0.0015 -0.0026 -0.0040 0.0038
Table 4.6: Comparison performance results by size of input data. The best
results are highlighted in bold.
We investigated whether the size of input data influenced the performance of
the network as illustrated in Table 4.6. In the AWGN denoising tests with the
Kodak dataset, the DResnet achieved the higher PSNR when the input size
is bigger. However, when we test its performance with the BSD dataset the
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larger input size does not always give better results. We expect that the use
of image pyramid (a combination of various size of image patches) instead
of a single image patches can contribute some enhancement in the denoising
quality.
4.3 Real Noise Reduction
We experimented with our network using some real noisy images to evaluate
the performance of our model for real-world noise removal. Figure 4.7 shows
(a) Noisy (b) FFDNet
(c) WDnCNN (d) DResNet
Figure 4.7: Visual comparison of real-world image denoising
an example of denoising an old film picture comparing with other networks:
FFDNet, WDnCNN. The clean images of the tested images are not provided
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and there is no way to evaluate the visual analysis without the correspond-
ing ground truth mathematically. Therefore we compared some results by
observing the noise removal effect, edge, and texture preservation. There is
no noticeable difference found in the three outputs.
4.3.1 DnD Test Results
For each of the 50 images of DnD benchmark, locations of 20 bounding
boxes that are to be denoised individually are provided – thus yielding 1000
bounding boxes in total. After uploading the denoising results to the website,
they notify the results one or two days later including some of the visual and
quantitative results. Some tested images are illustrated in Figure 4.8.
(a) Num.01 (b) Num.02 (c) Num.03 (d) Num.04 (e) Num.05
(f) Num.06 (g) Num.07 (h) Num.08 (i) Num.09 (j) Num.10
Figure 4.8: Some examples of DND test dataset
We achieved the score PSNR 39.11 and SSIM 0.9486 in the DnD denoising
benchmark. Also, we experimented with a heavier network MCDnNet, which
replaced all dilated convolutional layers into all regular convolutional layers.
The MCDnNet achieved better score PSNR 39.27 and SSIM 0.9496. All other
results are illustrated in Table 4.7. We divided some results by the dashed
lines: the upper part of Table 4.7 denoted the traditional methods, the net-
works in the middle part are originally developed for AWGN denoising, and
the lower parts are developed for real image denoising. Hence the CBDNet,
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RIDNet in the lower part outperform in this DnD denoising problem. We
show some visual results of the problem Num06 and Num07 in Figure 4.11
and Figure 4.12, respectively. In particular, we attached the enlarged version
of Figure 4.12 in Figure 4.9 to compare the quality of the denoised results
and see the detail. The results of the 10 tests disclosed Figure 4.8 are shown
in the following Table 4.8. The table shows that our results do not always
guarantee the best results.
Figure 4.9 shows the detail of denoised results of various methods. The figure
illustrated the enlarged and rotated version of Figure 4.12. There are some ar-
tifacts in the results of (b)BM3D and (c)DnCNN. The result of (d)WDnCNN
overblurred in the left area. In real image denoising, it is difficult to distin-
guish between actual textures and noise and is often overblurred. Our network














DResNet (Ours) 39.11 0.9486
MCDnNet (Ours) 39.27 0.9496










Figure 4.9: Visual Magnification Comparison of Figure 4.12
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PSNR noisy BM3D DnCNN+ FFDNet+ WDnCNN+ DResNet
Num.01 18.77 23.95 32.26 32.14 35.03 33.53
Num.02 26.90 30.91 33.29 33.05 33.93 33.12
Num.03 28.48 30.89 31.56 31.37 31.98 30.44
Num.04 20.76 25.65 31.34 31.21 34.21 32.32
Num.05 31.46 36.26 38.25 38.41 40.05 40.29
Num.06 23.55 29.33 34.51 34.47 36.48 37.30
Num.07 30.42 35.50 38.19 38.32 39.69 39.71
Num.08 35.61 36.81 36.67 36.36 36.09 34.34
Num.09 29.60 33.50 35.82 36.09 36.99 37.70
Num.10 33.97 37.88 38.36 37.93 40.01 40.23
SSIM noisy BM3D DnCNN+ FFDNet+ WDnCNN+ DResNet
Num.01 0.3015 0.5078 0.8906 0.9162 0.9185 0.9078
Num.02 0.7527 0.8721 0.9271 0.9231 0.9348 0.9171
Num.03 0.9011 0.9501 0.9575 0.9586 0.9630 0.9540
Num.04 0.1996 0.4580 0.8344 0.8438 0.8880 0.8210
Num.05 0.9370 0.9811 0.9888 0.9896 0.9920 0.9925
Num.06 0.5185 0.8175 0.9457 0.9510 0.9546 0.9606
Num.07 0.5997 0.8267 0.9051 0.9083 0.9243 0.9261
Num.08 0.9448 0.9606 0.9604 0.9572 0.9564 0.9407
Num.09 0.8510 0.9461 0.9793 0.9816 0.9842 0.9862
Num.10 0.8557 0.9435 0.9502 0.9543 0.9650 0.9641
Table 4.8: The PSNR(dB) and SSIM results on some of DnD dataset by the
different methods. The best results are highlighted in bold.
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(a) Noisy(31.46;0.9370) (b) BM3D(36.26;0.9811)
(c) DnCNN+(38.25;0.9888) (d) FFDNet+(38.41;0.9896)
(e) WDnCNN(40.05;0.9920) (f) DResNet(40.29;0.9925)
Figure 4.10: Visual comparison of DND test Num.05 denoising results
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(a) Noisy(23.55;0.5185) (b) BM3D(29.33;0.8175)
(c) DnCNN+(34.51;0.9457) (d) FFDNet+(34.47;0.9510)
(e) WDnCNN(36.48;0.9546) (f) DResNet(37.30;0.9606)
Figure 4.11: Visual comparison of DND test Num.06 denoising results
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(a) Noisy(30.42;0.5997) (b) BM3D(35.50;0.8267)
(c) DnCNN+(38.19;0.9051) (d) FFDNet+(38.32;0.9083)
(e) WDnCNN(39.69;0.9243) (f) DResNet(39.71;0.9261)
Figure 4.12: Visual comparison of DND test Num.07 denoising results
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4.3.2 NTIRE 2020 Real Image Denoising Challenge
Using our model, we participated in the NTIRE 2020 real image denoising
challenge. The purpose of the challenge is removing unspecified noise from
given images. NTIRE 2020 real image denoising challenge consists of two
tracks: raw-RGB track and sRGB track. As a team named LDResNet, we
submitted a denoising network for the second track. The submitted network
was DResNet trained with a smartphone image denoising dataset (SIDD) [1]
itself. Beyond the given train data, we utilized extra undesired-clean image
pairs as a way to add some noise on the ground truth images of SIDD train
data. However, we could not train because the time was not enough. Table 4.9
shows the top 10 results of the challenge and Figure 4.15 illustrates some
visual results. Our LDResNet achieved a score PSNR 32.09 and SSIM 0.9507.
Team Username PSNR SSIM
Eraser2 Songsaris 33.22(1) 0.9596(1)
Alpha q935970314 33.12(2) 0.9578(3)
HITVPC&HUAWEI2 hitvpc huawei 33.01(3) 0.9590(2)
ADDBlock BONG 32.80(4) 0.9565(5)
UIUC IFP Self-Worker 32.69(5) 0.9572(4)
Baidu Research Vision 2 zhihongp 32.30(6) 0.9532(6)
Rainbow JiKun63 32.24(7) 0.9410(11)
TCL Research Europe 2 tcl-research-team 32.23(8) 0.9467(9)
LDResNet SJKim 32.09(9) 0.9507(7)
Eraser4 BumjunPark 32.06(10) 0.9484(8)
Table 4.9: Results and rankings of methods submitted to the sRGB denoising
track of NTIRE 2020 Challenge on Real Image Denoising
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(a) Noisy(28.55;0.7839), predict(38.28;0.9833), GT
(b) Noisy(25.38;0.6316), predict(39.54;0.9840), GT
(c) Noisy(28.67;0.7682), predict(40.39;0.9790), GT




(a) Noisy(28.54;0.7585), predict(38.80;0.9746), GT
(b) Noisy(24.74;0.6000), predict(40.57;0.9908), GT
(c) Noisy(24.32;0.5733), predict(39.20;0.9895), GT




Figure 4.15: Denoising results of real-world noisy images from SIDD test data
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Conclusion and Future Works
Digital image processing has become an essential topic as digital im-
age devices have extensively applied in many fields and convenient compact
cameras, such as smartphone built-in cameras, essentially degrade the im-
age quality. In particular, noise reduction is a task that must be preceded
above all. We proposed a new architecture by defining the basic block with
several combinations of dilation layers of various forms and stacking them
repeatedly. We have proved in several experiments that our model has com-
petitive performance not only for Gaussian noise but also for real-world noise
removal.
However, there are some limitations to the proposed architecture. Since
the proposed network minimizes information loss by not using downsam-
pling layers, it requires more inference time compared to the latest deep
learning-based benchmarks. Hence it is not easy to apply to real-time work;
for example, auto-driving vision. Also, there are many areas to reinforce. It
is necessary to study how to deal with cases where an only certain part of
the image is noisy, how to determine the type of noise, and how to remove
it, especially when multiple noises are mixed. For this, above all, analysis
of real noise must be preceded. In the real world, deterioration in images
due to various factors and noises and blur mixed through processes such as
image acquisition and storage. For a more fundamental solution, analysis of
real-world noise, various modeling experiments, and complex modelings such
as image hybrid noise, blur, and compression are required. Also, the study of
the case of partially deteriorated images and spatial-variant noisy images will
be helpful. It is expected that in the future, performance can be improved by
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adding these points. We will experiment with some changes in the network
structure so that it can be applied in real-time.
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국문초록
디지털 영상 데이터 내의 잡음 제거 및 감소는 열화된 영상의 노이즈를
제거하면서 모서리, 곡선, 질감 등과 같은 필수 세부 정보를 유지하는 것이
목적인 영상 처리 분야의 기본적이고 필수적인 작업이다. 딥러닝 기반의 영
상 잡음 제거 방법들은 열화된 영상을 원하는 품질의 영상으로 매핑하도록
대용량의 데이터를 이용하여 네트워크를 지도학습하며 고전적인 방법들보다
뛰어난 결과를 보여주고 있다.
본논문에서는이미지디노이징에대한여러방법들을조사했을뿐만아니
라, 특히 백색 가우시안 잡음과 실제 잡음 제거 문제에 집중하면서 네트워크
아키텍처를 설계하고 실험하였다. 여러 형태의 딜레이티드 콘볼루션들을 혼
합하여 기본 블록을 구성하고 이를 반복하여 쌓아서 설계한 네트워크를 제안
하였고, 각각 본연의 색상을 유지할 수 있도록 여러 입력 영상을 하나로 묶어
구성하는 배치를 평준화하는 배치노멀 레이어는 사용하지 않았다. 그리고 블
록이 여러 층 진행되는 동안 기존의 정보를 손실하지 않도록 스킵 커넥션을
사용하였다. 여러 실험과 기존에 제안된 방법과 최신 벤치 마크와의 비교를
통하여 제안한 네트워크가 노이즈 감소 및 제거 작업에서 기존의 방법들과
비교하여 우수한 성능을 가지고 있음을 입증하였다. 하지만 제안한 아키텍처
방법의한계점도몇가지존재한다.제안한네트워크는다운샘플링을사용하지
않음으로써정보손실을최소화하였지만최신벤치마크에비하여더많은추론
시간이 필요하여 실시간 작업에는 적용하기가 쉽지 않다. 실제 영상에는 단순
한잡음보다는영상획득,저장등과같은프로세스를거치면서여러요인들로
인한 다양한 잡음, 블러와 같은 열화가 혼재 되어 있다. 실제 잡음에 대한 다
양한 각도에서의 분석과 여러 모델링 실험, 그리고 영상 잡음 및 블러, 압축과
같은 복합 모델링이 필요하다. 향후에는 이러한 점들을 보완함으로써 성능을
향상시키고 네트워크의 조정을 통해 실시간으로 적용될 수 있음을 기대한다.
주요어휘: 영상 잡음 제거, 딥러닝, 가산적인 잡음, 실제노이즈
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