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О работе семинара «Нелинейная динамика»
В 2013 году в рамках научно-образовательного центра «Нелинейная ди-
намика» продолжил работу научный семинар, посвященный исследованиям
поведения, а также методам анализа динамических систем. За прошедший
учебный год на нем было заслушано более тридцати сообщений по темати-
ке исследований научно-образовательного центра. Ниже представлены тезисы
наиболее интересных докладов, прозвучавших на семинаре.
Нестеров П.Н. Метод центральных многообразий в задаче асимптотическо-
го интегрирования одного класса систем функционально-дифференциальных
уравнений1. В работе изучается вопрос о построении асимптотики при t → ∞ решений
следующей системы функционально-дифференциальных уравнений:
x˙ = B0(xt) +B(t, xt) +R(t, xt). (1)
Здесь x ∈ Cm, xt(θ) = x(t + θ) (−h 6 θ 6 0) — элемент пространства Ch ≡ C
(
[−h, 0],Cm)
непрерывных на [−h, 0] функций со значениями в Cm. Далее, B0(·) — линейный ограни-
ченный оператор, действующий из Ch в Cm; R(t, ·) — линейный ограниченный оператор,
действующий из Ch в Cm, такой, что при любом фиксированном ϕ ∈ Ch функция R(t, ϕ)
измерима по Лебегу при t > t0 и







B(t, xt) = v1(t)B1(t, xt) + v2(t)B2(t, xt) + . . .+ vn(t)Bn(t, xt),
где Bi(t, ·) — линейные ограниченные операторы, действующие из пространства Ch в про-








j (ϕ), ϕ ∈ Ch. (2)
В формуле (2) `(i)j (·) — линейные ограниченные операторы, не зависящие от t, и действую-
щие из Ch в Cm, а Γ
(i)
j (t) — матрицы, элементами которых являются тригонометрические
многочлены. Кроме того, v1(t), . . . , vn(t) — скалярные функции такие, что
10. v1(t)→ 0, v2(t)→ 0, . . . , vn(t)→ 0 при t→∞;
20. v˙1(t), v˙2(t), . . . , v˙n(t) ∈ L1[t0,∞);
30. Произведение vi1(t)vi2(t) . . . vik+1(t) ∈ L1[t0,∞) для некоторого k ∈ N и любого на-
бора 1 6 i1 6 i2 6 . . . 6 ik+1 6 n.
Задача асимптотического интегрирования системы (1) в случае нулевого оператора B0
была изучена в статье [2]. Основное предположение, при котором система (1) рассматри-
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имеется l корней λ1, . . . , λl на мнимой оси с учетом их кратностей, а остальные корни
имеют отрицательные вещественные части. Данное обстоятельство позволяет для асимп-
тотического интегрирования системы (1) воспользоваться известным методом централь-
ных многообразий [1]. Адаптации этого метода к задаче асимптотического интегрирования
системы (1) и посвящена данная работа.





∣∣ ϕ(θ) = Φ(θ)u+H(t, θ)u, u ∈ Cl} (3)
в фазовом пространстве Ch системы (1), притягивающего с экспоненциальной скоростью
траектории этой системы. В выражении выше Φ(θ), H(t, θ) – некоторые (m× l)-матрицы,
непрерывные по переменной θ ∈ [−h, 0], а матрица H(t, θ) непрерывна по t при t > t∗ и
‖H(t, ·)‖Ch → 0 при t → ∞. Многообразие W(t) положительно инвариантно относитель-
но траекторий xt(θ) системы (1) при достаточно больших t. Поведение траекторий xt(θ)
















Ai1... ik(t)vi1(t) · . . . · vik(t) + Rˆ(t)
)
u, u ∈ Cl. (4)
Здесь A0, Ai1... is(t), Rˆ(t) — квадратные (l × l)-матрицы: A0 — постоянная матрица, соб-
ственными значениями которой являются критические собственные значения λ1, . . . , λl,
элементами матриц Ai1... is(t) являются тригонометрические многочлены, а матрица Rˆ(t) ∈
L1[t0,∞). Асимптотика всех решений системы (4) может быть построена с помощью ме-
тода, изложенного в работе [3].
С учетом вышесказанного асимптотика всех решений системы (1) при t → ∞ может
быть описана с помощью следующей формулы:












где C1, . . . , Cl — произвольные действительные постоянные, u1(t), . . . , ul(t) — фундамен-
тальные решения системы (4), и β > 0 — некоторое действительное число. В качестве




x(t− 1) + a sinλt
tρ
x(t− h),
где a, λ ∈ R, ρ > 0 и h > 0.
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Глызин Д.С. О динамике распределенного нелинейного осциллятора с вы-
рожденным параболическим оператором. Рассмотрим следующую задачу, представ-
ляющую собой простейший распределенный нелинейный осциллятор в нормальной форме












u+ αu+ σ|u|2u, (1)
u(t, y1 + 1, y2) = u(t, y1, y2 + 1) = u(t, y1, y2), (2)
u(0, y1, y2) = ϕ(y1, y2), (3)
где u = u(t, y1, y2) = u1(t, y1, y2) + iu2(t, y1, y2), d = d1 + id2, α = α1 + iα2, σ = σ1 + iσ2.
Заметим, что если искать решения в виде u(t, y1, y2) = v(t, z2y1 − z1y2), то уравнение
(1) сведется к уравнению
∂v
∂t
= αu+ σ|u|2u, (4)
не зависящему от пространственных переменных. Таким образом, выбрав начальное усло-
вие в виде ϕ(y1, y2) = ψ(z2y1 − z1y2), в случае, если оно удовлетворяет (2), мы получим
задачу, решение которой u(t, y1, y2) зависит только от начального значения в данной точке:
u(t, y1, y2) = V
tψ(z2y1 − z1y2), где V t — поток, порождаемый уравнением (4).
Зафиксируем z1 = z2 = 1. Для численного исследования выберем разностную ап-
проксимацию производных по пространственным переменным, сохраняющую указанное
свойство. А именно, фиксировав шаг ∆y1 = ∆y2 = ∆y, построим диагональную сетку
(yk1 , y
j
2) = (k∆y, j∆y) для k, j = 0, 1 . . . N−1, удовлетворяющих k+ j ≡ 0 mod 2. Положим





























≈ uk,j+2 − 2uk,j + uk,j−2
4∆y2
.
Численное исследование проводилось при значениях параметров α = 1, σ = −1 + i,
обеспечивающих наличие колебательного режима с амплитудой 1 в уравнении (4).
На рис. 1–2 изображены компоненты u1 характерных решений задачи (1)–(3) при t =
5000 для разных начальных значений ϕ(y1, y2) и различных соотношений между d1 и d2.
Рис. 1 содержит графики решения при количестве узлов сетки N = 64 (слева) и N = 32
(справа) по каждому направлению. Негладкий вид решения здесь определяется соотноше-
нием d2/d1 = 10 > 1 и сохраняется для широкого круга начальных условий.
На рис. 2 продемонстрирован эффект существования выделенного направления y1 +
y2 ≡ c mod 1 у вырожденного параболического оператора в правой части уравнения (1).
При d1 = d2 = 0.01 и начальном условии ϕ(y1, y2) = ψ(y1− y2) = 0.1 + 0.5 exp(2pii(y1− y2)),
равном константе вдоль выделенного направления (слева), система сохраняет структуру
начального условия, а решение в отдельных узлах сетки колеблется, подчиняясь закону
(4), и не зависит от соседних узлов.
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При начальном условии ϕ(y1, y2) = 0.1 + 0.5 exp(pii(2y1 + 1.5y2)) (справа) параболиче-
ский оператор вынуждает решение повернуться так, что направление, вдоль которого оно
неизменно, будет совпадать с выделенным направлением оператора.
Отметим, что в обоих случаях, проиллюстрированных на рис. 2, величина |u(t, y1, y2)|2
постоянна и равна единице, в то время как в случае на рис. 1 |u(t, y1, y2)|2 имеет такую же
негладкую структуру, как и само u1.
Также заметим, что при выборе начального условия ϕ(y1, y2) = 0.1+0.5 exp(2pii(y1+y2))







































Рис. 2. d1 = d2 = 0.01
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Кубышкин Е.П., Морякова А.Р.1 Автоколебательные решения дифферен-
циально-разностного уравнения второго порядка в одном критическом случае.
x¨+Ax˙+ x+ f(x(t− h)) = 0, (1)
в котором A, h > 0, f(x)) = f1x+ f2x2 + f3x3 + ... гладкая при |x| 6 x0 функция.
Изучается характер автоколебательных решений, бифурцирующих из нулевого состо-
яния равновесия при изменении параметров в одном критическом случае, для описания
которого изучим расположение корней характеристического уравнения λ2 + Aλ + 1 +
f1 exp(−λh) = 0 линейной части уравнения (1). Для этого воспользуемся методом D-
разбиений [1], положив λ = iσ, σ > 0 и выделив вещественную и мнимую части, из которых
находим 
f1(σ) = σA/sin(σh(σ)), σ > 0, −∞ < f1(σ) <∞
h(σ) =
{
σ−1(arctg(σA/σ2 − 1) + pin), 0 < σ < 1
σ−1(arctg(σAσ2 − 1)− pi + pin), 1 < σ <∞ n = 0, 1, 2, . . .
Эти соотношения определяют границы областей D-разбиений в пространстве парамет-
ров исходного уравнения. При этом оказалось, что при A = A0 ≈ 1.275, f1 = f10 ≈ 0.986,
h = h0 ≈ 8.595 характеристическое уравнение имеет две пары комплексно сопряженных
корней ±iσ1,±iσ2(σ1 > 0, σ2 > 0), которые проходят при изменении параметров через
резонансное соотношение 1:3, имея (σ1 ≈ 0.318, σ2 ≈ 0.954). Все остальные корни харак-
теристического уравнения при этом имеют отрицательные действительные части. Этот
критический случай изучается в работе.
Положим в (1) A = A0 + εA1, f1 = f10 + εf11, h = h0 + εh1 и обозначим через S(r0)
шар радиуса r0 фазового пространства C[−h, 0]⊕R уравнения (1) с центром в нуле. Урав-
нение (1) имеет (см., например, [2]) в рассматриваемом случае локальное асимптотически
устойчивое гладкое инвариантное четырехмерное многообразиеM(ε) ∈ S(r0) (центральное
многообразие), поведение решений на котором определяет поведение решений исходного
уравнения с начальными условиями из S(r0). В свою очередь поведение решений на M(ε)
может быть описано поведением траекторий следующей гладко зависящей от своих пере-
менных и параметров системы обыкновенных дифференциальных уравнений
z˙1 = (iσ1 + λ
1
1ε+ d11|z1|2 + d12|z2|2)z1 + d1z¯21z2 + . . . = Z1(z1, z2, z¯1, z¯2; ε), (2)
z˙2 = (iσ2 + λ
1
2ε+ d21|z1|2 + d22|z2|2)z2 + d2z31 + . . . = Z2(z1, z2, z¯1, z¯2; ε), (3)
в которой zj(t) ∈ C, комплексные коэффициенты λj = τ1j + iσ1j , dij = aij + ibij , dj =
|dj | exp(iγj) эффективно вычисляются через параметры системы, точками обозначены сла-
гаемые, имеющие более высокий порядок малости ε и z1, z2.
Положим zj = ε1/2ρj exp(iτj), ρj > 0, (j = 1, 2) и перейдем (2),(3) к “медленным” пере-
менным ρ1, ρ2, θ = 3τ1− τ2. Выполнив нормировку времени t→ t/ε, рассмотрим укорочен-














2)ρ2 + |d2| cos(θ + γ2)ρ31,
θ˙ = 3σ11 − σ12 + (3b11 − b21)ρ21 + (3b12 − b22)ρ22 + 3|d1| sin(−θ + γ1)ρ1ρ2 − |d2| sin(θ + γ2)ρ31/ρ2.
1Работа выполнена при поддержке проекта № 984 в рамках базовой части государственного
задания на НИР ЯрГУ.
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Система “медленных” переменных анализировалась численно для разных значений па-
раметров с использованием программы Tracer [3], в которой реализованы алгоритмы из [4].
При этом отмечено существование устойчивых состояний равновесия, что соответствует
устойчивым периодическим решениям исходного уравнения; устойчивых периодических
решений, что соответствует существованию в исходном уравнении устойчивых инвариант-
ных двумерных торов; а также серии бифуркаций удвоения периода периодического реше-
ния, приводящей к возникновению хаотического аттрактора. Для аттрактора вычислены
ляпуновские показатели и ляпуновская размерность, которая оказалось дробной.
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Лоханин М.В. Экспериментальное исследование колебаний балки с поте-
рей устойчивости. Одной из интереснейших и практически важных разновидностей
нелинейных колебаний являются колебания упругих тел с потерей устойчивости (buckling
oscillations). В работе был поставлен эксперимент, в котором исследовались вынужден-
ные колебания продольно сжатого стержня с заделанным и свободным (по отношению к
поперечным смещениям) концами. Сжатие осуществлялось при помощи кевларовой ни-
ти, натянутой между заделанным и свободным концами. Помимо строительной механики,
из которой первоначально происходит интерес к подобным структурам, они неизбежно
возникают в микромеханике, например в сенсорах инерциальной навигации. Результаты
представлены в виде фазовых кривых, зарегистрированных при различных частотах внеш-
ней силы (см. рис. 1–3). На первых рисунках серии отчетливо видны бифуркации удвоения
периода. Утверждать, что колебания на рисунках из середины серии являются хаотически-
ми, невозможно, поскольку запись является недостаточно длинной и оценка ляпуновских
показателей не производилась. Измерения показывают, что экспериментальное исследова-
ние прецизионных упругих структур должно производиться с полной регистрацией закона
движения. Отметим, что измерения таких показателей, как амплитуда, фазовый и частот-
ный сдвиги, оказываются в данном случае как минимум неполными.
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Кащенко А.А. Устойчивость непрерывных волн для одной лазерной модели




εg˙ = γ(g0 − g − g|a|2). (1)
Здесь все параметры действительные, 0 < κ < 1, γ > 0, g0 > 0, κeg0 > 1, параметр ε
положителен и достаточно мал 0 < ε 1.
У данной системы существуют решения вида непрерывных волн
a = R exp(iΛt), g = G0.
Здесь Λ, R, G0 — действительные константы, R > 0 и G0 > 0. Выразим из второго урав-







2(1 + |a(t− 1)|2)
)
a(t− 1)e−i∆/ε, (2)
которое в дальнейшем будем рассматривать как исходный объект исследования.
Для формулировки теоремы о существовании решений введем следующие обозначения.
Назовем Γ(κ, g0) множество точек (δ, ρ2), удовлетворяющих равенству
δ2 = κ exp(g0(1 + ρ
2)−1)− 1.
Обозначим за Ω действительный корень уравнения




1/2g0(1− iα)(1 + ρ2)−1 − iΩ
)
из полуинтервала [0, 2pi). Обозначим за θ = θ(ε) такую функцию со значениями из полу-
интервала [0, 2pi), что θ + (∆ + δ)/ε нацело делится на 2pi.
Верна следующая теорема о существовании решений.
Теорема 1. Пусть точка (δ, ρ2) принадлежит множеству Γ(κ, g0). Тогда для каждого
натурального n существует такое ε0 > 0, что при ε ∈ (0, ε0) у уравнения (2) существует
автомодельное решение
a = (ρ+ εv) exp(i(δ/ε+ θ + Ω + 2pin+ εd)t), (3)
где функции v(ε) и d(ε) ограничены при ε→ 0.
Для формулировки результатов об устойчивости решений вида (3) введем в рассмот-
рение систему неравенств:
2(1 + ρ2)2δ2(1 + α2)− g0ρ2(1 + αδ)2 < 0,
g0ρ
2(1 + ρ2)−2 < 2,
−1 < αδ < min{4(1 + ρ2)2g−10 ρ−2 − 1; 2} (4)
и следующее уравнение относительно вспомогательной переменной z, изменяющейся на
отрезке [−1, 1]:
4w(−1+y)2z3−4(1−y)(2+w− (1+αδ)y)z2 +w(−2+y)2−2(4−2(1+αδ)y+(1+αδ)y2)+
+ (16− 8(2 + αδ)y + 2(2 + 3αδ + α2δ2)y2 − (1 + αδ)2y3 + w(−4 + 8y − 3y2))z = 0. (5)
1Работа выполнена при поддержке проекта № 984 в рамках базовой части государственного
задания на НИР ЯрГУ.
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Здесь w = κ exp(g0(1 + ρ2)−1) и y = g0ρ2(1 + ρ2)−2.
Верна следующая теорема об устойчивости.
Теорема 2. Пусть в верхней точке кривой Γ(κ, g0) выполнено второе неравенство систе-
мы (4). Пусть в точке (δ0, ρ20) кривой Γ(κ, g0) выполнена система неравенств (4). Пусть
уравнение (5) не имеет корней на отрезке [−1, 1] для всех точек дуги кривой Γ(κ, g0),
соединяющей верхнюю точку кривой Γ(κ, g0) и точку (δ0, ρ20). Тогда существует такое
ε0 > 0, что для всех ε ∈ (0, ε0) решение (3) уравнения (2) с δ = δ0 и ρ = ρ0 устойчиво.
Относительно расположения областей устойчивости на кривых Γ(κ, g0) сделаны следу-
ющие выводы.
1. Полностью устойчивой кривая Γ(κ, g0) быть не может.
2. В случае α = 0 доказано, что на кривой Γ(κ, g0) может быть 0, 1, 2 или 3 обла-
сти устойчивости, которые симметричны относительно оси ρ2. Область параметров
(g0, κ) разделена на регионы. Границы данных регионов найдены аналитически. Ко-
личество областей устойчивости на кривых Γ(κ, g0) и их границы в терминах ρ2 для
каждого из регионов на плоскости (g0, κ) найдены аналитически.
3. В случае α 6= 0 область устойчивости может быть как симметрична, так и несим-
метрична относительно оси ρ2.
4. Области устойчивости на кривой Γ(κ, g0) при α = 0 и α 6= 0 могут как совпадать,
так и отличаться друг от друга.
5. При достаточно больших |α| любое решение с δ 6= 0 неустойчиво на некоторой по-
следовательности εm → 0.
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Быкова Н.Д. О применении принципа усреднения к логистическому урав-
нению с запаздыванием1. Рассматривается логистическое уравнение с запаздыванием
u˙ = r[1− u(t− T + f(ωt))]u, (1)




a, если 0 6 s 6 α < 1,
b, если α < s < 1.
Основное предположение состоит в том, что параметр ω, характеризующий частоту коле-
баний функции f , является достаточно большим:
ω  1.
Ставится задача о применении принципа усреднения к уравнению (1), т.е. о построении
для (1) усредненного уравнения.
1Работа выполнена при поддержке проекта № 984 в рамках базовой части государственного
задания на НИР ЯрГУ.
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Теорема 1. Пусть a < T и b < T . Тогда усредненным уравнением является уравнение
V˙ = r[1− αV (t− T + a)− (1− α)V (t− T + b)]V. (2)
Доказательство этой теоремы базируется на результатах работ [1, 2, 3].
Теорема 2. Пусть состояние равновесия V0 ≡ 1 уравнения (2) асимптотически устой-
чиво. Тогда при всех достаточно больших ω состояние равновесия u0 ≡ 1 в (1) асимпто-
тически устойчиво.
Теорема 3. Пусть (2) имеет асимптотически орбитально устойчивое периодическое
решение V0(t). Тогда при всех достаточно больших ω уравнение (1) имеет асимптоти-
чески устойчивое решение u0(t, ω), для которого u0(t, ω) = V0(t) +O(ω−1).
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Кубышкин Е.П., Тряхов М.С. Алгоритм построения оптимального управ-
ления поведением решений начально-краевой задачи, моделирующей динами-





(b+ l−x1)utt(x1, t)dx1 + 2l˙θ˙(b− l − 1/2) = M(t), (1)
l¨ − θ˙2(b+ l − 1/2) = F (t), (2)
utt + uxxxx = (b+ l − x)θ¨ + 2l˙θ˙, uxx(0, t) = uxxx(0, t) = 0, u(l, t) = ux(l, t) = 0, (3)
θ(0) = θ0, θ˙(0) = θ1, l(0) = l0, l˙(0) = l1, u(x, 0) = u0(x), ut(x, 0) = u1(x).(0 6 x 6 l0) (4)
относительно функций θ = θ(t), l = l(t) > 0 и u = u(x, t) области Ql,T = {0 6 x 6 l, 0 6 t 6
T}, где M(t), F (t) ∈ L2(0, T ), J(l) = J0 + 1/3 + (b+ l)[(b+ l)− 1] > 0, J0 и b положительные
параметры.
Начально-краевая задача (1) — (4) приведена в безразмерных переменных и описыва-
ет динамику руки телескопического манипулятора. Рука обладает упругими свойствами,
имеет длину l(t) и может одновременно совершать поворот и прямолинейное движение под
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действием момента внешних сил M(t) и силы F (t). Вывод уравнений (1) — (3) имеется в
монографии [1].
В докладе для начально-краевой задачи (1) — (4) сформулировано понятие обобщенно-
го решения c введением соответствующих функциональных пространств и интегральных
соотношений, определяющих обобщенное решение. Доказаны теорема существования и
единственности решения и теорема о непрерывной зависимости решения от начальных
условий и параметров уравнения, обеспечивающие корректность поставленной начально-
краевой задачи, с использованием результатов работы [2].
Для начально-краевой задачи (1)—(4) предложен алгоритм решения следующих задач
оптимального управления.
Задача 1. Определить функцииM(t), F (t) ∈ L2(0, T ), переводящие решение начально-
краевой задачи (1) — (4) из начального положения (4) в конечное
θ(T ) = θ0T , θ˙(T ) = θ1T , l(0) = l0T , l˙(0) = l1T ,
u(x, T ) = u0T (x), ut(x, T ) = u1T (x) (0 6 x 6 lT ≡ l(T )).
(5)
в заданный момент времени T и минимизирующие функционал Φ(M,F ) = ‖M(t)‖2L2(0,T ) +
‖F (t)‖2L2(0,T ).
Задача 2 (задача быстродействия). Определить функции M(t), F (t) ∈ L2(0, T ),
Φ(M,F ) 6 L < ∞, переводящие решение начально-краевой задачи (1) — (4) из (4) в (5)
за минимальное время T .
При решении задач 1, 2 доказана управляемость решениями начально-краевой задачи
(1) — (4), сформулирован принцип максимума, предложен итерационный алгоритм по-
строения оптимального управления, основанный на решении задач 1, 2 для рекуррентной




(b+ ln−1−x1)untt(x1, t)dx1 + 2l˙n−1θ˙n−1(b− ln−1 − 1/2) = Mn(t), (6)
l¨n − θ˙2n−1(b+ ln−1 − 1/2) = Fn(t), (7)
untt + unxxxx = (b+ ln−1 − x)θ¨n + 2l˙n−1θ˙n−1,
unxx(0, t) = unxxx(0, t) = 0, un(ln−1, t) = unx(ln−1, t) = 0,
(8)
θn(0) = θ0, θ˙n(0) = θ1, ln(0) = l0, l˙n(0) = l1,
un(x, 0) = u0(x), unt(x, 0) = u1(x), θ0(t) ≡ 0, u(x, t) ≡ 0
(9)
(n = 1, 2, ..., 0 6 x 6 l0) и доказательства сходимости θn(t), un(x, t),Mn(t), Fn(t) в соот-
ветствующих функциональных пространствах, а также числовой последовательности Tn.
Решение задач 1, 2 для (6)—(9) основано на методике работы [3], позволяющей свести ре-
шение задач управления к проблеме моментов в соответствующих функциональных про-
странствах. Минимальное время Tn при этом находится как корень некоторого нелиней-
ного уравнения. Проведен численный эксперимент для различных характерных значений
параметров (1)—(3), начальных и конечных условий.
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