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Abstract
In this thesis we discuss possible generalizations of totally unimodular and network matrices. Our 
purpose is to introduce new classes of matrices that preserve the advantageous properties of these 
well-known matrices. In particular, our focus is on the polyhedral consequences of totally unimod­
ular matrices, namely we look for matrices that can ensure vertices that are scalable to an integral 
vector by an integer k. We argue that simply generalizing the determinantal structure of totally uni­
modular matrices does not suffice to achieve this goal and one has to extend the range of values 
the inverses of submatrices can contain. To this end, we define k-regular matrices. We show that 
k-regularity is a proper generalization of total unimodularity in polyhedral terms, as it guarantees 
the scalability of vertices. Moreover, we prove that the k-regularity of a matrix is necessary and 
sufficient for substituting mod-k cuts for rank-1 Chvdtal-Gomory cuts.
In the second part of the thesis we introduce binet matrices, an extension of network matrices 
to bidirected graphs. We provide an algorithm to calculate the columns of a binet matrix using 
the underlying graphical structure. Using this method, we prove some results about binet matrices 
and demonstrate that several interesting classes of matrices are binet. We show that binet matrices 
are 2-regular, therefore they provide half-integral vertices for a polyhedron with a binet constraint 
matrix and integral right hand side vector. We also prove that optimization on such a polyhedron 
can be carried out very efficiently, as there exists an extension of the network simplex method for 
binet matrices. Furthermore, the integer optimization with binet matrices is equivalent to solving a 
matching problem.
We also describe the connection of k-regular and binet matrices to other parts of combinatorial 
optimization, notably to matroid theory and regular vectorspaces.
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Chapter 1
Introduction
Totally unimodular matrices play a central role in combinatorial optimization and integer program­
ming because they ensure integrality. In this thesis we examine matrices that can guarantee half- 
integrality.
The link that connects totally unimodular matrices to integral polyhedra is Hoffman and Kruskal’s 
[44] famous theorem which states that for integral A  matrices, the polyhedron P(A, b) =  {x | 
Ax < 6, x > 0} is integral for all integral right hand side vectors 6, if an only if A is totally 
unimodular. In terms of integer programming, totally unimodular matrices are the integral matrices 
for which max{cx \ Ax < 6, x  > 0} has integral optimal solution for any c and any integral 6. 
Total unimodularity thus settles the question of integrality in the sense that if we wish to decide if 
an integral matrix will give integral optimal solutions for all objective vectors and any integral right 
hand side, then we only have to check if the matrix is totally unimodular or not.
There are conditions, however, that take us beyond total unimodularity. For example, what if the 
matrix in question is not integral? Or what can we say about matrices that ensure integral optimal 
solutions for only a special set of right hand sides? These questions are not independent. If A  is 
rational, then one can find a nonnegative integer k, such that if we multiply every row of A  by k, 
we get an integral matrix, kA. But then instead of inequalities A x  < 6, we have kAx < kb and 
we deal with polyhedra that are required to be integral for only special b' vectors, namely for those 
whose elements are integer multiples of k . For example, if k =  2, so the elements of A  are halves of 
integers, then we are to characterize integral matrices A ' for which {x  | A 'x < b', x  > 0} is integral 
for all even vectors b1. Or equivalently, we examine matrices that provide half-integral vertices for 
polyhedra with integral right hand sides. In the approach followed in this work we combine the two 
questions above and examine rational matrices that ensure integral vertices for polyhedra in which 
the right hand side vector has elements that are integer multiples of a positive integer k.
Half-integral vertices arise naturally when A  is the incidence matrix of an undirected graph. It 
is well-known that the incidence matrix of a directed graph is totally unimodular, and Heller and
7
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Tompkins [40] showed that the incidence matrix of an undirected graph is totally unimodular if and 
only if the graph is bipartite. In fact, if an undirected graph G is not bipartite, then it contains an odd 
cycle, and the determinant of the related submatrix of its incidence matrix A  is ±2. Furthermore, it 
is not difficult to prove that if G is a connected undirected graph, then
for each submatrix R  of A , det(R) e {0, ±1, ±2}. (1.1)
This property then easily implies that P(A, b) is integral for even 6 vectors. The converse, however,
2 0 
0 2
Let us relax then the condition on determinants in (1.1) so that this example is not ruled out.
is not true. For example, P(A, 6) is clearly integral for A  = and any even 6, but det{A) =  4.
For each submatrix R  of A , det(R) € {0, ±2r , r  e  N}. (1.2)
This property seems to be a sufficiently wide extension of total unimodularity, one that involves 
the incidence matrix of any undirected or directed graph. It would be natural to claim that if a matrix 
A  has property (1.2), then P(A, 6) is integral for any even vector b. Such a claim would be false, 
however, as evidenced by matrix A  =  [4] and vector 6 =  2.
So neither property (1.1) nor property (1.2) is able to capture the real nature of matrices that 
provide integral vertices for any even right hand side vector. We will show that the property that 
accomplishes this task is:
for each non-singular submatrix R  of A, 2P-1 is integral. (1.3)
Let us give now two definitions that extend properties (1.2) and (1.3) for any positive integer k.
Definition. A matrix is called totally k-modular if for all of its square submatrices R, the determinant 
det(R) € {0, ±fcr , r  € N}.
Definition. A rational matrix is called k-regular if for each of its non-singular square submatrices 
R, kR~l is integral.
Both definitions generalize total unimodularity, but as argued above for the case of k =  2, and 
proved later for general values of k in the thesis, fc-regularity is the property that takes over the role 
of total unimodularity in the theory of rational matrices that ensures integral vertices for polyhedra 
with special right hand sides. One of our most important new results states this.
Theorem. A rational matrix A  is k-regular, if and only if the polyhedron {x \ Ax < kb, x  > 0} is 
integral for any integral vector b.
Having generalized total unimodularity by ^-regularity, one can ask for interesting fc-regular ma­
trices. Something similar to network matrices, which are totally unimodular and involve all ‘nice’
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examples of totally unimodular matrices, such as the node-edge incidence matrices of directed graphs 
or interval matrices. In the second part of the thesis we show that for 2-regularity, the most impor­
tant case of fc-regularity, there is a natural extension of network matrices, which we call the binet 
matrices. Binet matrices are 2-regular and involve a wide range of ‘nice’ 2-regular matrices. For 
example, the node-edge incidence matrix of an undirected graph is a binet matrix. Furthermore, just 
as every totally unimodular matrix is 2-regular, every network matrix is binet. And there are totally 
unimodular matrices that are not network matrices but we will show that they are binet matrices.
Network matrices are derived from directed graphs. Binet matrices, on the other hand, are de­
fined on a common generalization of directed and undirected graphs, namely the bidirected graphs 
introduced by Edmonds [23]. The result about the 2-regularity of the incidence matrix of an undi­
rected graph can be extended to the more general context of bidirected graphs. In fact, bidirected 
graphs provide the most general graphical environment in which 2-regularity can be discussed. We 
define binet matrices algebraicaly, using node-edge incidence matrices of bidirected graphs, but we 
also show that there is a graphical derivation of binet matrices from the underlying bidirected graph, 
enhancing the parallelism with network matrices.
Network matrices are the most important totally unimodular matrices not only because they in­
volve all the ‘nice’ examples. They are also desirable for their practical advantages and theoretical 
significance. On the practical side, if the constraint matrix of a linear program is a network matrix, 
then besides the fact that the total unimodularity of network matrices guarantees integral optimal so­
lutions in case of integral right hand sides, the graphical structure underlying network matrices also 
offers a very efficient algorithm to find these optimal solutions. This algorithm is the network simplex 
method that adapts the techniques of the simplex method to directed graphs. The simplex method 
can also be adapted to bidirected graphs, giving rise to the binet simplex method, an algorithm that 
can efficiently find the optimal solution of linear programs with a binet constraint matrix.
The theoretical significance of network matrices is related to the decomposition theory of totally 
unimodular matrices, due to Seymour [58]. This theory claims that every totally unimodular matrix 
is built up by simple operations from network matrices and two further totally unimodular matrices 
that are not network. We will show that the two exceptional matrices are binet, as are all network 
matrices, so the decomposition theory of totally unimodular matrices can be rephrased so that every 
totally unimodular matrix is built up by simple operations from binet matrices.
The decomposition of totally unimodular matrices is a consequence of the decomposition of 
regular matroids. Totally unimodular matrices are strongly connected to regular matroids, just as 
network matrices are to graphic matroids. In this thesis, although our focus is on matrices, we 
also discuss the matroidal connections of binet matrices. Basically, binet matrices represent signed 
graphic matroids, in much the same way as network matrices represent graphic matroids. On the 
other hand, we do not give a matroidal representation of 2-regular matrices, nor a characterization 
of signed graphic matroids similar to that of graphic matroids. This gap in matroidal equivalence
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will probably delay the discovery of a recognition algorithm for 2-regular or binet matrices. In fact, 
the only device we possess to prove that a matrix is 2-regular (besides checking the inverse of each 
submatrix) is to show that the matrix is binet Thus, the current status of recognizing 2-regular 
matrices is in par with the theory of totally unimodular matrices after the identification of network 
matrices but prior to the discovery of the decomposition theory that led to a recognition algorithm 
for totally unimodular matrices.
In the remainder of this chapter we first give an overview of the thesis, then provide a background 
to the research chapters by listing the necessary definitions and results.
1.1 The structure of the thesis
The thesis can be divided into two parts. The first deals with the generalization of total unimodularity, 
the second discusses the generalization of network matrices.
Total ^-modularity and k-regularity, the extensions of total unimodularity, are defined in Chapter 
2, where their connection and basic properties are also described. Chapter 3 is about the polyhedral 
implications of k-regularity. This is the chapter where the choice of k-regularity as the proper gener­
alization of total unimodularity is justified. We extend the polyhedral integrality results about totally 
unimodular matrices to rational and integral k-regular matrices in that chapter.
Chapter 4 is about bidirected graphs. This chapter does not contain new results, it serves as a 
foundation for further parts.
We embark on generalizing network matrices in Chapter 5, where we define binet matrices, 
describe in great detail the graphical method to derive them from the underlying bidirected graphs, 
and prove some fundamental properties of binet matrices. Chapter 5 is a focal point in the thesis, 
every chapter after it exploits the results given there. The next chapter, for instance, gives examples of 
binet matrices by delineating the underlying bidirected graphs, and relies on the graphical algorithm 
described in Chapter 5 to derive the matrices form the graphs. We show in Chapter 6 that network 
matrices and other interesting totally unimodular and not totally unimodular matrices are binet.
Chapter 7 is about the polyhedral results related to binet matrices. We prove that binet matrices 
are 2-regular, linking thus the two parts of the thesis. We also present a characterization of binet 
matrices that are totally unimodular. The 2-regularity of binet matrices means that a linear program 
with binet constraint matrix and integral right hand side has half-integral optimal solutions. Chapters 
8 and 9 offer methods to find the optimal solutions. In Chapter 8, we mention general-purpose 
methods for linear programs with binet constraint matrix (for short, binet optimization problems), 
but mainly focus on integer programs. It turns out that finding integer solution to a binet optimization 
problem is equivalent to solving a matching problem, so a strongly polynomial algorithm exists for 
this task. Chapter 9 concentrates on the binet simplex method. We argue that such a method exists, 
since bidirected graphs can be considered to be special cases of generalized networks and the existing
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generalized network simplex method can be adapted to bidirected graphs.
Chapter 10 deals with matroids. To exhibit the connection of binet matrices to existing special 
classes of matroids, we introduce some further generalizations of graphs and define the matroids on 
these graphs in a more general form. That chapter mainly contains known results. Our contribution is 
to show how binet matrices fit into existing theories, so widening their applicability. This is also true 
for Chapter 11, which describes a different concept to generalize totally unimodular matrices. This 
generalization, due to Lee [48], deals with the linear vectorspaces arising as row spaces of matrices. 
We demonstrate the differences of this concept from ours, which concentrates on matrices. Chapter 
11 belongs rather to the first part of the thesis, which is about ^-regularity, than the second, which 
concerns binet matrices. We put it at the end of the thesis because it is not an essential part of the 
dissertation, only a very important related issue.
1.2 Preliminaries
Here we define the notions used throughout the thesis, and give some known results that are going to 
be built upon later. The notations we use are standard. Similarly, the results listed here can be found 
in any textbook on combinatorial optimization. A reader not familiar with the content of this section 
can consult, for example, Nemhauser and Wolsey [51] or Schrijver [55]. Later, in due course, we 
will give the definitions of further concepts that appear only in parts of the dissertation. For example, 
we describe basic matroid theory in Section 10.2.
1.2.1 Graphs
G(V, E) denotes a graph with node set V  and edge set E. Edges can be directed, undirected or 
bidirected. Bidirected graphs are defined in Chapter 4, where we also redefine many of the general 
graphic structures mentioned here. E  can contain loops, i.e., edges whose end-nodes coincide. We 
will also employ loose edges, i.e., virtual edges that have no end-nodes. A directed edge has one tail 
(the node where the edge comes from) and one head (where it goes). An undirected graph can be 
considered as a graph in which each node has two heads and no tails. An edge connecting nodes u 
and v is denoted by (u, v). If it is a directed edge, then this notation implies that u is the tail and v is 
the head of the edge.
We will use the standard names for special subgraphs. So we will speak about walks, paths 
(meaning simple paths), trees, parallel edges, etc. A walk is a sequence of edges such that every 
edge is incident to the ones standing before and after it in the sequence. (In Figure 5.2(ii), page 49, 
edges s , r i , r 4 , r 3,r2,ri form a walk.) A path is a walk that does not cross itself, i.e., it does not 
use the same node twice, except maybe the first node, (As e.g., « ,n , in Figure 5.2(ii).) A graph 
is connected if there is a path between any two nodes. By a cycle we mean a closed path, and not
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a closed walk. For example, the first graph in Figure 5.2 is a cycle, the other two graphs are not. 
A tree is a connected graph which does not contain a cycle. A theta graph is the union of three 
internally node-disjoint paths between the same pair of nodes (see Figure 1.1). In all these subgraphs
Figure 1.1: A theta graph.
the directions of the edges are not relevant. When they are, we speak about directed paths, directed 
cycles, etc.. If G is not connected, then it has more than one connected components, or in short, 
components. An edge is a cut-edge, if it separates two parts of the graph, i.e., after deleting a cut-edge 
the graph has one more connected component We call a connected subgraph that contains exactly 
one cycle a 1-tree. The name follows [2], but the same or very similar structures have appeared in 
the literature with several different names. A very similar concept is called an ‘augmented tree’ in 
[2], and a ‘quasitree’ in [50]. Zaslavsky [73] used the name ‘unicycle’ for a 1-tree. Note that Held 
and Karp [39] used the term 1-tree for a similar, less general structure. We use the name 1-tree to 
express the fact that such a subgraph contains a tree plus exactly one additional edge. Note that the 
number of nodes in a 1-tree equals the number of edges. A subgraph spanned by an edge set contains 
the edges in the set and their end-nodes. A subgraph is spanning, if the graph spanned by its edges 
contains all nodes of the graph. A node is isolated if it is not incident to any edge.
We will use the standard graph operations, such as deletion or contraction of edges. Contraction 
can be imagined as shrinking the edge until it has zero length, and its end-nodes become one node. 
The node-edge incidence matrix of a graph has its rows and columns associated with the nodes 
and edges of the graph. The non-zeros in a column associated with edge e stand in the rows that 
correspond to the end-nodes of e. Heads get positive signs, tails get negative signs.
1.2.2 Numbers, vectors, matrices
As always, Z, Q, and R denote the set of integer, rational, and real numbers. N contains the nonnega­
tive integers. The set of positive real and integer numbers are R+ and Z+, respectively. The greatest 
integer smaller than x e  R is denoted by |xj •
Vectors and matrices whose elements are integers are called integral. That is, integral m-dimen- 
sional vectors are those in Zm, an integral matrix of size m x n is in Zmxn. Similarly, rational 
vectors and matrices have elements from Q. The set of m-dimensional vectors whose elements are
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all integer multiples of a rational r  is denoted by rZ m. If r  =  Vi, then we use the term half-integral. 
That is, half-integral vectors and matrices have elements that are integer multiples of V2 . If k is 
integer, then for any element a of kZ  it is true that k\a, i.e., k divides a or a is divisible by k. If x 
is an integral vector, then the greatest integer that divides each element of x  is its greatest common 
divisor, denoted as gcd(ar). The characteristic vector x  € {0, l}m of a set S  C {1,2 ,... ,m} is 
defined as
{ 1 i e S  
0 i ? S
For a matrix A  with row set I  and column set J, (A)y or Ay or ay denotes the element in row 
i e I  and column j  € J. This fact can also be expressed as A  =  [ay]jf/. If A  is a matrix, then 
kA  and A /k  denote the matrix obtained by multiplying or, respectively, dividing all elements by k. 
Thus, A  is a half-integral matrix, if and only if 2 A is integral.
Vectors that contain only zeros are called all-zero, and denoted by 0. Every element of an all-one 
vector is 1. We use the notation 1 for all-one vectors. In matrix notation, [A, B\ denotes a matrix in 
which A  and B  stand next to each other, and not one in which A  is above B , To get simpler notations 
for matrices, we sometimes leave blank the cells that contain 0 elements. If we do not want to specify 
a part of a matrix or vector, we use the sign *. So
* b
is a 2 x 2 matrix which has a and b in its diagonal, zero above its diagonal and an unspecified element 
below it. In other words, A is a lower triangular matrix. Note that instead of elements, we can define 
a matrix with its submatrices. Thus,
is a matrix that has submatrices A\ and A2 in the upper left and bottom right comers, respectively, 
and zeros outside them. This structure of A is its decomposition to components A\ and A2. If Ai 
and A2 are square submatrices, then they are blocks of A, and A is block diagonal.
The unit matrix is denoted by I. We do not specify its size, it is usually clear from the context. If 
not, we will use the notation Im for unit matrices of size m.
Vectors x \ , . . . , x n are linearly independent, if there is no A =  (Ai. . . ,  An) such that A ^  0 
and 53 XiXi = 0. The determinant of a square matrix A is denoted as det(A). A  is non-singular, if 
det(A) ^  0. In this case, the columns of A are linearly independent vectors, and A is invertible. The 
cofactor of element Ay, co/(Ay), is the determinant of the submatrix achieved by deleting row j  
and column % from the square matrix A and scaled by (—l) i+j. The rank of a matrix A, rank(A), 
is the size of the largest non-singular square submatrix in A. A matrix is of full row rank, if its rank
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equals the number of its rows, or equivalently, if its row vectors are linearly independent. A basis 
of a full row rank matrix A is a non-singular square submatrix of size rank(A). The rank of the 
node-edge incidence matrix A of a connected directed graph G on m  nodes is m -  1. Moreover, by 
deleting any row, A can be made a full row rank matrix A'. The bases of A' correspond to spanning 
trees of G.
Pivoting on an element a  of a matrix A means the following transformation:
A =
a c __
i
's
' <■> IT
. 
—
i
b D —6/a D — ^6c
where a  is a non-zero element, 6 is a column vector, c is a row vector, and D is a matrix. Pivoting is 
equivalent to a series of row operations executed on [A, I\, which is the same as premultiplying [A, f] 
by the the inverse of a basis. That is, if A = [R, 5] and R  is a basis of A, then consecutive pivoting 
on the diagonal elements of R  converts [R, S, 7] to [7,f2-15,i2-1] (up to column permutations). 
This phenomenon can also be expressed as a ‘change in the basis’, namely changing the roles of I  
and R.
A  matrix is called totally unimodular, if each of its submatrices has determinant 0, +1 or —1. 
The following lemma can be proved by Cramer’s rule, which determines the element of the inverse 
of a matrix. Namely, it states that (A-1 )^ - =  cof(Aij)/det(A).
Lemma 1.1. For every non-singular submatrix R  of a totally unimodular matrix, R ~1 is integral.
A full row rank matrix is unimodular, if each of its bases has determinant ±1.
Lemma 1.2. A matrix A is totally unimodular if and only if [A, I\ is unimodular.
Totally unimodular matrices play a central role in this thesis. We give two theorems that charac­
terize totally unimodular matrices.
Theorem 1.3. (Ghouila-Houri [34]) A 0, ±1 matrix is totally unimodular, if  and only if for each 
collection of columns or rows, there exists a scaling of the selected columns or rows by ±1 such that 
the sum of the scaled columns or rows is a vector of 0, ±1 elements.
Theorem 1.4. (Gomory, see Camion [10]) I f A  is a 0, ±1 matrix, then it is either totally unimodular 
or has a submatrix with determinant ±2.
Examples of totally unimodular matrices include the incidence matrices of directed graphs and 
network matrices. Pivoting on a network matrix yields another network matrix. Similarly, the pivoted 
version of a totally unimodular matrix is still totally unimodular.
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1.23 Polyhedra
A set P  of vectors in Rn is a polyhedron if P = {x \ Ax < b} for an m x n matrix A  and m-dimen- 
sional vector b. If A is a rational matrix and 6 is a rational vector, then P  is a rational polyhedron. 
A polytope is a bounded polyhedron. Equivalently, a polytope P  can be defined as the convex hull 
of a finite set F  of vectors, P  = conv(F). The vectors of a polyhedron are also called its points. 
An extreme point or vertex of a polyhedron P  =  {x | Ax < 6} is a point determined by n linearly 
independent equations from Ax  =  b. Every extreme point of P  can arise as an optimal solution of 
max{cx | x  e P} for a suitably chosen c.
If P  has at least one vertex (in which case P  is called pointed), then P  is called integral, if all 
of its vertices are integral. One can also define integrality of polyhedra without vertices, as follows. 
A non-empty subset F  of polyhedron P = {x \ Ax < 6} is a minimal face if F  = {x \ A 'x =  &'} 
for some subsystem A'x < b' of Ax < b. Therefore, a vertex is always a minimal face, consisting 
of one point. Furthermore, P  =  {x | Ax < 6} is pointed, if and only if rank(A) =  n. Now, a 
polyhedron is integral, if each of its minimal faces contains an integral point This is consistent with 
the previous definition given above for pointed polyhedra.
We call a polyhedron half-integral, if each of its minimal faces contains a half-integral point 
The extreme points of a pointed half-integral polyhedron are half-integral. An integral polyhedron P  
provides integral optimal solutions for max{cx | x  € P} for any c. Similarly, if P  is half-integral, 
then the optimal solutions are half-integral.
Totally unimodular matrices are important because they lead to integral polyhedra. The follow­
ing results illustrate this statement
Theorem 1.5. Let Abe a totally unimodular matrix, and b be an integral vector. Then the polyhedron 
P  = {x \ Ax <b} is integral
We give a sketch of the proof for the next lemma here, because later we will refer to it
Lemma 1.6. Let A be an integral matrix and b an integral vector. Then polyhedron P = {x \A x  < b, 
x  > 0} is integral, if and only if polyhedron Q = {z \ [A, f]z = b, z  > 0} is integral.
Proof: Let us first suppose that P  is integral and z* is a vertex of Q. Then z* =  (x*,u*) > 0 and 
Ax* +  u* =  b. Thus, x* e P  and it is a vertex of P. So x* is integral, and because A  and b are 
integral, u* and z* are integral.
Suppose now that Q is integral and x* is a vertex of P. Let u* = b -  Ax* and z* = (x*,u*). 
Then z* is a vertex of Q, so it is integral, hence x* is integral too. □
Theorem 1.7. Let A be an integral full row rank matrix. Then the polyhedron P  =  {x | Ax =  b, 
x  > 0} is integral for each integral vector b, if and only if  A is unimodular.
The next theorem, which is fundamental in the field, is a consequence of Lemma 1.2, Lemma 1.6 
and Theorem 1,7.
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Theorem 1.8. (Hoffmann and Kruskal [44]) Let A be an integral matrix. Then the polyhedron 
P  =  {x | Ax < b,x > 0} is integral for each integral vector b, if and only if A is totally uni­
modular.
Further bounds on x and Ax can be handled similarly, as it is easy to see that A  is totally uni­
modular if and only if [.AT , - A T, J, —f]T is such.
Theorem 1.9. Let A be an integral matrix. Then the polyhedron P  =  {x \ a < Ax < b,c< x <d}  
is integral for all integral vectors a, b, c and d, if and only if A  is totally unimodular.
Chapter 2
Generalizations of total 
unimodularity
Our aim is to generalize totally unimodular matrices so that most of their advantages are preserved. 
A totally unimodular matrix has two important attributes that establish its agreeable properties: it 
is integral and any of its non-singular submatrices has an integral inverse. Both attributes are con­
sequences of the requirement on the subdeterminants of a totally unimodular matrix. We will see 
that if the requirement is relaxed, then this advantageous co-existence breaks down. If we extend 
the possible values for subdeterminants, then the inverses of submatrices are not integral. On the 
other hand, if we want all inverses to be integral, or scalable to integral, then the integrality of the 
matrix cannot be guaranteed. Thus we give two different generalizations of totally unimodular ma­
trices: total fc-modularity prescribes specific values for subdeterminants, while fc-regularity requires 
the inverses of subdeterminats to be scalable to integral.
One can argue about which generalization is more appropriate. Total ^-modularity is the natural 
generalization, allowing powers of an integer k for subdeterminants, and it keeps the integrality of a 
matrix, but it fails to provide similar consequences for polyhedra as does total unimodularity. In fact, 
we will show in the next chapter that it is ^-regularity, which preserves the integrality of the inverses 
up to a multiplication by fc, that inherits the properties of totally unimodular matrices that make them 
so important in combinatorial optimization. We also show in this chapter that for integral matrices 
and special but important values of k, total fc-modularity is implied by ^-regularity. That is why most 
of this chapter is about fc-regular matrices. In our treatment, total ^-modularity appears mainly as an 
advantageous property of special fc-regular matrices.
Matrices with conditions on subdeterminants have been studied. The name of total fc-modularity 
comes from Appa [3]. Whittle [68] called totally 2-modular matrices 2-matrices. For the same 
set of matrices, Zaslavsky used the name totally dyadic. Lee [48] also dealt with subdeterminants.
17
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We present more about his results in Chapter 11. Matrices with special inverses, to the best of our 
knowledge, first appeared in Appa [3], In that work, all matrices are assumed to be integral, too 
strong a requirement for ^-regularity.
We start the chapter with the definitions of total ^-modularity and ^-regularity. Section 2.1 also 
contains the basic results about totally /.-modular and A;-regular matrices. In Section 2.2 we deal with 
operations that preserve the ^-regularity of a matrix. It will be apparent in this section that there is a 
substantial difference between integral and non-integral ^-regular matrices. The last section of this 
chapter is about conditions that are necessary or sufficient for the total fc-modularity or ^-regularity 
of a matrix.
2.1 Definitions and basic facts
A matrix is totally unimodular if all of its square submatrices have determinant 0, 1 or -1 . An 
immediate generalization is to allow other values for subdeterminants. In what follows, let A: be a 
positive integer.
Definition 2.1. A matrix is called totally k-modular, if for all of its square submatrices R, the 
determinant det(R) € {0, ± kr, r  € N}.
Obviously, a totally fc-modular matrix is integral. The other generalization we give is based on 
Lemma 1.1, which claims that if a matrix is totally unimodular, then the inverses of its submatrices 
are integral.
Definition 2.2. A rational matrix is called k-regular, if for each of its non-singular square submatri­
ces R, kR -1 is integral.
Now, Lemma 1.1 can be rephrased so that if A  is totally unimodular, then it is 1-regular. The set 
of 1-regular matrices, however, is wider than that of totally unimodular matrices as a 1-regular matrix 
is not necessarily integral. For example, A = [i/^ is a 1-regular matrix. In Section 6.1.2 we give 
further non-integral, 1-regular matrices. On the other hand, it is easy to see that for integral matrices 
total unimodularity is equivalent to 1-regularity.
Lemma 23. An integral matrix is 1-regular if and only if it is totally unimodular.
Appa extended this result for special but important values of k.
Theorem 2.4. (Appa [3]) Suppose k — lo r  k isa  prime number. I f an integral matrix is k-regular, 
then it is totally k-modular.
Proof: Let A be an integral, fc-regular matrix. Then for any nonsingular submatrix R  of A, kR~x is 
integral. Now |de£(fcfZ-1)| • \det(R)\ =  km if R  is an m  x m matrix. But kR -1 and R  are integral 
matrices, so det{kR~l ) and det{R) are integers. Then, for either k =  1 or k is a prime number, 
det(R) e {± kr,r  e  N}. □
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With the same proof, the following similar theorem can be proved. It holds for more possible 
values of k , but its claim is weaker.
Theorem 2.5. Suppose that k =  pr where p = 1 orp is a prime number and r  G N. If an integral 
matrix is k-regular, then it is totally p-modular.
The converse of Theorem 2.4 is not true. The following matrices are all totally 2-modular but 
none of them is 2-regular.
A  =  [4] with A-1 =  [%] (2.1)
1/2
(2.2)
(2.3)
A =
1 2 0A = with A 1 =
2 0 1/2 -
’l -1 l" '  M Vk 1/ 2 '
A = 1 1 1 with A-1 = - 1/2 !/2 0
_1 0 -1
.  K % - 1/2 .
1 1 0 0 0 o’ V i--1/2 1/2 0 0 o'
0 1 1 0 0 0 Vi 1/2-.l/2 0 0 0
1 0 1 0 0 0 with A_1 = - 1/2 !/2 Vl
0 0 0
1 0 0 1 1 0 Va - ■14 1/2 - 1/2 1/2
0 0 0 0 1 1 Va ~M Vl Vl -V l
0 0 0 1 0 1 Va -M K - Vl Vl Vl,
(2.4)
Observe that all these matrices are 4-regular. This fact suggests the following result, which is 
valid for any integer k.
Theorem 2.6. For any totally k-modular matrix A, there exists anr £ N such that A is kr-regular.
Proof: Let r  =  max{q : \det(R)\ =  kq if R  is a submatrix of A}. The elements of the inverse of 
a non-singular R  are computed as {R~l )ij =  cof(Rij)/det(R), where cof{Rif) is the cofactor of 
element Rij in R , i.e., the determinant of a submatrix of A. Thus (-R-1)y =  for an appropriate 
integer a, and we can be sure that s > —r. It follows then that krRij is integral. □
Note that if r = 0, so every subdeterminant of A is 0 or ±1, then we get Lemma 1.1. For further 
references, we state Theorem 2.6 for the case where r =  1.
Lemma 2.7. If for each non-singular square submatrix R o fa  matrix A, det(R) G {±1, ±k], then 
A is k-regular.
The converse of this lemma, which would require that a A;-regular matrix has only subdeterminant 
0, ±1, ±k, is not true, as 2 / 2 , where /2 is the 2 x 2 identity matrix, or the following 0, ±1 matrix
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show.
’-1 -1 l" "-V4 Vi o '
B = 1 -1 1 with B  1 = 0 Vl
-1 1 1 0 Vi V l.
In both examples the determinant is 4 though the matrices are 2-regular. Thus, allowing higher 
powers of k in Definition 2,1, as opposed to the case in Lemma 2.7, has two advantages. It provides 
us with a necessary condition of fc-regularity for an important class of possible values of k, namely if 
A; is a power of a prime. On the other hand, this definition does not rule out decomposable matrices.
In this thesis we mainly focus on 2-regular matrices. Their importance among fc-regular matrices 
is explained by Theorem 1.4. It claims that if a 0, ±1 matrix is not totally unimodular, then it has a 
submatrix with determinant ±2. Take a fc-regular matrix A  with elements 0, ±1. If it is not totally 
unimodular (i.e, 1-regular), then it has a minimal submatrix B  with determinant ±2, That is, every 
subdeterminant of B  is 0, ±1. It follows then that the inverse of B  has half-integral but not integral 
elements. This fact implies the following observation.
Lemma 2.8. I f a matrix with 0, ±1 elements is k-regular, then either k =  1, or 21 k.
2.2 Matrix operations
Total unimodularity of a matrix is maintained under several operations, e.g. transposing, taking sub­
matrices or pivoting. Some of these operations preserve fc-regularity too, as simple checking of the 
defining condition shows.
Lemma 2.9. Let A  be k-regular. Then the following matrices are also k-regular:
(a) the transpose of A,
(b) any submatrix o f A,
(c) the matrix obtained by multiplying a row or column of A by — 1,
(d) the matrix obtained by interchanging two rows or columns of A,
(e) the matrix obtained by duplicating a row or column of A,
(f) the matrix obtained by dividing a row or column of A  by a non-zero integer.
Proof: We prove only part (f). The other parts are even more trivial. If one divides a row of A  by 
a non-zero integer d, then the inverse of any submatrix B  of A  is either unchanged, if B  does not 
contain the divided row, or a column of B ~l is multiplied by d. So if kB~l is integral, then the new 
inverse is also integral. □
Matrix A  is totally unimodular if and only if [A, i] is unimodular, i.e., each of its bases has 
determinant ±1. This equivalence can be carried over for integral fc-regular matrices.
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Lemma 2.10. Let A be an integral matrix. Then the following statements are equivalent.
(a) A is k-regular.
(b) [A, /] is k-regular.
(c) For each basis T  of [A, I\ the matrix kT -1 is integral.
Proof: Let T  be a basis of [A, I\. Then up to row permutations
T  =
where S  and R  are submatrices of A, R  is a non-singular square matrix and I  is an identity matrix of 
appropriate size (it may be empty, in which case T  =  R). If kT -1 is integral, then obviously kR -1 
is integral. If kR~l is integral, then, since S  is integral, fcT-1 is also integral. The rest of the proof 
is an easy consequence of the fact that any submatrix of a fc-regular matrix is also ^-regular. □
s I and T - 1 = 0 S
o i
1
R 0 I - S R - 1
A =
It is necessary to require the integrality of A  in the lemma above, because for example if 
1
Vi
, then A  is 1-regular, but [A, f] is not, as
1 0
- i
1 0
Vi 1 1
1 s h-
»
*
Another operation which preserves the ^-regularity of an integral matrix is pivoting.
Lemma 2.11. Let A be an integral k-regular matrix. Then matrix A obtained by pivoting on a 
non-zero element is also k-regular.
Proof: Let us suppose that A has m  rows. Pivoting is equivalent to row operations on [A, /]. That is, 
by using the notations of (1.4), first divide the first row of [A, /] by a, getting A'. By Lemma 2.9(f) 
and Lemma 2.10, A' is fc-regular. Then subtract 6< times the first row of A' from the ith row 
(i =  2 , . . . ,  m), obtaining A. Matrices A' and A have the following form:
A' = 1 c /a 1 /a  0 , & =
1 c /a  1 /a  0
b D 0 I 0 D — ±bc —b/a I
Notice that A equals [A,/] up to column exchanges. Thus, by Lemma 2.10, A is fc-regular if kT~l 
is integral for each basis T  of A. We show that this is true.
Let T  be a basis of A. Then there is a basis T' of A' such that
T  = 1 0 
-b I
T ' and then T~l =  (T1)/x-l 1 0 
b I
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A ' is fc-regular, so k(T') 1 is integral. Column vector b is integral, hence kT  1 is also integral. □
It is a well-known fact, and easily follows from the proof above, that pivoting on a matrix is 
equivalent to multiplying the matrix by the inverse of a basis. We make use of this parallelism in the 
next lemma.
Lemma 2.12. Let A be an integral, k-regular, full row rank matrix, Rbea basis of it and A = [12, S]. 
Then
(a) R -1 is k-regular,
(b) R~*S is k-regular,
(c) 12-1A is k-regular.
Proof: The matrix 12“ 1 [A, I\ =  [I, R~*S,12-1] can be obtained from [A, T] by consecutive pivot­
ing. Then, by Lemma 2.11 and Lemma 2.10, all claims follow. □
As the proofs of Lemma 2.11 and Lemma 2.12 strongly used Lemma 2.10, it is to be expected that 
they do not remain valid for rational matrices. For example, A = [y^ is 1-regular but A =  A-1 =  [2] 
is not 1-regular.
This example emphasises the fact that rational matrices behave quite differently from integral 
ones. However, the examples given so far of rational 1-regular matrices could be obtained triv­
ially from totally unimodular matrices by dividing a row by 2. Lemma 2.9(f) then ensures their
Vi Vi1-regularity. This is not always the case. For example, the 1-regular matrix cannot
be achieved in this way, because the only candidate,
-* 4  !/2
is not totally unimodular. But it is
1 1 
-1  1
2-regular, which leads to the following result. Recall that A/a denotes the matrix obtained from A 
by dividing each of its elements by a.
Lemma 2.13. Let Abe a rational matrix and a and k be positive integers. Then A fa is k-regular if 
and only if A is sk-regular.
Proof: Let 12 be a non-singular square submatrix of A. (J2/a)-1 =  a!2-1 so fc(12/a)-1 is integral if 
and only if skR~l is such. □
One direction of this lemma means that dividing the whole matrix makes it ‘stronger’, fc-regular. 
It is necessary to require that all elements of A are divided. If this is not the case, then we cannot 
ensure fc-regularity, only a weaker version, as in Lemma 2.9(0, where we stated that if we divide 
some rows or columns of A by a, then we can preserve its afc-regularity. The other direction of 
Lemma 2.13 is about multiplication of a matrix with a positive integer. It is easy to show that in this 
case, as opposed to division, there is no difference between multiplying the whole matrix or only 
some rows or columns -  both make it ‘weaker’.
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2.3 Necessary and sufficient conditions
Since it became clear that totally unimodular matrices play an important role in the theory of integer 
programming several necessary and sufficient conditions for a matrix being totally unimodular have 
been found. A comprehensive list of these results can be found in e.g., [55]. We also stated some of 
these conditions in Section 1,2.2. Unfortunately, these characterizations cannot be directly extended 
to fc-regular matrices because they make use of the determinental definition of totally unimodular 
matrices, which does not remain valid for fc-regular matrices. Nevertheless, necessary conditions can 
be given. One of them extends the following result of Chandrasekaran. Recall that gcd(x) denotes 
the greatest common divisor of the elements of the integral vector x.
Theorem 2.14. (Chandrasekaran [13]) Matrix A  is totally unimodular if and only if for each non­
singular square submatrix R  of A  and for each non-zero 0, ±1 vector y, gcd (Ry) =  1.
The necessary condition for integral A;-regular matrices is the following:
Theorem 2.15. I f A is an integral k-regular matrix, then for any non-singular square submatrix R  
of A and for each non-zero 0, ±1 vector y, gcd(fty)|fc.
Proof: A  is fc-regular, so kR~x is integral. Then using the notation I =  gcd(ffy),
y ky = R - 'R jk y  =  k R - ' jR y
is integral. This implies that l\k. □
This condition is not sufficient, as shown for k = 2 by matrix A of (2.2), which is not 2-regular 
even though gcd(ity)|2 for any submatrix R  and non-zero 0, ±1 vector y. For total ^-modularity, 
however, a similar condition is sufficient.
Theorem 2.16. If for each non-singular square submatrix R  of matrix A and for each non-zero vec­
tor y whose elements are o f {0, ±fcr , r € N}, gcd(Ry) is a power o f k, then A is totally k-modular.
Proof: We prove the theorem by induction on the size of R. If R  =  [a] is a 1 x 1 non-singular 
matrix, then for y =  1 the condition of the theorem claims that det(R) =  gcd(Ry) =  a  is a power 
of k. Now let R  be a non-singular square submatrix of A  such that for all real submatrices S  of 
R , det(S) € {0, ± kr, r G N}. Then Rd = [det(R), 0 , . . . ,  0]T, where d is a vector made up from 
the cofactors of R  corresponding to its first row, hence its elements are of the set {0, dbfcr , r € N}. 
The condition of the theorem claims that then gcd (Rd) = ±det(R) is a power of k, so the total 
fc-modularity of A  follows. □
If we assume that k is prime, then the condition becomes necessary as well.
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Theorem 2.17. If k is a prime number (or 1) and A is a totally k-modular matrix, then for each non­
singular submatrix R o f  A  and for each non-zero vector y whose elements are o f {0, ± krt r € N}, 
gcd(Ry) is a power of k.
Proof: Let us use the shorthand notation I =  gcd(lfy). The vector b =  R y/l is integral, and the 
only solution of the linear system Rx  =  6 is x =  y/l. Then, by Cramer’s rule, =  det(D)/det(R), 
where D is an integral matrix made up from b and all but the ith columns of R. Thus, l\yidet(R) and 
because i can be chosen so that yi, det(R) € {±fcr , r  € N} and k is prime, I is a power of k. □
Chapter 3
Polyhedra with k-regular matrices
Hoffman and Kruskal’s theorem (Theorem 1.8) fully characterizes integral matrices which lead to 
an integral polyhedron for all integral right hand side vectors. Our purpose in generalizing totally 
unimodular matrices was to extend this result. One can take two approaches for extension. The first 
asks what kind of rational matrices provide the same polyhedral property. We will show that these 
are exactly the 1-regular matrices. The other approach for extending Theorem 1.8 is to consider only 
special right hand sides, namely vectors which are integer multiples of k , and require the integrality of 
the polyhedra for only these vectors. This approach leads to ^-regular matrices. These results justify 
our statement in the previous chapter which claimed that fc-regularity is the appropriate generalization 
of total unimodularity as it retains some important polyhedral implications. We discuss these two 
extensions in Section 3.1.
Polyhedra with special right hand side vectors have been extensively studied. The best known of 
these results deals with balanced matrices, which can guarantee integral polyhedra for all-one right 
hand sides. In Section 3.2, we examine the relationship of 2-regular and balanced matrices. Our 
results are negative -  neither of these two notions implies the other. We discuss balanced matrices in 
this thesis only to demonstrate that 2-regular matrices represent a really new set of matrices.
Another important notion connected to integral polyhedra is total dual integrality, which deals 
with fixed 6 vectors and examines the integral solutions of the inequality system Ax < b. In Section 
3.3, we extend the definition of total dual integrality to cover half-integral solutions.
Finally, we discuss Chvdtal-Gomory cuts. If a polyhedron {x | Ax < b, x > 0} is not integral, 
then its integer hull can be achieved by applying cuts. We show in Section 3.4 that it suffices to use 
very special cuts if matrix A  is ^-regular.
25
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3.1 Integral polyhedra
In Section 1.2.3 we listed the important results that relate totally unimodular matrices to integral 
polyhedra. The key property of totally unimodular matrices, which makes it possible to prove those 
results, is the integrality of the inverse of any of its non-singular submatrices. The definition of 1- 
regularity requires just this property of a rational matrix, therefore it is no suprise that most of the 
results that hold for totally unimodular matrices can be proved for 1-regular matrices too, using the 
same ideas. We present these results in Section 3.1.1.
In Section 3.1.2 we treat fc-regular matrices. By a simple device based on Lemma 2.13, we adapt 
the results about 1-regular matrices to fc-regular ones. We prove that fc-regular matrices are exactly 
the rational A  matrices for which polyhedron P  =  {x \ Ax  < 6, x  > 0} is integral for all right hand 
side vectors b that are divisible by k. In other words, if b is integral then for any vertex v of P, kv 
is an integral vector. This result is the most important one in this chapter, and one of the main new 
results of the whole thesis.
3.1.1 1-regular matrices
Theorem 3.1. Let Abe a 1-regular matrix, and b an integral vector. Then the polyhedron P  =  {x | 
Ax < 6} is integral.
Proof: Let F  =  {x | A 'x  =  6'} be a minimal face of P  with a full row rank matrix A1. Then it can 
be assumed that A' =  [R , 5] where R  is a basis. Thus, 0)T € F  and P “ 16/ is an integral
vector, so P  is integral. □
We showed in Section 2.2 that Lemma 1.2 cannot be extended to rational matrices. In fact, 
we gave a 1-regular matrix A  for which [A,T] was not 1-regular. As a consequence, we can state 
only half of Lemma 1.6 for rational matrices. In the proof of the other direction, we exploited the 
integrality of the matrix.
Lemma 3.2. Let Abe a 1-regular matrix and b an integral vector. Then polyhedron P = {x \ Ax < 6, 
x  > 0} is integral, if polyhedron Q = {z \ [A, T]z = b, z > 0} is integral.
The analogue of Theorem 1.7, however, is true. The proof we give here is a slight modification 
of Veinott and Dantzig’s [67] proof.
Theorem 33. Let A be a rational full row rank matrix. Then the polyhedron P  =  {x | Ax  =  6, 
x > 0} is integral for each integral vector b, if and only if each basis o f A has integral inverse.
Proof: Let us suppose first that each basis of A  has an integral inverse, and x* is a vertex of P. Then 
the columns of A  corresponding to non-zero components of x * are linearly independent, so we can 
extend them to a basis B. The non-zero part of x* equals B~l b, which is integral, thus x* is integral.
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Suppose now that {s | Ax =  6, x > 0} is integral for each integral vector b. Let B  be a 
basis of A. We will show that B~xe{ is an integral vector for each unit vector a ,  which implies the 
integrality of B -1. Since B  is a rational matrix, there exists an integral y such that By  is integral 
and z =  y + B ~ lei > 0. Then 6 =  Bz  is integral. Let z' arise from z  by adding zero-components 
corresponding to the colums that are not in B  so as to obtain Az' =  b. Then z' is a vertex of P , so it 
is integral. Therefore z and P -1ej =  z  — y are integral, too. □
Hoffman and Kruskal’s Theorem 1.8, is a consequence of Lemma 1.2, Lemma 1.6 and The­
orem 1.7. We showed above that the lemmas do not hold for 1-regular matrices, so the rational 
version of Theorem 1.8 cannot be achieved through them. It can, however, be proved directly.
Theorem 3.4. Let A be a rational matrix. Then the polyhedron P  = {a: | Ax < 6, x  > 0} is 
integral for each integral vector b, if and only if A is 1-regular.
Proof: The theorem can be proved in much the same way as Theorem 3.3 above. Here we outline 
only the few differences from that proof.
When proving that P  is integral for all b vectors if A  is 1-regular, observe that each vertex of P  
is related to a non-singular square submatrix R  of A  such that x* =  0), where bR consists
of the components of b corresponding to the rows of R.
To see that R~1 is integral, generate y and z  and define bR as Rz. For z' =  (z, 0), extend bR to 
integral vector b so that A z1 < b. □
Theorem 1.9, where lower and upper bounds on x  and Ax  are present, has a strong practical 
importance. Unfortunately, it does not remain valid for rational matrices, as we cannot ensure the 
A 
I
non-integral vertex of the polyhedron defined by the following inequality system
1-regularity of if A  is a non-integral 1-regular matrix. For example, {x\^xf) =  (V2 , 1) is a
0 <  X \  +  V2 X 2 <  1 
0 < Xi, X2 < 1
though the matrix [1, V2] is 1-regular. Hence, the 1-regularity of A  is not sufficient to guarantee the 
integrality of polyhedron {a: | a < Ax  < 6, 1 < x  < u} for all integral vectors /, u, a, b. But is is 
necessary.
Theorem 3.5. Let A be a rational matrix. I f for all integral vectors I, u, a and b the polyhedron 
{x | a < Ax < 6, I < x  < u} is integral, then A is 1-regular.
Proof: If {x | a < Ax < b, I < x < u} is integral for all integral vectors I, u, a and 6, then 
{a: | Ax < 6, x  > 0} is integral for all 6, so by Theorem 3.4, A  is 1-regular. □
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If A  is integral, then the converse of Theorem 3.5 is also true, but it is exactly Theorem 1.9, as 
integral 1-regular matrices are totally unimodular, by Lemma 2.3.
3.1.2 k-regular matrices
Recall that kZm denotes the set of m-dimensional vectors with elements that are integer multiples 
of k. Moreover, A /k  is the matrix obtained from A  by dividing every element by k. Lemma 2.13 
claims that
A  is fc-regular if and only if A /k  is 1-regular. (3.1)
The proofs of the following theorems rely on the fact that one can divide every element in a linear 
inequality system by a positive number, leaving the solution space unchanged, i.e.,
{« | Ax < 6} =  {a; | {A/k) < (b/k)} for a k > 0 (3.2)
Using (3.1) and (3.2), we can extend the results given in the previous section for 1-regular matrices 
to fc-regular ones. In the proofs, replace A  with A /k  and b with b/k. A  is a matrix of size m x n in  
all theorems.
Theorem 3.6. Let Abe a k-regular matrix, and b € kZ m. Then the polyhedron {x \ Ax < 6} is 
integral.
Theorem 3.7. Let Abe a rational full row rank matrix. Then the polyhedron {x \ Ax = b, x  > 0} 
is integral for each vector b € kZm, if and only if for each basis B  o f A, kB~l is integral.
Theorem 3.8. Let Abe a rational matrix. Then the polyhedron {a: | Ax  < 6, x > 0} is integral for 
each vector b € kZ m, if and only if A is k-regular.
Theorem 3.9. Let A be a rational matrix. I f the polyhedron {x | a < Ax < b, I < x < u} is 
integral for all vectors a, 6 G kZm and l,u  £ kZ n, then A is k-regular.
Theorem 3.8 is a central result of the thesis. It extends Hoffman and Kruskal’s characterization 
of totally unimodular matrices to fc-regular matrices. From the opposite point of view, it describes 
rational matrices that provide integral polyhedra for any right hand side vector that is an integer 
multiple of k.
Just as for non-integral 1-regular matrices, the converse of Theorem 3.9 does not hold if A  is not 
integral. For integral matrices, however, one can prove the reverse direction too.
Theorem 3.10. Let A  be an integral matrix. Then the polyhedron {x \ a < Ax < b, I < x < u} is 
integral for all vectors a,b € kZm and l,u  £ kZ n, if and only if A is k-regular.
Proof: We have only to show that if A  is fc-regular, then the polyhedron is integral. But this easily 
follows from Lemma 2.9 and 2.10, which imply that [j4, —A, / ,  —i]T is fc-regular, if A  is such. □
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In the remainder of the thesis we focus on 2-regular matrices. An alternative way of stating 
Theorem 3.8 is that 2-regular matrices are the rational matrices that ensure half-integral polyhedra.
Corollary 3.11. The rational matrix A  is 2-regular, if and only if polyhedron {x \ Ax < b, x  > 0} 
has half-integral vertices for all integral vectors b.
3.2 Balancedness and bicolorability
This short section contains only counterexamples. We show that 2-regularity is not equivalent to 
balancedness or bicolorability. Our purpose is to show that 2-regular matrices are not disguised 
versions of matrices belonging to a known class. In other words, fc-regularity is a new generalization 
of total unimodularity.
A 0,1 matrix is balanced if it does not contain a square submatrix of odd order with exactly 
two l ’s in each row and column. Balanced matrices were introduced by Berge [7]. For example, a 
balanced matrix cannot have a submatrix
A i  =
1 0  1 
1 1 0  
O i l
(3.3)
Each totally unimodular 0,1 matrix is balanced, but not conversely. The following matrix is 
balanced, but not totally unimodular.
1 1 1 l" '_i/2 i/2 i/2 i/2'
1 1 0 0
with A2 1 =
1/2 i/2 - 1/2 - 1/2
1 0 1 0 1/2-1/2 1/2-1/2
1 0 0 1 _ 1/2-1/2-1/2 l/2_
A<i =  ~ ,  '* (3.4)
Note that in Section 6.1.6 we show that A2 is 2-regular.
Balanced matrices are important because of the following result
Theorem 3.12. (Berge [7]) A 0,1 matrix A  is balanced if and only if for every submatrix B  of A, the 
polyhedron {x \ B x  =  1, x > 0} is integral.
The proof of this theorem can be found in [55].
Berge [7] introduced another notion for 0,1 matrices. A 0,1 matrix is bicolorable if its columns 
can be partioned into blue and red columns in such a way that every row with two or more 1 ’s contains 
a 1 in a blue column and a 1 in a red column. Bicolorability of a matrix is strongly connected to its 
balancedness.
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Theorem 3.13. (Berge [7]) A 0,1 matrix A is balanced if and only if every submatrix of A is bicol- 
orable.
Thus balancedness implies bicolorability. Does 2-regularity imply either of them? The answer 
is in the negative. Matrix Ai of (3.3) is 2-regular, but it is obviously not balanced, and it is easy to 
show that it is not bicolorable either. The opposite direction is also blocked. Matrix
1 1 1 1 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 0 0 1 0 0 0 0
1 0 0 0 1 1 1 1
0 0 0 0 1 1 0 0
0 0 0 0 1 0 1 0
0 0 0 0 1 0 0 1
is balanced, hence bicolorable, but not 2 -regular, as its inverse contains quarters (e.g., the elements in 
rows 5 to 8  and columns 1 to 4 of the inverse are all ± 1A). Figure 3.1 illustrates the relation between 
2-regular, balanced and totally unimodular 0,1 matrices. Note that Truemper [63] and Conforti and 
Comu6jols [15] generalized balancedness and bicolorability for 0, ±1 matrices. The relation illus­
trated in Figure 3.1 holds in this more general setting as well.
Balanced2-regular
TU
Figure 3.1: The relation between 2-regular, balanced and totally unimodular (TU) matrices
3.3 Total dual half-integrality
If a matrix A  is totally unimodular, then the polyhedron {x \ Ax < 6} is integral for all integral vec­
tors 6. If we need integrality for only a given 6, and not all the integral ones, then total unimodularity
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is too strong a requirement. For example,
1 1 
A =  1 0 (3.5)
1 - 1
is not a totally unimodular matrix, but the only extreme point of P  =  {x | Ax  < 0} is (0,0), so P  is 
an integral polyhedron. Thus, we need new notions if we are to examine the integrality of polyhedron 
P(A, b) =  {x | Ax < &} for a specific b vector. The notion that proved to be the most useful for this 
is total dual integrality.
Definition 3.14. (Edmonds and Giles [24]) A system of rational inequalities Ax  < 6 is called totally 
dual integral (TDI) if for all integral c such that max{cx \ Ax  < 6} is finite, the dual problem 
min{yb | yA — c, y > 0} has an integral optimal solution.
Note that the definition is about the inequality system, not the polyhedron it defines. For instance,
determines the same polyhedron as {x | Ax < 0} with A  of (3.5), but while Ax  < 0 is TDI, the 
system of (3.6) is not.
Obviously, if A  is totally unimodular, then Ax < b is TDI for any rational vector b. TDI systems 
are important, because they define integral polyhedra. The proof of this fact relies on the following 
result of Edmonds and Giles [24] and Hoffman [43].
Theorem 3.15. The polyhedron {x \ Ax < b] is integral if and only if max{cx \ Ax < b} is 
integral for all integral cfor which the maximum is finite.
In other words, for the existence of an integral optimal solution of max{cx \ Ax < b} for any c, 
it is enough to show that the maximum itself is integral for all integral choices of c.
Now the following theorem is easy.
Theorem 3.16. I f Ax < b is TDI and b is integral, then the polyhedron P(A, b) = {x \ Ax <b} is 
integral.
Note that one can specify the totally dual integral requirement for polyhedra of special format. 
For example, the system Ax  < 6, x  > 0 is TDI, if and only if the dual min{yb \ yA  > c, y > 0} 
has an integral optimum for each integral vector c with finite minimum. More about TDI systems 
and proofs of the theorems given above can be found in the usual sources, [51] and [55].
In this work we are more interested in half-integral polyhedra than integral ones. The definition 
of total dual integrality can be changed to accommodate half-integrality.
(3.6)
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Definition 3.17. A rational system of inequalities Ax < b is totally dual half-integral (TDHI) if for 
all integral c such that max{cx \ Ax  < 6} is finite, the dual problem min{yb \ yA  =  c, y > 0} has 
a half-integral optimal solution.
Theorem 3.18. If Ax < b is TDHI and b is integral, then the polyhedron P{A, b) = {x \ Ax <b} 
is half-integral.
Proof: P(A , b) is half-integral if and only if P(A, 2b) is integral, which is equivalent, by Theorem 
3.15, to the fact that for all integral c the optimum in max{cx \ Ax  < 26} is integral. This is satisfied 
if the dual min{2yb \ yA  =  c, y > 0} has a half-integral optimal solution, exactly what is required 
for the total dual half-integrality of Ax < 6. □
Just as with totally unimodular matrices and total dual integrality, if A is 2 -regular, then Ax < b 
is TDHI for any rational 6. However, the constraint matrix in
(3.7)
is not 2-regular, but the system is TDHI. To see this, take the dual problem with an integral vector 
c =  (ci,c2):
min 2yi+ y2 + 1/3 
subject to yi+  2y2 + 2/3 =  ci 
3j/i + +J/3 =  c2
vu y^y*  > 0
The basic solutions of the dual are
1 3* (2\
2 0 x  < 1
1 1 v )
(3.8)
„<i> =  ( 0 , 2 ^ , ^  =  ( a z £ L .o  ,„<3> =  ( | , 5 ^ , o )
All three have the same objective value (c2 +  ci)/2. Furthermore, y ^  is feasible if 0 < c2 < c\, 
y(2) is feasible if ci < c2 < 3ci, and yW  is feasible if 0 < c2 < 3ci. Therefore, if there is a feasible 
solution of (3.8), then there is a half-integral optimal solution. Note that the system
1 3
2 0
x <
defines the same polyhedron as (3.7), but this latter system is not TDHI, because the only basic 
solution, is not necessarily half-integral.
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3.4 Chvatal-Gomory cuts
An important problem of integer programming is to find the integer hull P j of a polyhedron P, i.e, 
the convex hull of the integer points in P:
Pj = conv{P n Zn}
Theorem 1.8 can be stated in the following way.
Corollary 3.19. An integral matrix A is totally unimodular, if and only if P  =  Pi for P  =  {x | 
Ax  < 6, x  > 0} and any integral b.
In several theoretical and practical problems, however, the constraint matrix A  is not totally 
unimodular and the right hand side vector b is such that P  ^  Pi. To tackle these cases and find 
integer solutions, different methods have been developed. One of the most studied approaches is the 
cutting plane method, pioneered by Gomory in [37]. The basic concept of the cutting plane method is 
the Chvdtal-Gomory (CG) cut, defined as follows. Given an integral m  x n matrix A  and an integral 
vector 6, a CG-cut of the polyhedron P  =  {x | Ax < 6} is an inequality of the form
A t Ax < |At 6J where A e R+ and A TA  e  Zn.
Note that it is enough to require that A € [0, l )m because if we replace A by A — |_AJ, then we get a 
stronger CG-cut.
The rank-1 closure of P  is defined as the intersection of P  with the half-spaces induced by all 
possible undominated CG-cuts:
Pi =  {x € P  | ATAx < |At 6J for A 6 [0, l )m, AT A  e Zn}
Caprara and Fischetti [11] introduced half-integral Chvdtal-Gomory cuts and the corresponding clo­
sure:
p,A = { x e P \  fiTAx < \jiTb\ for/t e {o, y2}m, f A  6 z n}
Obviously, Pi C Pi Q Py2 C P . It is also known that P  =  Pi holds if and only if P  =  P/. This 
does not remain valid for half-integral cuts, for example P  =  Py2 for any 6 e 2Zm but this does 
not imply that P  =  P/. It is worth mentioning that Caprara and Fischetti [11] showed that Py2 can 
replace P j in Corollary 3.19, i.e., a 0, ±1 matrix A  is totally unimodular if and only if P  =  Py2 for 
P  =  {x | Ax < b, x  > 0} and all b € Zm.
In this section we will examine the case where *  =  PVr This occurs, for example, when A  is
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an integral m  x n matrix satisfying
m
E  la*il — 2 for j  =  1 , . . . ,  n,
i=l
according to Edmonds [22] and Edmonds and Johnson [25], In this case Py2 = P\ = Pi. Gerards 
and Schrijver dealt with the transpose, i.e., integral A  matrices of size n x m satisfying
m
E M  < 2  fori =  1 , . . . , n, (3.9)
j=i
and proved that Py2 =  Pi for these matrices too. In this case, however, Pi is not necessarily equal 
to Pi. (In Section 7.3 we will discuss the characterization of matrices that satisfy (3.9) and ensure 
Pi =  Pj.) Here we show that it is the 2-regularity of the matrices in these examples that ensures 
P W =  Pi-
Theorem 3.20. Let Abe a m  x n integral matrix and P  =  {x \ Ax  < 6, x  > 0}. A is 2-regular if 
and only if Py2 =  Pi for all b G Zm.
Proof: Let us suppose first that Pi =  Py2 for all 6 G Zm, and let b G 2Zm. Then P = Py2 = Pi 
which implies P  =  Pj for all such b. By Theorem 3.8 this means that A  is 2-regular.
Assume now that A  is 2-regular. We will use the notations A =
A and b — b
- I 0
Obviously,
P  = {x \ Ax <b}, and by Lemma 2.10, A  is 2-regular. Let us take an arbitrary CG-cut of P  with 
A G [0, l)m+n. The maximum of the linear program m ax{\TAx \ Ax < b} is at most ATb so 
the dual problem min{fiTb | nTA  =  XTA, /i > 0} has an optimal solution /*. Since ATA  is 
integral, it follows from Corollary 3.11 that n can be chosen to be half-integral. For this half-integral 
dual optimal solution nTA  =  ATA, and nTb < XTb because A is dual feasible, so the CG-cut 
XT Ax < |_ATSj is dominated by fiTAx < [pTb\, We can further stregthen the cut by replacing n 
with n — L/xJ, keeping its half-integrality. We showed that any CG-cut is dominated by a half-integral 
cut, so P y2 C P i, which is equivalent to P y2 — P i .  □
Caprara, Fischetti and Letchford [12] extended half-integral cuts to mod-k cuts. These are CG- 
cuts where
a i o )
The corresponding closure is defined as
Pmod-fc =  {x G P  | ATAx < [At 6J for A satisfying (3.10) and ATA G Zn}
For applications of mod-A; cuts, see [12]. In much the same way as Theorem 3.20, we can prove the 
more general result:
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Theorem 3.21. Let Abe a m  x n integral matrix and P  =  {a; | Ax  < 6, x  > 0}. A is k-regular if 
and only if Pi = Pmod-k for all b e Zm.
Chapter 4
Bidirected graphs
In this chapter we describe bidirected graphs. They provide a common generalizations of both di­
rected and undirected graphs, containing ordinary edges, loops and half-edges. The edges can be 
directed in more possible ways than in a directed graph. In a directed graph, if an end-node of an 
edge is its tail, then the other end-node of the edge must be its head. Undirected graphs can be viewed 
as graphs in which each edge has two heads. In a bidirected graph, the end-nodes of the edges can 
be heads or tails, independently from each other.
The notions defined for undirected or directed graphs can be extended to bidirected graphs. For 
example, we define operations on bidirected graphs, such as the deletion of nodes, edges, or the 
contraction of an edge. More importantly, we introduce the incidence matrix of a bidirected graph. 
The node-edge incidence matrix of a simple undirected graph is a 0,1 matrix with exactly two l ’s in 
each column. A directed graph is represented by a 0, ±1 matrix in which each column has one +1 
and one —1. If there are loops in the graphs, then they can be represented by columns with a single 
non-zero. The node-edge incidence matrix of a bidirected graph is a matrix with elements 0, ±1, ±2 
such that a column can have at most two non-zeros, and if it has two, then they are both ±1. The 
operations on graphs have their parallel operations on incidence matrices.
Bidirected graphs serve as a background for introducing binet matrices in the next chapter, and 
incidence matrices provide the link between them. To this end, we examine the subdeterminants of 
an incidence matrix in Section 4.2. Our main interest is in the bases of an incidence matrix, that 
is why we give a characterization of non-singular submatrices of the node-edge incidence matrix 
of a bidirected graph. We also prove that incidence matrices of bidirected graphs are 2-regular, 
thus establishing the connection of the remainder of the thesis with what has been described in the 
previous chapters.
The content of this chapter is not new. Bidirected graphs were introduced by Edmonds in [23], 
and since then they have appeared in the literature several times. For example, Schrijver [56] gave a 
necessary and sufficient condition for the existence of an integer solution to a linear inequality system
36
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Ax < b in which A  is the edge-node incidence matrix of a bidirected graph. Gerards and Schrijver 
[33] characterized bidirected graphs which lead to matrices with strong Chvdtal rank 1. We will give 
more details and extensions of this latter result in Section 7.3. Bidirected graphs are strongly related 
to signed graphs, introduced by Harary [38], Chapter 10 describes signed graphs and other graphs 
related to bidirected graphs.
The structure of non-singular submatrices of incidence matrices is also known. For example, in 
Chapter 9 we describe generalized networks and, in Lemma 9.2, we characterize the bases of their 
incidence matrices. We will see that the structure of the bases is very similar to what appears in this 
chapter. In fact, bidirected graphs can be considered to be special generalized networks, so results 
about generalized networks imply those about bidirected graphs.
4.1 Basic notions
A bidirected graph G(V,E) on node set V  and with edge set E  can have four types of edges: a 
link, written e:uv, has two distinct end-nodes (ti and v); the end-nodes of a loop, e:uu, coincide; a 
half-edge, e:u, has one end-node, the other end is not connected to any node; and a loose edge, e:0  
has no end-nodes at all. The edges are signed with +  or — at their end-nodes. That is, links can be 
signed with H—, + +  or — ; loops, as their end-nodes coincide, are either + +  or — ; half-edges 
have only one sign, +  or —. Links with different signs at their two end-nodes are called directed 
edges, all other edges are called bidirected. If a bidirected edge is signed with ++ , then we call it a 
positive edge, edges signed with —  are negative. If an edge is signed with +  at an end-node, then 
this node is an in-node or head of the edge. An end-node signed with — is called the out-node or tail 
of the edge.
Figure 4.1 shows two possible graphical representations of the same bidirected graph. Heads and 
tails can be represented with arrows as in (i), or signs as in (ii). All edges other than e\ are bidirected. 
Edge ei is a directed link, e<i and e3 are bidirected links, e$ and ee are loops, e4 and ej are half-edges. 
Loose edges are not depicted. In the remainder of the thesis we will use arrows as in Figure 4.1(i).
A walk in a bidirected graph is a sequence (i>i, e\ , V2 , e2 , . . . ,  e*_2 , v t-1 , e*_ 1, vt) where V{ and 
Vi+i are end-nodes of edge e* (i =  1, 1), including the case where =  Vi+i and e< is a
half-edge or a loop. If Vi =  vt, then the walk is closed. If the walk consists of only links, and it does 
not cross itself, i.e. Vi ±  Vj for 1 < i < t, 1 < j  < t, i ^  j ,  then it is a path. A closed walk which 
does not cross itself is called a cycle. That is, a cycle can be a loop, a half-edge or a closed path. 
If the number of bidirected edges in a cycle is odd, then it is called an odd cycle, otherwise it is an 
even cycle. Obviously, a loop or a half-edge always makes an odd cycle. Two links forming a cycle 
are parallel. A bidirected graph is connected, if there is a path between any two nodes. A tree is a 
connected graph which does not contain a cycle. A connected graph containing exactly one cycle is 
called a 1-tree. This name is justified by the fact that a 1-tree consists of a tree and one additional
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an
Figure 4.1: Possible graphical representations of a bidirected graph
edge. If the unique cycle in a 1-tree is odd, then we will call it an odd 1-tree.
One can straightforwardly define the node-edge incidence matrix A(G )  of a bidirected graph G. 
Let ae =  (ave \ v 6 V) be a column of A (G ) corresponding to edge e e  E .  The non-zero entries 
in this column, being ± 1  or ± 2 , are in the rows corresponding to the end-nodes of e. The sign of the 
entry depends on whether the corresponding end-node is an in-node or an out-node of the edge. That 
is, the non-zeros in ae are as follows:
if e:uv is a link, then a ue =  ± 1 , ave =  ±1  
if e:uu is a loop, then aue =  ± 2  
if e:u is a half-edge, then aue =  ±1 .
If e:0 is a loose edge, then all the entries in the column ae are zero. As an example, the incidence 
matrix of the bidirected graph depicted in Figure 4.1 is
ei 6 2 63 e4 6 5 66 e7
Vi -1 0 0 1 0 0 0
A  = V2 1 1 0 0 2 0 0
V3 0 1 -1 0 0 -2 0
V* 0 0 -1 0 0 0 -1
The edge-node incidence matrix of a bidirected graph is, of course, the transpose of the node-edge 
incidence matrix. When we write simply incidence matrix, then we mean the node-edge incidence 
matrix.
The relation of incidence matrices and bidirected graphs is two-way (or bidirectional). Given an 
m  x n  integral matrix A  =  (oij) satisfying
m
^ | a i j | < 2  for j  =  (4.2)
i= 1
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we can find a bidirected graph G(A) with m nodes and n edges such that its node-edge incidence 
matrix is A. In other words, property (4.2) characterizes the node-edge incidence matrices of bidi­
rected graphs. In what follows we identify the columns (rows) of A(G) with the edges (nodes) of G, 
so that e can refer to either an edge of the graph or a column of the matrix.
Operations on A(G) which maintain (4.2) can be translated to operations on bidirected graphs. 
Such operations are, for example, multiplying a row or a column with —1, or deleting a row or a 
column. It can be verified that the following transformation (which appeared in [33]) also maintains 
(4.2):
a c
A =
b D
A' = D -  abc (4.3)
where a  is a non-zero entry, b is a column vector, c is a row vector, and D is a submatrix of A. Note 
that if a  is the only non-zero entry in the first column of A , then b = 0 so that A1 — D. If a  is not 
the only non-zero entry, then both a  and the only other non-zero are ±1. Thus abc is a matrix with 
only one non-zero row equivalent to ±c. Now Cj =  ±2 implies Dij =  0 for all i, because of (4.2), 
therefore A1 is bound to satisfy (4.2).
We now give the graphical equivalents of the matrix operations. They are extensions of standard 
operations on directed or undirected graphs, such as edge or node deletion, and edge contraction, 
taking into account the signs of the edges.
When multiplying a column with —1 in A, we simply change the sign(s) at the end-node(s) 
of the corresponding edge. Directed edges remain directed with the opposite direction, positive 
edges become negative and vice versa. We call this operation reversing the direction of an edge. 
Multiplying a row with —1 means changing the signs of the incident edges at the node corresponding 
to the row. If the node was an in-node of an edge, then it becomes an out-node, and vice versa. 
Consequently, incident directed links become bidirected and bidirected links become directed. We 
call this operation switching at a node.
Column deletion easily translates to bidirected graphs, it is equivalent to deleting an edge from the 
graph. Deletion of a row corresponds to the removal of the related node together with the edge-ends 
incident to the node. That is, links connected to this node become half-edges, loops and half-edges 
located at the deleted node become loose edges. All other edges and nodes remain unchanged. We 
call this operation deleting a node. Figure 4.2 shows an example where node v3 of the graph in 
Figure 4.1 is deleted.
Finally, the transformation defined by (4.3) translates to bidirected graphs as follows. Let us 
suppose that the first row and column of A  in (4.3) correspond to node u and edge e:uv, respectively. 
Then, when applying the transformation on G(A), the resulting graph, G(A') has one less node and 
one less edge. We call this operation contracting edge e together with node u. For the different kinds 
of edges the operation has to be defined carefully, because the case when a  is the only non-zero in 
column e (i.e. e is a loop or a half-edge) leads to A ' =  D, while e being a link leads to a more
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e3
e? v4
Figure 4.2: Deleting node V3  from the graph in Figure 4.1
complex situation.
If e is a loop or a half-edge at u, then u  and e are removed from the graph, the incident loops 
and half-edges at u  other than e become loose edges, and the incident links lose one end-node and 
become half-edges. Thus, contracting a loop or a half-edge located at u  differs from deleting node 
u  in only one respect, namely that one less loose edge (corresponding to e) is created. As loose 
edges are not shown in diagrams in any case, there is no difference in the graphical representation of 
contracting a loop or a half-edge with u  or deleting node u.
If e is a directed link, then we get an operation similar to the ordinary graph contraction. Here 
we remove the edge e and the end-node u. The edges connected to u  in G ( A ) will be connected to 
v in G (A ') ,  directed edges parallel to e will become loose edges, while parallel bidirected edges in 
G (A )  will become loops at v  in G (A') .  Figure 4.3(i) shows the effect of contracting e\ with node v\ 
from the graph in Figure 4.1. Finally, if e is a bidirected link, then contracting it with u  means first 
switching at u, and then contracting the now directed edge e, as described above. Figure 4.3(ii) shows 
the contraction of e3  with V3  from the graph in Figure 4.1. The incidence matrices corresponding to 
the graphs in Figure 4.3(i) and (ii) are as follows:
6 2 6 3 6 4 6 5 6 6 e7 ei e 2 e4 6 5 6 6 e7
V2 1 0 1 2 0 0 ^ Vl and
V2
- 1 0 1 0 0 0
v 3 1 - 1 0 0 - 2 0 1 1 0 2 0 0
V\ 0 - 1 0 0 0 -1 Vi 0 -1 0 0 2 -1
These matrices can be obtained by applying (4.3) on matrix A  of (4.1) with a  =  a n  and a  = a 33, 
respectively.
Remark 4.1. Contracting a bidirected link e:uv with u  and contracting it with v  result in different 
graphs. But the two graphs differ only in the sign of the remaining end-node’s row, which can be 
easily eliminated by a multiplication with - 1 ,  i.e. a switching at the node. For example, contracting
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( 1)
Figure 4.3: Contracting edge e\ with node V\ and edge with node V3  in the graph in Figure 4.1
edge e 3  with t>4 from the graph in Figure 4.1 leads to the graph and incidence matrix shown in 
Figure 4.4. When it does not cause problems, e.g. the signs of the edges incident to u  are not 
relevant, we will use the shorter ‘contracting edge e ’ instead of the full ‘contracting e with u \
ei e i e4 65 6^ e i
Vi -1 0 1 0 0 0
V i 1 1 0 2 0 0
V3 0 1 0 0 -2 1
Figure 4.4: Contracting edge e3 with t>4 in the graph in Figure 4.1
Let R  be a submatrix of the incidence matrix A (G ).  It can be obtained by row and column 
deletions. By the analogous operations, a bidirected graph G ( R ) can be obtained from G. It is clear 
that G (R )  does not depend on the order of the row and column deletions. This graph can be achieved 
by edge and node deletions, but strictly speaking it is not a subgraph of G, as it can contain half­
edges and loose edges that are not present in the original edge set E .  However, when it does not 
create confusion, we will call it a subgraph of G.
If A(G )  is not of full row rank, then by deleting rows it can be made a full row rank matrix. For 
the sake of simpler statements, and without loss of generality, in what follows we usually assume 
that the node-edge incidence matrix of a bidirected graph is always of full row rank.
A bidirected graph G  is connected, if and only if its node-edge incidence matrix cannot be de­
composed. Sometimes we will call a non-decomposable matrix A{G) connected in this context. 
In what follows, we will mainly deal with connected bidirected graphs and incidence matrices. So
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unless we specifically claim the contrary, we always assume bidirected graphs to be connected.
4.2 Determinants
In this section we deal with the determinants of incidence matrices of bidirected graphs. First we 
characterize non-singular submatrices by means of their graphical representation, then prove that the 
inverses of these submatrices are half-integral, i.e., the incidence matrices of bidirected graphs are 
2-regular. This extends the well-known result about the total unimodularity of the incidence matrices 
of directed graphs.
Let us start with two propositions.
Proposition 42. Let T be a square matrix of size n whose non-zero elements are Tu = 1 for 
i — 1 , . . . ,  n; Ti+iti = —1 for i =  1 , . . . ,  n — 1 and T\n = ±1. That is, T is o f the following form
T  =
1
■1 1 
-1
±1
1
-1  1
(4.4)
Then det(T) =  0 ifT in =  —1, and det(T) =  2 ifT \n — 1.
Proof: By cofactor expansion, det{T) =  1 +  ( - l ) " +17in( - l ) n_1. 
Proposition 4.3. Switchings at nodes do not change the parity of a cycle.
□
Proof: Switchings at nodes that are not part of a cycle obviously do not have any effect on the cycle. 
If a cycle is a loop or a half-edge, then a switching at its node changes only the sign of the edge, the 
cycle remains odd. Otherwise, if the cycle consists of links, there are exactly two of them incident to 
any node of the cycle. Switching at such a node changes the incident directed links to bidirected ones 
and vice versa. Thus, if there were two bidirected or two directed links incident to the node, then the 
number of bidirected edges in the cycle changes by 2. If one incident link was directed and the other 
bidirected, then it remains so after switching. Therefore, the number of bidirected edges in the cycle 
changes by an even number at any switching, and the parity of the cycle remains the same. □
Lemma 4.4. Any square submatrix R  o f the incidence matrix A o f a bidirected graph G is non­
singular if and only if each connected component ofG(R) is an odd 1-tree.
Proof: If R  is a 1 x 1 matrix, then the theorem is trivial as a loop or a half-edge is an odd 1-tree by 
definition. Let us assume that R  is of size m, and the theorem is true for submatrices smaller than m.
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If R  is not connected, then it is non-singular if and only if it is decomposable to non-singular blocks, 
so the theorem follows by induction. Thus, let us assume that R  is connected.
Since R  is a square submatrix, G(R) has as many edges as nodes. Because it is connected, it 
contains exactly one cycle, so it is a 1-tree. We now show that is must be odd, that is, its cycle is 
an odd cycle. Let Ri be the submatrix of R  corresponding to the cycle (i.e., its rows and columns 
correspond to the nodes and edges of the cycle), and R 2 be the submatrix of the non-cycle nodes and 
edges. That is, if the first rows and columns correspond to the nodes and edges of the cycle, then R  
has the following form:
R 2
G(f?2) can be obtained from G by deleting the nodes and edges of the cycle, so all non-cycle 
edges incident to cycle nodes will be half-edges in G(R2), the other non-cycle edges remain un­
changed. Consequently, each component of (*(#2) is an odd 1-tree. As the size of any of these 
components is less then m, by induction the singularity of R  depends on the singularity of R \ .
If G(Ri) is a loop or a half-edge, then Ri is non-singular. Else, by permuting its rows and 
columns and multiplying them by ±1, Ri can be transformed to R[ which is of form (4.4). R[ is 
non-singular if and only if R\ is such.
By Proposition 4.2, R[ is non-singular if and only if the element standing in its upper right 
hand comer is +1, i.e., if G(R[) contains exactly one bidirected edge. We achieved R' from R  by 
permutations and multiplying some rows and columns by —1. Multiplying a row by -1  is equivalent 
to a switching, which keeps the parity of the cycle. Permutations or multipying columns with -1  do 
not change the number of bidirected edges. It follows that R  is non-singular if its cycle contains an 
odd number of bidirected edges, and singular if it contains an even number of them. □
If a connected bidirected graph contains an odd cycle, then we can extend the cycle to a spanning 
odd 1-tree by adding new edges. That is, in this case we have a spanning submatrix R  such that its 
incidence matrix is non-singular. The case where a bidirected graph does not contain an odd cycle is 
handled by the following lemma.
Lemma 4.5. I f there are no odd cycles in a bidirected graph G, then it can be transformed to a 
directed graph by switchings.
Proof: First, there cannot be loops or half-edges in G, as they are odd cycles themselves. We can 
clearly suppose without loss of generality that G is connected. So there is a spanning tree in G. By 
switching on the nodes, the tree edges can be changed to directed links. If the graph now contains 
a bidirected link e, then the unique cycle formed by e and some tree-edges is an odd cycle, as 
it contains one bidirected edge, e itself. This contradicts the condition, taking into account that 
switchings preserve the parity of a cycle. □
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Combining these observations, we have the following corollary.
Corollary 4.6. Let G be a connected bidirected graph on m nodes and A be its node-edge incidence 
matrix. Then rank(A) is either m o rm  — 1, and rank(A) = m  — 1 if and only if G does not contain 
an odd cycle.
We can state another easy consequence of Lemma 4.4.
Corollary 4.7. Let Abe a full row rank node-edge incidence matrix o f a bidirected graph, and T  a 
collection of linearly independent columns of A  Then each connected component ofG(T) is either 
an isolated node, or forms a tree or an odd I-tree. Conversely, if any component of a subgraph 
G{R) is either an isolated node or forms a tree or an odd 1-tree, then the columns o fR  are linearly 
independent.
Proof: The proof in both directions relies on the fact that if the columns of T  are linearly indepen­
dent, then it can be extended to a basis R  by adding columns of A. Then G(T) arises from G(R) 
by deleting edges. By Lemma 4.4, the connected components of G(R) are odd 1-trees, so G(T) can 
have only components listed in the statement. Note that isolated nodes correspond to all-zero rows 
ofT. □
The following theorem establishes the connection of bidirected graphs to fc-regularity.
Theorem 4.8. The incidence matrix A  of a bidirected graph is 2-regular.
Proof: Let R  be a non-singular submatrix of A. Clearly, it is enough to consider connected subma­
trices, because if R  is decomposable into blocks and each block can be shown to have half-integral 
inverse, then the inverse of R  is half-integral too. So let R  be a connected, non-singular submatrix 
of size I. We will show that det(R) — ±1 or ±2. Then Lemma 2.7 ensures that A  is 2-regular.
As R  is a submatrix of A, the total number of non-zero elements in R  cannot exceed 21 because 
each column of A  has at most two. Since R  is non-decomposable and non-singular, the total number 
of non-zero elements in R  must be at least 21 -  1. To see this consider the following bipartite graph, 
called the adjacency graph of R. It has 21 nodes -  one for each row and column -  and an edge joining 
a row node % to a column node j  if and only if R+j ^ 0 .  R  is non-decomposable if and only if its 
adjacency graph is connected, i.e., it has at least 21 - 1  edges.
If R  has 21 non-zero elements, then it can be transformed to the form of (4.4), so by Proposi­
tion 4.2, \det{R)\ — 2.
Consider the case where R  has 21 — 1 non-zero elements. Its adjacency graph is a tree graph. 
So the determinant of R  can be obtained by expansion through a row or a column containing only 
one non-zero entry. It is fairly obvious that the absolute value of the determinant is the absolute 
value of the product of I non-zero elements of R. Since there is only one column that has less than 
two non-zeros, R  contains at most one ±2 element Thus the product of any subset of the non-zero 
elements is ±1 or ±2. Hence \det{R)\ =  1 or 2 and the theorem follows. □
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As incidence matrices of bidirected graphs are exactly the matrices that satisfy (4.2), an alterna­
tive way of stating Theorem 4.8 is that if A is an integer matrix satisfying (4.2), then A  is 2-regular. 
This fact has appeared in the literature several times. For example, it is mentioned in Gerards and 
Schrijver [33]. Hochbaum et al. [42] and Lee [48] prove that det(R) = ±1 or ±2 for connected, 
non-singular submatrices, which is the main point of our proof.
Chapter 5
Binet matrices
This chapter is central in the thesis. It describes the generalization of network matrices for bidirected 
graphs.
Network matrices can be defined in two equivalent ways. The graphical definition starts with 
a connected directed graph with a given spanning tree in it  The rows and columns of the network 
matrix are associated with the tree and non-tree edges, respectively. For any non-tree edge a, we find 
the unique cycle (called the fundamental cycle) which contains 8 and some edges from the tree. The 
column of the network matrix corresponding to a will contain ±1 in the rows of the tree edges in 
its fundamental cycle and 0 elsewhere. The signs of the non-zeros depend on the directions of the 
edges. If walking through the tree along the fundamental cycle starting at the tail of 8, a tree edge 
lies in the same direction, it gets a positive sign, if it lies in the opposite direction, it gets a negative 
sign.
In the algebraic derivation of the network matrices, the incidence matrix A  of the directed graph 
is used. To make it full row rank, an arbritrary row is deleted. Every basis in this full row rank matrix 
A1 corresponds to a spanning tree in the graph. If basis R  is associated with the given spanning tree, 
and we denote the remaining part of A' as 5, then the network matrix equals R~lS.
We apply these methods to bidirected graphs to get the bidirected analogue of network matrices, 
the binet matricesl. We define binet matrices in the algebraic way but, in parallel with network ma­
trices, we also provide an algorithm to determine the columns of a binet matrix using its graphical 
representation. This algorithm will be used substantially in establishing the properties of binet ma­
trices. Similarly to network matrices, if the graphical definition were not available, then the analysis 
of binet matrices would be more cumbersome. We will see examples in Section 5.2 that exhibit the 
difference between the elegant graphical ideas and the clumsy matrix explanations. Except for these 
illustrative points, we will use almost exclusively the graphical representation of binet matrices in
1The term binet is used here as a short form for ^ 'directed network, but by coincidence it also matches the name of Jacques 
Binet (1786-1856) who worked on the foundations of matrix theory and gave the mle of matrix multiplication.
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the whole thesis. That is why we will spend a relatively large part of the chapter on explaining the 
graphical method of deriving binet matrices. Most of Section 5.1 is devoted to this task.
Section 5.2 deals with fundamental properties of binet matrices. We show that a wide range of 
operations on binet matrices maintain its binetness. We give necessary conditions for binet matrices 
in Section 5.3. Finally, we describe our attempts at finding a recognition algorithm for binet ma­
trices in Section 5.4, The result contained in the last two sections might prove useful in yielding a 
characterization for binet matrices, a task which has not been accomplished.
5.1 Definition and graphical representation
Definition 5.1. Let A be a full row rank incidence matrix of a bidirected graph G, R  be a basis of it 
and A  =  [J2, S]. The matrix B  = R~XS  is called a binet matrix.
Subgraph G(R) is called the basis of the graph, and its edges are called the basic edges. The 
edges of G that are not in the basis (i.e., those of G(S)) are the non-basic edges. By Lemma 4.4, a 
basis of a bidirected graph has odd 1-tree components. The unique cycles in the basic components 
are called basic cycles. We call bidirected graph G(A) the binet representation of binet matrix B. 
When in a bidirected graph representing a binet matrix, the basic and non-basic edges are clearly 
indicated, then we call it a binet graph.
The same binet matrix may arise from different incidence matrices, i.e., it may have different bi­
net representations. For example, the two binet graphs in Figure 5.1 give two possible representations 
of the following binet matrix:
8 1 8 2 8 3
B  = ri
r2
rs
1 0 1
1 1 0
0 1 1
(5.1)
Note that we identify the rows and columns of B  with basic and non-basic edges, a technique we 
will use throughout this dissertation. The incidence matrices of the binet graphs in Figure 5.1 are as 
follows.
ri r2 r3 8\ s2 s3 r\ r2 r3 8\ s2 s3
Vi 1 0 0 1 0 1  ^ Vl and
V2
0 1 -1 1 0 -1
v2 0 1 0 1 1 0 -1 1 1 0 2 0
V3 0 0 1 0 1 1 t>3 1 0 0 1 0 1
That the graphs in Figure 5.1 really represent B  can be checked by taking the inverse of the basis 
R  = [r!,r2, r3] and multiplying it with 5  =  [«i, s2,s3] in both incidence matrices. In what follows,
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Figure 5.1: Different binet representations of binet matrix (5.1)
we give a graphical method to obtain a binet matrix from its binet graph. This spares us the need to 
take the inverse of the basis and makes handling binet matrices much easier.
Let A  have m  rows and n  columns. Let s be a non-basic edge, in other words, column s of 
the node-edge incidence matrix is in S.  Let the corresponding column of B  be w, i.e. w =  i?-1 s. 
The column vectors of the m  x m  non-singular matrix R  span an m-dimensional Eucledian vec- 
torspace, Rm . As R w  =  s, column w  represents the unique coordinates of vector s in this basis. Let 
{ r i , r2, . •., r t ) be the subset of columns of R  where the coordinates are non-zero:
s = w (r i ) r i  A  w{r 2 )r 2 -\------- 1- w ( r t )r t , tu(r,) ^  0, i =  l , . . . , f  (5.2)
So by setting s = r0 and defining w(s) = w(r0) =  - 1 ,  we get
m
^ T w { r i ) r i =  0 (5.3)
t= 0
The columns of the matrix R '  =  [ a, n ,  7*2,..., rt] form a minimal dependent set in Mm . That 
is, the columns of R '  are dependent, and deleting any column from R ' , we end up with matrices 
the columns of which are linearly independent. This implies the following lemma, illustrated in 
Figure 5.2.
Lem m a 5.2. The graph G (R ')  spanned by edges s , r i , . . .  ,r* falls in one o f  the following three 
categories.
(i) It is an even cycle, or
(ii) it is a graph consisting o f  two node-disjoint odd cycles connected with a path which has no 
common node with the cycles except its end-nodes, or
(iii) it is a graph consisting o f  two odd cycles which have exactly one common node.
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v
Vi
(i) fii) (iii)
Figure 5.2: Examples of minimal dependent subgraphs
Proof: First note that G (R ')  is connected. If it is not, then R! is decomposable, and s is spanned 
by the columns that are in the same submatrix as s. The other columns have zero coordinates, 
contradicting (5.2).
The columns of R '  are minimally dependent, so according to Corollary 4.7, G (R ')  is not a tree 
or an odd 1-tree, but every connected component of the bidirected graphs obtained from G (R ')  by 
deleting any edge r  is either a tree or an odd 1-tree. (Isolated edges are ruled out as G (R ')  is spanned 
by edges.) Now let us have a closer look at the possible cases.
If the deleted edge r  is a cut-edge in G (R ') ,  i.e., the graph obtained by deleting it has two 
components, then both components must be an odd 1-tree, otherwise by redrawing r  we would get a 
tree or an odd 1-tree. This corresponds to category (ii).
If r  is not a cut-edge, i.e., the graph G' obtained by deleting r  is connected, then G' is either a 
tree or an odd 1-tree. If it is a tree, then redrawing r  the graph (which is G {R '))  contains exactly one 
cycle, which cannot be odd. There cannot be any non-cycle edge in G (R ') ,  because then deleting that 
edge would not result in a tree or odd 1-tree graph. So G (R ')  is an even cycle, leading to category 
0).
If r  is not a cut-edge and G' is an odd 1-tree, then by redrawing r  we get at least one new cycle. 
The new cycle must be odd, otherwise we could delete an edge from the old odd cycle, and the 
resulting graph would not be a tree or an odd 1-tree. So every cycle in G (R ')  is odd. If there are 
two edge-disjoint cycles, then we have category (ii) or (iii). If the cycles are not edge-disjoint, then 
G (R ')  can be viewed as a graph in which there are three internally node-disjoint paths connecting 
the same pair of nodes, that is a theta graph. (See Figure 1.1). It is easy to see that all three cycles in 
a theta graph cannot be odd, so this case is impossible, and the proof is completed. □
We will call graphs in categories (ii) and (iii) in Lemma 5.2 and illustrated in Figure 5.2, hand­
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cuffs. In parallel with the term ‘fundamental cycle’ in case of network matrices, we will use the 
phrase fundamental circuit of s for G{R!). Thus, Lemma 5.2 claims that every fundamental circuit 
is either an even cycle or a handcuff.
Let s connect nodes u and v, and let the minimal closed walk going through all the edges of 
its fundamental circuit be (u, 8 =  /o, v =  no, / i ,n i ,  / 2 , n2 , . . . ,  n ,_ i, f q, u), where are
edges and n o , , nq- 1 are nodes. We will also refer to this walk as the fundamental circuit Since 
the walk uses only the edges and nodes of G(RI) and it uses all of them at least once, this terminology 
causes no ambiguity.
For example, in Figure 5.2(i), q equals 3 and / i  =  n , ni =  v\ , f 2 = r2, ri2 = v2i h  — r3 - In 
Figure5.2(ii),g =  10and/i = r i ,  n i= v i ,  / 2 = r 2, n2= v2, /3  =  r3, n3 = v3, / 4 =  r4, n4 =  vi, 
h = r \ ,  n5=u, fe = s, n6=u, / 7= r5, n7=v4, fs= r6, n8=v5, / e = r 7, n9=v6, f i 0=r3.
The minimality of the fundamental circuit ensures that any of its edges is traversed at most twice 
in the walk. When a particular edge (or node) is traversed twice, then two different edge (or node) 
labels in the walk refer to it. For example, in Figure 5.2(ii) n\ and n4 denote the same node, v\ and 
edge ri is traversed twice, so both f \  and f 3 refer to this edge. A node of the fundamental circuit is 
called an even node if it is an in-node of both or neither of the edges that stand next to it in the walk. 
Otherwise it is called an odd node. Note that while a node in G{R') may have 3 or 4 incident edges, 
in the walk these edges get different labels so that exactly two edges from {/0, . . . , / , }  are incident 
to it. This also means that a node of G{R!) may be represented by and nj in the walk with 
being an odd node and rij being an even node. For instance, node vi in Figure 5.2(ii) is an odd node 
when it first occurs in the list as ni but an even node in its second occurance as n4.
Coefficients tufa) (i =  0 ,1 ,... ,f) are non-zero weights corresponding to columns of R' so 
that their weighted sum is the zero vector (as shown in (5.3)). As rows of the incidence matrix 
are associated with the nodes of G and columns with the edges, tufa)’s can be viewed as non-zero 
weights assigned to the edges of the fundamental circuit so that at every node the sum of the weights 
signed by the signs of the edge-ends is zero. Knowing that w(ro) =  —1 and that two edges are 
incident to every node in the fundamental circuit, this zero sum property provides us with a quick 
method for tracing the other coefficients. Basically, we first give weight b(fi) to / i  so that vector 
(6(/i)/i — s) has 0 in the row corresponding to node v. Then, in the same way, we can determine 
&(/a)» b(f3) and so on. Since different /*’s and nj’s could be associated with the same edge or 
node of the graph, values of &(/»)’s must be adjusted to obtain the correct coefficients tufa). For 
example, if f j  is a half-edge, then rij-i = rij so b(fj) is counted twice, but in R'  column f j  has ±1 
at this node. Furthermore, the 6(/<) values of edges appearing twice in the fundamental circuit are 
summed. Algorithm 1 summarizes these considerations in a formal way. By applying these rules we 
get weights that satisfy (5.3). Since we know that w is unique, our rules provide us with the correct 
coefficients.
Instead of the successive method of determining the b(fi) values in Step 2 in Algorithm 1, an
CHAPTER 5. BINET MATRICES 51
Algorithm 1 Calculating the elements of a binet matrix
Step 1 6(/0) =  - l  
Step 2 For i =  1 to q let
_  |  ~ K f i - 1) ni-1 is 311 even no(fe
Kfi - i )  if n<-1 is an odd node
Step 3 If a is a half-edge, or a link which is traversed twice in the fundamental circuit (so it lies 
on the path connecting two odd cycles), then divide every weight by 2:
Kfi) '= for t =  1, . . . ,
Step 4 If fi  is a half-edge and /* /  a, then multiply b(fi) by 2:
Kfi)  := 2b(fi)
Step 5 If basic edge r< is traversed twice in the fundamental circuit, then let iy(r,) be the sum of 
the values of its two appearences:
tu(ri) := b(fh ) +  b(fh ) if f jx = n  and/ia =  r<
Otherwise let iu(r,-) equal the value of its only appearence:
ty(ri) := b(fj) if f j  =  r4
alternative way can be given. It consists of first calculating the node-values c(nj) (j =  0,1, . . . ,  q—1) 
defined as the sum of the signs of the incident f i  edges, i.e.:
0 if nj  is
c(nj) = i +2 if nj  is
-2 if rij is
Then for i =  1,2, . . . ,  q
Kfi)  =  <
i- 1
1 if ^ 2  c(nj) =  2 (mod 4)
j=o 
*-i
—1 if y^c(rij) =  0 (mod 4) 
j=o
(5.4)
As a summary, let us recap the steps of the graphical method for calculating the elements of a 
binet matrix. First identify the basis graph, and take a non-basic edge a. Find its fundamental circuit, 
which can be an even cycle or a handcuff. Assign -1  to a, then walk along the fundamental circuit 
and take note of the b(fi) value of each edge by negating the value at even nodes and keeping it at
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odd nodes. If you follow the rules, then you arrive back to s with - 1 .  Calculate the w ( n )  values 
by taking into account the half-edges and the edges traversed twice. An edge traversed twice must 
get the same b( f i) value in both occurences, otherwise its corresponding w ( n ) value would be 0. 
Finally, fill column s of the binet matrix with vector w: non-zeros in the rows of the basic edges in 
the fundamental circuit, zeros in other rows. Repeat this for each non-basic edge. Figure 5.3 shows 
a binet matrix achieved this way from the binet graph depicted next to it.
S i  S  2 S 3 S4 S 5 S 6
n
r 2
7*3
r 4
7*5
re
n
r»
1 1 V2 44 0 0
0 1 »/2 44 0 0
1 1 V4 44 0 0
1 2 0 -1 0 0
0 1 0 0 0 0
0 -1 0 1 0 0
0 0 0 1 1 2
0 0 0 1 2 2
Figure 5.3: An example of a binet graph, and its binet matrix. The heavy edges r \ , r 2, . . . ,  r 8 make 
up the basis.
The fundamental circuit of si is an even cycle (u4, /o  = si, no = v2, / i = r i ,  n i = V i ,  f 2 = r3, 
n 2 =V 3 , f 3 =  r 4, va). Nodes v2  and u4 are even nodes, nodes V\ and i>3 are odd nodes. The non-zero 
elements of column si in the binet matrix are calculated as:
w {ri)  = b ( f i)  =  1, w{r3) = b ( f2) =  1, u>(r4) = b{f3) =  1.
The minimal dependent set including s2 is a handcuff {s2, r 6, r 4, r 2, n , r3, r 5 }. The fundamental 
circuit of s2 is(u5, / 0 =  s2, v6, / i = r 6, u4, / 2 =  r4, v3, f3 = r2, v2, / 4 =  r i ,  vu  h  = r3, v3, fe =  
r 4, V4 , / 7 =  r 5, u5). The non-zero elements of column s2 in the binet matrix are calculated as:
w (rG) = b ( f i )  = - 1 ,  tu(r4) =  b{f2) +  b{fG) =  2, w{r2) = b{f3) =  1, 
w (r  1 ) =  &(/4) =  1, w{r3) = b{f5) =  1, w (r5) = b( f7) =  1.
The fundamental circuit of s3 is a handcuff (u3, fo =  s3, v3, f \ = r 2, v2, f 2 =  n ,  v \ ,  f 3 =  r3, 
v3). As s3 is a half-edge, the non-zero elements of column s3 in the binet matrix are calculated as:
, x K f i )  1 , x Kfi )  1 , , K h )  1w[r2) =  - y -  =  wi n)  =  - y -  =  ^  ™(ra) = - y  =  2 ‘
The fundamental circuit of s4 is a handcuff (u7, /o  =  s4, u6, / i = r 6, u4, / 2 =  r 4, v3, f 3  = r 3, 
v i ,  f i = n ,  v2, h = r 2 , u3, / 6 =  r 4, u4, / 7 =  r 6, u6, /s  =  s4, u7, / 9 =  r 7, u8, f io  = r8, v8, f n  =  
r 7, v7). As s4 appears twice in the fundamental circuit and r 8 is a half-edge, the non-zero elements
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of column 84 in the binet matrix are calculated as:
, m ± m  , t , m ± m  ,
The fundamental circuit of 35 is (v8, /o = S5, V7, /1 =  r7, v8, /2 =  r8, v8). The non-zero 
elements of column 35 in the binet matrix are calculated as:
w(r7) =  6(/i) =  1, w(r8) =  26(/2) =  2.
The fundamental circuit of s6 is (t>7, /o =  Se, V7, / i= r 7 ,  v8, /2=r8> v8, f3 = r7, v7). The 
non-zero elements of column 80 in the binet matrix are calculated as:
w(r7) =  6(/i) +  6(/3) =  2, iu(r8) =  26(/2) =  2.
Note that if we use the algebraic method instead of the graphical one, we could get the 8 x 6 
matrix of Figure 5.3 by inverting the 8 x 8 matrix [ri, r2>. .. , r 8] and taking R -1S  where S  is 
the 8 x 6 node-edge incidence matrix corresponding to the non-basic edges. Clearly, the graphical 
method is more elegant and compact. Furthermore, the graphical representation of a binet matrix 
helps us to prove results about binet matrices, which would be more cumbersome with the algebraic 
method. In the remaining sections we will give some of these results, where the elegant graphical 
proofs are much easier than the ones with matrices and their inverses.
5.2 Operations on binet matrices
In this section we give some operations that, when applied to a binet matrix, result in another binet 
matrix. We will give the proof in both graphical and algebric terms. It will be obvious that the 
graphical explanations are better, as they are more compact and easier to follow. This shows the 
power of the graphical algorithm to determine binet matrices.
We start with some trivial operations and then go on to more complex ones. Some other related 
results are also given. Let us start with a graphical operation which does not change the binet matrix.
Switching at a node of the binet graph keeps the parity of every node of the fundamental circuit 
(see Proposition 4.3), so clearly does not affect the calculations. The matrix operation equivalent to 
switching is multiplying a row of the node-edge incidence matrix A  by — 1. The effect of this change 
is easy to detect: a column in the inverse of the basis R  and the corresponding row in the non-basic 
part S  is multiplied by -1 . So R _1S  does not change.
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Lemma 53. Switching at a node of a binet graph keeps the binet matrix unchanged.
Permuting rows or columns of a binet matrix obviously results in another binet matrix. It is just 
a bit more difficult to prove that a matrix achieved by multiplying a row or column of a binet matrix 
by —1 is also binet, as it is equivalent to reversving the direction of the corresponding, basic or 
non-basic, edge.
Lemma 5.4. A binet matrix remains a binet matrix under the following operations:
(a) permuting rows and columns,
(b) multiplying a row or a column by —1.
Lemma 53. A binet matrix remains a binet matrix under the following operations:
(a) deleting a column,
(b) repeating a column,
(c) adding a unit column.
Proof: If we delete a non-basic edge from the graph, its column is deleted from the binet matrix. 
Similarly, adding an identical copy of a non-basic edge to the graph results in a column repetition. 
Adding a new non-basic edge which is an identical copy of a basic edge means that the binet matrix of 
the extended graph contains a new unit column, having 1 in the row of the duplicated basis edge. □
Corollary 5.6. B is a binet matrix if and only if[B,T] is such.
Lemma 5.5 lists column operations that maintain binet matrices. These operations can be applied 
to rows as well.
Lemma 5.7. Let B  be a binet matrix. Matrix B ' obtainedfrom B  by the following operations is also 
a binet matrix.
(a) deleting a row,
(b) repeating a row,
(c) adding a unit row.
Proof: Let us suppose that B  =  R~l S, where A  =  [F, S] is an incidence matrix of a bidirected 
graph. We give the basic (R!) and non-basic (S') part of the new incidence matrix that defines B '. 
Furthermore, we present the related transformations on the binet graph.
We will use the following notations. Let V , Er , and E s  be respectively the set of nodes, basic 
edges and non-basic edges in G{A). If M  is a matrix whose rows and columns are labelled by sets 
F  and G, respectively, and Fi C F, G\ C G, then ( M )d e n o te s  the submatrix with row labels 
F\ and column labels G \. To simplify notations, if F\ — F  or G\ = G, then we do not put them in 
the corresponding subscript or superscript So for example, (M ) /  denotes the row corresponding to
CHAPTER 5. BINET MATRICES 55
f  e F  and (M)9 denotes the column corresponding to g 6 G. Instead of (M) J we use the common
M f g .
(a) Deleting row r  from B  can be achieved by contracting the basic edge r  from the binet graph. 
By enumerating all possible cases corresponding to the type of the edge and the parity of its end- 
nodes in the fundamental circuits, one can check that a new basis graph is created by the contraction, 
the fundamental circuits contain all their old edges except r, and the values corresponding to these 
edges are unchanged in the binet matrix. These implications are easier to establish for directed r, 
basically because then the sum of the node values defined in (5.4) is unchanged for each node. For 
bidirected r  one can use the fact that contracting a bidirected link starts with a switching to make it 
directed, and switchings do not alter the binet matrix.
Algebraicly, let u be the removed end-node of r  and v be the other end-node if it exists. Then 
R‘ = (R)v-~J -  Rur(R)rV- u(R)SR' r and S' =  (S)y_„ -  R^r(R)rv ^ u(S)u. (See (4.3).) It 
is easily checked that (K_1) ;^w_r =  —RnrR vr(I?-1 )/.;H_r and f?'_1 =  therefore
R f- 'S '  =  ( R - ^ E x - r S  =  (B)b„_p =  B'.
(b) Let e be the row we wish to repeat The new binet graph, G (B1) can be obtained from G (B) 
by subdividing e into two new basic edges e and r  by inserting a new odd node t, in the following 
way.
If e:uv (if it is a loop or a half-edge, then whenever we use v we mean it), then insert a new node 
t into the graph, connect e to t instead of v with the same sign(s) at its end-node(s), connect nodes t 
and v with a new directed link r  and direct r  so that t becomes an odd node (see Figure 5.4 for the 
cases of (i) a link, (ii) a loop and (iii) a half-edge).
co at) (m)
Figure 5.4: The graphical equivalent of repeating row e
Each fundamental circuit that goes through e will go through r  as well, and one checks easily with 
reference to Algorithm 1 that the value of both w(e) and w(r) will be equal to w(e) calculated in the 
old graph. Since t is an odd node, c(t) =  0 (see (5.4)), so all the other values in each fundamental 
circuit remain unchanged. Therefore the new row r  of the binet matrix of the transformed graph 
equals row e of the original matrix and other rows are unchanged.
To explain the same operation algebraically, add a new column labelled r  to R, and a new row 
labelled t to A. In the non-basic part 5 , the new row contains only zeros. The non-zero entries in the
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new row and column of R' are the following:
Rue if e is a link or a half-edge 
\Rue if e is a loop.
Furthermore, one entry in R  is changed: R'ue =  0, if e is a link or a half-edge and R'ue =  \R ue, if 
e is a loop. It can be readily verified that (R =  R-1 and (R/-1)r =  (R- 1)e> which implies 
that row r  of B' equals row e of B.
(c) Let us suppose now that we would like to add a unit row with the only non-zero element in 
column e:uv. We can apply the same operation as in part (b). Suppose the non-basic edge e has 
end-nodes u and v. Then subdivide e with a new node t into edges e and r  as shown in Figure 5.4. 
The new edge r  will be a basic edge and e remains non-basic. Then r  is only used in the fundamental 
circuit of e, that is why its row has zeros in the other columns. In column e, however, it has -1 , as 
node t is an odd node. Multiplying the new unit row by —1, i.e., reversing the direction of r  (see 
Lemma 5.4) we get a positive unit row.
The matrix transformation is very similar to the previous one. There is a new row t  added to A , 
and a new column r  to R. The new row and column have non-zeros
The only other change is that S'ue =  0, if e is a link or a half-edge and S'ue = \S ue, if e is a loop. 
The inverse of R! contains R - 1  as it is of the following form:
where the last row and column are related to r  and t. Thus the last row of B', corresponding to r,
Parts (a) of Lemmas 5.5 and 5.7 together imply the most important result in this section:
Theorem 5.8. Every submatrix of a binet matrix is binet.
We already know that a binet matrix [R, i] arises from a full row rank incidence matrix A by 
taking a basis and pre-multiplying A  with its inverse. Alternatively, this can be viewed as pivoting 
on Ay as defined in (1.4). We now show that these operations can also be applied to binet matrices.
Lemma 5.9. Let B  be a binet matrix and T  be a basis of [By I\. Then
(a) T~l [By i] is binet
(b) B  obtained by pivoting on a non-zero element o fB is  binet.
Sue if e is a link or a half-edge 
\S ue if c is a loop.
Rl. 1 =  R"1 (R-1)u 
RJr
has a —1 in column t and zeros elsewhere. □
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Proof: (a) Let B  = R~XS, where A = [S, R] is an incidence matrix of a bidirected graph. Then 
[.B , i] =  R ' 1 A. If T  is a basis of [2?, J], then there is a basis U of A such that T  = R~lU. Then 
T ~ l [B,I\ = C/-1i2[i2_15,7] = U~l [5,R] = U~lA. With column permutations, A — [W,U], so 
U~lA = [t/- 1W, 7] =  [-B1,/], where J3' is a binet matrix.
a  0(b) Pivoting is equivalent to pre-multiplying [B, I\ with the inverse of matrix T  =
b I
(using the notations of (1.4)). T  is a basis of [B, /], so T - 1  [B, i] and any matrix obtained from this 
by column deletion, e.g. B, is binet.
Graphically, pivoting means changing the basis graph. If the first row and column of B corre­
spond to basic edge r  and non-basic edge a respectively, then in the binet graph representing B, r is 
a non-basic edge and a is a basic edge. In other words, the new basis consists of (R \  r) U s. □
As stated above, binet matrices arise from incidence matrices by a series of pivoting. When 
applying basis exchanges, this translates to the following. We start with an artifical unit basis, i.e., 
the initial basis comprises positive half-edges at each node. In this basis, the incidence matrix is a 
binet matrix. When a pivot step is done, one of the artificial half-edges is exchanged with a normal 
basic edge, and the artifical edge disappears. When we have exchanged and removed all the artifical 
edges, the basis is R and the matrix has become B.
Switching on the binet graph keeps the binet matrix unchanged, which provides a method to find 
a special binet representation of a binet matrix.
Lemma 5.10. There always exists a representation of a binet matrix where each connected compo­
nent o f the basis contains only one bidirected edge.
Proof: Let binet matrix B  be represented by the binet graph G. Consider a component of the basis. 
By switchings at the cycle nodes, all but one of the cycle edges can be made directed. Then by 
consecutive switchings at the ends of the bidirected non-cycle edges, we end up with a component 
where all the edges except one cycle edge are directed.
Algebraicaly it means the following. Let us suppose that the basis R is connected. We have 
shown in the proof of Lemma 4.4 that by multiplying the rows by —1, the submatrix of R that 
corresponds to the cycle can be transformed so that it contains only one bidirected edge (note that 
column scaling is not needed here). By further multiplications of the rows of R, the non-cycle basic 
edges of G can also be transformed to directed edges. So there exists a diagonal 0, ±1 matrix E such 
that if R' = ER, then G(R') contains only one bidirected edge. Then B = R-1S = Rr1E~1ES = 
R'-'S', where S' = ES and R' is a basis of [i?', S'] = EA. Thus J? has a binet representation in 
which the basis R! contains only one bidirected edge. □
Remark 5.11. The transformation carried out in the proof of Lemma 5.10 changes only the di­
rections of the edges in the binet graph, the structure remains unchanged. Futhermore, the only
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bidirected edge in each component must be in its cycle, but we are free to choose which cycle edge 
remains bidirected.
Binet matrices are not necessarily integral matrices. It is easily seen, and follows from Algo­
rithm 1, that binet matrices can have elements 0 ,±1,±2 and ± l/ 2 . The following lemma gives a 
necessary and sufficient condition for a binet matrix to be integral. Then we use the condition to 
prove that with a series of pivot steps any binet matrix can be made integral.
Lemma 5.12. A binet matrix is integral if and only if it has a binet representation in which
(a) every cycle in each connected component of its basis is a half-edge, or
(b) the basis is connected and the binet graph has no half-edges.
Proof: The lemma follows easily from the rules of calculating the elements of the matrix given in 
Algorithm 1, and the fact that G is connected. □
Remark 5.13. An alternative version of condition (b), where we forbid only non-basic half-edges is 
clearly equivalent, because if there is a basic half-edge, then we are in case (a).
Lemma 5.14. Let B  be a non-integral binet matrix with m rows. By at most 2m pivot operations B  
can be converted to an integral binet matrix
Proof: Let B  be a binet matrix with a non-integral element by in row r< and column Sj. Then 
bij = ± l/ 2  and, according to Algorithm 1 this can occur if and only if r,- is an edge of a cycle which 
is not a half-edge and Sj is a half-edge or lies on the connecting path between two basic components. 
By pivoting on bij we exchange basic edge r< with non-basic edge 8j, as described in the proof of 
Lemma 5.9. After pivoting the basis contains more half-edges or fewer components, therefore after 
a finite number of pivots the basis satisfies the conditions of Lemma 5.12, and B  is integral.
To determine the number of necessary pivots, let H  denote the number of basic half-edges in a 
binet graph, and C be the number of basic components. If 8 j is a half-edge, then after exchanging 
it with r*i, H  is increased by 1 and C remains the same (as n  cannot be a cut-edge because it is in a 
cycle and sj cannot connect two unconnected components of the old basis because it is a half-edge). 
If Sj lies on the connecting path between two basic components, then C is decreased by 1 after 
pivoting and H  is unchanged. Therefore, the value of M  =  H  — C is increased by 1 in each pivot 
steps. The maximal value for H  is m, the number of basic edges. Moreover, C cannot be more than 
m. So M  is certainly between —m and m. It implies that the algorithm must terminate in at most 
2 m steps. □
5.3 Necessary conditions
We give two necessary conditions on integral binet matrices. The first claims that an integral binet 
matrix is the sum of two network matrices, while the second result is very similar to a well-known
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characterization of totally unimodular matrices due to Ghouila-Houri [34] (see Theorem 1.3). Un­
fortunately, neither of the conditions are sufficient.
Theorem 5.15. If B  is an integral binet matrix, then there exist network matrices Ni and N 2 such 
that
(a) B  = Ni + N2
rN x
(b) both [Ni, N2] and
N 2
are network matrices
Proof: Let binet graph G =  (V, R, S) with node set V, basic edges R , and non-basic edges S, 
represent B. By Lemma 5.10 and Lemma 5.12, G is one of the following two types.
I. All the basic cycles of G are half-edges, and they are the only bidirected edges in the basis.
n. There are no half-edges in G, the basis is connected and it contains only one bidirected edge.
We deal with the two cases separately. In both we introduce a way of constructing a spanning tree and 
two connected directed graphs giving network matrices that satisfy the conditions of the theorem. 
Case L We will use the graph in Figure 5.5 as an example.
Let us introduce a new node v0 into G and connect each basic half-edge to i t  That is, change the 
half-edges to links by declaring vo to be their second end-node. Their signs at vq should be chosen 
so that the links become directed. The basis now contains only directed links, and no cycles, so it is a 
directed tree T, spanning node set VUuo. With the process described below, we construct connected 
directed graphs D\ and D2 so that they both contain T, and network matrices N\ and N2 based on 
this tree in graphs D\ and D2, respectively, that satisfy the conditions of the theorem. The idea is 
to replace each non-basic edge a e S  in G by two directed non-tree edges, one in D\ and one in 
D2, such that the fundamental circuits of the directed edges (also denoted by a) together give the 
fundamental circuit of a in G. It might happen that one edge is enough, i.e., there is no edge in D2 
corresponding to a. Figure 5.6 illustrates the process on the graph of Figure 5.5. To keep a consistent 
setting, we will use the phrase ‘loose edge’ in this case, meaning that we add an edge that has no 
end-nodes. In directed graphs this means that the edge is not there, only virtually.
(a) If, a is a directed link (like ai in Figure 5.5), then let it remain the same in D\ and associate 
a loose edge with it in D2.
(b) If a is a half-edge (like s2 in Figure 5.5), then connect it to vo in D\ and direct it as described 
above. A loose edge is associated with it in D2.
(c) If a:uv is a bidirected link or a loop (83 and a4 are such in Figure 5.5), then imagine two 
new half-edges hu and hv incident to u and v and directed so that u (or v) is an out-node of hu (hv) 
if and only if it is an out-node of a. If a is a loop (i.e., u =  v), then hu and hv are two identical 
half-edges. It is clear that the column of the incidence matrix of G that corresponds to a is the sum 
of the columns of the matrix that correspond to the related half-edges, and this remains true for binet
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matrix B . Now apply the operation of part (b) to hu and h v, with the only change that for hv we 
change the role of D \ and D 2. So at the end, we have an edge in each of D i and D 2. They are the 
two new edges that correspond to s in G.
Figure 5.5: Binet graph B  with only half-edge basic cycle edges
Figure 5.6: Directed graphs D i and D 2  made from binet graph B  of Figure 5.5
It follows from the definition of binet and network matrices that column s of B  equals the sum of 
columns s of N i  and N 2  for any non-basic edge. We have derived every column of the binet matrix 
as the sum of two corresponding columns of network matrices, so B  =  N \ + N 2.
"n ,
[N i , 7V2] is trivially a network matrix, as both N \  and N \ are based on T . As for
N 2
, consider
the following construction. Reverse the direction of every edge in D 2  (getting D'2), unify the uo node 
in D \ and D 2, as shown in Figure 5.7. As to non-tree edges, if there is a non-tree edge connecting u 
with vo in D \ and another one connecting v  with vq in D 2  and they correspond to the same non-basic 
edge of B ,  then we substitute them by a new edge between u  and v  in the unified graph, and keep
u
the directions at u  and v. The network matrix of the so defined unified directed graph is
N 2
Case II. We will use the graph in Figure 5.8 as an example.
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Figure 5.7: Unification of D \ a n d l^
Let r i  be the the only bidirected edge in G  (so it must be in the cycle), and vo be an end-node of 
it. We ‘open’ the cycle at u o , by splitting no into two separate nodes v '0  and v'q s o  that r i  is incident 
to Vq and other basic edges incident to vq are incident to v'q. Furthermore, we switch at v'q s o  that the 
basis becomes a directed tree T . Figure 5.9 shows this operation.
Figure 5.8: Binet graph B  with a connected basis
We will construct directed graphs D i and D 2  such that they contain T  as spanning tree, and 
their corresponding network matrices N i  and N 2  satisfy the conditions of the theorem. Figure 5.9 
illustrates. Again, we replace all non-basic edges s e  S  by two directed edges, one in D \ and the 
other in D 2, so that the sum of the network matrix columns corresponding to the new edges (also
denoted by s) is the column s of 23.
• If s is a directed link and vq is not its end-node (as Si in Figure 5.8), then it remains the same
in D x and becomes a loose edge in D 2.
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Figure 5.9: Directed graphs D \ and D 2  made from binet graph B  of Figure 5.8 by opening the cycle
• If s is a directed link and u0  is its end-node (as for s 2  in Figure 5.8), then v'q is its end-node in 
D \ and it is represented by a loose edge in D 2.
•  If s is a bidirected edge connecting it and v  where u ,v  ^  vo (but u  might be equal to v ) as in 
case of S3  and 3 4 , then let s connect u  and v'Q in D \ and v and v(f in D 2, such that u  (or v) is a 
tail of s in D \ (or D 2) if and only if it is a tail of s in G.
• If s:ttuo is a bidirected link incident to vo (as S 5 ) , then s connects u  and v'Q in D \ with the 
above described direction at it, and s is a loose edge in D 2.
•  If s is a loop at vq (as se), then let s connect v '0  and Vq in D \ with the same direction at Vq as 
s has at u0  in G, and s is a loose edge in D 2.
We have listed all the possible cases, and in each case column s of B  is equal to the sum of 
columns s of N \  and JV2 , so B  =  N \ + N 2.
rNi
The network representations of [N\ , iV2] and
N 2
are made in the same way as before, unifying
v '0  of Z?i with Vq of D '2  in the latter case. Figure 5.10 gives the unified graph for our example.
□
As a corollary, another necessary condition can be derived. It is similar to Theorem 1.3, which 
claims that for each collection of columns of a totally unimodular matrix, there exists a scaling of 
the selected columns by ± 1  such that the sum of the scaled columns is a vector of 0 , ± 1  elements, 
and the same is true for rows. Obviously, as this condition is also sufficient for total unimodularity, 
it cannot remain valid for 2-regular matrices. For integral binet matrices, however, we can provide 
something similar.
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Vr
Figure 5.10: Unification of D i and D '2  in Case II.
Theorem 5.16. For each collection o f  columns or rows o f  an integral binet matrix, there exists a 
scaling o f  the selected columns or rows by ±  1 such that the sum o f  the scaled columns or rows is a 
vector o f  {0, ± 1 , ±2} elements.
Proof: Since column (row) deletions preserves the binetness of matrix B , we can assume that every 
column (row) is selected.
1. Columns. By Theorem 5.15, there exist network matrices N \ and N 2  such that B  =  N \ +  iV2 
Ni
and N  =
No
is also a network matrix. By Theorem 1.3, there is a ± 1  vector d  such that N d
is a vector of 0, ± 1  elements, hence B d  = (N i +  N 2)d = N id  +  N 2d  is a vector of {0, ± 1 , ±2} 
elements. Thus vector d  gives the good scaling.
2. Rows. Very similar using the fact that [N\ , iV2] is a network matrix. □
Unfortunately, neither the condition of Theorem 5.15, nor the condition of Theorem 5.16 is suf­
ficient for binet matrices. For example, for matrix B  below, the network matrices N i  and JV2 satisfy 
conditions (a) and (b) of Theorem 5.15. This implies that the rows and columns of B  can be scaled 
as in Theorem 5.16. On the other hand, B  is not a binet matrix, because it is not even 2-regular.
B  =
2 1 1 0 1 1II£ and N 2  =
1
HH1___
1 0 1 1
Ot-H1
1
(5.5)
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5.4 Towards recognition
In this section we turn to the problem of recognizing binet matrices. This problem is in the com­
plexity class AfV, because it is easy to verify that a matrix is binet, one only has to give a binet 
representation. It is a much more difficult question, and unsettled as yet, if the recognition problem 
is in V  or not, i.e., if there is a polynomial algorithm that can decide if a given matrix is binet or not.
For network matrices, the parallel question is answered -  several polynomial-time algorithms 
exist for recognition. The best-known one is probably Schrijver’s method (see [51] and [55]), which 
adapts the matroidal ideas of Bixby and Cunningham [9] to matrices. The algorithm works by reduc­
ing the problem to a set of smaller problems, which can then be handled easily. The smaller problems 
consist of deciding if a matrix with at most two non-zeros per column is a network matrix or not. 
The reduction is done by identifying rows of the matrix that correspond to cut-edges of the spanning 
tree, and then carrying on with the smaller matrices associated with the components.
The ideas of this algorithm cannot be directly adapted to binet matrices because the basis of a 
binet graph, a forest of odd 1-trees is more complex than a tree. We have to admit that we have 
been unable to devise a recognition algorithm for binet matrices. However, we present here a simple 
method that is able to prove or disprove if a small matrix is binet The approach is to formulate the 
problem as a mixed integer programming (MIP) problem, and then solve it  Of course, the method is 
not polynomial, as long as there is no polynomial algorithm invented to solve MIP problems.
Before embarking on the description of this method, we present some simple ‘preprocessing’ 
rules that simplifies our task. As Lemma 5.14 states, every rational binet matrix can be converted 
to an integral binet matrix by a finite number of pivot steps. The theorem also implies that even in 
the worst case we need only a specified number of these pivots to get the integral matrix, provided 
that the matrix we started with was binet. This means that if we have a method that can decide the 
binetness of integral matrices, then, preceded by the steps described in Algorithm 2, this method can 
be applied to rational matrices too.
Algorithm 2 Preprocessing steps for rational matrices
Input An m x n matrix B
Step 1 Check the elements of B. If it has an element other than 0, ±1, ±2, or ±V6 , then B  is not 
binet.
Step 2 If B  is integral, STOP. Otherwise, pivot on a ± l/ i  element
Step 3 Repeat Step 1 and Step 2 at most 2m times. If the algorithm does not stop during these, 
then B  is not binet
So let us assume that we are given a n m x n  matrix B, and we want to decide if it is binet or not. 
B  is binet if and only if there exist an m x m matrix R  and a n m x n  matrix S  such that they satisfy 
the following conditions:
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(a) R B  =  S,
(b) R  is a non-singular matrix,
Moreover, i? and S  are node-edge incidence matrices of bidirected graphs, i.e., we have the further 
conditions:
(c) R  and S  are integral matrices, and
(d) condition (4.2) holds for R  and S.
Define index sets I  =  {1 ,..., m}, J  =  {1 ,..., m} and K  =  { 1 ,..., n}. In our model, we have 
integer variables ry  for all (i,j) G I  x j ,  and integer variables for all (t, k) G /  x K  to represent 
the unknown elements of matrices R  and S. Moreover, let B  = [bjkl^j be the given matrix, i.e., 
bjk are data for this model. Condition (a) then takes the form
^   ^r y bjk = Sjk G I  x K
je j
Variables ry  and an, are integer but not nonnegative. So, following the standard technique, let us 
introduce the nonnegative variables r j ,  r^. for all (i,j) G I  x  J , and for all (i, k) e  I  x K,
with which we wish to represent the positive and negative parts of ry  and 8m. Thus,
rij =  ry ”  r y and M  =  r y  + ry  (5.6)
=  311(1 M  = 4k + *7k (5.7)
Condition (b), the non-singularity of i2 cannot be modelled with linear constraints. However, R  
certainly do not have all-zero rows or columns:
y ;  |ry | > 1 for all i G / ,  and ^  |ry  | > 1 for all j  G J  
jeJ *6/
We can also assume that B  has no all-zero column, therefore S  cannot have one either.
y  |sy | > 1  for all j  G J  
iei
So we look for a feasible solution in the set defined by the following constraints.
y  Ujbjk =  8 ik V(i, k) e l  x K  (5.8a)
jeJ
rij = rtj ~  ry  V(i, j ) e l x j  (5.8b)
~ 5iifc V(t,k ) e I x K  (5.8c)
1 < 5Z (ry + ry) < 2  V ) G J  (5.8d)
iei
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5 > 5 + r S ) > l  V i e /  <5-8e>
ieJ
1 ^  +  a7k) < 2 V* € K  (5.8f)
iei
rtj»rij>8tk’8ik ^  0  integer Vi € J, Vj € J,Vfc € K  (5.8g)
Although we need only a feasible solution from this set to prove the binetness of B , to ensure 
that r fj , r t^  and afk, are really the positive and negative parts of and a**, we use the objective
function
min £  (rM +r« ) +  S  ( » « + * » )  (59)
(i,j)elxJ (i,k)elxK
We will see later that this might not be enough, and further devices are needed.
If there is no feasible solution to the mixed integer programming problem defined by constraints 
(5.8a)-(5.8g), then we can be sure that matrix B  is not binet. However, if there is a solution, then it 
does not mean that B  is binet, as it may happen that matrix R  obtained from the solution is singular, 
so that RB = S  does not imply R _1S  = B. Consequently, in this form the method is more suitable 
for proving that a matrix is not binet, a theoretically interesting but practically not so important 
question. And even this works in practice only for small matrices, as the number of integer variables 
(2m(m +  n)) is forbidding for large instances.
The model so far is applicable for any rational matrix. If B  is integral, however, then there 
are further possibilities to strengthen the formulation. As mentioned earlier, this assumption is not 
restrictive, the recognition of non-integral binet matrices is not more difficult than that of integral 
ones. So let B  be an integral matrix. By Lemmas 5.10 and 5.12 any possible binet representation of 
B  is of the following two types:
T^pe I: Every basic cycle is a half-edge, and all the other basic edges are directed.
Type II: There are no half-edges in the binet graph, the basis is connected and there is only one 
bidirected edge in the basis.
These conditions imply further constraints in the MIP formulation.
In case of Type I, R  cannot contain a loop, so each of its non-zero elements is ±1. Hence
rfj +  rTj < 1 V(i,j) e l x J  (5.10)
Furthermore, if there are two non-zeros in a column of R,  so this column corresponds to a link in the 
graph, then the link must be directed, i.e., the non-zeros are of opposite sign and their sum is zero. 
Basic half-edges, on the other hand, correspond to columns of R  in which the sum of elements is 
dzl. It can be assumed without loss of generality that all basic half-edges are positive, because we
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can switch at any node of the binet graph without affecting B  (see Lemma 5.3). So we have:
By adding constraints (5.10) and (5.11) to constraints (5.8a)-(5.8g), we get a model for matrices of 
Type I.
Assuming that B  is of Type n, the graph cannot contain half-edges so (4.2) holds with equality 
for both R  and S, therefore constraints (5.8d) and (5.8f) are replaced by
Observe that these constraints mean that any feasible solution now has the same value in objective 
fuction (5.9). Thus, the objective function will not ensure that at least one of r j  and r^  (or sfk and 
s^k) is zero as it should be with the positive and negative parts of ry  (or s**). To overcome this, we 
can introduce new binary variables ry  6 {0,1} and l a  G {0,1} for all i € I , j  G J  and k e K , 
and new constraints
These new constrains force that r j  and rjj (and sfk and respectively) cannot be non-zero at 
the same time, thus validating equations (5.6) (and (5.7), respectively).
Moreover, if B  is of Type n, then R  contains exactly one column that corresponds to a bidirected 
edge. The sum of the elements in this column is ±2, whereas the sum of the elements in any other 
column is 0. If the bidirected edge is not positive (that is, the sum of the elements in its column is 
—2), then we can switch at its end-nodes, making it positive. Thus the following inequalities are also 
valid.
We can also be sure that the number of -1  elements in R  is m  — 1, as each directed link is
£ > « < i (5.11)
£(>•$ +>9 = 2 Vie) (5.8d’)
(5.8f)
* y < 2 r y  V ( i J ) e / x J
ry  < 2 -  2 ry  V(i, j)  e l x J
8tk 5: V(i, k) € I  x K
8 ^  < 2  — 28 ik V(i, k) € /  x K
(5.12a)
(5.12b)
(5.12c)
(5.12d)
(5.13a)
( i , j ) e i x j
0 < +  ^ r «  < 2 Vj,/ € J J  ±  I (5.13b)
iei iei
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associated with one, and the only bidirected link can be assumed to be positive:
E
( i j ) e i x j
(5.14)
With these new variables and new or modified constraints, we can formulate the recognition of 
integral binet matrices of Type n. Note, that the non-singularity of R  still causes problems. That 
happened when we ran the model on B — M(K^) and B  =  M(Kq) defined in Section 6.2. We 
got a feasible solution in which R  was singular. For illustration, we give the R  matrices obtained for 
B  =  M(K^) in the two types.
R =
0 0 0 0 -1 o' '0 0 0 0 1 o'
0 0 0 0 0 1 0 1 0 0 0 0
1 0 0 0 0 0
and R  =
0 0 0 0 0 -1
-1 0 1 1 0 -1 1 0 0 0 0 0
0 1 -1 -1 1 0 0 - 1 1 1 - 1 0
0 - 1 0 0 0 0. .1 0 - 1 - 1 0 1.
In this singular case, further considerations might help. For example, one can try to show that the 
singular solution is unique. Or rule this bad solution out with new constraints.
However, as mentioned above, if there is no feasible solution (singular or non-singular) to either 
model, then the integral matrix B  cannot fall in either Type I or Type n, and consequently, it cannot 
be binet In this way, we could prove easily that the following matrix B  or its transpose are not binet 
matrices. Note that B  is 2-regular, as showed in [3] and in Section 6.2 in this work.
B =
1 1 1 1  
- 1 1  1 - 1  
1 1 - 1 - 1
Considering that our purpose with this formulation is to find a feasible solution of an integer 
programming model, in which there are conditions that cannot be formulated with linear constraint, 
or prove that such a solution does not exist, other methods, probably heuristic ones could be called in. 
On the other hand, we have not given up the hope of finding a combinatorial recognition algorithm.
Chapter 6
Examples of binet and 2-regular 
non-binet matrices
Here we give some examples of binet matrices, and also show that some interesting 2-regular matri­
ces are not binet The examples will show that the class of binet matrices is a real extension of that of 
network matrices as all network matrices are binet, but there are binet matrices that are not network. 
These latter matrices include totally unimodular and not totally unimodular ones. The totally uni- 
modular but not network matrices we give are the special matrices appearing in the decomposition 
theory of totally unimodular matrices.
The counterexamples include matrices that are transposes of binet matrices, and we also give an 
example of a matrix which is 2-regular, but neither the matrix itself nor its transpose is binet. The 
techniques we employ to prove that these matrices are not binet are diverse. For example, in one 
instance we eliminate all the possible cases, while in another, a matrix cannot be binet because of a 
corollary of a theorem. We also use the MIP model, described in Section 5.4.
In Section 6.3 we show that binet matrices appear in special problems with at most three variables 
per row. This setting, extensively examined by Hochbaum [41], has several combinatorial and real 
life applications.
6.1 Examples
We start with some trivial examples, then show that some interesting totally unimodular and not 
totally unimodular matrices are binet. Recall that a binet matrix is defined as R - 1S, where matrix 
[R, S'] is the node-edge incidence matrix of a bidirected graph, and R  is a basis.
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6.1.1 Node-edge incidence matrices
If A is the node-edge incidence matrix of a bidirected graph, then it is binet because [A, I\ is also an 
incidence matrix of a bidirected graph, having a positive half-edge at every node. Taking R = I  and 
5  =  A, we get R _1S  =  A.
6.1.2 Inverse of a basis
Let R  be a basis of the incidence matrix A of a bidirected graph. The inverse of R  is a binet matrix, 
since the matrix [JR, i] is the node-edge incidence matrix of a bidirected graph. Algorithm 1 provides 
us with a method of calculating elements of JZ-1 . In fact, a column of R - 1  can be calculated by 
determining the fundamental circuit of a non-basic half-edge corresponding to a column of I. The 
following lemma makes use of this representation of the columns.
Lemma 6.1. If R  is a basis of the node-edge incidence matrix of a bidirected graph, then each row 
of the inverse of its every component is of the following two types:
(a) contains only ±V£ entries,
(b) contains only 0, ±1 entries.
Further, if the only cycle in the component is a half-edge, then its inverse is integral (has only rows 
of type (b)).
Proof: Let us suppose that the basis is connected as each component can be viewed separately with 
respect to taking inverse. Then G(R) contains exactly one cycle, which is an odd cycle. As men­
tioned above, columns of R~l are related to non-basic half-edges. The fundamental circuit of such 
a half-edge always contains two odd cycles (one of them is the half-edge itself, the other is the basic 
cycle) connected with a path, i.e. it is a handcuff illustrated in Figure 5.2(ii) and (iii). The basic 
cycle edges appear once in the fundamental circuit, while the non-cycle basic edges, if they lie on the 
connecting path, appear twice. According to Step 3 of Algorithm 1, all the b(fi) values are divided 
by 2. Therefore, if the odd cycle of G(R) is not a half-edge, then coefficients lufa) are ±Vi on 
the basic cycle edges, and ±1 on the non-cycle basic edges for every non-basic half-edge. As each 
column of R~l refers to a non-basic half-edge, the main part of the theorem is proven. In the special 
case where the unique cycle of the basis graph G(R) is a half-edge, by Step 4 the only cycle edge 
row is multiplied by 2 so that all rows contain only 0, ±1 entries. □
So R - 1 is binet, and then 2-regular by Theorem 7.1. Furthermore, the inverse of R _ 1  is integral, 
which suggest that R~x may be 1-regular. This suggestion can be easily verified.
Lemma 6.2. If R  is a basis of the node-edge incidence matrix of a bidirected graph, then R _ 1  is
1 -regular.
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Proof: The matrix [R,2I] is a the node-edge incidence matrix of a bidirected graph, so R ~ 1 2 I  = 
2R _ 1  is a binet matrix. Any binet matrix is 2-regular by Theorem 7.1, and according to Lemma 2.13, 
the half of a 2-regular matrix is 1-regular. □
Note that R ~ x can easily be non-integral, in which case it represents an example of 1-regular but 
not totally unimodular matrices.
The question arising here is whether Lemma 6.2 is valid only for incidence matrices or true for 
any arbitrarily chosen integral 2-regular R  matrix. The matrix
1 2 1 - 2
R  = with inverse R  1 =
0 1 0 1
answers this question in the negative, because R  1 has a submatrix whose inverse is not integral.
6.1.3 Network matrices
It is straightforward that every network matrix is a binet matrix. Recall that the deletion of a row 
from an incidence matrix is equivalent to the deletion of a node from the graph, so deleting a row 
from the incidence matrix of a directed graph results in a bidirected graph which contains directed 
links and half-edges. The spanning tree is replaced by a set of odd cycle components, comprising the 
basis of the binet graph. Figure 6.1 depicts the network and binet representation of a network matrix.
ri A
r 2T  s3
Sl S2 S3
r i -1 1 -1
r 2 1 -1 1
r 3 1 -1 0
r 4 -1 0 0
Figure 6.1: The network and binet representations of the network matrix N .
Later, in Lemma 7.4 we will show that this kind of binet represenation is characteristic for net­
work matrices. It does not mean, however, that this is the only possibility for representing network 
matrices with binet graphs.
Lem m a 6.3. There always exists a binet representation o f  any network matrix with at least two rows 
where the basis is connected, and the basic cycle is not a half-edge.
Proof: Let a directed graph with a given spanning tree represent the network matrix. We show how 
to construct the required binet represenation. To this end, first insert a new bidirected basic link /  
into the graph so that it connects two nodes that are not connected with a tree edge. (Figure 6.2 
illustrates the operation on the graph of Figure 6.1.) The tree extended with this new edge is a binet
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basis graph in which the basic cycle contains at least three edges. Moreover, no fundamental circuit 
uses the new bidirected edge. So the binet matrix of this graph is equal to the original network matrix 
plus an all-zero row. If we delete the all-zero row, we get the original matrix. The equivalent graph 
operation, according to Lemma 5.7, is contracting edge / .  Since the basic cycle contained at least 
three edges, after contraction the cycle has at least two edges, so it cannot be a half-edge. The basis 
is obviously connected. □
Figure 6.2: Inserting a bidirected edge /  in a network and the graph obtained by contracting /
6.1.4 Interval matrices and their generalizations
Interval matrices [29] are well-known special network matrices, in which the spanning tree is a 
directed path. The non-tree edges then can be associated with subpaths. Obviously, the non-zero 
elements in each column of an interval matrix have the same sign, and there is a permutation of 
the rows such that the resulting matrix has consecutive non-zeros in each column. With appropriate 
scaling of the columns, the matrix can be made nonnegative, and then the columns can be considered 
as characteristic vectors of intervals on a line with finite segments. Hence the name interval matrix.
Lee [48] generalized interval matrices by defining skew interval matrices. In a skew interval 
matrix, the columns are of two types. There are columns which are characteristic vectors of intervals, 
just as in the case of interval matrices. The columns of the other type contain - 1  in rows that 
correspond to segments to the left of an interval, 0 in the rows of the segments belonging to the 
interval, and 1 in rows whose segments are to the right of the interval. In the formal definition, we 
replace the segments by points, an obvious conversion.
Definition 6.4. (Lee [48]) Let V  be a finite set o f points on the real line, and let X  and J  be finite 
sets of intervals (defined by consecutive points) of the line. For each interval I  €  X  U J  define 
L( I )  = {p e  V  | p  < q, V<? € /} ,  and R ( I ) =  {p € V  | p  > q, V<? G I } .  The columns of a skew 
interval matrix A  correspond to intervals in X  and J ,  its rows are associated with "P. The elements
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of A  are the following:
1 if p e l ( l e t )
0 if p t l ( / e l )
- 1  if p e L ( l ) ( i e j )
0 if p e l (i e j )
1 if p e  R( l ) (l e j )
Trivially, if J  =  0, we get back the interval matrices (unsigned). Skew interval matrices, how­
ever, are not necessarily network matrices, and not even totally unimodular as the following matrix 
shows.
l 0 0 -1
l 1 0 0
0 1 1 0
0 0 1 1
A further step of generalization in Lee [48] is when zero-length intervals are also allowed. A 
matrix whose rows can be permuted and whose columns can be scaled by —1 to get a skew interval 
matrix with this generalized intervals is said to have the skew consecutive property (though ‘cyclic 
consecutive property’ would be a more descriptive name). That is, a matrix has the skew consecutive 
property if its rows can be premuted so that each column is of the form
± ( 0, 0, . . . , 0, 1, 1, 0, 0, . . . , 0)r , 
or ± ( - 1 , - 1 , . . . , - 1 ,0 ,0 ........0 ,1 ,1 ,...,1 )T,
where any of the continuous substrings may have zero length. Lee proved that a matrix with the skew 
consecutive property is 2-regular. Here we prove that they are binet.
Theorem 6.5. If matrix B  has the skew consecutive property, then it is binet.
Proof: We give a binet representation. Let r i , . . . ,  rm and s i , . . .  , sn denote the rows and columns of 
B . Let G be a binet graph in which edges n , . . . ,  rm form the cycle Vi, r i , V2 , r i , . . . ,  rm, vm where 
v \ . . . ,  vm are the nodes of G. (See Figure 6.3 for an example.) Moreover, s i , . . . ,  sn are chords of 
the cycle, such that the two paths on the cycle connecting the end-nodes of a chord correspond to 
the rows of B  with zeros and non-zeros, respectively. The cycle-edges are directed so that all nodes 
except v\ have one incoming and one outgoing incident cycle-edges.
This setting implies that any fundamental circuit that goes through vi changes sign at this node, 
the other fundamental circuits have the same sign on all of its edges, representing the fact that the 
sign of elements in a column of B  changes between the top and the bottom of the column. The exact 
directions of the edges can be easily adjusted to the signs of the non-zeros in the matrix. □
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B  =
S i S 2 S3 s 4 S5
r\ 1 0 0 1 -1
r i 1 -1 0 0 -1
7*3 1 -1 1 0 0
n 0 -1 1 -1 0
7*5 0 0 1 -1 1
Figure 6.3: A matrix with the skew consecutive property, and its binet representation
6.1.5 Totally unimodular but not network matrices
Consider matrices B \  and B 2  below. These are the two well-known (see e.g. [55]) totally unimodular 
matrices that play an important role in the decomposition theory of totally unimodular matrices, due 
to Seymour [58] (see Section 10.2.1). Neither they nor their transposes are network matrices. The 
graphs drawn next to them show that B i  and B 2  are binet matrices. This implies that the binet 
representation of matrices is more powerful then the network representation.
Bi =
B 2  =
S i S2 S3 s 4 £5
7*1 1 0 0 1 -1
7*2 -1 1 0 0 1
7*3 1 -1 1 0 0
7*4 0 1 -1 1 0
7*5 0 0 1 -1 1
S i S2 S3 S4 S 5
7*1 1 1 1 1 1
7*2 1 1 1 0 0
7*3 1 0 1 1 0
7*4 1 0 0 1 1
7*5 1 1 0 0 1
(6 . 1)
(6 .2)
Note that up to row multiplications by - 1 ,  B i  is the same as matrix B  of Figure 6.3. No wonder 
that their binet representations are so similar.
6.1.6 Minimally non-totally unimodular matrices
In [16], Comudjols gives four minimally non-totally unimodular 0 ,1  matrices. To show the power of 
binet representations, we give the binet graphs of these matrices.
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6.2 Counterexamples
The node-edge incidence matrix of a bidirected graph is binet. In this section we show that this is 
not necessarily true for the transpose, the edge-node incidence matrix of a bidirected graph. This 
result is not a surprise, as the transpose of a network matrix is not necessarily network either, so we 
should not expect the opposite for binet matrices. Nevertheless, our counterexamples are interesting 
because they also show that totally unimodular or 2-regular matrices are not necessarily binet.
As mentioned in Section 7.3, Gerards and Schrijver [33] gave a characterization of matrices 
that are edge-node incidence matrices of bidirected graphs and have strong Chvdtal rank 1. The 
key matrix in their characterization is the edge-node incidence matrix of K±, the complete
undirected graph on four points:
M (Ka) =
1 1 0  0 
1 0  1 0  
1 0  0 1 
0 1 1 0  
0 1 0  1 
0 0 1 1
The edge-node incidence matrices of bidirected graphs are exactly the integral matrices A  (of size 
m  x n) that satisfy the transposed version of (4.2), namely,
m (6.7)5 ^ | a y | < 2  fori =  1, . . . ,
j=i
The characterization appearing in [33] is now the following.
Theorem 6.6. (Gerards and Schrijver) An integral matrix satisfying (6.7) has strong Chvdtal rank 1, 
if and only if it cannot be transformed to M  (K4 ) by a series offollowing operations:
(i) deleting or permuting rows or columns, or multiplying them by — 1 
1 9(ii) replacing matrix
f  D
by the matrix D — fg.
The graphical equivalent of the matrix operations in Theorem 6.6 can also be given, following 
[33] and Section 4.1. Deleting a row or column of an edge-node incidence matrix is equivalent to 
deleting an edge or a node from the graph. Multiplying a row with —1 translates to reversing the 
direction of an edge, while multiplying a column with —1 corresponds to a switching. Operation (ii) 
has already appeared as (4.3), so it is the same as the contraction of an edge (note that (4.3) is sym­
metric to transposing). Thus, the edge-node incidence matrix of a bidirected graph has strong Chvdtal 
rank 1, if and only if the graph cannot be transformed to K 4 by a series of edge and node deletions,
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edge direction reversals, switchings and contractions. Theorem 7.9 states that every integral binet 
matrix has strong Chvdtal rank 1. Combining it with Theorem 6.6 we get:
Theorem 6.7. I f a bidirected graph can be transformed to by a series o f edge and node deletions,
edge direction reversals, switchings and contractions, then its edge-node incidence matrix is not 
binet.
Theorem 6.7 implies that the edge-node incidence matrix of any graph that has as a subgraph 
is not binet. For example, M ( K q ) ,  the edge-node incidence matrix of the complete undirected graph 
on six nodes is such. The following lemma shows that we cannot sign the elements of M(K$) to 
make it binet. In other words, the edge-node incidence matrix of a bidirected graph obtained from 
K q  by arbitrarily orienting the edges is not binet.
Lemma 6.8. Let B  be a binet matrix of size m x n .  I f m > 2 n, then
(a) B has an all-zero row, or
(b)B has a row with exactly one non-zero, or
(c)B has two rows with corresponding elements having the same absolute value.
Proof: Let G be the bidirected matrix that represents B. Since B  has m  rows and n columns, G 
has m nodes and m + n edges. Let d(v) denote the degree of node v, i.e., the number of edge-ends 
incident to v. As the basis of the graph spans G, there is no node with zero degree. For the same 
reason, if d(v) =  1, then the only edge incident to v is a basic edge. The row corresponding to this 
edge is all-zero, as no fundamental circuit can go through the edge.
So let us assume that the degree of every node is at least 2. Let the number of half-edges in G 
be k. The sum of the node degrees is d(v) = 2(m + n — k) + k < 3m — k. This implies that 
there must be a node (let us call it v) with degree 2 such that there is no half-edge incident to it. If a 
loop is incident to v, then it must be in the basis, and the corresponding row is all-zero. If two links, 
(say e and / )  are incident to v, then at least one of them is in the basis. If one of the edges (say e) 
is basic and the other is non-basic, then there is only one fundamental circuit going through e, the 
one that corresponds to / .  This means that B  has a row satisfying condition (b). If both e and /  are 
basic, then either both of them are in a basic cycle or neither of them. Furthermore, their rows can 
differ only in the signs of the non-zero elements as any fundamental circuit that goes through either 
of them goes through the other too. Thus rows e and f  of B  satisfy condition (c). □
Observe now that M ( K q )  has 15 rows and 6 columns, each row contains exactly two non-zeros, 
and the non-zeros are in different positions in different rows, so none of conditions (a), (b) and (c) 
can be satisfied for any signed version of M ( K q ) .  Therefore, M ( K q )  cannot be signed to a binet 
matrix. Note that if the edges of K q  are oriented so that the graph is directed, then the corresponding 
edge-node incidence matrix is totally unimodular. Thus we have an example of a matrix which is 
totally unimodular, but not binet.
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The counterexamples given so far were edge-node incidence matrices of bidirected graphs, i.e., 
they were transposes of binet matrices, hence 2-regular, A matrix that is not 2-regular cannot be 
binet. So the question arises: Are there matrices that are 2-regular, but neither binet, nor a transpose 
of a binet? The matrix 2/2, the 2 x 2 diagonal matrix with 2’s in the diagonal, is such. It is clearly 2- 
regular, symmetric, and cannot be binet, because in any possible binet representation the basis must 
be connected and both basic edges are half-edges (otherwise we could not get only 2’s and zeros in 
the matrix), which is impossible. Matrix 2/ 2 is twice a totally unimodular matrix, so it is trivially 
2-regular. If our purpose is to prove the 2-regularity of a matrix, then it is enough to show that it is:
• twice a totally unimodular matrix, or
• a binet matrix, or
• the transpose of a binet matrix.
Is there any matrix which is 2-regular but does not fall into any of these categories? There is a trivial 
example, [Vi, 2]. No binet matrix can have a ±2 and a ±Vi in the same row or column, for example 
because then pivoting on the Vi would result in a ±4. But is there any integral matrix that is not of 
the types above? The answer is yes.
Consider the following matrix.
A =
1 1 1 1  
- 1 1  1 - 1  
1 1 - 1 - 1
(6.8)
By careful analysis of all the cases, one can show that neither this matrix nor its transpose is binet. 
Alternatively, one can apply the MIP-based recognition approach described in Section 5.4. It is also 
easy to show that any submatrix of A  is binet. The submatrices achieved by deleting rows are trivially 
such, as they satisfy (4.2). The 3 x 3  submatrices obtained by column deletions are binet matrices 
with a triangle basis and non-basic loops. As a consequence, matrix A  is 2-regular, because any of 
its square submatrices is binet Obviously, A/2  cannot be totally unimodular. The submatrices of 
AT are also easily shown to be binet, so we get the following result.
Lemma 6.9. The matrix A  of (6.8) and its transpose are 2-regular, minimally non-binet matrices.
6.3 Matrices with at most three non-zeros per row
Hochbaum [41] examines integer programs in which each constraint involves up to three variables. 
That is, a constraint that is not an upper bound on a variable can be of the forms:
QiX{ + ajXj <b  or aiXi -I- ajXj + Zij < b
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where a*, a,j are rationals without any restriction on their signs. A further assumption is that variable 
Zij appears in only one constraint. Following [41], we will call such a problem an IP2 problem. The 
generic matrix format of IP2 problems is the following:
max cx + dz
A i  I  
A2 0
I < x  < u
<b (IP2)
where matrices A\ and A 2 contain at most two non-zeros in each row. It is also permitted to add 
further identity matrices while maintaining the results. That is, the constraint matrix can be of the 
form:
rAi I  ••• I  
A 2 0 ••• 0
A special IP2 problem, called binarized, is when the elements of the constraint matrix are all 0, ±1. 
Hochbaum [41] concludes that a binarized IP2 problem always has half-integral basic solutions. In 
other words, she proves that the constraint matrix of (IP2) is 2-regular. Here we show that it is 
also the transpose of a binet matrix. So the applications given in [41] illustrates the use of binet 
matrices. These applications include the feasible cut problem, the complement of the maximum 
clique problem, the generalized independent set problem and the generalized vertex cover problem. 
For illustration, we describe the generalized independent set problem. Details of this and the other 
problems can be found in [41].
But let us first prove our claim about binetness.
Theorem 6.10. The transpose of the constraint matrix in a binarized IP2 problem is binet.
Proof: Matrix A  = Ai
A2
has at most two non-zeros in each row, and these non-zeros are ±1, so AT
is the node-edge incidence matrix of a bidirected graph. Hence, AT is binet. According to Lemma 
5.7, adding unit rows to a binet matrix maintains its binetness, so adding unit columns to A  does not 
change the fact that it is the transpose of a binet matrix. □
The generalized independent set problem is the generalization of the well-known independent set 
problem. In the latter, the aim is to find a maximum weight node set in a graph G(V, E), such that 
there is no edge between the selected nodes. In the generalized version, we permit edges, but at a
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penalty. The IP2 formulation of the generalized independent set problem is:
max cy«y
i €V  (i , j )£E
subject to Xi +  Xj — Zij < 1 V(i, j)  e E
x u z ij € {0, 1}
Variables Xi (i € V) represent nodes, X{ =  1 if and only if node t is selected. For each edge 
e =  (i, j) , we have a variable z^ , and the constraints of the model guarantee that if both end-points 
of e are selected, then Zij — 1. The weight of node t is tu<, the penalty on edge (i, j)  is Cy.
A real-life application of the generalized independent set problem concerns the location of postal 
services [5]. We are given a set of potential location points and the utility value (weight) associated 
with each point If two points are too close to each other, they compete for the same costumers, so 
their utility value is decreased. This is the penalty on the edge connecting these points. The goal is 
to find a set of locations that maximizes the utility value.
Chapter 7
Polyhedral results about binet 
matrices
In Chapter 3, we discussed the polyhedral theory related to fc-regular matrices. The main result was 
that if A  is fc-regular, then the polyhedron {x | Ax < b, x > 0} is integral for any vector b that 
is an integer multiple of k. We have also shown that the node-edge incidence matrix of a bidirected 
graph is 2-regular. In this chapter we extend this result to binet matrices by proving that they are also
2-regular. As a consequence, the polyhedron P  =  {a; | B x < b, x  > 0} is half-integral for any binet 
matrix B  and integral vector 6.
Unlike incidence matrices, binet matrices are not necessarily integral. We saw earlier that the 
integrality of a fc-regular matrix has serious implications on the operations we can apply to a matrix 
preserving its ^-regularity. For example, adding unit rows or pivoting can destroy the ^-regularity of 
a non-integral matrix, but not if the matrix is integral. We show here that binet matrices do not have 
this disadvantage. In fact, from all important points of view, binet matrices behave as if they were 
integral 2-regular matrices. In polyhedral terms it means that we can impose upper or lower bounds 
on B x  and x  in P  without losing its half-integrality. These results about half-integral polyhedra are 
discussed in Section 7.1.
Section 7.2 deals with binet matrices that ensure not only half-integral, but integral polyhedra. In 
other words, we investigate the binet matrices that are also totally unimodular, and give a characteri­
zation of this kind of matrices.
Finally, in Section 7.3 we return to polyhedra that are not integral, and look at how the convex 
hull of the integer points can be achieved. It is known that if the constraint matrix is the node- 
edge incidence matrix of a bidirected graph, then this can be done simply by adding valid rank-1 
inequalities. We show that the same holds for integral binet matrices. In other words, we prove that 
integral binet matrices have strong Chvdtal-rank 1.
81
CHAPTER 7. POLYHEDRAL RESULTS ABOUT BINET MATRICES 82
7.1 Half-integral polyhedra
In this short section we examine the polyhedron
P{B) = { x \ B x < b ,  a ;>0} (7.1)
in which B  is a binet matrix. By introducing nonnegative variables z  =  b — B x , the inequalities 
B x  < b are converted to equalities B x  + z = b. Let A = [5,72] be the node-edge incidence matrix 
of the bidirected graph representing B, with basis R  and non-basic edges S. Thus, B = R ' 1 S. We 
can multiply the equality constraints Bx  +  z =  6 by 72, getting Sx + Rz = Rb. Thus, instead of 
P(B)  we can look at the following polyhedron.
P(A) = { y \ A y  = R b , y >  0} (7.2)
Theorem 4.8 states that the node-edge incidence matrix of any bidirected graph is 2-regular,
which implies that the extreme points of P(A) are all half-integral if Rb is integral. As R  is an
integral matrix, this ensures the half-integrality of P(B)  for any integral b. By Corollary 3.11, an 
equivalent way of stating this fact is that B  is 2-regular. We also give an alternative proof of this 
result, in terms of matrices.
Theorem 7.1. Binet matrices are 2-regular.
Proof: Let B  = R~XS  be a binet matrix, where A  =  [5,72] is the incidence matrix of a bidirected 
graph. Then [75,7] =  72“ 1 A. Let C be a non-singular square submatrix of B , and let [75,7] be 
partitioned so that
d 2 c 0 h and let E  = C 0
D3 77i h 0 7?i h
where h  and I2 are unit matrices of appropriate size. There is a basis T  of A  such that E  =  72-1T. 
A  is 2-regular, so 2T_1 is integral, hence 2 E~l =  2 T~1R  and then 2C~l is integral too. □
In Section 2.2, it was shown that if a matrix is fc-regular and integral, then adding unit rows or 
columns to it preserves its ^-regularity, but this is not true in general for rational matrices. Binet 
matrices are not necessarily integral, but Lemmas 5.5 and 5.7 show that, in this sense, they behave 
as if they were integral, i.e., adding unit columns or rows to a binet matrix results in another binet 
matrix. A consequence of this fact is the following theorem.
Theorem 7.2. Let B  be a binet matrix. Then for all integral vectors I, tt, a and b, the polyhedron 
P = {$ | a < B x  <b, I < x < u} is half-integral.
CHAPTER 7. POLYHEDRAL RESULTS ABOUT BINET MATRICES 83
Proof: By Lemmas 5.4 and 5.7, the matrix
B
- B
I
- I
is binet, so it is 2-regular. Theorem 3.6 ensures the integrality of P. □
Thus a binet matrix ensures the half-integrality of a very broad set of polyhedra. Moreover, if 
we restrict ourselves to even vectors (i.e, 6 in (7.1) and b in P  of Theorem 7.2 have even 
elements), then the polyhedra are integral. In the next section we take another approach and examine 
binet matrices that provide integrality for any vector, not only for even ones.
7.2 Integral polyhedra
The polyhedron P(B)  of (7.1) is integral for all integral vectors b if and only if B  is 1-regular. We 
will give a sufficient condition for the 1-regularity of a binet matrix, but it is a more interesting 
question to ask (and we can give a more elegant answer) when a binet matrix is totally unimodular. 
First we provide a condition that is sufficient for total unimodularity.
Lemma 73. I fB  =  J2_1S is a binet matrix which has a binet representation G, such that
(a) all the bidirected edges in G are half-edges, or
(b) G does not contain half-edges, and all the possible bases ofG are connected, 
then B  is totally unimodular.
Proof: We will use the notations introduced in the proof of Theorem 7.1, and show that if the condi­
tions of this theorem are satisfied, then the inverse of each non-singular submatrix C  of B  is integral, 
so that B  is 1 -regular. Since B  is integral by Lemma 5.12, this is equivalent to its total unimodularity.
If there are no bidirected edges in G except half-edges, then all the cycles of any basis T  are 
half-edges, so T -1 is integral by Lemma 6.1. In case (b), T  is connected, so a row of T -1 contains 
only ±Vi entries, or 0, ±1 entries. There are no half-edges in G(R), so the sum of absolute values in 
each column of R  is 2, Thus T -1R  is an integral matrix. □
This lemma proves the total unimodularity of network matrices, which clearly satisfy condition 
(a) (see Section 6.1.3), and that of matrices B\  and B2 of (6.1) and (6.2). The binet representations of 
Bi  and B 2 do not contain half-edges and since the binet graph is a complete graph on five points, all 
the possible bases must be connected. So they satisfy condition (b). For network matrices, condition
(a) can be shown necessary too.
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Lemma 7.4. Binet matrix B  has a representation in which all the bidirected edges are half-edges if 
and only ifB  is a network matrix.
Proof: If B  is a network matrix, then with the transformation given in Section 6.1.3 and demon­
strated in Figure 6.1 we get a binet representation which has only half-edge bidirected edges.
To see the converse, simply take the inverse of this transformation. That is, insert a new node 
in the graph, connect all the half-edges to this node by making them directed links. The bidirected 
graph becomes a directed one, and the basis becomes a tree. □
Conditions (a) or (b) of Lemma 7.3 are sufficient for the total unimodularity of a binet matrix. 
We prove that they are also necessary. First we show that if we know that a binet matrix is totally 
unimodular, then a stronger version of Lemma 7.4 holds.
Lemma 7.5. Let us suppose that a binet matrix B  is totally unimodular. Then it is a network matrix 
if and only if it has a binet representation in which each basic cycle is a half-edge.
Proof: The necessity clearly follows from Lemma 7.4. For sufficiency we also use that lemma, as we 
will show that there is a binet representation of B  which contains only directed links and half-edges.
Let G be the binet representation of B  in which each basic cycle is a half-edge, and the non-cycle 
basic edges are directed. Such a representation exists by Lemma 5.10. Let C i, C2 , . . . ,  C* be the 
components of G and h j 2 , - " J k  be the basic half-edges in the components. Since B  is totally 
unimodular, it does not contain ±2 entries, so by Algorithm 1, a non-basic edge of G is either a 
half-edge, or a directed link, or a bidirected link connecting two components. (See Figure 7.1.) We 
construct an auxiliary bidirected graph H  by contracting each basic component to a node. That is, 
H  is defined in the following way: it has k nodes labelled Cu C2 , • • •, <7*, and for each edge s of G 
connecting two basic components there is an edge, also labelled with a, between the corresponding 
nodes of H .
We show that H  cannot have an odd cycle. Let us suppose the contrary, and assume that 
Cix, Sja,Ci2,8ia, . . . , Cit , Sit jQi  is an odd cycle. Consider the submatrix B\  of B  whose rows 
correspond to , . . . ,  Ut and columns correspond to s ^ , . . . ,  Sit . This matrix has exactly two non- 
zeros, being ±1, in each column. By permuting rows and columns and multiplying them with —1, it 
can be transformed to form (4.4), so, according to Proposition 4.2, its determinant is 0 or ±2. Since 
B  is totally unimodular, \det{Bf)\ cannot be 2. On the other hand, Bi  is obtained from B  by row and 
column deletions, so it is a binet matrix, B\  =  the non-basic edges of which form an odd
cycle (recall from Proposition 4.3 that switching, which is applied in contractions, does not change 
the parity of a cycle). By Lemma 4.4, matrix S\ is non-singular, therefore det(Bi) ±  0. We arrived 
to a contradiction, so H  cannot contain odd cycles.
According to Lemma 4.5, H  can be transformed to a directed graph by switchings. (For our ex­
ample graph H  of Figure 7.1, the resulting directed graph H'  is depicted in Figure 7.2.) This implies
CHAPTER 7. POLYHEDRAL RESULTS ABOUT BINET MATRICES 85
Ci
Figure 7.1: Example binet graph G  and auxiliary graph H  for Lemma 7.5 with basic edges in bold
a transformation of G  to G'\ we switch at each node of component Ci in G  if we switch at node 
Ci in H . At the end of the transformation, all the edges connecting components in G' are directed, 
while the edges within the component remain directed links and half-edges. Hence G' contains only 
directed links and half-edges, and Lemma 7.4 provides us with a network representation. □
Theorem 7.6. A binet matrix B  is totally unimodular, i f  and only i f  it has a binet representation G  
satisfying condition (a)or(b) o f  Lemma 7.3.
Proof: The sufficiency was proved in Lemma 7.3, we prove necessity here. Let us suppose that B  
is totally unimodular. If it is a network matrix, then by Lemma 7.4 it falls in category (a). If B  is 
totally unimodular but not a network matrix, then by Lemma 7.5, all of its binet representations G  
contain a basic cycle which is not a half-edge. The matrix is integral but this representation does 
not satisfy condition (a) of Lemma 5.12, so the basis must be connected and the binet graph cannot 
contain half-edges. By pivoting on B , we get another totally unimodular, non-network binet matrix, 
whose binet representation also has to have a connected basis. Any possible basis graph of G  can 
correspond to the basis of such a matrix, hence all the possible bases are connected. We know that G  
cannot contain half-edges, so it satisfies condition (b). □
It is easy to decide if a bidirected graph satisfies condition (a) of Lemma 7.3 because we have 
only to check the bidirected edges. To check condition (b), all the subgraphs that can be a component 
of a basis should be taken into account. Every basic component contains an odd cycle, so odd cycles
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Ci
Figure 7.2: The graph H ' obtained from H  by a switching at node C \ , and the corresponding graph 
G'
are the most important subgraphs. It is obvious that a connected bidirected graph can have an un­
connected basis if and only if it has two node-disjoint odd cycles. Note that we mention a matroid 
version of Theorem 7.6 at the end of Section 10.2.2.
Let us now give the promised sufficient condition for the 1-regularity of a binet matrix. The 
proof of this result does not use any new ideas as compared to that of Lemma 7.3, so we skip it. 
For simplifying the already complex conditions, we use T  and R  denoting both submatrices of the 
incidence matrix and the corresponding edge-sets of the graph.
Lemma 7.7. Let B  = R _1S  be a binet matrix, and A  =  [5, R] be the node-edge incidence matrix 
o f a representation graph. B  is 1-regular i f  there is no basis T  o f  A  such that
(a) there is a basic cycle edge i n T \ R  which is not a half-edge, and R \ T  contains a half-edge, or
( b ) T  is not connected, R \ T  connects two components o f T ,  and at least one o f  these components 
has a basic cycle that is not a half-edge and contains an edge from  T \ R .
Note that in Section 6.1.2 we showed that if R  is a basis of the node-edge incidence matrix of a 
bidirected graph, then R _1 is a 1-regular but not necessarily totally unimodular matrix. We can also 
prove the 1-regularity of R ~ 1 by Lemma 7.7. Matrix 5 is a unit matrix in this case, so A  =  [/, R]. 
It follows that for any T  basis of A, T  \  R  contains only half-edges, so neither of the conditions can 
hold.
The total unimodularity of a binet matrix B  ensures integral extreme points for all integral right
CHAPTER 7. POLYHEDRAL RESULTS ABOUT BINET MATRICES 87
hand side vectors in P  =  {x | B x  < 6, x > 0}. For special right hand sides, however, total 
unimodularity is too strong a requirement. For example, for even b vectors we do not need to assume 
anything about a binet matrix, its 2-regularity will guarantee the integrality of P. If we know a binet 
representation of B, then the parity requirement on b can be relaxed.
Theorem 7.8. Let B  be a binet matrix. Polyhedron P  = {x \ B x  < 6, x  > 0} is integral if b 
satisfies the following conditions
(a) the elements ofb that correspond to non-cycle basic edges are even,
(b) if the cycle o f a component is not a half-edge, then the elements ofb that correspond to its edges 
are all odd or all even.
(c) if the cycle of a component is a half-edge, then the element ofb that corresponds to it is even.
Proof: For the integrality of P  it is enough to prove that the polyhedron P(A) of (7.2) is integral, 
where A  is the node-edge incidence matrix of the binet graph representing B  and R  is the basis of A.
We show that for every vector 6 that satisfies the conditions of the theorem, Rb is even. Since A 
is the incidence matrix of a bidirected graph, it is 2-regular by Theorem 4.8, so that Rb being even is 
enough for the integrality of P(A).
According to condition (a), the elements of 6 corresponding to non-cycle edges are all even, so 
it is enough to show that Rib\ is even where Ri is the submatrix of R  corresponding to the basic 
cycles and b\ is the part of b corresponding to the cycle edges. Consider an arbitrary component 
of R\. It is either a 1 x 1 matrix of ±1 or ±2, if the cycle is a half-edge or a loop, respectively, 
or contains exactly two non-zeros (being ±1) in each row. Thus, conditions (b) and (c) ensure that 
Ribi is even. □
7.3 The Chvdtal rank of binet matrices
If polyhedron P  =  {a; | Ax < b, x  > 0} is not integral, then the convex hull Pi of its integer 
points does not coincide with P. If this is the case, then Pi can be achieved by an iterative process: 
we first add inequalities of the form cx < [£J where c is an integral vector and S is a scalar such 
that cx < 5 is valid for all x  € P. The intersection of P  with the half-spaces induced by all the 
possible inequalities of the above form is its rank-1 closure, denoted P i. (Compare this with the 
Chvdtal-Gomory cuts discussed in Section 3.4.)
It is trivial that cx < |£J is satisfied by all points of P/ (that is why, we call these inequalities 
valid inequalities, meaning that they are valid for P/), so Pi D P /. If Pi ^  Pj, then we repeat the 
process with Pi instead of P , getting P2, the rank-2 closure of P. We carry on with adding new valid 
inequalities until we reach the integer hull. It is known (see Chv&tal [14]) that P / is achieved after 
a finite number of iterations. The question is, how many of these iterations are needed. This is not 
only a theoretical question, since several algorithms exist that employ valid inequalities to find an
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integer point of P. Obviously, polyhedra for which one iteration is enough, i.e., Pi =  P/, are easier 
to handle than those where one has to use higher-rank closures.
Even better are those polyhedra for which this desirable property remains valid for a whole range 
of right hand side vectors 6. If Pi =  P / for all possible integral b, then this is clearly a property of 
the matrix A. Matrices A  for which the integer hull P j of P  =  {x | Ax < b, x  > 0} is the same 
as the rank-1 closure Pi for any integral b are said to have Chvdtal rank 1. The name represents the 
fundamental work of Chvdtal in this area.
A stronger requirement is to assume that we have lower and upper bounds on Ax  and x, so the 
polyhedron is of the form P  =  {x | / < x < it, a < Ax < b}. Matrix A  has strong Chvdtal rank 1, 
if Pi =  Pi for any integral choice for /, it, a and b (including oo).
The theory of valid inequalities is a fundamental part of combinatorial optimization and integer 
programming, and presented in every textbook on these subjects. There is an extensive coverage 
in [51] and [55]. The latter book also contains a short discussion on Chvdtal ranks. The interested 
reader can find a rigorous description and references in these books.
Edmonds and Johnson [25,26] showed that if A is the node-edge incidence matrix of a bidirected 
graph, then it has strong Chvdtal rank 1. (That is why matrices with strong Chvdtal rank 1 are 
sometimes said to have the Edmonds-Johnson property.) In [33], Gerards and Schrijver treated the 
transpose of these matrices, the edge-node incidence matrices of bidirected graphs. They proved that 
the edge-node incidence matrix of a bidirected graph has strong Chvdtal rank 1, if and only if the 
graph cannot be transformed to K^, the complete undirected graph on four points, by a series of edge 
and node deletions, edge direction reversals, switchings and contractions. (See Theorems 6.6 and 
6.7.)
Here we extend the set of matrices with strong Chvdtal rank 1 by proving that integral binet 
matrices are such.
Theorem 7.9. I fB  is an integral binet matrix, then it has strong Chvdtal rank 1.
Proof: Let B = R~XS  and A  =  [S, P] be the node-edge incidence matrix of the bidirected graph 
representing B. Let P  be the polyhedron {x | / < x < it, a < Ax < 6} with integral /, it, o, b. Let 
us introduce new variables z = —Bx. This gives:
Multiplying the equality constraints by R  we get
P  =  |  I X j : / < x < it, -b  < z < - a ,  [S,R] I * ] =  o} (7.3)
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Obviously, x  G P  if and only if I * I 6 P.
Let y € P  not be in Pj. We show that then y cannot be in P i. This implies that Pi C Pj, which
suffices to prove the theorem.
(  y \  -It is easy to show that I I £  P/. Because A  has strong Chvdtal rank 1, there exists an
[ S p j
( A  ( A  -integral vector c — (ci, C2 ) and scalar 8  such that (ci, C2) < 8  is valid for all I € P  and
W W
( v \(ci, C2) > [8 \ . Hence for the integral vector c =  ci — C2B, inequality cx < 8  is valid for
VBy
all x e P  and cy > |£J • This means that y is not in the rank-1 closure of P. □
Note that Theorem 7.9 cannot be extended to rational binet matrices, as the following example 
shows.
> 2 1 o' ' 1 0 - 1 ' '0 1 - l ’
B  =  R~l S  = 0 1 1 with R  = 1 -1 1 ,s = 1 0 0
0 1 0 1 0 0 1 1
Binet matrix B  does not have strong Chvdtal rank 1, because the non-zero integral solutions of 
the polyhedron P  =  {a: : 0 < a: < 1, 0 < B x  < 1} are: (1,0,0), (0,1,0) and (0,0,1), so 
xi + x2 + x3 < 1 is a facet of P/. But (1, V6, Vi) € P, so 8  =  2 is the smallest value for which 
+ £ 2  +  £ 3  < 8  is valid for P.
Compare Theorem 7.9 with Theorem 3.20. The latter theorem claims that if A  is a 2-regular 
matrix of size m  x n, then for polyhedron Q = {x \ Ax < b,x > 0} with integral b, the rank-1 
closure Qi can be achieved by only half-integral cuts, i.e., valid inequalities of the form AAx < [A6J 
where A € {0, Vi}™ and A A  is integral. In a compact form, this result states that Qi =  Qy2 
for 2-regular matrices and any integral right hand side vector. As binet matrices are 2-regular, we 
immediately get the following corollary.
Corollary 7.10. I f B  is an integral binet matrix and b is an integral vector, then the integer hull of 
Q =  {x | B x < b, x > 0} can be achieved by half-integral cuts, i.e., Qi — Qyr
Proof: By Theorem 3.20, Q\ — Qyr  and by Theorem 7.9, Q i= Q i.  □
This result has an interesting consequence in separation. The {0, Vi)-separation problem, as 
defined in [11], is the following:
Given x e  Q = {x \ Ax < b,x > 0], decide if x  is in Qy2 or not, and in the latter 
case, find a half-integral cut that separates it, i.e., a A € {0, Vi}m such that AA e Z n 
and AAx > [A6J.
CHAPTER 7. POLYHEDRAL RESULTS ABOUT BINET MATRICES 90
It is well known (see e.g., [55]), that the separation problem is polynomially equivalent to the 
optimization problem. In the special case of {0, ^ -separation, it means that if we can optimize lin­
ear functions over Q y 2 in polynomial time, then we can decide the separation question in polynomial 
time. We will show in Chapter 8 that the integer opimization with integral binet constraint matrices 
is polynomial, since it is equivalent to a matching problem, so we have the following consequence 
of Corollary 7.10:
Corollary 7.11. I fB  is an integral binet matrix, then the {0, Vi^-separation problem can be solved 
in polynomial time.
If A  or its tranpose is a network matrix, then the {0,1/i}-separation is trivial, as Q y 2 =  Q .  This is 
because for totally unimodular matrices Q i  =  Q ,  and for any polyhedron Q i  C Q y 2 C Q.  Corollary 
7.11 extends this result to integral binet matrices.
Chapter 8
Optimization with binet matrices
In the previous chapter we reviewed the polyhedral results about binet matrices. It turned out that a 
binet matrix B  ensures half-integral extreme points of the polyhedron P  = { x \ l < x < u ,  a < 
B x  < 6} for any integral vector /, it, a and b. This statement can be rephrased in the following 
manner.
Theorem 8.1. L e tB b e a n m x n  binet matrix, /, ti 6 (Z U {±oo})n, o, 6 e (Z U {±oo})m, c 6 Mn. 
The optimization problem
max{cx | / < x < u, a < B x < &} (8.1)
has half-integral optimal solutions.
In what follows, we will call (8.1) the binet optimization problem. In this and the next chapter 
we deal with methods that are able to find the optimal solution to a binet optimization problem.
We start with the continuous case, i.e, the optimization problem where we are looking for a so­
lution i e R " ;  then we discuss the integer binet optimization problem, in which there are integrality 
conditions on the variables. Note that in a network optimization problem (that is, if B  is a network 
matrix), the continuous and integer case coincide. This is a consequence of the total unimodularity 
of the network matrix, which ensures that for integral vectors /,«, a, b in (8.1) the solution vector 
is also integral. Furthermore, this integral solution can be found in polynomial time by the network 
simplex algorithm.
In the binet optimization problem, the two cases should be handled separately. We will see, 
however, that there are results similar to those in the network optimization problem. Notably, we can 
give polynomial algorithms for solving both the continuous and integer binet optimization problems. 
Moreover, we show that there exists a binet counterpart of the network simplex algorithm.
In Section 8.1 we treat the continuous binet optimization. We discuss two methods for this 
problem. The first is a general-purpose strongly polynomial algorithm that is known to work for 
any matrix whose elements are not too large. The second method is tailored for binet matrices, as it
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makes use of the underlying combinatorial structure. We devote a whole chapter to this latter method 
because it exhibits very elegant parallelisms with the network simplex method. So the continuous 
binet optimization methods are given in two parts, in Section 8.1 of this chapter, and in Chapter 9.
Section 8.2 is about the integer binet optimization problem. We show that this problem can also 
be solved in polynomial time, by reducing it to another important part of combinatorial optimization, 
the matching problem.
8.1 Continuous binet optimization
Recall that we deal with the problem of
max{cx 11 < x  < u, a < B x  < 6} (8.1)
where B  is a binet matrix. Note that in this case we do not assume the integrality of vectors /, u, a 
and 6.
The problem is a linear programming problem, so general-purpose LP solving methods can be 
applied to it. The obvious choice is to solve (8.1) with the simplex method. It would be unwise, 
however, not to capitalize on the special structure of B. This is because, knowing that the network 
simplex method is much more efficient than the generic simplex method for network problems, we 
have every hope that the bidirected graph underlying B  will help us to find shortcuts in the simplex 
method applied to a binet optimization problem. In Chapter 9 we describe an algorithm based on 
this concept and show how the ideas of the network simplex algorithm can be adapted to bidirected 
graphs to get a binet simplex method. It is also mentioned there that the binet simplex method is very 
efficient in practice, though not polynomial in the worst case.
Polynomial methods for solving LP problems, like Khachiyan’s or Karmarkar’s algorithm, do 
exist The interested reader can find a description of these methods along with references in [51] 
or [55], The main drawback of these algorithms, besides that they cannot really compete with the 
simplex method in most of the practical applications, is that the number of iterations they execute is 
a function of the size of the input data. In other words, an input with larger numbers not only causes 
more work in the arithmetic operations, but also requires more of these operations. By arithmetic 
operation we mean an addition, substraction, multiplication, division or comparison. An algorithm 
avoiding this disadvantage is called strongly polynomial. More formally, in a strongly polynomial 
algorithm the number of arithmetic operations is a polynomial function of only the dimensions of 
the problem, and not the size of the input, and the operations are carried out on rationals of size 
polynomially bounded by the size of the input
It is a very important result of Tardos [62] that there exists an LP solution algorithm that is almost 
strongly polynomial.
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Theorem 8.2.(Tardos) There exists an algorithm which solves a given rational LP problem max{cx \ 
Ax < &} in at most p(8ize(A)) arithmetic operations which operate on numbers of size polynomially 
bounded by size(A, b, c) for some polynomial Junction p.
Tardos’ theorem implies a strongly polynomial algorithm for LP problems in which the elements 
of the constraint matrix are bounded. This is the case, for example, for network matrices, which have 
elements {0, ±1}, or binet matrices, which can contain elements {0, ±V£, ±1, ±2}.
Corollary 8.3. (Tardos, [61]) There is a strongly polynomial algorithm to solve a network optimiza­
tion problem.
Corollary 8.4. There is a strongly polynomial algorithm to solve a binet optimization problem in 
continuous variables.
Tardos’ algorithm relies on Khachiyan’s method, so it is not necessarily a practically efficient 
approach. In Chapter 9, we describe a method with reversed characteristics, it works very well in 
practice, but it is not polynomial in theory.
8.2 Integer binet optimization
Now we turn to the integer case, that is, we are to solve the following problem.
max{cr 11 < x  < u, a < B x  < 6, x  integral} (8.2)
in which B  is an integral binet matrix and /, u, o, b are integral vectors. Let us suppose that B = 
R -1S  where A  =  [S, f2] is the node-edge incidence matrix of the bidirected graph representing B. 
By introducing a new variable vector z = - B x , we transform (8.2) to
max{cx +  Oz | / < x < u, -b  < z < —a, B x  +  z  =  0, x  integral} (8.3)
We assumed that B  is an integral matrix, so z can also be required to be integral. We have equality 
constraints in (8.3), so we can multiply them by R , getting
max{car +  Oz | / < x  < w, —b < z <  —a, Sx + R z = 0, x, z  integral} (8.4)
By translations, i.e., substituting x — l and z  +  6 for x  and z y respectively, (8.4) can be brought to 
the form of
max wx 
subject to Ax = b
(8.5)
0 < x  < c 
x  integral
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Note that x, b and c here denote different objects than above in (8.4). We use the same letters because 
(8.5) can be viewed as a bidirected network flow problem, where A  is the node-edge incidence matrix 
of the bidirected graph, x  represents the flow on the edges, w is the weight vector, c is the capacity 
vector and b represents the net supply (or demand) at the nodes. The problem (8.5) is then to find 
the maximum weight integer flow that satisfies the net supply and the capacity conditions. This 
problem was introduced by Edmonds [23]. He also showed that the bidirected network flow problem 
is equivalent to the matching problem (see also [47]).
A general matching problem is defined on an undirected graph G(V, E), which can contain loops. 
The set of edges and loops incident to a node v is denoted by 8(v) and A(v), respectively. We assume 
that there are weights associated with the edges. Moreover, ce e  M U {oo} denotes the capacity of 
edge e, and av,bv € MU {oo} are lower and upper degree bounds on node v. The aim is to find a 
minimum or maximum weight integral vector x  satisfying
**< £  *- +  2 £  Vu G V
e€i(w) e€A(r)
0 < x e < ce Ve € E
If av =  ft* for all v € V, then the matching problem is called perfect. If o =  0 and bv =  1 for all 
nodes, then we get the classical matching problem, in which there must be at most one incident edge 
to every node. If a =  0 but 6 is arbitrary, then it is a b-matching problem.
For a comprehensive survey on matchings, see Gerards [31]. The definitions given above and the 
result mentioned below are also taken from this work.
Edmonds proved that a general matching problem can be reduced to a weighted perfect match­
ing problem via network flows. Combining this result with the polynomial algorithm for weighted 
matchings due to Edmonds [22], and Tardos’ strongly polynomial algorithm for the network prob­
lems (see Corollary 8.3), we get:
Theorem 8.5. There exists a strongly polynomial algorithm for the general matching problem.
Edmonds and Johnson [25] showed that this result also holds for general matching problems on 
bidirected graphs. Thus, as the integer binet optimization problem is essentially a bidirected network 
flow problem and the bidirected network flow problem is in effect a general matching problem, we 
have the following result.
Corollary 8.6. There is a strongly polynomial algorithm to solve the integer binet optimization 
problem.
To provide a feel for the equivalence of general matching and bidirected network flow problems, 
we describe, after Lawler [47], how a bidirected graph without half-edges can be transformed to an 
undirected graph with loops. The bidirected flow problem (8.5) is then converted by this transforma­
tion to a general matching problem.
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Let G be a bidirected graph and A be its node-edge incidence matrix of size m  x n. We define 
the undirected graph G1 in the following way. For each node v of (?, let G' have two nodes v' and 
v". For each edge e of G, there is an edge e' of G'. If v is the tail of e, then v' is an end-node of e' 
and if v is the head of e, then e' is incident to v". Furthermore, there is an edge f v in G' between any 
pair (i/, v"). Figure 8.1 shows a small example.
G'
Figure 8.1: The conversion of a bidirected graph to an undirected one.
The node-edge incidence matrix A' of G1 is then of size (2m) x ( m + n ) . The incidence matrices 
of the graphs depicted in Figure 8.1 are the following:
ei fu fv
Cl e2 C3 C4 C5
u -1 -1 1 -2 0
V 1 -1 1 0 2
1 1 0 2 0 1 0
0 1 0 0 0 0 1
0 0 1 0 0 1 0
1 0 1 0 2 0 1
The weight and capacity of e' is the same as those of e, the weight of any f v is 0, its capacity is oo. 
Moreover, let b' and b" be appropriately large vectors such that b = b" — b1. They represent degree 
constraints associated with nodes v' and v" for all v. Thus, (8.5) is transformed to the following 
capacitated perfect b-matching problem by introducing variables y for the e' edges and variables a 
for f v edges.
maxwx
subject to A' Q  =  (g 6>
0 < y <c, s > 0
y, a integral
It is easily seen that solving (8.6) we get a solution to (8.5), and vice versa, so the bidirected 
network flow problem (8.5) and the general matching problem (8.6) are really equivalent.
Chapter 9
Generalized networks and the binet 
simplex method
Besides their elegant definition and important theoretical and practical advantages, network matrices 
are also prized for the possibility they offer to solve linear programs efficiently. In fact, if the con­
straint matrix of a linear programming (LP) problem is a network matrix, then the optimum can be 
found by using the network simplex method, a successful cross between the algebra of the simplex 
method and the combinatorics of the flow algorithms. It has been reported in the literature (e.g., in 
[35]) that the network simplex method can be up to 200 times faster than the general-purpose LP 
codes. Moreover, when considering the theoretical worst case running time, the network simplex 
method can be executed in polynomial time, in contrast to the exponential complexity of the simplex 
method.
One of the goals of this work is to investigate the extent to which the properties of network 
matrices can be extended to binet matrices, so it is natural to look for a bidirected version of the 
network simplex method. Such a method would exploit the graphical structure underlying binet 
matrices to solve LP problems where the constraint matrix is binet. As we will show in this chapter, a 
method that can achive this goal does exist, by the name of generalized network simplex method. This 
method is the adaptation of the techniques of the network simplex method to generalized networks 
and, in its most general form, can be applied to LP problems in which the constraint matrix has at 
most two non-zeros in each column. This covers the node-edge incidence matrices of bidirected 
graphs, so the genaralized network simplex method is indeed the bidirected version of the network 
simplex method. By the introduction of binet matrices, the range of constraint matrices for which 
the generalized network simplex method can be applied is substantially widened -  the main new 
result of this chapter. To do so, we will show that the existing generalized network algorithm can be 
applied to bidirected graphs, and that an LP problem with a binet constraint matrix can be reduced
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to a generalized network flow problem.
In Section 9.2 we describe the generalized networks and the generalized network simplex method. 
In doing so, we will use the notions introduced for the network simplex method in Section 9.1. We 
are fortunate enough to be able to skip the technical details of this latter method as they can be found 
in many good textbooks. Therefore we will focus only on the structural results that can be extended 
to the more general case. Section 9.2 also contains links to other parts of this dissertation.
9.1 Simplex method for network problems
The network simplex method is a specialized version of the general-purpose simplex algorithm, 
taking into account the underlying combinatorial structure. It can be introduced in basicly two ways. 
The first begins with the simplex method and shows how the special structure of the constraint matrix 
simplifies the calculations. This is the classical approach, initiated by Dantzig [19], who recognized 
the suitability of the simplex method for solving network problems. Most of the textbooks, like 
Dantzig [20], Nemhauser and Wolsey [51], or Murty [50] follow this approach. The second approach, 
which was taken, e.g., in the book of Ahuja, Magnanti and Orlin [2], develops the network simplex 
method in the context of network flows and applies combinatorial arguments. We will follow the 
first, classical route, so the layout of the section is as follows. We first give a summary of the 
simplex method in its general form, then highlight the points where the special stucture of the network 
problems can be exploited.
9.1.1 Simplex method
We provide a very concise description of the general-purpose simplex method. It is a part of the 
common mathematical knowledge and presented in all textbooks on linear programming (see, e.g., 
[20,51,55]), so we can be succinct in providing details and references.
The goal is to find an optimal solution of the following linear programming problem
min cx
subject to Ax = b (9.1)
0 < x < u
where A is a full-row rank matrix of size m  x n; b, c and it are vectors of appropriate size. We also 
assume that it > 0. Let a* denote the ith column of A.
The steps of the simplex algorithms are: (1) find a basic feasible solution, (2) check if it is 
optimal, and (3) if it is optimal, then stop, otherwise execute a pivot step to change the basis and start 
the process again.
A basic solution x* is associated with a basis structure (B, L t U) where B  is the set of basic
CHAPTER 9. GENERALIZED NETWORKS AND THE B1NET SIMPLEX METHOD 98
variables, L  is the set of non-basic variables at their lower bound, U is the set of non-basic variables 
at their upper bound. This structure provides notations for the constraint matrix and the vectors of 
the problem. The submatrices of A  made up of columns corresponding to variables in B, L  or U are
also denoted by these letters, i.e., A  =  [B,L,U], Submatrix B  is a basis of A. In the same vein,
x* = (xg,x*L,Xu), c = (cB,cL,cu) and u =  (ub , ul, uu) are decompositions of x*, c and u to 
subvectors corresponding to the appropriate variables.
Using these notations, the basic solution satisfies B xb  +  Lx*l +  Uxy =  b. As x*L =  0 and 
xjj =  uu, this is equivalent to
Bx% = b -  Uuv  =: b' (9.2)
The first phase of the two-phase simplex method is to find an initial feasible basic solution, i.e., 
a nonnegative x*B. This can be done by adding new, artifical variables.
To check whether a basic solution is optimal or not, the simplex algorithm finds the corresponding 
dual solution, i.e., a 7r € Rm satisfying
7xB — cb (9.3)
The basic solution associated with B  is optimal if the following optimality conditions are satisfied.
C{ — 7rflj > 0  Vi € L
(9.4)
Ci — 7roi < 0  Vi € U
If the solution is not optimal, then there is an i e L U U that violates (9.4). When changing the basis, 
any of these indices can enter the basis. For the sake of simplicity, let us assume that the entering 
variable I is in L. The case of i € U can be handled similarly. To keep the basis structure, a variable 
must leave the basis. We can find candidates for this by expressing column ai as a linear combination 
of the basic columns, i.e., calculating the vector w =  B~lai. At first sight, the variables i for which 
Wi is non-zero are all eligible to be exchanged with I, as these are the variables for which B \  {i} U {/} 
is a basis of A. However, to keep the solution feasible, we have to be more careful. Let x 1 denote the 
solution associated with the new basis achieved by exchanging variable I with a variable in B. Then 
B xib + x[ = b' and multiplying this by B - 1  we get
x'B + x\ w =  = x*B
and for % e B
x'i = Xi — XiWi
To be feasible, x\ must satisfy 0 < x\ < Ui. Hence x\wi < x \ < Ui +  x\wi. This implies that by
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defining
x*/wi i fw i > 0
6 i =  < (u { -  X i)/(-W i) if Wi < 0
 W{  0
(9.5)
V oo if Wi =  0
x[ can be at most <5* fori e  B. We want to achieve the maximum change in the objectice function by 
this pivot step, so the value assigned to x[ will be the minimum of iq and 6  =  min{6 i | i € B}. If 
the minimum is tq, then B  remains unchanged, the variable exchange takes place between L  and U. 
If the minimum is <5, then the variable leaving B  will be the one at which the minimum is attained. If 
5 =  0, then this basis exchange is degenerate. Degenerate pivots are undesirable from a theoretical 
viewpoint because they can cause cycling, i.e., a phenomenon when a basis structure reappears and, 
as a consequence, the algorithm gets into a loop and never terminates. To avoid cycling, one has to 
be careful with the choice of the variable leaving the basis. One of the most used techniques for this 
is the lexicograpic rule.
Even if the finiteness of the simplex algorithm is ensured, it might need exponential time to find 
the optimum. That is, the worst case complexity of the general simplex algorithm is exponential. In 
practice, however, the average case behaviour of the simplex method is much better. There are other, 
provably polynomial algorithms for solving LP problems, but the simplex method has outperformed 
these methods on most practical problems. The contradiction between the theoretical and practical 
complexity disappears in the special case of network problems, described in the next section.
9.1.2 Network simplex method
The network simplex method deals with LP problems in which A  is the node-edge incidence matrix 
of a directed graph G. Without loss of generality, we can assume that G is connected. One can then 
regard c as a cost vector on the edges and b as a balance function on the nodes, translating (9.1) to a 
minimal cost flow problem. If 6 is a general vector, then this is a flow problem where any node can 
have supply or demand.
An important property of the node-edge incidence matrix A of a directed graph is that its rank is 
one less than the number of rows, and after deleting a row to make it full row rank there is a one-to- 
one relationship between the bases of A  and the spanning trees of G. A  consequence of this fact is 
that any basis B  can be rearranged to be a lower triangular matrix, with unit rows corresponding to 
the leaf nodes of the tree. Thus, in (9.2) and (9.3) the basic solution x* and the dual solution w can 
be calculated by simple substitutions. The optimality check (9.4) is also simplified, as a* has only 
two non-zeros, so c\ — 7ra< =  cuv +  n(u) — 7r(v) where column a* of A  correspond to edge {u,v) 
of G. When we arrive to a pivot operation, we first have to calculate a w satisfying Bw = a\, easily 
done again by exploiting the lower triangular structure of B.
All these calculations can be executed on the graph. For example, calculating the basic solution
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is the same as calculating a flow on the edges of the corresponding spanning tree T  such that the 
balance h'(u) at each node it is satisfied. This can be done by first assigning the appropriate flow to 
the leaf edges, then deleting these edges, updating the balance at their end-nodes and repeating the 
process with the new leaf edges. Computing the dual solution 7r is also very easy, we assign 0 to an 
arbitrarily chosen root node of T , and then calculate the 7r value, called node potential, for each node 
to satisfy Cut, =  -7r(u) +  7r(v) for each edge (u,v) by fanning out along the tree edges from the 
root. At each step, one of 7r(it) and n(v) is known, so the cost of the edge uniquely determines the 
other.
There is a graphical representation for w as well. Let us suppose that column aj correspond to 
edge / =  (u,v). Because Bw  =  aj, the coordinates of w are flow values on T  giving balance —1 
at it, +1 at v and, zero elsewhere. This can be satisfied by sending ±1 units on the path in the tree 
that connects it and v. Precisely, —1 on the edges of this path directed forward from it to v and +1 
on edges which are backward. Thus w is a 0, ±1 vector with a one-to-one connection between the 
sign of Wi and the direction of the corresponding edge e<. The calculation of Si in (9.5) is then the 
following:
The algorithm chooses the tree edge to leave the spanning tree for which Si is minimal and replaces 
it with I. Since I and the edges on which 10 is positive form a cycle, this step results in another tree, 
which differs minimally from the previous one. The calculations above, that of the basic solution or 
the node potentials, do not have to be restarted from scratch, it is more efficient to update the values 
after each basis exchange.
In the implementation of the graphical calculation several important technical questions have to 
be solved. For example, the representation of the trees in the code, or efficient algorithms to calculate 
flows and node potentials are such. We do not discuss details of these technical questions here. The 
books mentioned above, especially [2] and [50], contain results and references.
Theoretically, the most important question is cycling. The basic network simplex method, just as 
the general simplex method, may cycle. Cunningham [17] proposed a refinement that helps to avoid 
cycling and ensures finite termination. He introduced the strongly feasible bases and a pivot rule 
to select the leaving variable that maintains the strong feasibility of the basis. This, in combination 
with other techniques (see, e.g., [18]) provides a polynomial running time for the network simplex 
method.
So the network simplex method, at first sight, works for LP problems in which the constraint 
matrix is the node-edge incidence matrix of a directed graph. Where are the network matrices then? 
They are there, just disguised. Let N  be a network matrix defined on graph G with respect to a 
spanning tree T. Then, if A  is the node-edge incidence matrix of G, A 1 is a full row rank matrix 
obtained from A  by deleting a row, and R  and S  are submatrices of A' corresponding to the tree and
x l if et is a forward edge
m  — Xi if ei is a backward edge
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non-tree edges, it follows that N  =  R _1S. Therefore, if in the problem
min cx 
subject to N x  < b
0 < x < u
we introduce slack variables a to transform N x < b to N x  +  a =  6, and then multiply the now 
equality constraints by R, we get the equivalent
min cx 
subject to Sx  +  Rs = Rb 
0 < x  < u  
0 < 8 < u'
In the latter problem the constraint matrix [5, R] = A 1 is a node-edge incidence matrix minus one 
dependent row, so the network simplex method can be applied to it. (Vector u' is a suitable upper 
bound on a. It can be shown that it is not greater than maxi{bi} + X) Uj in each coordinate.)
Thus, with some preprocessing, the network simplex method works on network matrices. The 
range of practical applicability of the network simplex method can be extended even more, to con­
straint matrices that can be converted to a network matrix by row and column scalings. A heuristic 
algorithm for this conversion appeared in [6]. By this extension, we can find a wider set of constraint 
matrices for which the original network simplex method is applicable. In the next section we intro­
duce a method that makes use of the ideas underlying the network simplex method but can be applied 
to instances to which the network simplex cannot.
9.2 Simplex method for generalized networks
An inherent limitation of the network flow models is that the flow is conserved on the edges, i.e., if 
one unit of flow leaves the tail node of the edge, then the same one unit will arrive at its head node. 
In some practical applications this is too strong a restriction. For example, if our network models 
a water pipe system, then part of the flow may disappear between nodes due to leakages. Another 
example is money conversion, when an edge expresses the process of exchanging a currency into 
another. This can be further combined with an interest rate or conversion fee, making it apparent that 
a unit of flow leaving the tail can change to any amount of flow by the time it arrives to the head of 
an edge.
Modelling these instances made it necessary to define networks in which the flow conservation 
rule on the edges is revoked. In this section we discuss these networks, called the generalized net­
works. We will show that they include bidirected graphs, providing a link to the main subject of this
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work.
Generalized networks are, not suprisingly, more general than pure networks, but the ideas of the 
network simplex method, with some necessary change, can be adapted to them. In other words, there 
is a generalized network simplex method that is able to solve optimization problems on generalized 
networks more efficiently than the general-purpose simplex method, exploiting their combinatoral 
structure. In matrix terms it means that problems in which the constraint matrix is convertible to 
the node-edge incidence matrix of a generalized network are easier to solve. Before the invention of 
binet matrices, this class of constraint matrices consisted of matrices with at most two non-zeros in 
each column. By the definition of binet matrices, we are able to substantially widen the applicability 
of the generalized network simplex method.
Generalized networks are covered in many of the recent books on network problems. For in­
stance, Glover, Klingman and Phillips [36] introduce generalized networks through a number of ap­
plications. A more formal approach is followed in [2] and [50], which also describe the generalized 
network simplex method.
In the remainder of the section we first define the generalized networks, give some examples and 
show its relationship to bidirected graphs and gain graphs. Then we present the generalized network 
simplex method.
9.2.1 Generalized networks
A generalized network is defined on a connected directed graph G(N, E). There is a real non-zero 
multiplier pe associated with each edge e =  (i, j)  of G. We assume that if a unit flow leaves the 
tail i of e, then pe units arrive at j .  G can also contain loops, i.e., edges whose tail and head nodes 
coincide. They usually represent slacks, or surplus capacity, as in the example presented shortly. We 
assume that the multiplier of a loop cannot be +1, as it would mean that the same flow leaves and 
enters the node on such a loop, making the loop redundant. If all the multipliers equal 1, then we 
have the well-known pure network. Furthermore, at any node we can assume a supply or demand, so 
the flow balance at a node i e N  can take any value b(i). An example of generalized networks is the 
model of machine loading, taken from [2].
Imagine that we would like to schedule the production of r  products P i , . . . ,  Pr on s machines 
M i , . . . ,  Mg. Machine Mj is available for aj hours, and we must produce fa units of product P<. 
Producing one unit of product P< on machine Mj takes aij hours and costs Cij. We wish to find a 
feasible production plan at the least possible cost. The generalized network formulation is shown 
in Figure 9.1. There are r  nodes representing the products and s nodes representing the machines. 
There is an edge (i,j)  with a multiplier Oy between any product node P< and machine node Mj. 
This edge represents the quantity of product Pi produced on machine Mj. The cost of the edge is 
Cij, i.e., any unit of flow leaving Pi costs Cy. Node Pi has a supply 0 i(i = 1 , . . . ,  r), node Mj has
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a demand aj (j =  1 . . . ,  a). This means that to keep the balance at P< the outgoing edges from this 
node must altogether carry fa flow, in other words, the total production of product P< should be fa. 
Furthermore, there is a loop with multiplier 2 and cost 0 at each machine node. They ensure that the 
total of the production hours at a machine, i.e., the incoming flow from the product nodes, is less 
than or equal to the capacity of the machine.
Figure 9.1: The generalized network model of the machine loading problem
The aim of this example is to find the minimum cost flow on the generalized network. Just as in 
pure networks, this minimum cost flow problem, can be formulated as an LP problem. For an edge 
e, define T(e) and H(e) as the set of tail and head nodes of e. So edge e is a loop if and only if 
T{e) — H  (e). The LP formulation of the minimal cost flow problem is the following:
min ^ 2  cexe
e£E
subject to ^ 2  ~ xe +  5Z PeXe = ^ e ^
e:*€T(e) e:i&H(e)
0 < xe < ue Ve € E
where xe is the flow on edge e, b(i) is the balance at node i, ce is the cost of one unit of flow leaving 
the tail of e, and ue > 0 is the capacity of edge e. Note that if there is a supply /? at a node i, then 
the balance value b(i) is — fa while if node j  has a demand a, then b(j) =  a.
A compact form of this formulation can be given by introducing the node-edge incidence matrix 
of a generalized network. The column of this matrix (denote it by A) that corresponds to a non-loop 
edge e =  (i,j) has -1  in row t and pe in row j , zeros elsewhere. If e is a loop at node i, then its
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column has only one non-zero, (pe -  1) in row i. So (9.6) takes the form
min cx 
subject to Ax = b
0 < x < u
(9.7)
with vectors x , 6, c and u made up from the flows, balance values, costs and capacities, respectively.
Note that the multipliers in the machine loading problem are all positive. This is the case in most 
of the applications, and the theory of general networks with positive multipliers is more developed 
than that of the general case, when pe can also take negative values. This is mainly because some 
problems are easier to resolve when one deals with only positive multipliers, as discussed later. Most 
of the results, however, hold for both cases, so if we do not mention the opposite explicitly, we 
assume that pe can be negative. Among the references mentioned, [2] presents only the positive 
case, while [50] shortly discusses the effect of negative multipliers. There is an extensive coverage 
of general network models with negative multipliers in [36], The following example is taken from 
this latter book.
We model a class scheduling problem. Suppose that there are some students and some classes 
and our task is to assign the students to the classes satisfying some conditions. A possible settings 
can be when the students are pre-assigned, but they can change this assignment according to their 
priorities. For instance, one individual would like to remove his name from Class 3 and put it on 
Class 1 and Class 2. The following part of the general network model accomplishes this task.
Node P  represent the student’s priority, nodes Cl, C2 and C3 are the classes. There is a supply 
of 3 (or an incoming flow, if this is a part of a bigger model) at P , and classes Cl and C2 have a 
demand, or outgoing flow of 1, C3 has a supply of 1. These represent the changes in the number of 
students assigned to the classes. The multipliers on the edges from P  to Cl and C2 are 1, whereas 
the multiplier of edge (P, C3) is —1. So the network must carry one unit of flow on all three edges, 
increasing the number of people assigned to Class 1 and 2 by 1, and taking one student off Class 3.
As it is apparent from their incidence matrices, there is a strong connection between bidirected 
graphs and generalized networks. The node-edge incidence matrix of a bidirected graph can have 
columns of the following forms:
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(a) columns with one non-zero, being +1 or ±2,
(b) columns with one —1 and another non-zero, being ±1,
(c) columns with one non-zero, being —1
(d) columns with two non-zeros, both being 1.
Columns of types (a) and (b) can be columns of the node-edge incidence matrix of a generalized 
network: columns of type (a) are loops, columns of type (b) are ordinary non-loop edges. Columns 
with a single non-zero —1 cause problem, because representing them with (pe — 1) would require 
pe = 0. But this problem can be easily overcome by multiplying such columns by 2, obtaining a 
column of type (a). The multiplication of a column by 2 is equivalent to dividing the corresponding 
variable by 2. Columns of the last type are also problematic, as an edge corresponding to such a 
column cannot be a generalized network edge as defined in the current literature, as this edge would 
have no tail. We provide some simple transformations to deal with columns of type (d). As a result, 
LP problems on bidirected graphs can fit into the context of generalized networks.
Let us suppose that we have an LP problem
min CiX\ 4- C2X2 
subject to A 1X1 + A 2x 2 = b
0 <  a?i < u i  
0 < X2 < U2
where A — [Ai, A2] is the node-edge incidence matrix of a bidirected graph with A\ containing the 
columns of type (d). Then with the new variable x[ =  —xi +  t*i we get the equivalent problem
min —Cix[ + Citti -I- C2X2 
subject to — Aix[ + A 2 x 2 = b — A\Ui
0 < x[ < i*i
0<X2 <U2
in which all columns are of types (a), (b) or (c), so the constraint matrix can be considered the 
node-edge incidence matrix of a generalized network.
However, there is no need to transform type (d) columns. The generalized network simplex 
method, which we describe in the next section, can be easily adapted to the case where the network 
contains edges with two heads and no tails. So, this method works on bidirected graphs too, justifying 
our earlier claim that the generalized network simplex method is the bidirected version of the network 
simplex algorithm.
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9.2.2 Generalized network simplex method
To apply the simplex method to generalized networks, we have to investigate the basis structures, 
i.e., subnetworks that correspond to bases of the node-edge incidence matrix. It turns out that a basis 
subnetwork is not necessarily a spanning tree. We need some definitions first.
Let C be a cycle in the underlying graph G. By C we will also denote the edge set of the cycle. 
Choose arbitrarily a node of the cycle, and walk along the edges of C from this point in either of 
the directions. Edges that are forward in this walk are members of C, the backwards edges are in C. 
Obviously, C = C U C. The multiplier of the cycle, is defined as
p(cr) =  n eg fffi
11 eeQPe
It is clear from the definition that the multiplier of a cycle depends on the direction the cycle is walked 
along, unless p{C) =  1 . Cycles with multipliers 1 are called balanced, other cycles are unbalanced. 
(Compare this definition with the balancedness in gain graphs, defined in Section 10.1.2.)
- 2/3
V\ 3/2 2/3
Figure 9.2: An example of a balanced cycle. The plain numbers on the edges are their multipliers, 
the circled ones are the flow values.
To explain the term ‘balanced’, consider now the example depicted in Figure 9.2, a cycle with 
three edges and multipliers 2,3 and 3/2. This is a balanced cycle, as the product of the multipliers 
on forward edges equals the multiplier of the only backward edge: 2 • § =  3. Imagine that we send 
a unit flow on edge (t>i, vf) and we would like to keep zero balance at each node. Two units of flow 
arrive at from wi, so to balance this out —2 should arrive from V3 . That is, edge (V3 , V2 ) should 
carry a flow of —2/3. The flow conservation at v$ then forces a flow of 2/3 on edge (^3 ,^2). The 
multiplier of this edge is 3/2, so 1 unit of flow arrives at v\ from v3, exactly what is needed to offset 
the flow on (vi, V2). So in a balanced cycle, zero balance at each node can be achieved. A different 
but equivalent phrasing of this fact is the following. If a cycle is balanced, then one can find weights 
dv assigned to the nodes of the cycle such that for each edge (it, v) 6  C:
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It is easy to see that the same is true for cycle-less subnetworks, i.e. forests, but not for unbalanced 
cycles. This implies the following result.
Lemma 9.1. The following statements are equivalent for a generalized network Q on a connected 
directed graph G.
(a) Q can be transformed to a pure network.
(b) There are weights dv on the nodes ofG satisfying (9.10) for all edges (u, v) ofG.
(c) There are no unbalanced cycles or loops in Q.
(d) The rank of the node-edge incidence matrix A ofG is n — 1, where n is the number of nodes in 
G, i.e., the number of rows in A
Therefore, if there is an unbalanced cycle in Q, then A  is of full row rank. In this case the basis 
structures are easy to identify.
Lemma 9.2. There is a one-to-one connection between the bases o f a full row rank node-edge inci­
dence matrix of a generalized network and the spanning subnetworks satisfying the following condi­
tions:
(a) the subnetwork may consist of more than one connected components,
(b) each component consists of a tree plus one additional edge, i.e., it is a 1 -tree,
(c) the additional edge is either a loop or forms an unbalanced cycle with some tree edges.
Let us call a basis structure of a generalized network simply a basis o f the generalized network, 
and its components the unbalanced I-trees.
Lemma 9.2 has nice consequences for the layout of a basis B  of the node-edge incidence matrix. 
It can be easily shown that any component of B  can be rearranged to an almost lower triangular 
matrix, that is a matrix which has at most one non-zero element above its main diagonal. This 
property of the bases can be exploited in the simplex method, when calculating e.g., the basic or the 
dual solution. Basically, one has to assign a parametric value to a variable and then find the values 
of the other variables by simple substitutions. We do not describe this algebraic procedure because 
we will present a graphical representation of the calculations.
We give the steps of the generalized network simplex algorithm, applied to the LP problem (9.7) 
where A  is the node-edge incidence matrix of the generalized network Q. We will use the notations 
introduced for the simplex method in Section 9.1.1.
(1) Find an initial basis structure (B, L , U). This can be an artificial one in which L — A  and 
B  =  I, the unit matrix, by adding artifical variables, effectively executing the first phase of the 
two-phase simplex method. The columns of the artificial basis I  have graphical representation, they
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correspond to loops with multiplier 2. A subnetwork made up of such loops at each node satisfies 
the conditions of Lemma 9.2.
(2) Find the basic solution associated with the basis structure, i.e., an x  satisfying B x  =  6' (see 
(9.2)). This amounts to finding a flow on the basis that has a balance b'(v) at any node v of G. We 
now describe an algorithm for determining such a flow on an unbalanced 1-tree T. The algorithm 
can be repeated for each component of the basis. Let a non-loop edge of T  that is connected to only 
one other edge be called a leaf edge. We first determine the flow on the leaf edges. One end-node 
of any leaf edge is connected to exactly one 1-tree edge, the leaf edge itself. Let us call these nodes 
the terminal nodes. The balance value of a terminal node determines the flow on the connected leaf 
edge. This flow then, in turn, effects the balance to be satisfied at the other end-node of the leaf edge. 
For example, if e =  (u, v) is the leaf edge with multiplier pe and v is a terminal node, then the flow 
on c is xe = b'{v)/pe and the balance at u is increased by x e.
u v
&'(w)#  Pe ^  b'(v)
If u is the terminal end-node of e, then x e = —b'(u) and the balance at v is decreased by pexe.
When the flow on all leaf edges is set and the balance values at their non-terminal edges are 
updated, we can delete the leaf edges. In the resulting graph there are either new leaf edges, which 
can be dealt with in the same way, or there are no leaf edges, which means that the graph is a loop or 
a cycle. If it is a loop then we can easily set a flow on it to satisfy the residual balance at its end-node. 
If we have a cycle, then we try to find the flow values by allowing a flow of 0 on an arbitrary edge, 
say (u, v) of the cycle. This flow and the balance values at the cycle nodes consecutively determine 
the flow on all other cycle edges, in much the same way as we did for the cycle in Figure 9.2. The 
last step of this procedure is to find the flow on edge h, the cycle edge incident to the starting edge 
(u, v) through node u. The flow on this edge is a linear function /  of 0. If u is the head of /i, then 
the balance at node u requires 6  to satisfy Phf(0) — 0 = b'(u). If it is the tail of h, then the equation 
0 should satisfy is —f{0) — 0 = b'(u). Note that the cycle in question must be unbalanced, and 
it is such in a basis structure, otherwise there would be multiple 0 solutions of the equations. The 
interested reader can find a pseudo-code of the algorithm just described, and of the following ones 
too, in [50].
(3) Compute the node potentials. Again, we describe the algorithm only for one connected com­
ponent of the basis, an unbalanced 1-tree, T. We want to determine 7r(it) values for the nodes of T  
satisfying the edge condition c(e) =  —7r(u) +  peir(v) for each edge e =  (u, v) of the 1-tree. Let us 
choose an arbitrary node r  of T. A 1-tree consists of a tree and an additional edge. We assign node 
potential 0  to r and determine the node potential for the other nodes by going along the tree, just as 
in the pure network case. At the end of this procedure, we have a parametric node potential 7r#(u) 
at each node, satisfying all edge conditions except the one on the additional edge. Solving the edge
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condition equality for this additional edge provides the value for 9, which we substitute in 7r^(u) to 
get the node potentials for the nodes.
(4) Check the optimality conditions. These are cuv +  7r(u) -  Puv^W ) >  0 for nonbasic edges 
(u, v) that carry zero flow, with their corresponding variables in L; and cuv +  tt(u ) -  p uvtt(v ) < 0 
for nonbasic edges (u, v) the flow of which reached the capacity of the edge, i.e., their variables are 
in U.
(5) Find an edge I for which the optimality condition does not hold, and calculate w =
This task boils down to finding a flow on the basis that has a balance - 1  at the tail node of I, pi at 
the head node of /, and 0 at all other nodes. We can use the algorithm descibed in step (2). Note that 
the end-nodes of I can belong to different components of the basis, in which case the algorithm has 
to be executed twice, once for either 1-tree components.
(6) Determine the Si values, select the leaving variable, and update the basis.
In the last two steps it is helpful to understand what a flow that defines w looks like, that is, 
what kind of a subnetwork is formed by the edges with non-zero flow. In the pure network case, 
this subnetwork was a path on the basic tree connecting the end-nodes of /. In other words, I and 
the subnetwork formed a cycle. With a case by case analysis it is not difficult to prove that in a 
generalized network the counterpart of this cycle can be (see Figure 9.3 for examples):
(a) a balanced cycle, or
(b) the union of two unbalanced cycles which meet at one point, or
(c) the union of two node-disjoint unbalanced cycles and a path that connects them but has no 
common point with the cycles other than its end-points, or
(d) the union of three internally node-disjoint paths that connect the same pair o f nodes and none of 
the three cycles is balanced.
- 1/2
2
2
1/2
2/3
(b) (c)
1/4,
(-3/4)
Figure 9.3: Examples of flows to calculate w. The plain numbers on the edges are their multipliers, 
the circled ones are the flow values. Bold edges represent incoming edge I.
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Observe that these subgraphs are the same as the subgraphs composing a circuit of a bias matroid, 
listed in Section 10.2.2. The equivalence, of course, is not coincidental. A generalized network is 
in effect a gain graph (see Section 10.1.2), and it can be easily shown following the arguments in 
Section 10.2.2 that the bias matroid of a gain graph is the linear matroid represented by the node- 
edge incidence matrix of the generalized network.
When implementing the steps presented above, a good representation of the basis structure is 
needed. The books [2] and [50], besides describing the algoritmh in much greater detail, deal with 
the problem of tree representation as well.
The generalized network simplex algorithm, as described above, can cycle. To avoid this, Elam, 
Glover and Klingman [27] devised a version of the method that uses only special bases, called 
strongly feasible bases. However, their method works only for positive multipliers. Arantes, Birge 
and Murty [4] resolved the problem for negative multipliers. Both methods are lexicographic, though 
this is not apparent at first sight.
Applying these methods, the finite termination of the generalized network simplex method can be 
ensured. The polynomal complexity, however, is not Although the time needed for one iteration, i.e., 
the calculations on one basis, is only a low order polynomial function of the input size, the number 
of iterations can be more than polynomial in the worst case. In practice, however, the algorithm is 
usually very fast, only two or three times slower than the network simplex method, as experiments 
show (see the reference notes in [2]).
It is time now to fulfill our promise and demonstrate that the generalized network simplex method 
is the bidirected version of the network simplex algorithm, and it can be applied to LP problems in 
which the constraint matrix is binet. Recall from the previous section that bidirected graphs can be 
considered almost entirely as generalized networks, the only problem is with the edges with two head 
nodes. However, the generalized network simplex algorithm can be easily adjusted to accomodate 
such edges. When defining balanced cycles, one can view the two-headed edges as a normal edge 
with multiplier —1. It does not matter if they are forward or backward, as their contribution to the 
multiplier of the cycle is -1 , so they can equally be in the numerator or the denominator. Taking all 
this into account, it is easy to show that unbalanced cycles are exactly the odd cycles. Lemma 9.2 
remains valid, so the basis structures are the odd 1-tree forests. In the calculations there are some 
necessary refinements, caused by the exceptional edges, but they can be very easily realized. The 
biggest difference is that type (d) flow of Figure 9.3 cannot occur, for the same reason why there are 
no theta graph fundamental circuits, see the proof of Lemma 5.2.
The extension of the applicability of the generalized network simplex method to binet matrices 
goes in the same way as the extension of network simplex method to network matrices. Having an 
LP problem with constraint matrix B, where B  =  R~l 5, a binet matrix obtained from the node-edge 
incidence matrix A = [5, .R] of a bidirected graph, then by converting the possible inequalities to 
equalities and multiplying the constraints with R  we get a problem of a form for which the gener­
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alized network simplex method, with the above mentioned adjustments, can be applied. A further 
extension could be for matrices that can be scaled to binet matrices, as it is done for network matrices 
in [6].
To sum up this chapter, we showed that there is a combinatorial algorithm, namely the general­
ized network simplex method that can efficiently solve linear programming problems in which the 
constraint matrix is binet.
Chapter 10
General graphs and their matroids
A substantial part of this dissertation deals with bidirected graphs, which we introduced as a con­
venient generalization of directed and undirected graphs. There are, however, even more general 
graphs that can be discussed. As we will show in this chapter, by further steps of generalizations, we 
can obtain wider and more abstract sets namely, signed graphs, gain graphs and biased graphs.
At each generalizing step a special characteristic of the graphs is chosen and its definition is 
relaxed to get to the next level. Thus, signed graphs can be achieved from bidirected graphs by 
ignoring the signs at the ends of the edges and focusing on only whether an edge is bidirected or 
directed. Gain graphs, extending the range of alternatives, allow more possible options for an edge. 
In fact, edges can take any value from a given group, called the gain group. The value of a cycle 
is then defined as the product of the values assigned to the edges of the cycle. Cycles that take the 
value of the identity element of the gain group are special, and this is the characteristic generalized 
in biased graphs. A biased graph is a graph in which a special class of cycles is earmarked. The class 
is such that it generalizes the class of unitary valued cycles in gain graphs.
Knowing about all these generalizations of bidirected graphs, a naturally arising question needs to 
be answered. Why did we stop at the level of bidirected graphs, why do we not deal in this work with 
more general graphs? The answer is: because our focus is on matrices related to graphs, basically 
on the node-edge incidence matrix and its derivatives, and it is the class of bidirected graphs where 
the node-edge incidence matrix is naturally defined and has properties that provide a link to total 
unimodularity. For signed graphs, one has to orient the edges first to get an unambiguous incidence 
matrix, and the result of this operation is a bidirected graph. For gain graphs, if the group contains 
real numbers, the incidence matrix can be defined, but it will not, in general, be 2-regular. In biased 
graphs, the speciality of the cycles cannot be represented by an incidence matrix.
There is another combinatorial structure, however, that has a meaningful definition for all these 
general graphs, namely matroids. In the second part of this chapter we give a brief summary of the 
most basic matroidal results concerning biased and signed graphs. Naturally, these results have a
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strong connection with what is described in other chapters. For example, we will show that binet ma­
trices are representative matrices of signed graphic matroids, therefore results about these matroids 
have consequences in terms of binet graphs.
The most important reference about biased graphs is Thomas Zaslavsky’s work. His research into 
signed and biased graphs is the basis of this chapter. The term and definition of biased graphs first 
appeared in [72], Signed graphs were introduced by Harary [38]. Zaslavsky’s annotated bibliography 
of signed and gain graphs [74], which contains hundreds of references, is an essential tool for anyone 
interested in the subject. Our terminology and notations mainly follow the Glossary of Signed and 
Gain Graphs [75], also by Zaslavsky.
The chapter is organised as follows. First we give the formal definitions of the generalized graphs 
and list some basic results. Then, in Section 10.2 we deal with the matroids associated with these 
graphs. The second section also contains an overview of the necessary theory about matroids.
10.1 Generalized graphs
This section introduces three generalized graphs, namely signed graphs, gain graphs and biased 
graphs. Signed graphs are in intimate connection with bidirected graphs, as a bidirected graph is an 
oriented signed graph. Based on this relationship, every result we give about bidirected graphs in 
this dissertation could be rephrased to signed graphs. We chose to use the term bidirected graphs, 
as opposed to oriented signed graphs, because the orientation of the edges play a cruical role in, for 
example, the determination of the elements of a binet matrix. One can imagine the relationship of 
bidirected and signed graphs as that of undirected and directed graphs.
Gain graphs are more abstract structures, having less connection to other parts of this work. 
However, we discuss them here for two reasons. First, they provide a natural step towards biased 
graphs, and secondly, gain graphs arise in the context of generalized network flows, handled in 
Chapter 9.
Biased graphs are the most general graphs we give. Their importance for us lies in their matroids. 
As we will see in Section 10.2, matroids of biased graphs provide the general setting in which most 
of the relevant results can be stated.
The generalized graphs in this section are based on an underlying undirected graph T(N,  E)  with 
set N  of nodes and E  of edges. Any edge e € E  can have at most two end-nodes in N.  An edge 
with no end-nodes is called a loose edge', edges with one end-node are the half-edges', if an edge has 
two end-nodes and they coincide, then it is a loop', if the two end-nodes are distinct, then the edge is 
called a link. Other definitions are familiar from basic graph theory, or from Section 4.1. A path is 
a sequence of links e i , . . . ,  e* where e< and ej+i (i =  1, — 1) have a common end-node, but
none of these nodes is repeated. If e\ and e* also have a common end-node, then the path is closed. 
A  closed path, a loop or a half-edge is called a cycle. A  tree is a connected subgraph that does not
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contain a cycle. A 1-tree is a connected subgraph that contain exactly one cycle. Sometimes we need 
to differentiate half-edges from the other types of edges.
Definition 10.1. Let E+ be the subset of E  containing all the links and loops, but not the half-edges 
or loose edges. Edges in E+ are called ordinary edges. A cycle which is not a half-edge, i.e. contains 
only ordinary edges, is an ordinary cycle.
Two links forming a cycle are called parallel. Recall the definition of theta graphs from Section 
1.2.1, illustrated by Figure 1.1.
10.1.1 Signed graphs
In a signed graph, the edges can fall into one of two classes. There are two equally used, and 
equivalent, notations of the classes. One employs signs +  or - ,  the other works with parity. Both 
notations have advantages, so we give and use both of them.
Definition 10.2. In a signed graph E =  (I\ <r), the edges of T are labelled by +  or —, that is, there 
is a mapping a : E  -» {+, —} on the edges.
Usually it is also required that the label of a loose edge is -I- and that of a half-edge is - .  We 
also assume that there are only negative loops. The alternative definition of signed graphs is the 
following.
Definition 103. A signed graph is a pair (r, A) where A C E .  Edges that are in A are called odd, 
otherwise they are even.
Odd (respectively, even) edges usually correspond to edges with label — (+, resp.). In respect 
to what was mentioned above, loops and half-edges are in A, loose edges are not. The parity of the 
edges can be extended to the parity of subgraphs. An edge-set is called odd (even), if it contains odd 
(even) number of odd edges.
Clearly, a bidirected graph is a signed graph, bidirected edges are negative (odd), directed edges 
are positive (even). Conversely, the edges of a signed graph E can be oriented to get a bidirected 
graph, denoted E. To do so, we allocate arbitrary signs to the ends of every edge so that positive 
edges become directed and negative edges become bidirected. More formally, if u and v are (possibly 
coinciding) end-nodes of an ordinary edge e and the sign of e at u is s(e, ti), then the sign of e at v is 
s(e, v) = -a(e)s(e, u). For convenience, Table 10.1.1 lists the possible notations for the edges of a 
signed graph E, and the corresponding bidirected graph £.
Now we derive the node-edge incidence matrix of a signed graph, it is the node-edge incidence 
matrix of the bidirected graph obtained by an orientation. Different orientations yield different node- 
edge incidence matrices. That is, the incidence matrix of a signed graph is not unambiguously 
defined, but any incidence matrix conveys all the information about the signed graph. In fact, two
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links loops half-edges loose edges
<7 + or - - +
A even or odd odd odd even
E directed or bidirected bidirected bidirected
E * ordinary not ordinary
Table 10.1: Different notations for a a signed graph E.
bidirected graphs can be the oriented versions of the same signed graph if and only if one can be 
obtained from the other by switchings (for the definition of switching in a bidirected graph, see 
Section 4.1),
Basic operations on signed graphs, such as deletion, contraction and switching are defined in the 
same way as for bidirected graphs, by replacing the term ’bidirected’ with ‘odd’ and directed with 
‘even’. A subgraph of a signed graph achieved by deletions and contractions of edges is sometimes 
called the minor of the graph. Two signed graphs that can be obtained from each other by switchings 
are called switching equivalent.
10.1.2 Gain graphs
The original definition of gain graphs comes from the generalized network flows (see Chapter 9). 
Allowing more general possible gains on the edges, we achieve the abstract construction of gain 
graphs.
Definition 10.4. A gain graph (I\ 0) is a graph T with a mapping <f>: Em -+ Q from the ordinary 
edges of T to a gain group Q.
If Q is a group of two elements, then a gain graph is a signed graph with only one difference in 
terminology. The orientation of a gain graph means making T a directed graph, instead of bidirected 
as in the case of signed graphs. It is understood that 0(e-1) =  0(e) - 1  where e- 1  denotes the edge 
e with direction reversed.
Generalized network flows are based on gain graphs with Q =  R \  {0} or R+, the multiplicative 
group of the real or positive real numbers. In this case the node-edge incidence matrix of the oriented 
gain graph is straightforward. There is a non-zero element in the intersection of a column and a row 
if the node of the row is an end-node of the edge that corresponds to the column. The columns of 
half-edges contain a unique + 1  or —1 , a column of a link e has a —1 in the out-node of the edge and 
0(e) in the row of its in-node. If e is a loop, then its column has only one non-zero, 0(e) — 1.
Let us suppose that C =  {ei, e2 , . . . ,  e*} is a cycle with oriented edges. Change the direction 
of the edges, together with their gains, so that all of them are oriented in the same direction, i.e., 
C becomes a directed cycle C' =  {e^e^,. . .  ,eJJ. The gain of C is the product of the direction- 
adjusted gains of cycle-edges, i.e., 0(C) =  <f>(e[)<f>(e2 ) • • • 0(e'fc). The gain of a cycle obviously
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depends on the chosen starting point and direction unless the gain is 1, the identity element of the 
gain group. An ordinary cycle with gain 1 is called balanced.
Balanced cycles form a linear class in the following sense. If the union of two balanced cycles 
Ci and C2 is a theta graph, then the symmetric difference C1AC2 (i.e., the third cycle in the theta 
graph) is also a balanced cycle. This property is generalized in biased graphs.
10.13 Biased graphs
Definition 10.5. A biased graph ft =  (T, B) consists of the underlying graph T and a linear subclass 
B of the ordinary cycles in T such that if C\ , C2 € B and C\ U C2 is a theta graph, then C\ A C% e B. 
Ordinary cycles in B are called the balanced cycles, Any cycle (ordinary or not) which is not in B is 
unbalanced.
A subgraph of Q is biased in the obvious way, a cycle of a subgraph is balanced if and only if it is 
balanced in the whole graph. A subgraph or edge-set of T is balanced if every cycle in it is balanced. 
It is contrabalanced if it has no balanced cycles and no loose edges. Recall that a 1-tree contains 
exactly one cycle. If that cycle is balanced or unbalanced, then we also call the 1-tree balanced or 
unbalanced, respectively.
The deletion of S  C E  results in a biased subgraph on edge-set E \S .  The biased graph Q/e 
achieved by the contraction of the edge e is (r /e , B/e), that is, its underlying graph is obtained from 
T by contracting e, and the balanced cycles are those which can be extended to a balanced cycle in 
(I. Any biased graph is a minor of fi if achieved by deletions and contractions from H.
A subclass of the ordinary cycles in T is called additive if in any theta subgraph an odd number 
of cycles belong to the subclass. In signed graphs, the balanced cycles are exactly the even ordinary 
cycles, and they form an additive class. Zaslavsky proved that the converse is also true.
Theorem 10.6. ([69], Th. 6 .) A biased graph (T,B) is a signed graph, i.e., there is a signed graph 
(T, a) such that B =  {even ordinary cycles in T), if and only ifB  is additive.
10.2 Matroids
In this section we give an overview of the matroidal results related to biased graphs. Contrary to 
the previous section, where we moved from the specific to the more general, here we start with the 
most general objects, namely the matroids based on biased graphs, then show how it is specialized 
to signed graphs. First of all, however, let us outline the necessary theory about matroids. For a 
comprehensive coverage, we refer the reader to Oxley [53] and Truemper [64].
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10.2.1 Relevant matroid terminology
Definition 10.7. M=(H,T) is a matroid on ground set i f  if I  is a set of subsets of H  satisfying:
(i) 0 € X,
(ii) if Ii € X and h Q h ,  thenI2 € X,
(iii) for any subset F  of H  the maximal subsets of F  that are in X have the same cardinality, 
called the rank of F.
Subsets of i f  in X are called the independent sets, a maximal independent subset in i f  is the basis 
of M. The rank of if , which is the cardinality of a basis, is called the rank of the matriod, denoted as 
r(M). A circuit is a minimal dependent subset of if. If if is a basis of M  and s 6  H \R , then there 
is a unique circuit in if U a, called the fundamental circuit of s with respect to if. There are several 
different but equivalent ways to define a matroid. For example, one can define a matroid on a given 
ground set through its bases, rank-function, circuits, or fundamental circuits.
A standard example of matroids is when i f  is a finite set of vectors from a vectorspace over a 
field T  and X contains the linearly independent subsets of if . This kind of matroid is called the linear 
matroid. If for a matroid M  there exists a field T  such that M  is a linear matroid over T , then M  
is representable over T . Matroids representable over GF(2), the field with two elements, are called 
binary, and matroids representable over GF(3), the field with three elements, are called ternary. A  
matroid representable over every field is regular. For a matroid to be regular, it must obviously be 
binary and ternary. It turns out that this condition is also sufficient.
Theorem 10.8. (Tutte [65, 6 6 ]) A matroid is regular if and only if it is GF(2)- and GF(Si- 
representable.
Linear matroids can be represented by matrices. Let M  be a linear matroid on a finite set of 
vectors over T. The matrix A  made up of these vectors is a standard representation matrix of M . 
There is a one-to-one correspondence between linearly independent columns of A  and independent 
sets in Af, so the linear matroid M  = M(A)  can be fully given by its representation matrix A. 
Obviously, deleting linearly dependent (over T)  rows from A  does not have any effect on the structure 
of independent columns. Therefore, we can assume that the rows of A  are linearly independent.
If A  is the node-edge incidence matrix of a (connected) undirected graph G, then the correspond­
ing binary matroid M(A)  is called graphic. A graphic matroid can be viewed as defined on the 
edges of the graph, the independent sets are the (edge-sets of) forests, a circuit is a cycle, a basis is a 
spanning tree.
There is another, more compact representation matrix of a linear matroid M=M(A).  To get it, 
first delete linearly dependent (over T)  rows from A , if there are any, then choose a basis R  of M.  
It corresponds to a basis of A , also denoted by R. By pivoting (executed in T)  on elements of R, it 
can be converted to an identity matrix. It is clear that the independence is not affected by pivots, so
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the transformed matrix also represents M . This remains true if the full-row-size identity submatrix 
is deleted. The remaining matrix, denoted as B, is a compact representation matrix of M. The rows 
(columns, respectively) of B  correspond to the vectors in (out of, respectively) the basis R. Note that 
a matroid might have several different compact representation matrices, depending on the selection 
of basis R. A  column s of B  gives us the fundamental circuit of s with respect to the chosen basis 
R. In fact, the basic vectors whose rows contain non-zeros in column a are the basic elements of the 
fundamental circuit. As an example, take the following matrix over GF(2).
/14 hs he /17
hi. 0 1 1 1
/12 1 0 1 1
/13 1 1 0 1
The binary matroid represented by B  is called the Fano-matroid, denoted as F7. Its ground set 
has seven vectors {h i,. . . ,  h7}. Subset R={h\, fa, ^ 3 } is a basis, so r(F?) =  3. The fundamental 
circuit of, say, h± is {/12, /13, /14}.
Graphic matroids provide another example. Take a connected undirected graph G and its node- 
edge incidence matrix A, which is the standard representation matrix of the graphic matroid based 
on G. First we delete a row to make A  a full row rank matrix A'. Selecting a basis R  of A', which 
corresponds to a spanning tree of <■?, and pivoting on its elements is equivalent to premultiplying 
A' by the inverse of R  (all the operations are done modulo 2). As a result, we get a matrix B  the 
columns of which give the fundamental cycles of G with respect to R, i.e., the unique cycles that 
contains exactly one non-tree edge. In other words, B  is an unsigned (i,.e., modulo 2) network 
matrix.
Lemma 10.9. Any compact representation matrix of a graphic matroid can be signed with {+, —} 
to obtain a network matrix. Conversely, the binary support o f any network matrix is the compact 
representation matrix of a graphic matroid.
Basic operations on matroids are dualization, deletion and contraction. If M=(H,T)  is a ma­
troid, then Af*=(ff, { H \ I  \ I  e  T}) is also a matroid, called the dual of M. If M  is linear and B  
is its compact representation matrix, then B T is the compact representation matrix of M*. A conse­
quence of this fact is that if M  is representable over a field T , then so is the dual of M. In matroid 
terminology, dualization is usually expressed by the ‘co’ prefix. Thus, if M* is graphic, then M  is 
cographic.
The deletion of U C H  from M  results in a matroid (denoted as M\U)  on H \U  the independent 
sets of which are in {I  C H \U  \ I  € I} . The matroid resulting from the contraction of a set T  C H  
in M  is defined as M/T=(M*\T)*.  Deletion and contraction in graphic matroids are naturally 
expressed by deletion and contraction of edges. A matroid achieved by contractions and deletions
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in M  is called a minor of M. For any minor TV of a linear matroid M  one can find a compact 
representation matrix B  of M  such that N  is represented by a submatrix of B. As a corollary, 
representability over a field is maintained under minor-taking.
Another important class of matroids is that of the uniform matroids. If \H\ = m, and T  contains 
all the subsets with at most r  elements (r < m), then (H , I )  is the uniform matroid of rank r  on m 
elements, denoted as U^. It is a classical result that binary matroid can be characterized by forbidden 
uniform minors.
Theorem 10.10. (Tutte [65]) A matroid is binary if and only if it does not have U\ minors.
This theorem initiated a number of similar results on representability. One of them is about GF(3) 
representability, due to Reid, who never published his proof. The first published proofs were given 
independently by Bixby [8] and Seymour [57].
Theorem 10.11. A matroid is ternary if and only if it has no F?, FJ, U% or C7| minors.
Another kind of characterization is when matroids are decomposed to simpler matroids in special 
ways. The most striking of this kind of results is the decomposition of regular matroid, due to 
Seymour [58]. It claims that the building blocks of a regular matroid are graphic matroids, cographic 
matroids, or matroids represented by the following compact representation matrix (Although it is a 
bit imprecise, i?io wil denote all matroids of this latter kind).
1 1 1 1 1  
1 1 1 0  0 
A ( R i 0) =  1 0  1 1 0  
1 0  0 1 1  
1 1 0  0 1
The special way regular matroids are built up are through 1-sums, 2-sums and 3-sums, which we 
do not define here. The interested reader can find the definitions in e.g., [64]. The decomposition 
theorem of regular matroids goes as follows.
Theorem 10.12. (Seymour [58]) Every regular matroid can be producedfrom graphic and cographic 
matroids and Rio by consecutive 1-, 2-, and 3-sums. Conversely, every matroid produced this way is 
regular.
The importance of regular matroids is very much (from our point of view, almost exclusively) 
connected to the following theorem.
Theorem 10.13. (Tutte [65, 6 6 ]) A matroid is regular if and only if it has a binary compact repre­
sentation matrix the Is of which can be replaced by ± 1  so that the resulting real matrix is totally 
unimodular.
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For the translation of the decompostion theorem of regular matroids to matrix language, we first 
have to find the matrix version of the matroids and operations used. We know that graphic and 
cographic matroids correspond to unsigned network matrices and their transposes. There are two 
possible totally unimodular representation matrix of R \q:
1 1 1 1 1 1 0 0 1 -1
1 1 1 0 0 -1 1 0 0 1
1 0 1 1 0 and B 2 = 1 -1 1 0 0
1 0 0 1 1 0 1 -1 1 0
1 1 0 0 1 0 0 1 -1 1
(10.1)
Note that as Rio is not graphic or cographic, these matrices are not network matrices neither the 
transposes of a network matrix. 1-, 2-, and 3-sums of matrices are defined as
1-sum: A ® iB :=
A  0 
0 B
: [A a]
b A ab
B 0 B
A a a 1 0  6 A ab
©3 —
c 0 1 d d B dc B
2-sum
3-sum:
where A , B  are matrices, a, d and 6, c are column and row vectors of appropriate sizes. Furthermore, 
for technical reasons, we assume that A  and B  are large enough, i.e., the number of rows plus 
columns is at least 4.
Hence, the matrix version of Theorem 10.12 is the following theorem, also due to Seymour [59], 
appearing with proof in [64] and without proof in [51] and [55].
Theorem 10.14. Up to row and column permutations and scaling by ±1 factors, any totally uni­
modular matrix is a network matrix, or the transpose of a network matrix, or matrix B\ or B2 of 
(10.1), or can be constructed recursively from these matrices by 1-, 2-, and 3-sums.
Now we are ready to define the matroids of biased graphs.
10.2.2 Bias matroid
In Lemma 10.9 we stated the well-known result that unsigned network matrices are compact repre­
sentation matrices of graphic matroids. In graphical terms this means that with any direction of the 
edges of G, the undirected graph underlying the graphical matroid, leads to a network matrix defined 
on the now directed graph G. This construction can be copied for binet matrices. Take a bidirected
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graph, remove the orientation of the edges to get a signed graph E. Any binet matrix based on the 
bidirected graph is the compact representation matrix of the linear matroid of the node-edge inci­
dence matrix of E.
In this section we investigate this matroid, and its corresponding, more general matroid based 
on biased graphs. We do this because several matroidal results about signed graphs can be naturally 
extended to biased graphs, and the latter provide a useful insight into the specific, signed graphic 
case.
So let H=(r, B) be a biased graph. The definition of its bias matroid is the following.
Definition 10.15. (Zaslavsky [73]) The ground set of the bias matroid (7(D) of the biased graph D is 
the edge set of T. A basis of (7(D) consists of a spanning tree in each balanced component of D, and 
an unbalanced 1-tree in any other component.
Equivalently, one can specify the possible circuits of (7(D). A circuit can be a balanced cycle; 
the union of two unbalanced cycles which meet at one point (a tight handcuff)", the union of two 
node-disjoint unbalanced cycles and a path that connects them but has no common point with the 
cycles other than its end-points (a loose handcuff); or a contrabalanced theta graph.
In signed graphs, viewed as biased graphs, there are no contrabalanced theta graphs (cf. Theo­
rem 10.6), so the circuits can be only even cycles or handcuffs. To express this difference, we will 
call the bias matroid of a signed graph, a signed graphic matroid (the name was given by Zaslavsky 
in [70]). The set of circuits in a signed graphic matroid is exactly the same set as the fundamental 
circuits defined in Section 5.1. This equivalence is not coincidental. The bias matroid of a signed 
graph is the linear matroid represented by the node-edge incidence matrix of the graph. It follows 
that a binet matrix is a compact representation matrix (over E) of a signed graphic matroid as it is 
obtained from the node-edge incidence matrix by E-pivots.
Theorem 10.16. IfG(E) is a signed graphic matroid based on signed graph E, and B  is a compact 
representation matrix o/(7(E) over E, then B  is a binet matrix. Conversely, any binet matrix is the 
compact representation matrix of a signed graphic matroid.
Proof: Let A be the node-edge incidence matrix of E. As defined in Section 10.1.1, A  is the inci­
dence matrix of the bidirected graph fi achieved by orienting the edges of E. In Corollary 4.7, we 
stated that columns of A are linearly independent if and only if the subgraph determined by them has 
only isolated node, tree, and odd 1-tree components. It follows that the bases of the linear matroid 
M(A) of A are exactly those listed in Definition 10.15. Hence M(A) = (7(E). As described above, 
the derivation of a compact representation matrix B  of M(A)  includes making A a full row rank 
matrix A', selecting a basis R  of A', and premultiplying A' by R~l . This is exactly the derivation 
of binet matrices from incidence matrices, thus B  is a binet matrix. This proves both parts of the 
theorem. □
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We know from Lemma 5.3 that switchings in a bidirected graph do not alter its binet matri­
ces. This phenomenon can be expressed in matroidal terms too. Notably, if two signed graphs are 
switching equivalent, then their signed graphic matroids are the same.
To be even more specific, the bias matroid of an undirected graph, which is a signed graph where 
all the edges are odd, is the even-cycle matroid, employed by Doob [21]. At the other end of the 
scale, if U is balanced, that is, all its cycles are balanced, then G(Cl) is the graphic matroid of T.
It is shown in [73] that minors of the bias matroid of fi correspond to the minors of Q. This is 
equivalent to saying that deletions and contractions of edges in a biased graph correspond to deletions 
and contractions in its bias matroid.
Theorem 10.17. (Zaslavsky [70,73]) The class of biased matroids is closed under minor-taking. The 
same is true for signed graphic matroids.
It is a standard technique of matroid theory to find minimal violators for a given property, i.e., 
matroids that do not have this property but all their minors do. Zaslavsky [71,73] gave some minimal 
violators of bias matroids. He showed that the Fano-matroid F7, its dual F f , U7 are not bias matroids 
but all their minors are such. For illustration, we prove that U\ is signed graphic, but t / |  is not
Lemma 10.18. (Zaslavsky [70]) U\ is a signed graphic matroids. is not a signed graphic matroid.
Proof: We have to show that there cannot be a signed graph whose bias matroid is t / f , but U\ is a 
signed graphic matroid. First we prove the latter. In the signed graph of Figure 10.1, any two edges 
form an independent set, but none of the subgraphs with 3 edges do. Thus, its signed graphic matroid 
is U\.
Figure 10.1: A signed graph whose signed graphic matroid is U\. The heavy edges are odd.
To show that U\ is not signed graphic, we eliminate all the cases. First, if a signed graph E has 
the signed graphic matroid C/|, then it must have 5 edges and any two of them form a basis. In other 
words, any subgraph with at least three edges is not independent, but all subgraphs with two edges 
are such. This rules out signed graphs on a single node, as they do not have two independent edges. 
Let us assume that there are no isolated nodes in E. If a signed graph has more than one component, 
then the union of independent subgraphs of the components is also independent It follows that E 
cannot have more than two components. If it has two components, then at least one of them has at 
least two edges. Taking two edges forming a basis from this component and one edge from the other 
component would result in an independent set with three edges, a contradiction.
Thus, E is connected. There cannot be three parallel edges in E because they would form a 
contrabalanced theta graph, which is impossible in signed graphs, according to Theorem 10.6. If E
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has more than three nodes, then there would be a tree with three edges in it, i.e., an independent set 
with more than two edges. For a similar reason, there cannot be a half-edge or a loop in E if it has 
three nodes. If E has three nodes, the only possible structure left is a triangle in which two edges 
are repeated so that the graph contains two 2-cycles. The 2-cycles must be odd to from a basis, so 
adding an extra edge to either of them would form an independent set with more than two edges.
We are left with the case when E has exactly two nodes. It cannot have more than two of half­
edges and loops because then two of them would be incident to the same node and they would not be 
independent. But then E must contain three parallel links, which we already ruled out. We examined 
all the possible cases and they all led to a contradiction, so C/| is not a signed graphic matroid. □
With similar case analysis, it can also be shown that C/| is not signed graphic, which leads to the 
following result.
Lemma 10.19. (Zaslavsky [70]) The signed graphic matroid is ternary.
Proof: By Theorem 10.11 and Theorem 10.17, we have only to show that FY, F7*, U$ and £/f cannot 
be a signed graphic matroid. As mentioned above, Fj and F f are not bias matroids, t / |  and Z7| are 
not signed graphic. □
A very recent result due to Daniel Slilaty and independently by Hogxun Qin and Thomas A. 
Dowling [60] gives a technique to find minimal forbidden minors for signed graphic matroids. They 
proved that a connected cographic matroid (i.e., a matroid that is not a 1-sum of two smaller matroids, 
and its dual is a graphic matroid based on an undirected graph G) is signed graphic, if and only if 
G cannot be embedded into the projective plane. Thus connected cographic matroids of minimally 
non-embeddable graphs are all minimal forbidden minors for signed graphic matroids.
Lemma 10.19 is not all that we can say about the representability of signed graphic matroids. 
In fact, they are representable over not only GF(3) but over any field where 2 is not a zero-divisor, 
which in technical terms is refered to as a field the characteristic of which is not equal to 2 .
Theorem 10.20. (Zaslavsky, [70]) A signed graphic matroid is representable over any field of char­
acteristic not equal to 2 .
Proof: Let E be a signed graph and t, is the bidirected graph achieved by an arbitrary orientation 
of its edges. The signed graphic matroid of E is represented by the node-edge incidence matrix A  
of E. By Theorem 4.8 and Theorem 2.4, matrix A  is totally 2-modular, so any non-singular square 
submatrix has determinant ±2r (r > 0). It follows that if a set of column vectors in A  are linearly 
independent over R, then they are linearly independent in any field whose characteristic is not 2 . □
The proof only exploits the total 2-modularity of the incidence matrix, so the following theorem 
is straightforward.
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Theorem 10.21. Let k = p r where p is a prime and r € M The linear matroid M(A) represented 
by a totally k-modular matrix A  is representable over any field of characteristic not equal p.
The next corollary is by Theorem 2.5, which claims that an integral fc-regular matrix is totally 
p-modular for prime-power k — pr.
Corollary 10.22. Let k = pr where pis a prime, r € N, and A is an integral k-regular matrix. Then 
the linear matroid represented by A is representable over any field o f characteristic not equal p.
Let us now turn to GF(2)-representability. Zaslavsky showed in [71, Cor. 3.2] that binary bias 
matroids are actually signed graphic matroids.
Theorem 10.23. IfG(fl) is a binary bias matroid, then there is a signed graph E such that G(Q) = 
(7(E).
Combining this result with Lemma 10.19 and Theorem 10.8 we get
Theorem 10.24. (Zaslavsky [71]) If  a biased matroid is binary, then it is regular.
We know from Theorem 10.20 that signed graphic matroids are representable over any field 
whose characteristic is not 2 , so it is interesting to characterize signed graphs whose bias matroids 
are representable over the remaining fields. Zaslavsky [71] and Pagano [54] accomplished this task. 
The former author gave a characterization of signed graphs that give rise to binary bias matroids, the 
latter simplified the characterization and showed with the help of Whittle’s [6 8 ] results that a signed 
graphic matroid can be one of the following three types:
(i) regular,
(ii) representable over any field except GF(2), or
(iii) representable over any field of characteristic other than 2 .
These characterizations imply an alternative proof of Theorem 7.6. The exact details would 
need too deep a coverage of signed and biased graphs, therefore we give only the main ideas. Let 
E be a signed graph, and E is the bidirected graph obtained by orienting E. A binet matrix B  
based on E is the compact representation matrix of the signed graphic matroid (7(E). B  is totally 
unimodular if and only if (7(E) is regular, which, in turn, occurs if and only if (7(E) is binary. 
The characterizations mentioned above essentially claim that this can happen if and only if either E 
has nodes deleting which results in a graph with no odd edges, or E is connected and has no two 
node-disjoint odd cycles. These cases correspond to the conditions given in Theorem 7.6. Lovdsz 
and Schrijver dealt with graphs that satisfy the second condition, i.e., have no two node-disjoint odd 
cycles. Unfortunately, this result has not been published, though it is refered to in several papers as
[32]. One of the results of this work appeared, without proof, in Truemper [64, (11.5.20) Theorem].
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10.2.3 Lift matroids
Lifting a matroid M  is a general matroidal operation, the precise definition of which can be found 
in Oxley [53]. It essentially means finding a matroid N  such that M  can be obtained from N  by 
contracting an element eo, and then deleting eo from N  to get a lift of M.  Zaslavsky defined two 
lifted versions of the bias matroid in [73]. The first, the extended lift matroid, is the matroid we 
achive if we execute lifting but stop before deleting eo, the second is the precise lifted matroid. The 
extended lift matroid is the more important for us as it provides a key to characterize signed graphic 
matroids whose edge-node incidence matrices have strong Chvdtal rank 1. These kind of graphs 
appeared in Section 7.3.
Definition 10.25. Let D be a biased graph on the underlying graph T(N, E). The extended lift 
matroid Lq(Q) on the ground set E  U eo is given by either of the following definitions:
(a) A basis of Lq(Q) consists of a maximal forest F  of T together with one more element which is 
either eo or an edge e €• E  forming an unbalanced cycle in F  U e.
(b) A circuit of L0 (Q) is either a balanced cycle, a contrabalanced theta graph, the union of two 
unbalanced cycles having at most one common node, or the union of eo and an unbalanced 
cycle.
Definition 10.26. The lift matroid L(Q) of Q is L0 (fl)\eo.
There is a natural binary representation matrix of the extended lift matroid of a signed graph 
which has no half-edges or loops. Let £  =  (I\ A) be such a signed graph and build the representation 
matrix A y, as follows. We start with the node-edge incidence matrix of the undirected T (having l ’s 
at the end-nodes of the edges, zeros elsewhere), then adjoin an additional row recording if an edge is 
odd or even. That is, this row has 1 in a column whose edge is in A and 0 in columns whose edge is 
not in A. Then we add a new column that corresponds to eo and has 1 in the additional row, zeros in 
other rows.
Lemma 10.27. A y is a standard representation matrix of L q(L) over GF(2).
Proof: We show that the GF(2)-independent columns of A y correspond to a subgraphs of £  with 
componets that are trees or odd 1-trees, and vice versa. Let T  denote a column submatrix of Ay . 
The columns of T  are GF(2)-dependent if and only if there is a subset of them, T ' such that all rows 
of V  have even number of Is. Hence, the columns corresponding to a tree are independent (as all 
subgraphs of a tree has a leaf node, whose row has only one 1) and so are the columns of an odd
1-tree (any of its subgraphs has a leaf node or is an odd-cycle, the last row of which has odd number 
of Is). Furthermore, if a connected subgraph is not a tree or an odd 1-tree, then it either contains an 
even cycle or two odd cycles, and the rows of the corresponding submatrices have even number of 
Is. □
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This representation shows that if Q is a signed graph, then its extended lift matroid is binary. In 
[71], Zaslavsky proved the converse.
Theorem 10.28. Lq(D) is binary if and only if Cl is a signed graph.
The proof relies on the fact that if LQ(Cl) =  C/f, then Cl contains a contrabalanced theta graph. 
Full characterizations of bias graphs for which L(Cl) is binary is also given in [71].
An important application of the extended lift matroids is the construction of signed graphs whose 
edge-node incidence matrix has strong Chvdtal rank 1. As it is also mentioned elsewhere in this dis­
sertation (see Theorem 6 .6 ), Gerards and Schrijver [33] gave a characterization of bidirected graphs 
with this property. Their result extends to signed graphs in a natural way. The key graph in the 
characterization is K 4 the complete graph on four nodes. A signed K 4 is called odd-K4, if it has 
three odd edges forming a triangle, or it is obtained from such a graph by switchings.
Theorem 10.29. (Gerards and Schrijver [33]) Let A  be the edge-node incidence matrix of a signed 
graph S. It has strong Chvdtal rank 1, if and only ifT. has no odd-K4 minors.
Before we show how it is related to matroids, we need one more definition. A graph is called 
2 -connected, if it has no node the deletion of which would increase the number of unconnected 
components with at least one edge. In the following theorem, also due to Gerards and Schrijver, we 
assume that the graphs are 2 -connected, a technical assumption.
Theorem 10.30. Let T>be a 2-connected signed graph. Then £  has no odd-K4 minors if and only if 
L0(£) has no F f minor that contain eo-
Using this result, Truemper [64] gave a construction of signed graphs without o d d -^  minors.
Chapter 11
Connection to the row spaces of 
matrices
The approach we followed in this dissertation to generalize totally unimodular matrices focuses on 
the matrices themselves. This is, however, not the only possibility because total unimodularity is 
a very prevalent notion and it reappears in several, seemingly distant parts of combinatorial opti­
mization. For instance, in Section 10.2.1 we mentioned that totally unimodular matrices and regular 
matroids are two faces of the same structure (see Theorem 10.13). Another area where totally uni­
modular matrices play an important role is Tutte’s theory of chain groups, see [66].
A chain group C is a subgroup of the additive group Zn, and it is called regular, if for any non­
zero element x  of C with minimal support (defined formally later), the non-zero entries of x  all have 
the same absolute value. Now Tutte proved the following.
Theorem 11.1. (Tutte) Let A be an integral matrix and let M  =  [/, A]. Then the chain group 
{x | M x = 0, x integral} is regular if and only if A is totally unimodular.
This theorem shows that the connection of totally unimodular matrices and regular chain groups 
is established through a special vectorspace, namely the null space of M . This observation led to the 
definiton of regular vectorspaces, and consequently a generalization of total unimodularity through 
vectorspaces, due to Lee [48].
As Lee explained in [48, p 22], he opted for generalizing subspaces instead of matrices because 
“much of the practical and theoretical significance of the totally unimodular matrices lies in the 
structure of the associated spaces”. As we will show in this chapter, this statement is largely true, 
and several of our results about fc-regular matrices can be proved in this setting. However, we will 
also point out instances where the fc-regularity of a matrix reveals more than what was proved in [48]. 
This is because Lee employes determinants, that is, he essentially follows the fc-modular approach.
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As we argued earlier in the thesis, total fc-modularity cannot grasp the essence of total unimodularity, 
and it is ^-regularity that generalizes total unimodularity the best.
We start the chapter with the necessary definitions, in a form that is slightly less general form than 
in [48], but broad enough for our purposes. Then we exhibit the relationship between vectorspaces 
and matrices in Section 11.2, This section also contains some relevant results from [48] and shows 
how they can be translated to our terminology. Finally, in Section 11.3 we mention some matroidal 
results connected to vectorspaces, due to Lee [49], and show their connection to fc-regular matrices.
Let V be a linear vectorspace over <Q>. In other words, V is a subspace of for a finite non-empty 
set E. That is why we use, following Lee [48], the term ‘subspace’ for V. For any v € V, the 
support of v is the set of coordinates for which v is non-zero, i.e., 8upp(v) =  {i G E  | v< ^  0}. A 
vector x  of V  is called elementary, if it is not the all-zero vector, and it has minimal support in V \0,
For example, if V  =  Q®, then the elementary vectors are exactly the vectors with only one non-zero 
entry.
For a subset S of Q, V  is called S-regular if every elementary vector of V  can be scaled by a 
non-zero rational so that all of its non-zero elements are in S, i.e.,
This definition generalizes the notion of regular subspaces. Recall from above that a chain group 
is called regular, if the non-zero elements with minimal support have non-zero entries with the same 
absolute value. By adapting this definition to vectorspaces, we call a subspace V regular if each 
elementary vector of V is a rational multiple of a 0, ±1 vector. Clearly, these are the S-regular 
subspaces for S =  {+1, —1}.
If T  is a finite subset of <Q>+ and u  € N, then any V  that is S-regular for
is called T-adic of order u. For example, if T  =  {l,2,3}andV is T-adic of order 2, then any elemen­
tary vector of V  can be scaled to a non-zero vector with elements of {0, ±1, ±2, ±3, ±4, ±6, ±9}. 
Obviously, a T-adic subspace of order 1 is ± (T  U {l})-regular. For T  =  {&}, when A; is a positive 
integer, we will use the term k-adic. The word 2-adic is replaced by dyadic. Lee defines k-regular
11.1 Definitions
x  € V \0  and $y € V \0 , such that supp(y) £  supp(x).
if x e V  is elementary, then BA € Q \0  such that AXj € S V j  € supp(x).
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subspaces as the { 1 , 2 , ,  fc}-adic subspaces of order 1. A subspace that is dyadic of order 1 is also 
2-regular.
Note that this ^-regularity is not exactly the same as the fc-regularity defined in Definition 2.2 and 
used throughout the dissertation. What we have here are fc-regular vectorspaces, while Definition 2.2 
is about matrices. We will discuss the relationship of the two definitions later, in Section 11.2.
As Theorem 11.1 implies, the main interest is in linear vectorspaces that arise from matrices. 
So let M  be a full row rank rational matrix of order m  x n, and rs(M) denote its row space, i.e., 
rs(M) =  {v 6 Q* | 3u € (QTSu =  uM}. Trivially, if B  is a basis of Af, then rs(B~1M ) = 
rs(M), so one can assume that M  contains an identity matrix of size m. The null space of M  is 
defined as ns(M)  =  {it e Q 1 \ Mu  =  0}. It is easy to see that if M  — [/, A], then ns(M) = 
r , ( [ -AT,l)).
A central result about row spaces is the following.
Lemma 11.2. Let M  =  [/, A] be an m  x n rational matrix. Then it is true that:
(a) For every basis B  o f M, the rows ofB~xM are elementary vectors o f rs{M).
(b) For every elementary vector h of rs{M) there exists a basis B  of M, such that up to non-zero 
scalar multiplication, h is a row o fB~lM.
Proof: (a) Let us permute the rows and columns of B~l M  so that it has the form [/, C] for a 
suitable matrix C. Without loss of generality, we will only show that the first row of this matrix, let 
us call it h, is elementary. For any vector /  € rs(M) satisfying supp(f) C supp(h) it holds that 
f 2 =  • • • =  f m =  0. As rs(Af) =  r8 (B~1M), f  is a linear combination of the rows of [/, C\. This 
implies that /  =  Xh for a A € Q \0 , which means that h is elementary.
(b) The elementary vector h is in ra(M), so there exists a g € Q™ such that h =  gM  =  (g, gA). 
Let T  =  {i | gt ±  0}, T  =  {i | gt = 0}, J  =  {j  \ (gA)j = 0} and A%j be the submatrix of A 
defined by the rows and columns whose indices are in T  and J ,  respectively. Furthermore, gx and 
g± are subvectors of g corresponding to indices in I  and X. The following diagram illustrates these 
notations.
g I A
1
1
9
0
0
1
k J '
7^0 = 0 ^ 0 — 0
X T  J
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The rows of A z j  are linearly dependent as gz A z j  =  0, but any matrix obtained from A z j  by 
deleting a row is a full row rank matrix. If not, then there exists an f z  € (QpkO such that f z A z j  =  0 
and at least one element of f z  is 0. This means that if we extend f z  with zeros for indices in X, we 
get a non-zero vector f M  from rs(M) whose support is a real subset of supp(h), contradicting the 
elementary of h. So the rank of A z j  is |X| -  1, therefore there is a subset J '  of J  of cardinality 
|Z| -  1 such that the columns of A  determined by these indices are linearly independent. One can 
now find an index k e l ,  such that the matrix B  made up of the columns of M  indexed by k, X and 
J '  (in this order) is non-singular.
This B  serves as the basis claimed in statement (b) of the lemma. In fact, the first row h! of 
B ~ lM  has a unit vector part corresponding to the columns of B,  so h\ =  0 if / E Z U J ' .  Let 
now a.j be a column of A  for j  E J ' .  From the structure of B  it is clear that to get hj, ay is 
multiplied by 0 for i E X. Furthermore, by the choice of J ' ,  azj (i.e., the part of a.j that lies in 
A z j ) is a linear combination of the columns of A z j  indexed by J 1, ensuring hj =  0. We showed 
that 8upp{h!) C 8upp(h) and h is elementary, hence h! =  \ h  for a A E Q \0 . □
This lemma is the key to the relationship between fc-adic subspaces and fc-regular matrices, dis­
cussed in the next section.
11.2 From k-adic vectorspaces to k-regular matrices
If we wish to see how results about fc-adic vectorspaces can be exploited in the theory of fc-regular 
matrices, we have to relate the two notions. In this section we accomplish this task. The main result 
is that for integral matrices and prime k, a matrix is Ar-regular if and only if rs([J, A]) is &-adic of 
order 1. This covers the 2-regularity of integral matrices, one of the most important cases for us. On 
the other hand, it fails to tell something about rational matrices. In this sense it is similar to total 
fc-modularity, which also worked only for integral matrices, as shown in Chapter 2.
However, one direction of the equivalence between matrices and row spaces does not need inte­
grality or assumptions on k.
Theorem 11.3. For any A and any k eN, ifrs([I, A]) is k-adic of order 1, then A is k-regular.
Proof: Any non-singular square submatrix R  of A can be extended to a basis B  of [J, A] =  M. 
Lemma 11.2 states that for any row h of B~l M  there is a A E Q \0  such that Ah E {0, ±1, dtfc}. 
The unit matrix is part of B~l M,  so 1 is an element of h. It follows then that |A| =  1 or k and the 
non-zero elements of h are from {±£, ±1, ±A;}. Thus kB~x and then kR~l are integral. □
Note that this result cannot be extended to higher orders. For example, for A =  [4] the row space 
of [/, A] is dyadic of order 2, but A is not 2-regular.
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In the reverse direction integrality becomes crucial. Take, for example, the rational matrix A = 
[2/3] . A  is 2-regular, but ra([J, A]) is not dyadic of any order. For integral matrices, however, one 
can give a partial converse of Theorem 11.3. As we will see, the value of k determines the strength 
of the result. We start with prime-powers.
Theorem 11.4. I f  A  is an integral k-regular matrix and k = pu where p is a prime or 1, then the 
row space o fM  = [/, A] is p-adic of order u.
Proof: In the view of Lemma 11.2, we have to prove that for any basis B  of M the rows of B~l M  
can be multiplied by a A G Q \0  so that they are vectors of elements in {0, ±pr, r  =  0 ,1 ,... ,w}. 
The fc-regular matrix A  is integral, so by Lemma 2.12, B~l M  is also ^-regular. Therefore for any 
element p ±  0 of B~xM y kp~l G Z. Moreover, the ^-regularity of A  implies that kB~l is integral, 
so kp  G Z too. Let p = § where a and b are relative prime integers. It easily follows that a and b are 
both divisors of k, and then |/z| =  pP' for of G Z, —u  < a/  < a>.
This would be enough to prove that ra(M) is &-adic of order 2u, because multiplying any row 
h of B ~ x M  by k yields a vector of elements in {0, ±pr, r  =  0 ,1 ,. .. ,  2u}. To push the order down 
to u, we show that if h is a row, say the first, of B~XM  having non-zero elements hi = ±pXi and 
A =  min{A<} < 0, A =  max{A,}, then A — A < u/. This implies that p~-h  has elements in 
{0, ±pr, r =  0 ,1 ,. .. ,  u}.  If A > 0, this holds without multiplying h by p~~.
One can identify three parts of B~XM. It contains a unit matrix / ,  the not necessarily disjoint 
B -1, and disjoint B ~ XC where C is the submatrix of A  consisting of columns not in B. Because 
C is integral, the element hj =  of h with the minimal exponent is not in B ~ l C. By Cramer’s 
rule, \hj\ — det(B')/det(B) where B'  is a submatrix of B  obtained by deleting the first column and 
the j th row. If /i* =  ±px is the element with the maximal exponent, then let a be a column of M  
such that hk = (B-1s)i. By Cramer’s rule again, |/i*| =  det(B")/det(B) where B"  is the matrix 
obtained from B  by replacing the first column with a. Taking the inverse of B", we get
i/d'/x—i i   det(B )   a  ^   A—A
In the first part of the proof we showed that for any basis of M  the non-zero elements in its inverse 
are of the form ± p JJ> where a > —u. Hence A — A < w. □
Applying this theorem to prime k, we get the following result
Theorem 11.5. I f A  is an integral k-regular matrix for a k that is prime or 1, then the row space of 
M  =  [/, A] is k-adic o f order 1.
Note that the order in Theorem 11.5 cannot be strengthened if k is not the first power of p, as the
2 1
following example shows. Let A  =  
dyadic of order 2, but not of order 1.
0 2
, a 4-regular matrix. However, the row space of [/, A] is
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Theorems 11.3 and 11.5 together provide the following result.
Theorem 11.6. For any integral matrix A  and prime number k, A  is k-regular if and only if 
rs([I, A]) is k-adic of order 1 .
Recall that in the terminology used by Lee in [48], 2-regular subspaces are equivalent to sub­
spaces which are dyadic of order 1.
Corollary 11.7. An integral matrix A is 2-regular if and only ifrs([I, A]) is 2-regular.
This fits well with our terminology, at least for the most important case o ik  = 2, as the integral 
2-regular matrices are in par with 2-regular row spaces. Unfortunately, this does not extend to 3- 
regularity.
If k is not the power of a prime, then the results of Theorem 11.4 and Theorem 11.5 do not hold. 
2 1 
0 3
—1,0 ,1) showing that rs([J, >1]) is not 6-adic of any order. This example suggests, however, a 
theorem for general k.
Take, for example, A  = , a 6-regular matrix. Choosing B  — A, J3-1 [/, A] has the row
Theorem 11.8. If A  is an integral k-regular matrix and the prime factorization o fk  is p f1 • • -pp, 
then the row space o fM  = [/, A] is {dtl, ± p i, . . . ,  dbpi}-adic of order Ui H 1-ui.
Proof: Goes along the same lines as the proof of Theorem 11.4. □
In the rest of this section, we list some results from [48], and show how they are related to our 
findings. In what follows, T  is a finite set of positive rationals and u  and rj are nonnegative integers. 
We start with results which deal with determinants.
Theorem 11.9. ([48], Proposition 5.1.) For any rational m  x n matrix A, rs([7, A]) is T-adic of 
order u  only if every non-singular square submatrix o f order r ( 1  < r  < m ) has its determinant in 
the set
IIt P t I ** e Z (* G T)’ 2  P t  -  r u J  S - r u  f
I t€ T  P t> 0  P t< 0  J
Specifically, for an integral A that is p-adic of order u  where p is 1 or the power of a prime, we 
get Theorem 2.5. The following partial converse of Theorem 11.9 is a consequence of Cramer’s rule.
Theorem 11.10. ([48], Proposition 5.3.) If all the bases o f a full row rank matrix M  have determi­
nants in
l ± Y [ t Pt \pt € Z  (t € T), ^ 2  P t< u ^ 2 ,  ^  *?}
I  t€T pt> 0 p*<0 J
then ra(M) and ns{M) are T-adic of order u  + rj. I f M  is integral and T  is a set of integers, then 
the spaces are T-adic of order u.
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In the special case of M  =  [/, A], T  =  {fc}, and 77 =  0, this theorem gives Theorem 2.6.
One of the most important results in this dissertation is Theorem 3.8, which deals with the inte­
grality of special polyhedra. One way to state the theorem is that A  is fc-regular if and only if for 
any integral vector b and any basic solution x  of max{cx \ Ax  < b, x  > 0 }, kx is an integral 
vector. The easy part is the sufficiency of fc-regularity, which can be extended to T-adic subspaces. 
The following theorem claims that if the subspaces related to M  are T-adic, then the basic solutions 
of max{cx \ M x  =  b, x > 0} can be scaled to integers for any integer right hand side vectors, or 
equivalently, if the right hand side vector is scaled, then the basic solutions are integer.
Theorem 11.11. ([48], Proposition 6.1.) Let T  be a set of positive integers. If r8{m) is T-adic 
of order u  and ns(M) is T-adic of order 77, then for each basis B  o f M  there exists 
Si € {± TitertPt I Pt e N {t € T), J^terPt < and 0{ e  {± ]1*gt  *Pt I Pt ^ N (* € T), 
YlterPt < v}  (* =  1 ,... ,m) such that for any integral right hand side vector b and for all ba­
sic indices i, <$i(i?-1&)j € Z;andifbi =  OiZiforzt € Z (i =  1 ,... ,m), then {B~l b) e  Zm.
If M  = [I, A], then the maximization takes the form max{cx \ Ax < b, x > 0} and by setting 
u  — 1, rj = 1 we get back the easy direction of Theorem 3.8. Lee also gives a result which is very 
similar to the substantial part of Theorem 3.8.
Theorem 11.12. ([48], Proposition 6.2.) Let kbea  prime and M  be a n m x n  full row rank matrix 
having the property that for each row M{. of M  there exists a qi e  N (i =  1 ,... ,m) such that 
kqiMi. is integral and Qi < fj. If for each basis B  of M  and for all integral right hand side 
vectors b there exist Pi 6 N with Y i?  Pi < u, such that the basic solution corresponding to B  
satisfies kPi (J5-1 b)i € Z for all basic indices i, then rs(M) and ns(M) are k-adic of order u  + rj.
Let us suppose that M  =  [/, A] is integral. Then with 77 =  0 this theorem claims that if for 
any integral right hand side vector b and for any basis, the basic solution x  satisfies kx € Zm, then 
rs(Af) is fc-adic of order m. On the other hand, for this case Theorem 3.8 ensures that A  is fe-regular, 
that is, rs(M ) is fc-adic of order 1, a stronger statement. The difference is because Lee proves his 
theorem through Theorem 11.10, while we get around determinants and use basis inverses directly.
To sum up, T-adic subspaces provide a powerful generalization of total unimodularity. They 
have a substantial connection to fc-regular matrices, but in some sense ^-regularity is the stronger. 
That is to say, exploiting the fc-regularity of a matrix, we can prove stronger results than with the 
corresponding property of vectorspaces.
11.3 Matroids of subspaces
In [49], Lee also examined the matroidal structure of T-adic subspaces. He examined the repre- 
sentability of a matroid by special subspaces. By the relationship between subspaces and matrices,
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described in the previous section, we can translate some of his results to representability by matrices. 
The representation of matroids by matrices is presented in Section 10.2.1.
A matroid M  on ground set E  is represented by a linear subspace V  C Q® if the circuits of M  
are the sets of E  with characteristic vector in {supp(x) | x  is an elementary vector of V}.
Lemma 11.13. A matroid M  is represented by subspace rs([I, A]), if and only i f—AT is a compact 
representation matrix ofM.
Proof: One can easily show that rs([f, A]) =  ns([—AT,/]). This implies that the elementary vec­
tors of rs([7, A]) correspond to minimally dependent columns of [—AT,/]. The circuits of the 
matroid represented by the compact representation matrix —AT are exactly the minimal dependent 
columns of [—AT, I \. □
Combining this lemma with Theorems 11.3 and 11.5 yields the following result.
Theorem 11.14. (a) I f a matroid M  is representable by a subspace that is k-adic of order 1 for a 
prime k, then M  has a compact representation matrix that is k-regular.
(b) I f M  is a linear matroid and it has a compact representation matrix that is integral and 
k-regular, then M  is represented by a subspace that is k-adic o f order 1.
Proof: Let V  =  rs([7, A]. By Theorem 11.3, V is &-adic of order 1 only if A , and then —AT, is 
fc-regular.
In part (b), if the compact representation matrix A  of M  is integral and fc-regular, then —AT is 
also such, and then Lemma 11.13 ensures that M  is represented by r«([7, A]), a fc-adic subspace of 
order 1 by Theorem 11.5. □
Part (b) of Theorem 11.14 has an interesting consequence for signed graphic matroids (see Sec­
tion 10.2.2):
Corollary 11.15. I f M  is a signed graphic matroid, then it can be represented by a 2-regular sub­
space.
Proof: By Theorem 10.16, M  has a compact representation matrix B  such that B  is binet. By 
pivoting on B, it can be converted to an integral binet matrix B', as Lemma 5.14 claims. The 
matroid represented by B ' is still M, so it satisfies the conditions of Theorem 11.14(b) for k = 2. A 
subspace that is dyadic of order 1 is also 2-regular, which completes the proof. □
This theorem implies that if a matroid is not represenatable by a 2-regular subspace, then it 
cannot be signed graphic. For example, Lee gave a matroid that is not representable by a 2-regular 
subspace, and minimal with respect to this property. In other words, he proved that this matroid
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is minimal violator for representability by 2-regular subspaces. His matroid is the linear matroid 
represented by the compact representation matrix C:
C =
- 2  1 1  1 1
- 1 0  1 1 1
- 1 1 0  1 1
- 1 1 1  0 0
0 0 0 - 1  1
Chapter 12
Conclusions
In this last chapter we point out the main results obtained and suggest some directions for further 
research.
The main goal of this work was to examine how totally unimodular matrices can be generalized. 
To achieve this, we introduced two definitions, both extending a specific property of totally uni­
modular matrices. Total ^-modularity allows more possible values for the subdeterminants, whereas 
fc-regularity permits rational values in the inverses of submatrices. We showed that ^-regularity is 
the proper generalization, as it has similar consequences on the integrality of polyhedra as total uni­
modularity has. Namely, ^-regular matrices are exactly the rational constraint matrices for which a 
polyhedron with a right hand side vector that is an integer multiple of k has integral vertices. This 
extends the connection between totally unimodular matrices and integral polyhedra, expressed in 
Hoffman and Kruskal’s theorem (Theorem 1.8), in two senses. First, it covers rational matrices, as 
opposed to integral ones in Theorem 1.8, and secondly it gives necessary and sufficient conditions 
on the integrality of polyhedra with special right hand sides.
We analysed the relation of totally fc-modular and fc-regular matrices, and proved that ^ -regularity 
implies total ^-modularity if k is prime and the matrix is integral. On the other hand, if a fe-regular 
matrix is not integral, then several basic operations on it, for example pivoting, do not preserve its 
fc-regularity.
We gave two polyhedral characterizations of fc-regular matrices. The first (Theorem 3.8), which 
holds for any rational matrix, is the extension of Hoffman and Kruskal’s theorem for right hand sides 
that are integer multiples of k. The second (Theorem 3.21), true only for integral matrices, states 
that the rank-1 Chvdtal-Gomory cuts can be replaced by mod-fc cuts if and only if the the constraint 
matrix is fc-regular.
Having introduced fc-regularity for a general integer k , we continued with focusing on the most 
important case of k =  2. For 2-regularity we completed the generalization of total unimodularity 
by generalizing the most important class of totally unimodular matrices, i.e., the network matrices.
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To this end, we defined binet matrices on bidirected graphs. We showed that binet matrices can 
be calculated by a graphical method, very similar to the one used to define network matrices. We 
investigated the matrix operations that maintain binetness, and proved that binet matrices, though not 
necessarily integral, have all the advantages of integral 2-regular matrices. For example, in Theorem 
7.2 we stated that the polyhedron {a; | a < B x < b, I < x < u} has half-integral vertices for any 
integral vectors Z, u, a and b if B  is a binet matrix. We also gave characterisations of binet matrices 
that are totally unimodular or network matrices. Moreover, we proved that integral binet matrices 
have strong Chvdtal rank 1, extending by this the set of matrices known to have this property.
We showed that optimization with a binet constraint matrix can be done efficiently. For contin­
uous optimization (which in case of integral right hand sides yields half-integral solutions, due to 
the 2-regularity of binet matrices), one can use the binet simplex method. We demonstrated that the 
existing and well-researched generalized network simplex method can be adapted to binet optimiza­
tion problems. The integer optimization over binet matrices is equivalent to the matching problem, 
therefore it can also be dealt with very efficiently.
We pointed out the connection of our generalizations to other approaches. The main difference 
between our and these other methods to generalize total unimodularity is that we focus on matrices, 
not matroids or linear vectorspaces. Concerning matroids, we showed that binet matrices represent 
signed graphic matroids, in the same vein as network matrices represent graphic matroids. On the 
other hand, we related totally fc-modular and fc-regular matroids to fc-adic vectorspaces, a different 
way to generalize total unimodularity. We argued that in some cases our approach can lead to stronger 
results.
We would like to mention two areas for further research. One is the recognition of binet or
2-regular matrices. We described some ideas towards this, but we believe that a combinatorial recog­
nition algorithm is not impossible. Probably it would be similar to the recognition algorithm for 
network and totally unimodular matrices, originating from the decomposition theory of regular ma­
troids, due to Seymour [58]. Just to mention some points which would need to be settled: Does the
2-sum or 3-sum of binet matrices result in another binet or 2-regular matrix? Is there any other well- 
defined class of 2-regular matrices that are not binet or transpose of binets? We gave an example of 
such a matrix in Section 6.2, but is it only a sporadic example or a member of a class? Is there any 
necessary and sufficient condition for binet or 2-regular matrices? The necessary conditions we gave 
in Section 5.3 for binet matrices are not sufficient. Is there any way to prove that a matrix is 2-regular 
other than to check the inverses of all submatrices or to show that it is binet or the transpose of a 
binet matrix?
The second possibility for further research is connected to half-integrality. We know that if the 
constraint matrix in an optimization problem is 2-regular and the right hand side vector is integral, 
then half-integral optimal solutions are guaranteed. There are problems in combinatorial optimiza­
tion where half-integrality appears. Examples, besides those mentioned in Section 6.3, include the
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network synthesis problem with unit cost (see Ford and Fulkerson [28]), the 2-commodity flow prob­
lem (see Hu [45]), the multiflow problem (Karzanov [46]), the multiway undirected cuts (Garg, 
Vazirani and Yannakakis [30]), the ring routing problem (Okamura and Seymour [52]), or the stable 
matching problem (Abeledo and Rothblum [1]). In some of these instances only the existence of a 
half-integral solution is claimed, not the half-integrality of all optimal solutions. Connected to this 
is the fact that the constraint matrix is not necessarily 2-regular in some of these problems. The 
question arising here is the following: Is the constraint matrix 2-regular in the examples where it has 
not been refuted yet? If yes, is it binet? If not, is there any underlying reason why these problems 
have half-integral solution? For example, the constraint matrix is not 2-regular, but the right hand 
side vector is such that it ensures half-integrality. This is connected to total dual half-integrality in­
troduced in Section 3.3, so can we prove that the inequality systems in these or other problems are 
TDHI?
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