Abstract
Introduction
The complexity of the chaos can be shown through its inner randomness, the global stability and local instability, the sensitive dependence on initial condition, the long-term unpredictability, the strange attractor and its classification structure, the track instability and bifurcation and universality and feigenbaum constant. Also, the chaotic characteristics of some systems can be analytically proved using some certain theories and methods, and especially the chaotic characteristics of the topologically conjugate system can be deduced from the known chaotic systems. It is a pity that, apart from a few systems, not many are suitable for the analytical analysis. Thus, how to judge whether there is chaos in the system is still an important research project of chaotic engineering. At present, the numerical experiment is mostly adopted to identify whether there exists the chaotic motion in the dynamical system, which is then verified through engineering experiment [1] [2] [3] . The chaotic motion features can be depicted by some methods, including Direct Observational Method of Space Orbit, Stroboscopic Sampling, Poincare Section, Reconstruction Method of Attractor in Time Series, Adaptive Power Spectrum, Lyapunov Index Analysis and Fractal Dimension [4] [5] [6] [7] [8] [9] [10] [11] . In practical problems, we usually obtain some single variable time series with equal time intervals without knowing the systematic mathematical model equations, such as the time sequence of earthquakes, EEG sequence and so on. When the chaotic characteristics of the dynamic system are analytically processed, there exists the need for phase space reconstruction in order to obtain useful information from these time series. The embedding theorem put forward by Takens [3] and some others in 1981 answers the question of how to obtain multi-variable phase space from the time series. Introduction to Takens' Theorem: In the phase space with proper dimensions made up of the one-dimensional observation sequences and their appropriate delay value and the dynamics behavior of the system evolution can be non-singularly expressed by evolvement track of the points in the phase space. The space comprised of observation value and its delay value becomes the reconstructed phase space.
Takens' Theorem
If the observation series is a scalar S(n) of a dynamic variable quantity, then the geometric structure of the multivariable dynamics can be transformed into reconstructing phase space vector y(n) through the scalar S(n):
 is delay time, d is embedding dimension. To select suitable  and d is the key to the reconstruction of attractor.
In the reconstructed phase space, it is of great significance to select suitable delay time  and embedding dimension d . Imbedding dimension [2] [3] [4] [5] [6] [7] can be based on the Takens' Theorem, G-P Algorithm or CAO Theory; delay time can be identified by Autocorrelation Function, Mutual Information Function or Rule of Thumb. A rule of thumb is τd= Q, in which Q is the average cycle [14] . The Autocorrelation Function is just a way of describing the linear correlation degree between variables, so it is not suitable for nonlinear dynamic system. In Mutual Information Function [13, 14] time corresponding to the minimum point can be regarded as time delay  , which can reflect the general correlation between data points. CAO Theory is an improved method to judge the false neatest neighbors, which needs only one parameter-delay time  and can effectively distinguish random signals and deterministic signals to obtain embedding dimension by using smaller amounts of data [15] [16] . This essay is based on the advantages of the above two methods to identify the embedding dimension by CAO Theory in combination with Mutual Information Function. The phase space is reconstructed by selecting the two parameters delay time and embedding dimension, and the feasibility of this method can be verified by means of numerical verification of some typical examples of nonlinear dynamic system [17] [18] [19] .
The Mutual Information Function method for identifying delay time
Mutual Information Function, widely applied in the phase space reconstruction, is an effective method to estimate time delay in the phase space reconstruction. First Shaw suggests the minimum time delay that the mutual information gets to for the first time can be as the delay time in the phase space reconstruction. Then Faster offers the recursive algorithm for computing the mutual information [20] [21] . Given discrete variable Y X , , their State-numbers are respectively m , n , then information function-entropy can be defined as
Thereinto i p is the probability when variable X is in the state of i . The joint entropy of
Thereinto ij p is the probability when variable X is in the state of i and variable Y is in the state of j at the same time. Therefore, the mutual information can be defined as
Given the chaotic time series  , , 2 1 s s , the time delay is  , the embedding dimension is m , when reconstructing phase space we get ))
, then the entropy of the variable s in the system is the entropy H of the system
, considering a total coupling system (S, Q). Given s is known as i s , then the uncertainty of q is 
is the uncertainty of the isolated q , and ) ( S Q H is the uncertainty of q when s is known. Therefore, the uncertainty of q is reduced since s is known, the mutual are respectively the number of the points and the total number in the box.
Generally speaking, mutual information is 
Identifying the best embedding dimension by CAO Theory
On the basis previous work by others CAO puts forward the way of calculating the best embedding dimension. The CAO Theory can be realized as follows:
In d dimension space, the vector of each phase point is
When the dimensions of the phase space increase from d dimensions to d+1 dimensions, the distance between the two phase points will change. The distance between them is 
Due to the increase from d to 1  d the change of the distance between two neighbor points is:
Therefore, if the distance between two neighbor points doesn't change with the increase of
, then neighbor points are real; if
, it can be considered that this is because two nonadjacent points of the high-dimensional chaotic attractors become two adjacent ones when they are projected onto the low-dimensional track. Therefore, such neighbors are false, let 
CAO adapts the above formula as 
If time series is identified, then embedding dimension does exist, namely 1 should increase gradually. But in practice it is not easy to judge whether the finite series is changing slowly or it has been stable, consequently, a judging criteria is added and it is:
As for random series, there is no correlation between data, namely there is no predictability, and 
Numerical verification
Consider Lorenz Equation [10] . Fig.1(b) is the best embedding dimension based on the CAO Theory. In the picture, E1 and E2 are both no more changing when d is bigger than 3, then the best embedding dimension is 3, which corresponds to the equation (22) Fig .1(c) . Fig .2(c) . 
Conclusion
On the basis of irrelevant selection of the two parameters the delay time  and embedding dimension d in the phase space reconstruction, this article puts forward the idea that delay time  is first identified by Mutual Information Function and then the embedding dimension is identified with Study on Parameter Selection of Phase Space Reconstruction for Chaotic Time Series Wenyuan Zhang, Yunfei Ma,Gang Yang CAO Theory. In order to testify the validity of this method, three typical chaotic dynamic system （Lorenz, Duffing and Rossler）are verified, and geometrical shapes of the reconstructed attractors, the similarities between the original attractors and the differences due to different selections of delay time are compared.
The findings show that this method can identify the valid delay time and the best embedding dimension in the phase space reconstruction. More similar studies will possibly further confirm the findings and different approaches would also add interest to simiar researches. Also, the change from prevention maintenance to prescience maintenance will be inevitable in the future. More and more theories are applied to the prediction of the fault of speed-down machine, which conforms the trend of machine fault's diagnosis.
