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Abstract—In this paper we introduce a new scheduling algo-
rithm MARS based on a cost-aware multi-scalable reinforcement
learning approach, which serves as an intermediate layer between
HPC resource manager and user application workflow, MARS
ensembles the pre-generated models from users workflows and
decides on most suitable strategy for optimization. A whole
workflow application would be split into several optimized sub-
tasks. Then based on a pre-defined resource management plan.
A reward will be generated after executing a scheduled task.
Lastly, MARS updates the Deep Neural Network (DNN) model
for future use. MARS is designed to be able to optimize the
existing models through reinforcement mechanism. MARS can
adapt to the shortage of training samples and optimize the
performance by itself, especially through combining the small
tasks together or switching between pre-built scheduling strategy
such as Backfilling, SJF, etc, then choosing the most suitable
approach. We tested MARS using different real-world workflow
traces. MARS can achieve between 5%-60% better performance
while comparing to the other approaches.
Index Terms—HPC, Cloud System, Scheduling, Scientific
Workflow Management, Multi-Scaleable, Reinforcement Learn-
ing, Deep Learning, Actor-Critic, Asynchronous Actor-Critic,
Algorithm, Cost-aware, Cost-Efficient
I. INTRODUCTION
Over the last few years Scientific Workflow Management
Systems (SWMS’s) have become valuable tools to carry out
complex scientific experiments [1]. Active research in scien-
tific workflow management has enabled a large number of
systems that can be used by scientists in practice, addressing
a large variety of scientists’ needs. Current workflow man-
agement systems, incorporating with resource management
system, offer generic services to handle task management,
distribution, and monitoring and failure management on var-
ious types of platforms [2], [3]. Although executing work-
flows systems on cloud and HPC infrastructures have been
studied, and many services offer various capabilities, the lack
of optimized and sophisticated scheduler systems which can
collaborate with existing resource management on HPC and
multiple cloud systems is yet to be investigated.
Different workflows require different optimizations. For
instance, CPU intensive tasks need to be optimized to enhance
the instruction throughput. On the other hand, I/O intensive
tasks should be scheduled towards minimizing the data trans-
ferring between different infrastructures. These challenges can
be solved partially through meticulously designed heuristics.
Pursuing recent research in HPC scheduling algorithms, the
most common designs either apply a optimal solution for
heuristic models or require changes at system level and replace
existing resource manager [4]. This process often has to be
repeated if the workload or the metric of interest changes.
Beside, replacing the entire resource manager is not applicable
especially when the desired optimal system relies on changing
resource manager every time if researchers finds more efficient
solution. Similarly existing users does not have to change their
code and upgrade entire workflow for a optimized performance
instead it can be achieved by simply choosing a different
configuration instead of changing their code.
In summary, we illustrate the major challenges within
current existing scheduling system:
• The underlying systems are complex and the low level
scheduling is done by resource manager of that particular
system. For instance, in cluster scheduling, the running
time of a task varies with data locality, server charac-
teristics, interactions with other tasks, and interference
on shared resources such as CPU caches, network band-
width, etc. [5]
• HPC systems usually have their own resource manage-
ment to utilize the entire system, e.g., [6]. However,
these tools are not optimized for dynamic changes and
optimization based on prediction and cost.
• Another significant problem in resource mangers is prac-
tical instantiates have to make online decisions with noisy
inputs and work well under diverse conditions. Decision
between CPU, Memory, I/O and Cost can have different
meaning for individual workflows.
• Switching between different systems can be challenging,
requirements and configuration can be different based on
systems.
• Lastly, HPC systems performance metrics of interest,
such as CPU optimization in scale of entire system can
be extremely hard to optimize in a principled manner. [7]
To overcome these issues, we expect to design a generic
scheduling system based on latest and greatest algorithm
working with existing resource manager on HPC system. Later
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on this method can be expanded to support varies different
cloud infrastructure such as Google Cloud [8], Amazon AWS
[9], Microsoft Azure [10], etc. Regardless of targeted system,
MARS can calculate the best and optimal solution and assign
it to targeted resource manager on top of heterogeneous
hardware infrastructure and complex and various workflow
patterns. Instead of replacing entire resource manager using
an extension to communicate with existing one can be more
efficient and more practical.
In this paper we introduce a multi-scalable actor-critic re-
inforcement learning scheduler (MARS) to address following
• MARS presents multi-scalable scheduling policy ensem-
bling A3C reinforcement learning [11] and heuristic
policies.
•
• MARS optimizes scheduling performance through task
parallelism and classification with the use of DAG and
graph comparison.
• MARS requires minimal changes to the existing resource
manager on HPC such as Slurm [6].
The rest of paper is organized as follows: in section II-A
we discuss about HPC workflow requirements and descriptions
along with server parameters and our motivation. We explain
how MARS integrates previous heuristic algorithms along with
asynchronous actor-critic reinforcement learning and we give
a detailed explanation of reinforcement learning approach and
our decision on how to select the best suitable scheduling
algorithm in III. We discuss our implementation methods
in section IV. In section V we discuss about our results
and compare them to previous works and talk about our
observation. we also explain why MARS is the best suitable
scheduler compared to other approaches. Lastly, in section VI
we talk about previously literature in this area. We conclude
in VII.
II. BACKGROUND AND MOTIVATION
A. Background
A Workflow application is a set of tasks or instructions
executed on some arbitrary input by some particular order as
steps. Figure 1 shows a simple workflow. Though workflow
description can be in any form, however, to use more standard
version we choose to comply Simple Workflow Service (SWF)
[9]. Each task could have dependency to others or it could be
executed individually and independently.
Fig. 1. Workflow Description
To improve performance of workflows and create more
meaningful relation between tasks, steps and requirements, we
use a directed acyclic graph (DAG) based on each component.
Moreover, a second graph can be built based on require-
ments of entire workflow. Any workflows can have just one
or multiple requirement DAGs based on the complexity of
the workflow. Similarly, two DAGs represents target system
resources and scheduling requirements. System resources are
queries from existing resource manager which explained in
detail in section III-A1, scheduling requirements are number
of CPUs per node, and/or entire workflow, the amount of
memory, I/O and the cost based on desired parameters such
as I/O throughput, CPU usage, GPU usage, etc. More details
are provided in section III-B1.
Traditionally Mu’alem and et al. [12] introduced backfilling
over well known first come first serve (FCFS) algorithm to
overcome the fragmentation problem. Backfilling uses dy-
namic partitioning to schedule tasks to run on distributed
system to maximize the performance. There are two major
implementations, conservative backfilling and easyfilling. Both
can cause a starvation. However, with defining a window size
interval and normal distribution of input we can achieve a
better performance [12]. Further more, Fan and et al [13]
introduced multi-objective selection scheduling based on fixed
window sizes. Their method uses FCFS with a fixed interval to
avoid starvation which is adopted in couple of reinforcement
learning proposals [14] when training time grows exponen-
tially for the increased dataset.
On the other hand, based on recent research [11] reinforce-
ment learning network requires at most 512 dataset to train and
test, however in terms of small workflow HPC administrators
need to combine small sized task together or use heuristic
algorithms. Because reinforcement learning uses vector based
image transition, the workflows‘ size need to be the same.
Otherwise the algorithm is incapable of training. Adding 0
to fill missing data could be a possible solution. However,
considering the high cost and low performance, it is better
to use backfilling instead of reinforcement learning method
for simple workflows and small tasks. In RL to avoid long
and expensive training cost, researchers [15] introduced fixed
window size and time limitation on training set. By limiting
the training size, we can avoid complication on model and
workflow comparison. The downside is that the model is
not trained properly. To minimize the limitation, the size of
selected interval for window must be chosen accordingly.
B. Motivation
The normal Reinforcement Learning (RL) schedulers re-
quire to replace the existing HPC resource management tools,
but in most of the cases, users have to adapt and change
their workflow to satisfy the new system’s requirements. Some
workflows require complicated RL scheduling and other are
simple enough to use traditional scheduling algorithm.
One limitation of HPC reinforcement learning algorithm is
that the agent only has control over one action at the time, and
the knowledge of environment variables are limited. Another
limitation is that the entire training set has to be specific for
HPC system. Otherwise, the training model would not be opti-
mized. To address these issues we take a subset from heuristic
dataset and synthetic dataset to create a more suitable network
model for training. Complementary to previous approaches we
also also read the actual result from HPC resource manager
Slurm [6] to validate our result. With combination of these two
approach together we generate a more accurate model Gm and
keep the two previous ones Gm−1 and Gm−2 to rollback in
case of negative reward.
Agent’s decision is based on the policy, which is defined
as a probability distribution over actions pi : pi(s, a) →
[0, 1]; pi(s, a) is the probability that action a is taken in state
s. In general, there are many possible state, action pairs. Due
to the limitation of resources in practice, it is impossible
to store the policy in tabular form. However, we can use a
approximator function. Many forms of function approximators
can be used to represent the policy. for example, a linear
combination of state and action space is a popular choice.
Deep Neural Networks (DNNs) [16] are a better choice for
function approximation due to the fact of feature automation
and previous successes [11].
Existing HPC resource managements are suffering from
large number of tasks. For better optimization, we need to
either replace them with more specific algorithm depending
on workflow or use an intermediate layer to communicate
with resource manager. Replacing the resource management
is not only time consuming but also requiring knowledge of
workflows. Since replacing resource management is costly and
compromises support for legacy workflows, in our approach
we don’t require to change the sub-levels and use the existing
tools to increase the performance [17].
In our approach, we introduce a median layer to existing
HPC resource manager in order to avoid replacing entire sys-
tem and not depending on one solution for all possible cases.
The user can specify how many parameter servers and nodes
to use, including the amount of required resource (e.g. CPU,
Memory, GPU, I/O, etc.) then submits the workflow to MARS.
Our Scheduler MARS chooses between simple backfilling or
advance reinforcement learning algorithm, then assigns tasks
by executing appropriate default command on HPC system.
III. MARS DESIGN AND IMPLEMENTATION
A. MARS System Overview
Figure 2 shows the overall system structure of MARS.
We assume that workflow description and generated DAG
graph are provided to scheduling system. One example of
previous work done in BEEFlow [18], which proposed an
in-situ analysis enabled workflow management system which
supports multiple platforms using HPC containers [19].
The reinforcement learning module in MARS contains an
scheduler agent, environment, an neural network based on
server parameters input and reward value from HPC environ-
ment. At each time step t the agent observes the parameters
on HPC state st, then chooses an action at. following that
action, the environment’s state would proceed to st+1 and the
agent receives reward rt. The state transitions and rewards are
stochastic and are assumed to have the Markov property; i.e.
Fig. 2. MARS System Overview
Result: Saved Model M
Input: Created DAG from workflows ζ
Input : Decision D
Input: Policy ν
Input: Available HPC Resources from Existing Resource
Manager (SLURM) HPCR
if Task ι and ιi+1 ! = dependency then
Compare and Parallel Tasks ι+ ιi+1
else
D = MARSDecision(ζ)
ν = MARSP olicy(D)
M = MARS(ζ,ν,HPCR)
return M
end
Algorithm 1: MARS Overall Algorithm
the state transition probabilities and rewards depend only on
the state of the environment st and the action taken by the
agent at [20].
In general we take following steps shown in algorithm 1 to
accomplish the optimization for each workflow.
The corresponding benefit to our design are: 1). Each
workflow can be executed independently from others; 2). HPC
system is not dependent to one algorithm; 3). workflows can
run simultaneously along each other. In respect to users’
workflows, there is no limitation over workflow description
to support new algorithms, since we generate a DAG model
based on workflow description that we can easily adapt to
change the algorithm based on returning values from resource
manager. On top of that, because the entire optimization is
done regardless of actual HPC systems, we can update saved
models based on best suitable parameters.
1) Algorithm Selection: Resource management in HPC
system is based on utilization of CPU, Memory and I/O. on
the other point of interest taking into the consideration, cost of
each task execution on different cloud infrastructure can help
scientists to minimize the overall cost.
Traditionally schedulers are optimizing tasks only on one
dimension, a simple back-filling scheduler can be an example,
in back-filling scheduling, scheduler tries to utilize on CPU
usage. [12] In the next step, more sophisticated schedulers use
modern Machine Learning algorithm to optimize tasks based
on CPU, Memory and I/O [14].
However, in most of those methods scheduler either sacrifice
one for another or find the average solution. More improved
schedulers uses reward function to update the trained model,
updated model will adapt to the recent input and learns based
on previous execution [21].
In our proposal, MARS decides between simple algorithm
such as back-filling to more complicated online algorithm such
as asynchronous actor critic reinforcement learning to execute
tasks. By creating a model based on RL-A3C algorithm
and updating that model with the similar technique which
previously introduces by D. Zhang and et al. [22] we can
reuse a proper trained model with similar workflows. However,
training the system is highly correlates to the size and number
of tasks in one arbitrary workflow.
Based on our observation, small workflows such as a
simple RNA search, 3 would result in an inefficient model.
In the other hand complex and large workflows in RL such
as Blast, 3 would cause an over-fitting the network. [23]
This phenomenon would result in an inefficient reward value
and model. In our approach, by combining a time window
and using custom loss function, the reward value and model
generated from workflow would be more accurate compared
to previous approaches [14].
B. Policy Model and Algorithm
Our policy model depends on the size of workflow, in term
of small workflow which can be optimized with simple FCFS
algorithm, MARS bypass the RL algorithm and creates an
simple scheduling tasks ready to be executed on HPC. In the
other hand, when workflows contain large subsection of tasks
and the running time requires hours to days, MARS selects an
arbitrary RL algorithm based on previously saved models.
The reinforcement learning module in MARS contains an
scheduler agent, environment, an neural network based on
server parameters input and reward value from HPC environ-
ment. At each time step t the agent observes the parameters
on HPC state st, then chooses an action at. following that
action, the environment’s state would proceed to st+1 and the
agent receives reward rt. The state transitions and rewards are
stochastic and are assumed to have the Markov property; i.e.
the state transition probabilities and rewards depend only on
the state of the environment st and the action taken by the
agent at [20].
In most RL approaches learning is done by performing
gradient-decent on the policy parameters. the key idea in
policy gradient methods is to estimate the gradient by observ-
ing the trajectories of executions that obtained by following
the policy [24]. Similar to Monte Carlo Method [25], the
samples multiple trajectories and uses the empirically com-
puted cumulative discounted reward. However, this approach
is based on naive algorithm and usually calculates the local
maximum instead of global maximum. In order to overcome
this limitation we use similar method as other researchers [24],
RL with Actor Critic Algorithm (ACA) in MARS.
1) Reinforcement Learning Objects: The definition for ob-
jective function for policy gradients is: J(θ) = E[
∑T−1
t=0 rt+
1] In more specific explanation [26] the objective is to learn a
policy maximizes the cumulative future reward to be received
starting from any given time t until the terminal time T. In
our approach these parameters are read from existing resource
manager, and the action taken upon the optimizing the tasks
execution is done by MARS [27] . Since we want to optimize
the policy towards CPU, Memory and Cost utilization, [22]
we take the derivative of the objective with respect to the
the policy parameter θ [28], [29]: θ ← θ+ ∂∂θJ(θ) The policy
function J(θ) is a neural network based on chosen parameters.
Most often we consider the expectation to optimize the entire
workflow, E[f(x)] =
∑
x P (x)f(x) where P (x) represents
the probability of occurrence of expected value of finishing
tasks on HPC system, function f(x) denoting the value of
x. In order to derive policy we define function J(θ) as:
J(θ) = E[
∑T−1
t=0 rt+1|piθ] =
∑T−1
t=i P (st, at|τ)rt+1where i
is an arbitrary starting point in a trajectory, [30] P (st, at|τ)
is the probability of the occurrence of st , at given the
trajectory τ . Using well known machine learning techniques
[31]–[34], mapping between HPC server parameters and RL
properties we can redesign reinforcement learning to support
HPC system. Instead of replace the entire system [35] on
bare-metal level, we read the parameter servers from resource
manager.
2) Reinforcement Learning Using Actor Critic : As
mentioned before the high variability in log probabilities and
cumulative reward values can make noisy gradients, and cause
unstable learning and the policy distribution skewing to a non-
optimal direction. On top of that, when trajectories have a
cumulative reward of 0, the reward values would be meaning-
less due to the fact of probability distribution. That causes an
instability and slow convergence of policy method. In order to
improve policy gradients first method is to use a baseline b(s)
in ∇θJ(θ) = E[
∑T−1
t=0 ∇θlogpiθ(at|st)(Gt − b(st))] to make
cumulative reward smaller and introducing smaller gradients
and more stable updates. the summary of baseline functions
are [36], [37]:
∇θJ(θ) = Es0,a0,...,st,at [
∑T−1
t=0 ∇θlogpiθ(at|st)Qω(st, at)]
= ∇τ [
∑T−1
t=0 ∇θlogpiθ(at|st)Qω(st, at)]
Where the Q value can be learned by parameterizing the Q
function with a neural network. Next we can define Actor
Critic method, where the Critic estimates the value function
which can be Q-Value or state value V-Value. In our approach
we took the state value from existing resource manager
such as Slurm, MARS communicates with Slurm CTL to
calculate the reward values based on available resources such
Result: HPC Reward Estimation piθ ≈ pi∗
Input: HPC Scheduling Action based on State Parameters
pi(a|s, θ) Input: HPC CPU, Memory, I/O, Cost Values
vˇ(s,w)
Algorithm parameters: step sizes αθ >0, αw >0
Initialize policy parameter θ ∈ Rd′ and state-value
weights w ∈ Rd(e.g., to 0) Set weights to 0 at
beginning,
Initializing C as the Cost Probability added to evaluation;
while for each epochs do
Initialize S (first state of episode);
I ← 1;
while S is not terminal (for each time step) do
A ≈ pi(·|S, θ);
Take action A, Observe S′, R;
δ ← R+ γ vˇ(S′, w)−vˇ(S,w)(if S′ is terminal,
then vˇ(S′, w) = 0);
w ← w + αwIδ∇wvˇ(S,w);
θ ← θ + αθIδ∇θlnpi(A|S, θ);
θ ← θ +∇C;
I ← γI;
S ← S′;
end
end
Algorithm 2: MARS RL-A3C Policy
as CPU, Memory, I/O. Algorithm 2 MARS Policy RL-A3C
Algorithm [36]. To improve on existing Actor Critic method,
we can compare the difference between taking a specific
action to the average, based on general action at the given
state. this defines the Advantage value in A2C, A(st, at) =
Qω(st, at) − Vυ(st). To avoid constructing two additional
neural networks we can use the relationship between Q and
V value from bellman optimality, that give us Q(st, at) =
E[rt+1 + γV (st+1)] and rewriting advantage would gives us
A(st, at) = rt+1 + γVυ(st+1) − Vυ(st). Applying Asyn-
chronous method, and putting everything together we have
∇θE(θ) = 1m
∑m
i=1
∑T
t=0∇θlogpiθ(at|st)(Q(st, at)−Vυ(st))
as a Advantage Actor Critic (A3C) [11], [22], [36].
As we explained earlier, computation of the Reward Value
can have different meanings. The critic is a state-value func-
tion, MARS can optimized based on Parameter Server values
read from Slurm or any other resource manager and final value
results can be used to determine if there was an improvement
or not.
Figure 3 shows the Policy Structure of MARS. User’s
workflow description can be in any standard format such as
Common Workflow Language (CWL) [38], The Workflow
Description Language (WDL) [39], Standard Workload Format
(SWF) [40], etc. As mentioned before in section II first the
DAG is generated from workflow description containing tasks
(tasks) to execute and the dependency between them, in our
example one workflow can be as simple as one one task or
have multiple depend parts such as Blast example or it could
be linear search workflow. the generated data then would be be
feed to our categorizing module which determines the dept of
workflow based on description, graph comparison algorithm
and heuristic generated models.
The algorithm selector module decide on whether to use RL-
A3C or basic FCFS, as mentioned before for simple workflows
which require only limited execution time if there are no other
workflows running, and the description requires most of the
system resources, running RL-A3C would cause an overhead.
however, in case MARS can combine multiple independent
workflows together and run RL-A3C it would switch back
to use RL-A3C algorithm and build the best suitable model
for that specific type. We kept the traditional algorithm such
as FCFS, Backfilling and etc.
In order to support legacy workflows and save on training
time and in case HPC system is not equip with GPU, small
optimization based on known graph combining algorithm [41],
[42] would ran next to combine the parallel tasks together.
Compared to normal Reinforcement Learning technique we
use graph search algorithm to identify the best possible model
for gain optimal outcome along with user input as a variable
to differentiate between CPU, Memory , I/O and Cost of each
task. generated model will be used to train the system for
optimization and feedback output.
Next, MARS queries the available resources from Slurm,
knowing the current state of system and workflow description
next MARS created a state description based on Job type, Num-
ber of time slots run, remaining epochs, allocated resources
on HPC, allocated number of workers based on workflow
description, and allocated number of parameter server from
HPC. based on previous discussion we build policy and value
network calculating a baseline, and initiate an action, then
using Slurm CTL on HPC we initiate batch of tasks on HPC
(Action).
In addition, MARS needs to decide the best split between
tasks and parallelism based on available resources, knowing
that each workflows can be divided into sub-workflows based
on searching paths, MARS categorizes tasks into groups and
after this separation it generates a deep neural network based
on user input along with CPU, Memory and I/O values.
Considering a cluster with l resource types (e.g., CPU
Memory, I/O, Cost), each separated branch of tasks from
arbitrary workflow would be an input to MARS scheduling
system. Similar to prior work [43], execution time is known
before scheduling period; in more detail the resource profile of
each task j is given by the vector rj = (rj ,1,...,rj ,l) of resources
requirements, and Tj the duration of each task execution.
Finally using Slurm CTL MARS queries about available
remaining resources, current executing tasks, previously ex-
ecuted times, and corrupted previous tasks. based on return
MARS calculates the reward value and using baseline it updates
the neural network. In order to overcome training overhead and
inefficient models, MARS creates an arbitrary base network
based on heuristic workflow data, if the data is absent from
database we simply generate a similar workflow with smaller
tasks to train the network.
3) Graph Comparison and Parallel Optimizer: In most
RL based schedulers the generated workflow graph and cost
Fig. 3. MARS Policy Network
is not considered. The deep neural network is purely based
on workflows input data or previous execution, however if we
consider the graph generated from workflows and use search
algorithms to find the similarities in individual tasks we can
predict and categorize each task based on their CPU, Memory,
I/O intensity. In addition, we can also consider the cost of
each execution. Based on predefined table, we can calculate
how much each individual task would cost to run on some
arbitrary cloud infrastructure.
As studied before Directed Acyclic Graphs (DAGs) in prac-
tice have tens or hundreds of stages with different requirements
and execution time. based on dependency and requirements
each task can be executed in parallel or it needs to wait
for other tasks to be completed. This complexity can be
challenging in terms of scheduling, to solve this issue MARS
needs to execute tasks in parallel as much as possible without
wasting CPU or Memory utilization [44].
Each workflow can be defined in CWL [38], WDL [40],
SWF [9] and etc. format, we can generate DAGs based on
requirements and dependency from any of these standards.
Considering workflow’s requirements can be vary based on
HPC system, but dependency and sub-tasks order would not
change we can compare generated DAGs with each other
based on sub-workflow order and dependency.
As mentioned before graph comparison is algorithmically
hard, similar to C. Delimitrou and et al. [42] approach we use
scale-up and scale-out method to achieve the categorization.
Assuming that workflows data DAG can be categorized and
compared to each other based on size and resources, MARS
tries to combine the independent tasks together as a single
parallel task.
4) Decision Making: MARS decision making is based on
the compared DAG and heuristic data, using heuristic data
model, DAG classification, or based on size of workflow MARS
chooses the best suitable algorithm between basic back-filling
to RL-A3C to execute an arbitrary workflow 3. In complement
to combining CPU, Memory, I/O and creating a general neural
network, we generate an individual network based on graph
comparison and user input for RL-A3C candidate workflows.
Complementary to previous method, users’ variable is used to
determine the intensity of requirements and in order to achieve
a better result the logs from target HPC system will be used
in the evaluation.
In case of RL-A3C workflows, the first initiation and task
execution would have to be on more general deep neural
network and more simpler reward function due to the lack of
training data, however after couple of execution more detail
network can be replaced. After that process, MARS would get
the output from the HPC system and calculate the universal
reward mean, as we know returning a positive value from
reward function can identify the desired settings then, it would
cause MARS to continue optimizing on the same network
for similar workflows. In the other hand, cumulative negative
reward value would cause a feature selection change in the
network and updating the loss function.
Algorithm 3 shows the basic decision making of MARS
scheduler, our design uses workflow size and configuration
to decide on the algorithm policy. In our experiment we
observe that workflows less than 512 is not sufficient enough
to run directly on RL-A3C, in order to improve this issue we
either combine the next workflow with previous one or run
the heuristic algorithm. In the first part of algorithm we try
to combine the next workflow with current workflow, next
if the compatibility of dimension fails or the existence of
next workflow is absent, then MARS chooses the heuristic
algorithm. Next, for the large workflows in order to avoid
over-fitting the network we split those into sub-workflows and
execute RL-A3C algorithm. In each step we save RL-A3C
model for future use.
Result: Best Suitable Action α
Input: Workflow χ & Workflow size η
Initializing workflow task size, Queue, Task, Model:
η ← χ , Q, ω, M
if η <MEDIAN then
if χi+1 == TRUE & χi+1 is compatible (RL-A3C
vector dimensions) with χi then
χ = χi + χi+1 >MEDIAN ;
Q← η;
M ←MARS −RL−A3C(Q);
else
if η <MIN then
Q← η;
SJF(Q);
else
Q← η;
UNICEF(Q);
end
end
M ←MARS −RL−A3C(Q);
else
while η >MAX do
ω = ω2
Q← ω;
MARS −RL−A3C(ω)
M ←MARS −RL−A3C(Q);
end
Q← ω;
MARS −RL−A3C(ω)
M ←MARS −RL−A3C(Q);
end
Algorithm 3: MARS Decision Making Policy
5) Cost Consideration: By introducing individual reward
function for each layer of neural network we can optimize on
each dimension, and update our network based on that par-
ticular part. Deep neural network training is to use projection
points to determine the weights between each steps, in our
model if we train based on predicted categories not only we
can increase the speed of training but also we can get a better
result.
As mentioned before, training model on simple workflows
not only requires system administrators to change the entire
back bone of scheduling system, on top of that training time
is usually is longer than the workflow itself. To resolve this
issues MARS either combines the input from small workflows
together or run the heuristic algorithm. Knowing that RL-
A3C uses Adam Optimizer and soft-max to calculate the
probability, adding the cost factor to the dimension would
introduce complication to optimized the workflow, however
in order to solve this issue, we consider to apply the cost as a
probability after training model values, in order to re-arrange
the scheduled tasks, we take the mean of first epochs batch
and multiply it by cost factor and compare it to next iteration.
By adding the cost factor into the last step of neural network
gives an extra advantage over optimization.
In another point of view, using cost probability in training
model and modifying the loss function is another solution,
however, the model generated from workflow would be more
specific to user cost preference instead of presenting more
general solution. In this case next workflow similar to previous
one, would have be considered with same cost factors.
IV. IMPLEMENTATION
The MARS algorithms are implemented using Tensorflow
[45] and Gym OpenAI [46], for training process we used
Proximal Policy Optimization (PPO) algorithm derived from
OpenAI Spinning Up library [32], [47].
We used both randomly generated data set based on real
workflows and actual real-world data from different sources
for evaluating proposed solution. The real-world workflows
are based on SWF archive [39] as shown in Table I.
TABLE I
LIST OF WORKLOAD TRACES
Name CPU Month(s) Date
SDSC IBM-SP2 128 24 1998
SDSC IBM-Blue 1152 32 2000
High Performance Computing Center 240 42 2002
Argonne National Laboratory Intrepid 163840 8 2009
Synthetic G001 256 12 2019
Synthetic G002 1024 6 2019
In our experiment we aim to compare the previous works
with MARS. We compare MARS with heuristic job scheduling
algorithms, shown in Table II. The table II shows the heuristic
scheduling policies infused with MARS, which can improve
the performance of legacy and modern workflows. MARS are
compared with two well known policies First Come First
Served (FCFS) [48], where tasks are scheduled by the arrival
order, and Shortest Job First (SJF) [49], where tasks with
smaller processing times are scheduled ahead of the other
tasks. Another comparative policies are WFP3 and UNICEF
[50],which are based on the processing time, requested number
of cores and waiting time of the tasks. WFP3 favors shorter
and older tasks over large ones without starvation; and UNI
favors small tasks by using fast turnaround policy for perfor-
mance enhancement. Policy F1, F2, F3 and F4 [51], represent
the nonlinear machine learning-based scheduling algorithms
for minimizing the average bounded slowdown of tasks. Based
on our observation switching to known heuristic algorithm
along with RL-A3C would increases the performance and
saves a noticeable amount of time to train for the basic legacy
workflows.
In HPC system, workflow tasks may arrive continuously. In
order to train the model using RL-A3C, we save the training
TABLE II
HEURISTIC SCHEDULING POLICY USED
Name Function
FCFS ABS(t) = st
SJF ABS(t) = rt
WFP3 ABS(t) = −(wt/rt)3 ∗ nt
UNICEP ABS(t) = −wt/(log2(nt) ∗ rt)
F1 ABS(t) = log10(rt) ∗ nt + 8.70 ∗ 102log10(st)
F2 ABS(t) =
√
rt ∗ nt + 2.56 ∗ 104 ∗ log10(st)
F3 ABS(t) = rt ∗ nt + 6.86 ∗ 106log10(st)
F4 ABS(t) = rt ∗ √nt + 5.30 ∗ 105log10(st)
results after predefined window time, then leave the actor critic
algorithm to improve the model. After building a basic model
based on RL algorithm, the Actor Critic part starts evaluating
the network. This strategy would create a training batch for
workflow, if the batch size is too small, MARS‘s decision
module gives two options if the remaining workflow size is
sufficient enough MARS combines sub-workflows together. In
the other hand, in absent of sufficient size, MARS would switch
back to back-filling or FCFS algorithm.
In our experiment running basic workflows on RL-A3C
takes significant amount of time to train and causes inef-
ficiency in HPC system. in order to overcome this issue
using combination of legacy and RL-A3C algorithm would
be more appropriate. Another issue in RL-A3C is over-fitting
the model due to the large batch size and exponential growth
of number of possible tasks. In order to solve this issue,
we introduce a median layer to create sub-workflows. Based
on our observation the best training sets are between 512 to
20000 running on 2000 to 4000 epochs for RL-A3C. Knowing
that the smaller or larger batch sizes could introduce an
issue, MARS decision module would combine or split the sub-
workflows.
As we described in Section III, in RL-A3C, state is the
input of DNN agent, and the representation of state is a
vector, containing available resources and pending tasks. In
HPC number of pending and arriving tasks can vary, however
in DNN the vector to create the network should be a fixed-
sized vector, in order to overcome this issue we took the same
approach as previous works and add extra 0s to the end of the
vector [52].
V. EVALUATION
In this section we present our result obtained by running
MARS scheduler on simulated environment using data traces
generated from HPC data center. First we describe the envi-
ronment setup and workflows traces used in our experiment,
next we evaluate different algorithms and compare them to our
approach. We discuss performance evaluation under different
conditions and workloads of HPC environment. Our simulator
was inspired by similar method D. Zhang and et al. [22]. How-
ever, in order to comply with our approach we extended the
simulator with Gym and OpenAI to return the proper reward
values from environment. Running the training set on actual
HPC environment requires enormous number of iteration to
learn, considering that most of the HPC environments are
not capable of running RL-A3C algorithm due to the fact of
missing GPU capability or available resources for non-HPC
applications, the best approach is to either dedicate an arbitrary
external server to train the model or run simulation on local
environment.
A. Simulation Environment
We simulate a homogeneous HPC environment executing
tasks based on moving forward the timestamp instead of
actual running those tasks. The entire workflows was based
on actual traces collected from real systems, but we use CWL
and SWF workflows format to guarantee the compatibility.
When a workflow is generated, if the resources required to run
an arbitrary task belonging to the generated workflow is not
present, the simulator uses back-filling method to run smaller
tasks first.
B. HPC Reward and Metrics
HPC scheduling metrics are mostly based on response time
and it defines as the mean the total wall-clock time from
the instant at which the task is submitted to the system,
until it finishes its run. The most basic method to calcu-
late the running time and wait time for tasks is slowdown,
slowdown = Tw+TrTr . more sophisticate method is to take
the average slowdown to minimize the wait time [53]. Table
III shows different evaluation metrics. The problem with the
slowdown metric is that it overemphasizes the importance
of very short jobs, to overcome this issue Feitelson et al.
[54] have suggested Bounded-slowdown. The behavior of this
metric depends on the choice of τ which is the threshold
value. Zotkin and et al. [55] have introduced new problem
where tasks that do the same amount of work with the same
response time may lead to different slowdown results due
to their shape which is the ratio of processors to time. this
let them to introduce another metric known as per-processor
slowdown. the reason we used average bounded slowdown
instead of per-processor is in our workflow examples the shape
of our test systems are identical to each other.
TABLE III
SCHEDULING METRICS
Metric Formula
Slowdown Tw+Tr
Tr
Bounded-slowdown max{ Tw+Tr
max{Tr,τ} , 1}
pp-slowdown max{ Tw+Tr
P∗max{Tr,τ} , 1}
In our approach we set the goal as minimizing the av-
erage bounded slowdown = −max{ Tω+Trmax{Tr,τ} , 1}(−ABS).
At beginning of the algorithm calculating the average is not
possible, instead we consider to return 0 as a reward. after
finishing the entire task sequence then the RL-A3C agent gets
the average as −ABS.
C. Results
In this section we shown that MARS by using combination
of heuristic and RL-A3C algorithm can improve the perfor-
mance, time and avoid over-fitting the network for scheduling
Fig. 4. MARS Policy Algorithm Comparison
tasks on HPC system. Most of the reinforcement learning
algorithm need to be configured with proper parameters from
HPC, figure 4 shows the different policies based on different
configuration, the y-axis is the average bounded slowdown and
the x-axis is the different scheduling policies.
Our scheduler ratio of training and testing was 70% to
30% similar to most of RL algorithms. We categorized three
different configuration and sizes for our test bed, small data-set
was contained between 512 tasks to 2000, medium size data-
set was from 2000 to 9000 tasks and lastly large data-set was
between 10000 to 25000 tasks. We randomly selected tasks
from different data-sets and perform experiment with different
configuration. The other factor we considered is the number
of iteration per each task in DNN and the delay between
task arrival. By experimenting on different configuration we
showed that in terms of reinforcement learning and heuristic
algorithm the proper configuration causes a significant differ-
ence in result. Lastly, we added the cost-aware probabilities
after creating the RL-A3C model.
In figure 4 part (a) we choose a large data-set from IBM
SDSC Blue with 20000 tasks to train and 6000 tasks to test,
however since the data configuration was chosen randomly
the reinforcement learning algorithm reacts worst than MARS.
Similarly in part (b), we selected 15000 random tasks and
observed the same result. However, if the workflow size is
large enough and the data is consistent with configuration of
DNN, the RL-A3C algorithm will improve. Figure 4 part (c)
was HPC2N data-set with 4000 selected tasks, and Figure 4
part (d) is small selected tasks from ANL Intrepid data-set, all
three experiment configuration was chosen randomly.
As discussed, MARS scheduler tries to solve this issue in
two ways, either combine the tasks together to generate proper
size for training and testing in RL-A3C or switch back to
heuristic algorithm. In our experiment we showed that in case
of proper and ideal configuration 4 (e) RL-A3C performs
better compared to MARS however, since in HPC achieving
the ideal configuration is rather difficult, in other cases such
as Figure 4 part (f) using suggested method derives a better
performance. Our experiment shows MARS on average can
achieve between 5% to 60% better performance compared to
other policies.
Another issue in reinforcement learning to consider is over-
fitting the network, in figure 5 we showed that based on data-
set configuration and learning interaction ration with HPC
system, we can achieve a different performance. Figure 5 part
(a) is a large data-set with 50000 iteration per each task which
causes RL-A3C learning to interact frequent with HPC system.
Figure 5 part (b) is the optimal configuration with the proper
size data-set, however in part (c) the configuration and HPC
parameters changes randomly and that causes the RL-A3C
agent to interact with HPC more often. Figure 5 part (d) and
part (e) is the comparison of different experiments together and
lastly the part (f) is showing insufficient data-set size to train.
to resolve these issues MARS tries to update the the reward
values from HPC after each iteration and by selecting heuristic
algorithm for small data-set sizes we bypass the inefficient
training model.
In our test experiment, cost of each task was randomly
generated and after RL-A3C soft-max values we incorporate
costs as another probability function as probability between 0
and 1. We used Gaussian distribution to add the cost factor
to the final step of DNN soft-max calculation. As discussed
Fig. 5. MARS Learning Rate Ratio
before, adding the cost to training model would result in
unique data model. As a consequence of keeping the generality
of the model, the cost would be Incorporated after creating
the DNN network. By calculating the cost with each action
taken by agent, more specific reward value can be derived from
HPC system. As shown in figure 4, with random configuration
for RL-A3C, the performance decreases between 5% to 60%.
However, by using MARS policy and combining heuristic and
RL-A3C with cost-awareness the performance improves back
to optimal solution.
VI. RELATED WORKS
HPC task scheduling has been a long-time research topic.
Countless studies have been done, including heuristic al-
gorithms such as First Come First Serve (FCFS), Shortest
Job First (SJF) and more sophisticated policies like WEP3,
UNICEF and even machine learning approaches. MARS is
clearly different from the existing studies as it takes advantage
of existing resource management on HPC system and it com-
bine the best suitable algorithm to maximize the performance
and reduce the training time [12], [50], [51], [56]–[59].
Mirhoseini et al. [60], [61] use DRL to optimize placement
of computation graph, Xu et al. [62] use the same method
to select routing paths between network nodes for traffic, and
Mao et al. [63] used the same principle to dynamically select
video stream rates.
Recently, several studies also started to leverage deep re-
inforcement learning in resource allocation and job schedul-
ing in a distributed environment such as DeepRM [7], and
Decima [52], however none are using existing HPC resource
management and combine the heuristic algorithm with deep
reinforcement learning.
Although they used similar DRL methods as MARS, these
studies are not designed for scheduling HPC tasks, which are
fixed, rigid, and non-preemptable.
These differences lead to different designs and optimizations
in MARS, detailed in Section III-A. Most recent HPC tasks
scheduling [51] uses brute force simulations to generate a
large number of data samples, each of which shows the
best scheduling decision given a random job sequence. Then,
applying machine learning methods on these data samples
to build scheduling functions that can best-fit these samples.
MARS uses the best suitable algorithm from heuristic to deep
reinforcement learning in order to increase the optimization
and performance.
VII. CONCLUSION
In this study, we proposed a new cost-aware reinforcement
learning policy for task scheduling on HPC system using the
existing resource manager which enables the system admin-
istrators and users to optimize the scheduling tasks based
on any preferred algorithm and cost effectiveness. Also, we
showed that using MARS by combining heuristic and deep
reinforcement learning actor-critic algorithm, HPC system can
be optimized for both legacy and complex workflows. By
showing the different RL-A3C configuration and switching
between heuristic and RL-A3C we achieved a better result and
performance. MARS can improve the modularity and support
for users legacy and complex workflows and it can optimizes
tasks execution based on the most appropriate approach.
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