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Abstract
We consider conjunctive query inseparability of description logic knowledge bases with respect to a given signature—
a fundamental problem in knowledge base versioning, module extraction, forgetting and knowledge exchange. We
give a uniform game-theoretic characterisation of knowledge base conjunctive query inseparability and develop worst-
case optimal decision algorithms for fragments of Horn-ALCHI, including the description logics underpinning
OWL2QL and OWL2EL . We also determine the data and combined complexity of deciding query inseparabil-
ity. While query inseparability for all of these logics is P-complete for data complexity, the combined complexity
ranges from P- to ExpTime- to 2ExpTime-completeness. We use these results to resolve two major open problems for
OWL2QL by showing that TBox query inseparability and the membership problem for universal conjunctive query
solutions in knowledge exchange are both ExpTime-complete for combined complexity. Finally, we introduce a more
flexible notion of inseparability which compares answers to conjunctive queries in a given signature over a given set of
individuals. In this case, checking query inseparability becomes NP-complete for data complexity, but the ExpTime-
and 2ExpTime-completeness combined complexity results are preserved.
Keywords: Description logic, knowledge base, conjunctive query, query inseparability, games on graphs,
computational complexity.
1. Introduction
A description logic (DL) knowledge base (KB) consists of a terminological box (TBox) and an assertion box
(ABox). The TBox represents conceptual knowledge by providing a vocabulary for a domain of interest together with
axioms that describe semantic relationships between the vocabulary items. To illustrate, consider the following toy
TBox Ta, which defines a vocabulary for the automotive industry:
Minivan v Automobile,
Hybrid v Automobile,
Automobile v ∃poweredBy.Engine,
Hybrid v ∃poweredBy.ElectricEngine u ∃poweredBy.InternalCombustionEngine,
ElectricEngine v Engine,
InternalCombustionEngine v Engine.
The first two axioms say that minivans and hybrids are automobiles, the third one claims that every automobile is
powered by an engine, and the fourth axiom states that every hybrid is powered by an electric engine and also by an
internal combustion engine. Thus, the TBox introduces, among others, the concept names (sets) Minivan, Automobile
and Engine, states that the concept Minivan is subsumed by the concept Automobile and uses the role name (binary
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relation) poweredBy to say that automobiles are powered by engines. TBoxes, often called ontologies, are represented
in many applications using the syntax of the Web Ontology Language OWL 2 (www.w3.org/TR/owl2-overview).
The ABox of a knowledge base is a set of facts storing data about the concept and role names introduced in the
TBox. As an example ABox in the automotive domain, we will use the following set of assertions:
Aa = {Hybrid(toyota highlander), Minivan(toyota highlander),
Minivan(nissan note), poweredBy(nissan note, hr15de), InternalCombustionEngine(hr15de) }.
Typical applications of KBs in modern information systems use the semantics of the concepts and roles in the TBox
to enable the user to query the data in the ABox. This is particularly useful if the data is incomplete or comes
from heterogeneous data sources, which is the case, for example, in linked data applications [1] and large-scale
data integration projects [2, 3], or if the data comprises the web content gathered by search engines using semantic
markup [4].
As the data may be incomplete, the open world assumption is adopted when querying a KB K : a tuple a of
individuals from K is a (certain) answer to a query q over K if q(a) is true in every model of K . Since general first-
order queries are undecidable under the open-world semantics, the basic and most important querying instrument is
conjunctive queries (CQs), which are ubiquitous in relational database systems and form the core of the Semantic Web
query language SPARQL (www.w3.org/TR/sparql11-query). In our context, a CQ q(x) is a first-order formula
∃yϕ(x, y) such that ϕ(x, y) is a conjunction of atoms of the form A(z1) or P(z1, z2), for a concept name A, a role name
P, and variables z1, z2 from x, y.1 For example, to find minivans powered by electric engines, one can use the CQ
q(x) = ∃y (Minivan(x) ∧ poweredBy(x, y) ∧ ElectricEngine(y)),
with toyota highlander being the only certain answer to q(x) over (Ta,Aa).
The problem of answering CQs over KBs has been the focus of significant research in the DL community: deep
complexity results have been obtained for a broad range of DLs (see below), new DLs have been introduced with
tractable (in data complexity) query answering [5, 6], a variety of query answering techniques have been invented [6, 7]
and implemented in a number of powerful software systems (see, e.g., [8] and references therein).
Apart from developing query answering techniques, a major research problem is KB engineering and mainte-
nance. In fact, with typically large data and often complex and tangled ontologies, tool support for transforming and
comparing KBs is becoming indispensable for applications. To begin with, KBs are never static entities. Like most
software artefacts, they are updated to incorporate new information, and distinct versions are introduced for different
applications. Thus, developing support for KB versioning has become an important research problem [9, 10]. As
dealing with a large and semantically tangled KB can be costly, one may want to extract from it a smaller module
that is indistinguishable from the whole KB as far as the given application is concerned [11]. Another technique for
extracting relevant information is forgetting, where the task is to replace a given KB with a new one, which uses
only those concept and role names that are needed by the application but still provides the same information about
those names as the original KB [12, 13]. Finally, the vocabulary of a given KB may not be convenient for a new
application. In this case, similarly to data exchange in databases [14]—where data structured under a source schema
is converted to data under a target schema—one may want to transform a KB in a source signature to a KB given in
a more useful target signature and representing the original KB in an accurate way. This task is known as knowledge
exchange [15, 16].
In this article, we investigate a relationship between KBs that is fundamental for all such tasks if querying the data
via CQs is the main application. Let Σ be a relational signature consisting of a finite set of concept and role names. We
say that KBsK1 andK2 are Σ-query inseparable and writeK1 ≡Σ K2 if any CQ formulated in Σ has the same answers
over K1 and K2. Note that even for Σ containing all concept and role names in the KBs, Σ-query inseparability does
not necessarily imply logical equivalence: for example, (∅, {A(a)}) is {A, B}-query inseparable from ({B v A}, {A(a)})
but the two KBs are clearly not logically equivalent. Thus, if KBs are used for purposes other than querying data via
CQs, then different notions of inseparability are required. We now discuss the applications of Σ-query inseparability
for the tasks mentioned above in more detail.
1Since we consider Horn DLs, the results of this article actually apply to unions of CQs (known as UCQs), see Remark 2 below. For simplicity,
however, we consider CQs only.
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Versioning. Version control systems for KBs provide a range of operations including, for example, computing the
relevant differences between KBs, merging KBs and recovering KBs. All these operations rely on checking whether
two versions, K1 and K2, of a KB are indistinguishable from the application point of view. If that application is
querying the data via CQs in a given relational signature Σ, then K1 and K2 should be regarded as indistinguishable
just in case they give the same answers to CQs formulated in Σ. Thus, the basic task for a query-centric approach to
KB versioning is to check whether K1 ≡Σ K2.
Modularisation. Modularisation and module extraction are major research topics in ontology engineering and main-
tenance. In module extraction, the problem is to find a (small) subset of the axioms of a given large KB that is indistin-
guishable from the KB with respect to the intended application. If that application is querying a KBK using CQs in a
relational signature Σ, then the problem is to find a small Σ-query module of K , that is, a KB K ′ ⊆ K with K ′ ≡Σ K .
Note that one can extract a minimal Σ-query module from a KB using a polynomial-time algorithm with the Σ-query
inseparability check as an oracle (see, e.g., [17]). To illustrate the notion of Σ-query module, consider the automotive
knowledge base Ka = (Ta,Aa) defined above and the relational signature Σm = {Automobile, Engine, poweredBy }.
Then Km = (Tm,Am) is a Σm-query module of Ka, where
Tm = {Minivan v Automobile, Automobile v ∃poweredBy.Engine, InternalCombustionEngine v Engine },
Am = {Minivan(toyota highlander),
Minivan(nissan note), poweredBy(nissan note, hr15de), InternalCombustionEngine(hr15de) }.
Knowledge Exchange. In knowledge exchange, we want to transform a KB K1 in a relational signature Σ1 to a KB
K2 in a new signature Σ2 connected to Σ1 via a declarative mapping specification given by a TBox T12. Such mapping
specifications between KBs are also known as ontology alignments or ontology matchings and have been studied
extensively [18]. If, as above, we are interested in querying data via CQs, then the target KB K2 should be a sound
and complete representation ofK1 with respect to answers to CQs, and so should satisfy the conditionK1∪T12 ≡Σ2 K2,
in which case it is called a universal CQ-solution. To illustrate, consider again the knowledge base Ka = (Ta,Aa)
and let Tae connect the relational signature Σa of Ka to Σe = {Car, HybridCar, ElectricMotor, Motor, hasMotor }
by means of the following axioms:
Automobile v Car, Hybrid v HybridCar, poweredBy v hasMotor,
Engine v Motor, ElectricEngine v ElectricMotor.
Then Ke = (Te,Ae) is a universal CQ-solution, where
Te = {ElectricMotor v Motor, Car v ∃hasMotor.Motor, HybridCar v Car u ∃hasMotor.ElectricMotor },
Ae = {HybridCar(toyota highlander), Car(nissan note), hasMotor(nissan note, hr15de), Motor(hr15de) }.
Forgetting. A KB K ′ is said to result from forgetting a relational signature Σ in a KB K if K ′ ≡sig(K)\Σ K and
sig(K ′) ⊆ sig(K) \ Σ, where sig(K) is the relational signature of K . Thus, the result of forgetting Σ does not use
Σ and gives the same answers to CQs without symbols in Σ as K . The result of forgetting is also called a uniform
interpolant for K with respect to sig(K) \ Σ. Forgetting is of interest in a number of scenarios. Typically, when
reusing an existing KB in a new application, only a small number of its symbols is relevant, and so instead of reusing
the whole KB, one can take a potentially smaller KB resulting from forgetting the extraneous symbols. Forgetting
can also be used for predicate hiding: if a KB is to be published, but some part of it has to be concealed from the
public, then this part can be removed by forgetting its symbols [19]. Finally, forgetting can be used for KB summary:
the result of forgetting often provides a smaller and more focused KB that summarises what the original KB says
about the retained symbols, potentially facilitating comprehension. To illustrate, the KB K f = (T f ,A f ) results from
forgetting Σ f = {Minivan, Hybrid, ElectricEngine, InternalCombustionEngine } in Ka, where
T f = {Automobile v ∃poweredBy.Engine },
A f = {Automobile(toyota highlander),
Automobile(nissan note), poweredBy(nissan note, hr15de), Engine(hr15de) }.
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Figure 1: Summary of the combined complexity results.
In this article, we develop worst-case optimal algorithms deciding Σ-query inseparability of KBs given in various
fragments of the description logic Horn-ALCHI [20], which include DL-LiteHcore [6, 21] and ELHdr⊥ [22] underlying
the OWL 2 profiles OWL2QL and OWL2EL (www.w3.org/TR/owl2-profiles). The algorithms are based on
two characterisations of Σ-query inseparability, one of which is model-theoretic and the other game-theoretic. The
former characterises Σ-query inseparability in terms of partial Σ-homomorphisms between materialisations, that is,
interpretations M of KBs K such that the certain answers to any CQ q over K coincide with the answers to CQ q
over M. Any Horn-ALCHI KB has a materialisation. While materialisations can be infinite, we show that one
can always compute a finite generating structure from which a materialisation is obtained by unravelling. We then
develop a game-theoretic machinery for checking the existence of partial Σ-homomorphisms between materialisations
by playing two-player games on the corresponding finite generating structures. Thus, our algorithms consist of two
components: computing finite generating structures for the given KBs and deciding the existence of winning strategies
for the games on these structures.
We use the constructed algorithms to obtain optimal upper bounds for the data and combined complexity of
deciding Σ-query inseparability for KBs given in all of the DLs mentioned above. Σ-query inseparability turns out to
be P-complete for data complexity, which matches the complexity of CQ evaluation for all of our DLs lying outside
the DL-Lite family. For combined complexity, the obtained tight complexity results are summarised in Fig. 1. Most
interesting are ExpTime-completeness of DL-LiteHcore and 2ExpTime-completeness of Horn-ALCI, which contrast
with NP- and ExpTime-completeness of CQ evaluation for these logics. We note in passing that the 2ExpTime-hardness
proof goes through for the fragment ELI of Horn-ALCI. For DL-Lite without role inclusions, EL and ELHdr⊥ , Σ-
query inseparability is P-complete, while CQ evaluation is NP-complete. In general, it is the combined presence of
inverse roles and qualified existential restrictions (or role inclusions) that makes Σ-query inseparability hard. The
matching lower bounds are established by a (rather involved) encoding of suitable alternating Turing machines.
We apply our complexity results for Σ-query inseparability to resolve two important open problems. First, we
show that, in knowledge exchange, the membership problem for universal CQ-solutions for DL-LiteHcore KBs is
ExpTime-complete for combined complexity, which settles an open question of [23], where only PSpace-hardness
was established. Second, we show that deciding Σ-query inseparability of DL-LiteHcore TBoxes (for arbitrary ABoxes)
is ExpTime-complete, which closes the PSpace–ExpTime gap that was left open by Konev et al. [24].
In the definition of Σ-query inseparability above, we took account of all tuples of individuals in the KBs that could
be certain answers to CQs. In some applications, however, we may be interested only in a specific set of individuals
over which the certain answers should be compared. Let Γ be an individual signature consisting of a finite set of
individual names. For KBs K1, K2 and a relational signature Σ, we say that K1 and K2 are (Σ,Γ)-query inseparable if
any CQ formulated in Σ has the same certain answers among the individuals in Γ over both K1 and K2, in which case
we writeK1 ≡Σ,Γ K2. Clearly, if Γ contains all individuals inK1∪K2, then (Σ,Γ)-query inseparability implies Σ-query
inseparability. (Σ,Γ)-query inseparability can be used to refine Σ-query inseparability as a foundation for versioning,
modularisation, forgetting and knowledge exchange.
For instance, a KBK ′ is a (Σ,Γ)-query module of a KBK ifK ′ ⊆ K andK ′ ≡Σ,Γ K . Consider again the automo-
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tive ontology Ka = (Ta,Aa) and the relational signature Σm = {Automobile, Engine, poweredBy }. Unlike our exam-
ple illustrating Σ-query modules, we now restrict the individual signature to Γm = { toyota highlander, nissan note }
thereby leaving out hr15de from the set of individuals considered. Then the KB K ′m = (T ′m,A′m) is a (Σm,Γm)-query
module of Ka, where
T ′m = {Minivan v Automobile, Automobile v ∃poweredBy.Engine },
A′m = {Minivan(toyota highlander), Minivan(nissan note) }.
Thus, the restriction of the individual signature removes the two assertions with hr15de fromAm as well as an axiom
from Tm.
Similarly, a KB K ′ results from forgetting (Σ,Γ) in a KB K if K ′ ≡sig(K)\Σ, ind(K)\Γ K , sig(K ′) ⊆ sig(K) \ Σ and
ind(K ′) ⊆ ind(K) \ Γ, where ind(K) is the set of individuals in the ABox of K . In this case, for Γ f = { hr15de }, the
KB K ′f = (T ′f ,A′f ) results from forgetting (Σ f ,Γ f ) in Ka, where
T ′f = {Automobile v ∃poweredBy.Engine },
A′f = {Automobile(toyota highlander), Automobile(nissan note) }.
In knowledge exchange, the refined notion of query inseparability can be used to represent a more flexible knowl-
edge exchange model, which allows additional individuals in the target KB. These ‘anonymous’ individuals are similar
to nulls in the standard approaches to incomplete databases [25]. Thus, we say that a KBK2 with a relational signature
Σ2 is a universal CQ-solution with nulls for a KBK1 and a mapping specification T12 ifK1 ∪T12 ≡Σ2,ind(K1) K2 (here,
the individuals in ind(K2) \ ind(K1) play the role of nulls). To illustrate, we consider again the knowledge exchange
example given above with the same Σe and Tae. Observe first that Ke is also a universal CQ-solution with nulls. On
the other hand, there are universal CQ-solutions with nulls that are not universal CQ-solutions. To illustrate, let m1 be
a fresh individual name. Then K ′e = (∅,A′e) is a universal CQ-solution with nulls for Ka and Tae, where
A′e = {HybridCar(toyota highlander), Car(toyota highlander),
hasMotor(toyota highlander,m1), ElectricMotor(m1), Motor(m1),
Car(nissan note), hasMotor(nissan note, hr15de), Motor(hr15de) }.
Intuitively,A′e is a materialisation of all consequences ofKa∪Tae in the relational signature Σe and, among individuals
ofKa, it clearly gives rise to the same answers to all CQs formulated in Σe (the additional individual, m1, is not counted
when comparing the CQ answers). The interested reader is referred to [23] for more explanations on the advantages
of this notion.
We extend our algorithms deciding Σ-inseparability to algorithms deciding (Σ,Γ)-inseparability and investigate
the data and combined complexity of the problem for KBs given in the same fragments of Horn-ALCHI as before.
In contrast to Σ-query inseparability, which is P-complete for data complexity for all of those fragments, deciding
(Σ,Γ)-query inseparability turns out to be NP-complete for data complexity. (In fact, it is NP-hard already for KBs
without TBoxes since (Σ,Γ)-query inseparability is then equivalent to the problem of deciding the existence of a
homomorphism from one relational structure to another, which is known to be NP-hard.) For combined complexity,
(Σ,Γ)-query inseparability is exactly as hard as Σ-query inseparability whenever it is already NP-hard.
The remainder of the article is structured as follows. In Section 2, we introduce the syntax and semantics of
the DLs considered in this article. In Section 3, we provide a model-theoretic characterisation of conjunctive query
inseparability based on materialisations and introduce finite generating structures from which materialisations are
obtained by unravelling. We also analyse our algorithms computing generating structures and their relevant properties,
depending on the DLs considered. In Section 4, we develop games on generating structures and the corresponding
algorithms for deciding inseparability, using which we obtain complexity upper bounds. Section 5 is devoted to
proving matching lower complexity bounds. In Section 6, we refine Σ-inseparability by considering restricted sets of
individuals in KBs and, in Section 7, we discuss related work and how our results can be (or have been) applied to
solve open problems in knowledge exchange, TBox inseparability and for the comparison of OBDA (ontology-based
data access) specifications. We conclude with a discussion of future work in Section 8.
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2. Horn-ALCHI and its Fragments
In this article, we investigate Σ- and (Σ,Γ)-query inseparability of KBs given in DLs that are Horn fragments2 of
ALCHI. To define these DLs, we fix sequences of individual names ai, concept names Ai, and role names Pi, for
i < ω. A role is either a role name Pi or an inverse role P−i ; we assume that (P
−
i )
− = Pi. ALCI-concepts are defined
by the grammar
C ::= Ai | > | ⊥ | ¬C | C1 uC2 | C1 unionsqC2 | ∃R.C | ∀R.C, (ALCI)
where R is a role. ALC-concepts are those ALCI-concepts that do not contain inverse roles. ALCI-TBoxes and
ALC-TBoxes are finite sets of concept inclusions of the form
C1 v C2,
where the Ci are ALCI- or, respectively, ALC-concepts. ALCHI-TBoxes are finite sets of concept inclusions in
ALCI and role inclusions of the form
R1 v R2,
where the Ri are roles. ALCH-TBoxes areALCHI-TBoxes that do not contain occurrences of inverse roles.
The DLs in the EL and DL-Lite families are sub-Boolean fragments of ALCHI. EL-concepts are defined by
the grammar
C ::= Ai | > | C1 uC2 | ∃Pi.C. (EL)
In other words, they are ALC-concepts without ⊥, unionsq, ¬ and ∀Pi.C. Note that EL does not have inverse roles. EL-
TBoxes are finite sets of concepts inclusions in EL. ELHdr⊥ is an extension of EL with ⊥, role inclusions and domain
and range restrictions. Thus, ELHdr⊥ -concepts are defined similarly to EL-concepts but can also use ⊥, and ELHdr⊥ -
TBoxes consist of a finite number of ELHdr⊥ -concept inclusions, role inclusions (without inverse roles), and range
restrictions of the form
> v ∀Pi.C
(domain restrictions are expressible by means of concept inclusions ∃Pi.> v C). Clearly, EL and ELHdr⊥ are sub-
languages ofALC andALCH , respectively.
Basic concepts in DL-Lite are defined by the following grammar:
B ::= Ai | > | ⊥ | ∃R.>, (DL-Lite)
where R is a (possibly inverse) role. Existential quantifiers ∃R.> are called unqualified, and we usually write ∃R
instead of ∃R.>. DL-Litecore-TBoxes are finite sets of concept inclusions of the form
B1 v B2 and B1 u B2 v ⊥,
where the Bi are basic concepts. DL-Litehorn-TBoxes consist of a finite number of concept inclusions of the form
B1 u · · · u Bk v B.
DL-LiteHcore- and DL-LiteHhorn-TBoxes contain, in addition, a finite number of role inclusions and role disjointness
axioms of the form R1 u R2 v ⊥. Note that, unlike EL and ELHdr⊥ , the DL-Lite logics do have inverse roles.
To introduce the Horn fragments of the DLs with the Booleans operators, we require the following (standard)
recursive definition [5, 26]. We say that a concept C occurs positively in C itself and, if C occurs positively (negatively)
in C′, then
2Strictly speaking, DL-LiteHcore and DL-LiteHhorn are not fragments ofALCHI because it does not have role disjointness constraints. However,
these constraints play no essential part in our constructions, and the techniques we develop for ALCHI are also applicable to the logics in the
DL-Lite family.
6
– C occurs positively (respectively, negatively) in C′ unionsq D, C′ u D, ∃R.C′, ∀R.C′, D v C′, and
– C occurs negatively (respectively, positively) in ¬C′ and C′ v D.
Now, we call a TBox T Horn if no concept of the form C unionsq D occurs positively in T , and no concept of the form ¬C
or ∀R.C occurs negatively in T . Clearly, the EL- and DL-Lite-TBoxes are Horn by definition. For any other DL L
(e.g.,ALCHI), only Horn L-TBoxes are allowed in the DL Horn-L.
An ABox, A, is a finite set of assertions of the form Ak(ai) or Pk(ai, a j). An L-TBox T and an ABox A together
form an L knowledge base (KB) K = (T ,A).
A relational signature is any non-empty finite set of concept and role names. An individual signature is a (possibly
empty) finite set of individual names. We usually denote a relational signature by Σ, an individual signature by Γ, and
sometimes call the pair (Σ,Γ) simply a signature. The relational signature of a KB K = (T ,A), which consists of
the concept and role names occurring in K , is denoted by sig(K). The individual signature of K , comprising the
individual names in A, is denoted by ind(K). In this article, we are not interested in KBs with empty ABoxes, and
so both sig(K) and ind(K) are non-empty by definition. By a Σ-concept, Σ-role, Σ-ABox, etc. we understand any
concept, role, ABox, etc. all of whose concept and role names are taken from Σ.
Let (Σ,Γ) be a signature. In our interpretations, we adopt the standard name assumption in the sense that every
individual name a ∈ Γ is interpreted by itself. A (Σ,Γ)-interpretation is a pair I = (∆I, ·I), where ∆I ⊇ Γ is a non-
empty set, the domain of I, and ·I is an interpretation function that assigns a subset AI ⊆ ∆I to every concept name
A and a binary relation PI ⊆ ∆I × ∆I to every role name P in such a way that AI = ∅ and PI = ∅, for any A < Σ and
P < Σ. (Note that only the individual names from Γ are interpreted in I and although the list of individual names is
countably infinite, ∆I may be finite. Note also that the concept and role names outside Σ are always interpreted as ∅.)
When we use the terms ‘interpretation’, ‘Σ-interpretation’ or ‘Γ-interpretation’ without specifying a full signature, we
mean a (Σ,Γ)-interpretation for some suitable (Σ,Γ); the same applies to other notions with the prefix (Σ,Γ) to be
introduced below.
Roles and complex concepts are interpreted in I as follows:
(P−i )
I =
{
(v, u) | (u, v) ∈ PIi
}
, >I = ∆I,
⊥I = ∅, (¬C)I = ∆I \CI,
(C1 uC2)I = CI1 ∩CI2 (C1 unionsqC2)I = CI1 ∪CI2 ,
(∃R.C)I = { u | (u, v) ∈ RI and v ∈ CI }, (∀R.C)I = { u | v ∈ CI for all (u, v) ∈ RI }.
For an inclusion or assertion α (whose individual names belong to Γ), we define the truth-relation I |= α by taking:
I |= C1 v C2 iff CI1 ⊆ CI2 , I |= R1 v R2 iff RI1 ⊆ RI2 ,
I |= R1 u R2 v ⊥ iff RI1 ∩ RI2 = ∅,
I |= Ak(ai) iff ai ∈ AIk , I |= Pk(ai, a j) iff (ai, a j) ∈ PIk .
Given a KB K = (T ,A), a Γ-interpretation I is called a model of K if ind(K) ⊆ Γ and I |= α, for all α ∈ T ∪ A.
In this case we write I |= K . We write K |= α, for an inclusion or assertion α that only uses individual names from
ind(K), if I |= α for all models I of K . The notation K |= C(a), where C is any concept and a ∈ ind(K), should be
understood in the same way. Finally, K is consistent if it has a model.
A conjunctive query (CQ) q(x) is a formula ∃yϕ(x, y), where ϕ is a conjunction of atoms of the form Ak(z1) or
Pk(z1, z2) with z1, z2 from x, y. Let K be a KB and q(x) a CQ. We call a tuple a of elements from ind(K) (of the same
length as x) a certain answer to q(x) over K if I |= q(a) for all models I of K (understood as first-order structures).
In this case we write K |= q(a). For q without free variables, the answer to q is ‘yes’ if K |= q and ‘no’ otherwise.
We slightly abuse notation and write a ⊆ Γ to say that all elements of the tuple a are in Γ.
We remind the reader that, for combined complexity, the problem ‘K |= q(a)?’ is NP-complete for the DL-Lite
logics [6], EL and ELHdr⊥ [27], and ExpTime-complete for the remaining Horn DLs introduced above [28]. For data
complexity (with fixed T and q), this problem is in AC0 for the DL-Lite logics [6] and P-complete for the remaining
DLs [27, 28].
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3. Σ-Query Entailment, Materialisation and (Σ, Γ)-Homomorphism
We now define the central concepts of the article, Σ-query entailment and Σ-query inseparability, provide them
with a semantic characterisation based on the notion of materialisation, and develop a theory of finitely generated
materialisations.
Definition 1. Let K1 and K2 be KBs and Σ a relational signature. We say that K1 Σ-query entails K2 if
K2 |= q(a) implies a ⊆ ind(K1) and K1 |= q(a), for all Σ-CQs q(x) and all tuples a ⊆ ind(K2).
Knowledge basesK1 andK2 are Σ-query inseparable if they Σ-query entail each other; in this case we writeK1 ≡Σ K2.
Remark 2. For KBs given in Horn DLs, Σ-query entailment for CQs implies Σ-query entailment for UCQs, that is,
unions (or disjunctions) of conjunctive queries. This follows from the fact that, for any KB K in a Horn DL and any
UCQ q(x), a tuple a is a certain answer to q(x) overK iff it is a certain answer to some CQ in q(x) overK . Thus, our
results for Σ-query entailment and inseparability apply to UCQs as well.
We first quickly consider Σ-query entailment for the degenerate case when one of the involved KBs is inconsistent
so that in the remainder of the article we can focus on consistent KBs only. Clearly, an inconsistentK1 Σ-query entails
a KB K2 just in case a ∈ ind(K1) for all a ∈ ind(K2) with either K2 |= A(a) or K2 |= (∃R)(a), for some A ∈ Σ or
Σ-role R. Now, suppose that K1 is consistent and K2 is inconsistent. Then K1 Σ-query entails K2 iff K1 |= A(a) and
K1 |= P(a, b), for all concept and role names A, P ∈ Σ and all a, b ∈ ind(K2). Thus, deciding Σ-query entailment in
this case reduces to checking certain answers for all atomic Σ-CQs. A simple example showing that a consistent KB
K1 can Σ-query entail an inconsistent KB K2 is given by K1 = (∅, {A(a)}) and K2 = ({A v ⊥}, {A(a)}) with Σ = {A}.
From now on we assume that all our KBs are consistent.
Definition 3. Let K be a KB. A (sig(K), ind(K))-interpretation I is called a materialisation of K if
K |= q(a) iff I |= q(a), for all CQs q(x) and all tuples a ⊆ ind(K).
We say that K is materialisable if it has a materialisation. (Note that we do not require a materialisation of K to be a
model of K .)
Materialisations can be used to characterise Σ-query entailment by means of homomorphisms. Let (Σ,Γ) be a
signature. For an interpretation I, the atomic Σ-types tI
Σ
(u) and rI
Σ
(u, v) of u, v ∈ ∆I are defined by taking:
tIΣ(u) =
{
Σ-concept name A | u ∈ AI } and rIΣ(u, v) = { Σ-role R | (u, v) ∈ RI }.
(It is to be emphasised that a Σ-role can be an inverse role even when we consider a language without role inverses.)
We say that an element u ∈ ∆I is Σ-participating in I if tI
Σ
(u) , ∅ or rI
Σ
(u, v) , ∅, for some v ∈ ∆I. The set of all
individual names that are Σ-participating in I is denoted by partI
Σ
. Let Ii be Γi-interpretations, for i = 1, 2, such that
Γ ∩ partI1
Σ
⊆ Γ2. A (Σ,Γ)-homomorphism h from I1 to I2 is a function h : ∆I1 → ∆I2 such that
– h(a) = a, for every a ∈ Γ ∩ partI1
Σ
,
– tI1
Σ
(u) ⊆ tI2
Σ
(h(u)) and rI1
Σ
(u, v) ⊆ rI2
Σ
(h(u), h(v)), for all u, v ∈ ∆I1 .
Example 4. For Γ1 = {a, b, c}, let I1 be a Γ1-interpretation with ∆I1 = {a, b, c}, AI1 = {a}, BI1 = {b} and CI1 = {c}.
If Σ = {A} then partI1
Σ
= {a} as neither b nor c is Σ-participating in I1. For Γ2 = {a, b, d}, let I2 be a Γ2-interpretation
with ∆I2 = {a, b, d}, AI2 = {a}, BI2 = {d} and CI2 = {b}. In this case, any map h : ∆I1 → ∆I2 with h(a) = a is a
({A}, {a, b})-homomorphism from I1 to I2. However, there is no ({A, B}, {a, b})-homomorphism from I1 to I2 because
partI1{A,B} = {a, b} but tI1{A,B}(b) * tI2{A,B}(b).
We remind the reader of the following well-known link between certain answers to CQs and homomorphisms.
Consider a CQ q(x) = ∃yϕ(x, y), a Γ′-interpretation I, and a tuple a ⊆ Γ′ of the same length as x. Let Σ be the
relational signature of q, and let Γ be the set of individuals in a. We can regard ϕ(a, y) as a (Σ,Γ)-interpretation Iϕ(a,y)
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Figure 2: Materialisations I2 and I1 from Example 5 (dotted lines indicate a partial homomorphism) and their generating structures, G2 and G1.
whose domain consists of the individuals in a and variables in y, and Iϕ(a,y) |= S (z) iff S (z) is a conjunct of ϕ(a, y).
In this case, we have I |= q(a) iff there is a (Σ,Γ)-homomorphism from Iϕ(a,y) to I.
Suppose Ii is a materialisation of Ki, for i = 1, 2. Since a composition of homomorphisms is again a homomor-
phism, if there is a (Σ, ind(K2))-homomorphism from I2 to I1, then K1 Σ-query entails K2. The converse, however,
does not necessarily hold, as shown by the following example.
Example 5. Consider the KBs Ki = (Ti, {A(a)}), for i = 1, 2, where
T1 = { A v ∃S , ∃S − v ∃T, ∃T− v ∃S , S v Q, T v Q, ∃Q− v ∃R },
T2 = { A v ∃P, ∃P− v ∃R−, ∃R v ∃S − u ∃Q−, ∃Q v ∃Q−, ∃S v ∃T−, ∃T v ∃S − }.
It is not hard to see (and it will be formally established below) that the interpretations I1 and I2 shown in Fig. 2 are
materialisations of K1 and K2, respectively. Now, for Σ = {Q,R, S ,T }, there is no (Σ, {a})-homomorphism from I2 to
I1. Indeed, if we map u to, say, w then only the shaded part of I2 can be mapped (Σ, {a})-homomorphically to I1.
On the other hand, I2 |= q(a) implies I1 |= q(a), for any Σ-CQ q(x), because any finite subinterpretation of I2 can be
(Σ, {a})-homomorphically mapped to I1. This example motivates the following definitions.
A subinterpretation of a (Σ,Γ)-interpretation I = (∆I, ·I) is a (Σ,Γ)-interpretation I′ = (∆I′ , ·I′ ) with ∆I′ ⊆ ∆I,
AI′ = AI ∩ ∆I′ and PI′ = PI ∩ (∆I′ × ∆I′ ), for all concept and role names A and P. Now, given a signature (Σ,Γ),
we say that an interpretation I2 is finitely (Σ,Γ)-homomorphically embeddable into an interpretation I1 if, for every
finite subinterpretation I′2 of I2, there exists a (Σ,Γ)-homomorphism from I′2 to I1.
In the proof of the following criterion of Σ-query entailment, we regard any finite subinterpretation of I2 as a CQ
whose variables are the elements of ∆I2 , with ind(K2) being the answer variables.
Theorem 6. Suppose Ki is a KB with a materialisation Ii, for i = 1, 2. Then K1 Σ-query entails K2 iff I2 is finitely
(Σ, ind(K2))-homomorphically embeddable into I1.
Proof. (⇒) SupposeK1 Σ-query entailsK2. Let a = (a1, . . . , an) be an enumeration of the individual names in ind(K2)
that are Σ-participating in I2. Take any finite subinterpretation I′2 of I2 and let u1, . . . , un+m be an enumeration of
those elements of ∆I′2 that are Σ-participating in I2 and such that ui = ai, for i ≤ n. Consider a Σ-CQ
q(x1, . . . , xn) = ∃xn+1 . . .∃xn+m ϕ(x1, . . . , xn+m), where ϕ(x1, . . . , xn+m) =
∧
i≤n+m
A∈tI2
Σ
(ui)
A(xi) ∧
∧
i, j≤n+m
R∈rI2
Σ
(ui,u j)
R(xi, x j).
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Since I2 |= ϕ(u1, . . . , un+m), we have I2 |= q(a) and, since I2 is a materialisation, K2 |= q(a). As K1 Σ-query entails
K2, we have a ⊆ ind(K1) and K1 |= q(a). Since I1 is a materialisation, I1 |= q(a), and so I1 |= ϕ(a, vn+1, . . . , vn+m),
for some vn+1, . . . , vn+m ∈ ∆I1 . Define a map h : ∆I′2 → ∆I1 by taking h(ai) = ai, for i ≤ n, and h(un+i) = vn+i, for
i ≤ m (the rest of the domain of I′2 can be mapped arbitrarily as they are not Σ-participating in it). It can be readily
seen that h is a (Σ,Γ)-homomorphism from I′2 to I1.
(⇐) Suppose I2 is finitely (Σ, ind(K2))-homomorphically embeddable into I1. Consider a Σ-CQ q(x) = ∃yϕ(x, y)
and let K2 |= q(a), for some a ⊆ ind(K2). Since I2 is a materialisation of K2, there is a tuple u = (u1, . . . , um) of
elements in ∆I2 such that I2 |= ϕ(a,u). Let I′2 be the subinterpretation of I2 with ∆I
′
2 = ind(K2) ∪ {u1, . . . , um} and
let h be a (Σ, ind(K2))-homomorphism from I′2 to I1. Observe that each individual in a is Σ-participating in I′2, and
so h(ai) = ai, for each ai in a. We also have I1 |= ϕ(a, h(u1), . . . , h(um)), whence a ⊆ ind(K1) and K1 |= q(a). q
One problem with applying Theorem 6 is that materialisations are in general infinite for any of the DLs considered
in this article. We address this problem by introducing finite representations of materialisations and showing that
Horn-ALCHI and all of its fragments defined above do have such finite representations.
Definition 7. Let K be a KB and let G = (∆G, ·G, ) be a finite structure such that
– ∆G = ind(K) ∪Ω, for some set Ω disjoint from ind(K),
– (∆G, ·G) is an interpretation with PGi ⊆ ind(K) × ind(K), for all role names Pi,
– (∆G, ) is a directed graph (possibly containing loops) with nodes ∆G and arrows ⊆ ∆G ×Ω, in which
– every w  w′ is labelled with a set (w,w′)G , ∅ of roles such that (w1,w′)G = (w2,w′)G whenever
wi  w′, for i = 1, 2,
– every w ∈ Ω is reachable by a path from ind(K),
where by a path, σ, we mean any sequence w0 · · ·wn with w0 ∈ ind(K) and wi  wi+1 for i < n.
Intuitively, w  w′ means that w generates w′ to witness an existential restriction ∃R.C, and the label of w  w′
consists of the super-roles of R. Hence, the labels on all incoming -arrows of w′ are required to coincide.
The unravellingM of G is a (sig(K), ind(K))-interpretation (∆M, ·M) such that
∆M is the set of paths in G,
AM =
{
σ | tail(σ) ∈ AG }, for each concept name A,
PM = PG ∪ { (σ,σw) | tail(σ) w, P ∈ (tail(σ),w)G }
∪ { (σw, σ) | tail(σ) w, P− ∈ (tail(σ),w)G }, for each role name P,
where tail(σ) is the last element of a path σ. We call G a generating structure for K if its unravelling is a materialisa-
tion of K . We say that a DL L has finitely generated materialisations if every L-KB has a generating structure.
For instance, the materialisations I2 and I1 from Example 5 are isomorphic to the unravellings of the structures
G2 and G1 in Fig. 2, respectively, and so Gi is a generating structure for the KB Ki from that example, for i = 1, 2.
To construct generating structures for KBs, we first transform their TBoxes into normal form [20]. Let L be any
of our DLs. An L-TBox is said to be in normal form if its inclusions are of the following form:
A1 v A2, > v A,
A1 v ∀R.A2, > v ∀R.A,
∃R.C v A, A v ∃R.C,
A1 u A2 v A, R1 v R2,
where A, A1, A2 are concept names, C is a concept name or >, and R,R1,R2 are roles. To describe the relationship
between a TBox and its transformation into normal form, we introduce the notion of model inseparability. Let (Σ,Γ)
be a signature. We say that Γ-interpretations I1 and I2 coincide on Σ if ∆I1 = ∆I2 and S I1 = S I2 , for all S ∈ Σ; in this
case we write I1 =Σ I2. KBs K1 and K2 with ind(K1) = ind(K2) are called Σ-model inseparable if, for every model
I1 of K1, there exists a model I2 of K2 such that I2 =Σ I1, and vice versa. The following was shown in [20, 28, 22]:
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Theorem 8. Let L be any of our DLs. Given a consistent L-KB K = (T ,A), one can construct in polynomial time
an L-KB K = (T ′,A) in normal form such that K and K ′ are sig(T )-model inseparable.
(Note that the ‘negative’ axioms of the form A v ⊥, A1 u A2 v ⊥ and R1 u R2 v ⊥ can be removed from a TBox
if the knowledge base is known to be consistent.)
We show now how to define the generating structures. Suppose we are given a (consistent) KB K = (T ,A) with
a Horn-ALCHI TBox T in normal form. For a role R, the equivalence class [R] of R with respect to T is defined by
taking
[R] =
{
S | T |= R v S and T |= S v R }.
Denote by con(T ) the set of
– concepts of the form >, A and ∃R.A that occur in T , as well as
– concepts of the form ∃R−.C such that T contains C v ∀R.A.
The T -type of u ∈ ∆I in I is the set τIT (u) =
{
C ∈ con(T ) | u ∈ CI }. We say that τ ⊆ con(T ) is a T -type if
there exists a model I of T such that τ = τIT (u), for some u ∈ ∆I. Denote by type(T ) the set of all T -types. It is
well-known [29] that type(T ) can be computed in exponential time in |T |. We can order T -types by the set-theoretic
inclusion ⊆. Sometimes we use τ in concepts (say, ∃R.τ), in which case it should be understood as an abbreviation
for
d
C∈τ C.
Now, we define the generating relation on the set comprising ind(K) and ΩT , which is the set of all pairs of
the form ([R], τ), for a role R in T and τ ∈ type(T ). For a ∈ ind(K) and ([R1], τ1), ([R2], τ2) ∈ ΩT , we set
a ([R2], τ2) iff τ2 is a ⊆-maximal T -type such that K |= (∃R2.τ2)(a) and
K 6|= R2(a, b), for any b ∈ ind(K) with τ2 ⊆ {C ∈ con(T ) | K |= C(b) };
([R1], τ1) ([R2], τ2) iff τ2 is a ⊆-maximal T -type such that T |= τ1 v ∃R2.τ2.
The generating structure G = (∆G, ·G, ) is defined as follows. Let Ω ⊆ ΩT be the set of all w such that there are
a ∈ ind(K) and w1, . . . ,wn ∈ ΩT with a  w1  · · ·  wn = w; in other words, Ω is the subset of ΩT that is
reachable from ind(K) via -arrows. Thus, ∆G = ind(K) ∪ Ω. (The restriction of to ∆G will also be denoted by
 .) Second, the interpretation function ·G and the labelling of the graph (∆G, ) are defined by setting
AG =
{
a ∈ ind(K) | K |= A(a) } ∪ { ([R], τ) ∈ Ω | A ∈ τ },
PG =
{
(a, b) | R(a, b) ∈ A and T |= R v P },
(w,w′)G =
{
S | T |= R v S }, for every w w′ with w = ([R], τ)
(here we assume that P−(b, a) ∈ A if P(a, b) ∈ A). In order to show that the constructed G = (∆G, ·G, ) is indeed a
generating structure for K , we need to establish that its unravelling is a materialisation.
Theorem 9. LetK = (T ,A) be a (consistent) KB with a Horn-ALCHI TBox in normal form. Let G be the structure
defined above. Then the unravellingM of G is a materialisation of K , and G is a generating structure for K .
Proof. We require two lemmas. The proof of the first one is routine and can be found in Appendix A:
Lemma 10. M is a model of K . Moreover,
– τMT (a) =
{
C ∈ con(T ) | K |= C(a) }, for all a ∈ ind(K);
– τMT (σ) = τ, for all σ ∈ ∆M with tail(σ) = ([R], τ).
The second lemma says thatM is a universal model of K in the following sense:
Lemma 11. For every model I of K , there exists a (sig(K), ind(K))-homomorphism fromM to I.
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Proof. Let Σ = sig(K) and Γ = ind(K). By induction on the length of σ ∈ ∆M, we define a function h : ∆M → ∆I
which satisfies the following properties implying that h is a (Σ,Γ)-homomorphism:
h(a) = a, for a ∈ Γ, (1)
τMT (σ) ⊆ τIT (h(σ)), for σ ∈ ∆M, (2)
rMΣ (σ,σ
′) ⊆ rIΣ(h(σ), h(σ′)), for σ,σ′ ∈ ∆M. (3)
(Note that (2) refers to the full T -types comprising concepts of the form >, A and ∃R.B rather than the atomic Σ-types
t containing only concept names.)
First, for each a ∈ Γ, we set h(a) = a in accordance with (1). Conditions (2) and (3) for σ,σ′ ∈ Γ follow from
Lemma 10, the fact that I is a model of K , and the construction ofM.
Suppose now that h(σ) has already been defined for σ · ([S ], τ) ∈ ∆M. By the construction ofM, it follows that
K |= (∃S .τ)(a) if σ = a, or T |= τ′ v ∃S .τ if tail(σ) = ([S ′], τ′). Since I |= K , by Lemma 10 and the induction
hypothesis—τMT (σ) ⊆ τIT (h(σ))—it follows that there exists z ∈ ∆I such that S ∈ rIΣ(h(σ), z) and τ ⊆ τIT (z). We set
h(σ · ([S ], τ)) = z and show that (2) and (3) hold. By Lemma 10, we have τMT (σ · ([S ], τ)) = τ, whence (2). Next,
observe that R ∈ rM
Σ
(σ,σ · ([S ], τ)) follows from T |= S v R, and since I is a model of T , we obtain R ∈ rI
Σ
(h(σ), z),
thus proving (3). q
We are now in a position to complete the proof of Theorem 9. We show that K |= q(a) if and only ifM |= q(a),
for any CQ q(x) = ∃yϕ(x, y) and a ⊆ ind(K). If K |= q(a) then, by Lemma 10, M |= q(a). Conversely, suppose
M |= q(a). Then there exist a tuple σ = (σ1, . . . , σm) of elements in ∆M such that M |= ϕ(a,σ). Let I be any
model of K . By Lemma 11, there exists a (sig(K), ind(K))-homomorphism h from M to I. But then we have
I |= ϕ(a, h(σ1), . . . , h(σm)), and so I |= q(a). q
Note that the generating structures G = (∆G, ·G, ) of KBs K with Horn-ALCHI, Horn-ALCI, Horn-ALCH
and Horn-ALC TBoxes can contain exponentially many (in |T |) elements in Ω (remember that ∆G = ind(K) ∪ Ω);
cf. Section 5. Note also that if the TBox in K is in Horn-ALCH (or one of its fragments Horn-ALC, ELHdr⊥ or
EL) then it contains no inverse roles, and so the labels (w,w′)G on arrows w  w′ of the generating structure do not
contain inverse roles either. We call such generating structures forward.
The generating structures of KBs with ELHdr⊥ and EL TBoxes T contain polynomially many elements in Ω.
Indeed, for every element ([R], τ) ∈ Ω, we can find a single concept ∃R.A in T such that
τ =
{
C ∈ con(T ) | T |= A u
l
T |=RvS
>v∀S .B in T
B v C }.
(This is not the case for Horn-ALC because of axioms of the form A1 v ∀R.A2 with A1 , >.) We remark that the
generating structures for EL defined above were initially represented as pairs of functions by Brandt [30] and later
called the canonical models; see, e.g., [31]. We prefer the term ‘generating structure’ to avoid confusion with the
possibly infinite canonical model (materialisation).
Finally, the generating structures for KBs with DL-Lite TBoxes T also contain polynomially many elements in Ω
because every ([R], τ) ∈ Ω is determined by the role R:
τ =
{
C ∈ con(T ) | T |= ∃R− v C }.
Observe that if T does not contain role inclusions (which is the case for DL-Litecore and DL-Litehorn TBoxes) then,
for any w and R, there is at most one w′ such that w w′ and R ∈ (w,w′)G. Generating structures with this property
will be called functional. We summarise these observations in the following theorem:
Theorem 12. Horn-ALCHI and all of its fragments defined above have finitely generated materialisations. Fur-
thermore, there is a polynomial p such that
(i) a generating structure G for any Horn-ALCHI KB (T ,A) can be constructed in time |A| · 2p(|T |);
(ii) a forward generating structure G for any Horn-ALCH KB (T ,A) can be constructed in time |A| · 2p(|T |);
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(iii) a forward generating structure G for any ELHdr⊥ KB (T ,A) can be constructed in time |A| · p(|T |);
(iv) a generating structure G for any DL-LiteHhorn KB (T ,A) can be constructed in time |A| · p(|T |);
(v) a functional generating structure G for any DL-Litehorn KB (T ,A) can be constructed in time |A| · p(|T |).
As a final remark, we note that the generating structures G = (∆G, ·G, ) defined above can often be simplified.
For example, in the case of DL-Lite KBs, we can impose the following additional restrictions on the generating
relation :
(lite1) if u ([R], τ) then [R] is ≤T -minimal, where [S ] ≤T [T ] iff T |= S v T ;
(lite2) if ([R1], τ1) ([R2], τ2) then [R−2 ] , [R1].
It is easily seen that these simplifications do not affect the proof of Theorem 9 (the branches of the unravelling that
are pruned as a result of these restrictions can be homomorphically mapped to other branches; for a more detailed
argument, see the proof of Theorem 5 in the full version of [24]). The generating structure G1 in Fig. 2 as well as the
generating structures in all our examples from Section 4 are constructed with these extra restrictions in mind.
So far we have only considered Σ-query entailment because Σ-query inseparability can be reduced to two Σ-query
entailment checks. The following result shows that, conversely, one can reduce Σ-query entailment in LogSpace to
Σ-query inseparability, for all DLs considered in this article except DL-Litecore and DL-Litehorn.3
Theorem 13. LetL be any of our DLs that contains EL or has role inclusions. Then Σ-query entailment of consistent
L-KBs is LogSpace-reducible to Σ-query inseparability of L-KBs.
The proof of Theorem 13 is given in Appendix A and is based on the notions and results introduced in this section:
the materialisations of KBs constructed to prove Theorem 12, the normal form of Theorem 8, and the semantic
characterisation of Σ-query entailment given in Theorem 6. The underlying idea is to construct modifications K ′1 andK ′2 of the given KBsK1 andK2 such thatK1 Σ-query entailsK2 iffK1 andK ′1∪K ′2 are Σ-query inseparable. Note that
modifications of K1 and K2 are, in general, necessary: let K1 = (∅, {A(a)}), K2 = ({A v B}, {C(a)}) and Σ = {A, B};
then K1 Σ-query entails K2 but K1 does not Σ-query entail K1 ∪ K2 since K1 ∪ K2 |= B(a).
4. Finite Σ-homomorphic Embeddability by Games
In this section, we show that, for a DL L having finitely generated materialisations, the problem of checking finite
Σ-homomorphic embeddability between materialisations of KBs can be reduced to the problem of finding a winning
strategy in a game played on the generating structures for these KBs.
We begin by giving a brief abstract description of the games we need. Every game G is played by two players,
player 1 and player 2, and defined by a set S of states, a set C of challenges, and two functions χ : S → 2C and
ρ : S × C → 2S, where χ(s) is the set of challenges player 2 can choose from in any state s and ρ(s, c) is the set of
responses available to player 1 in order to reply to any challenge c made by player 2 in the state s. The game starts in
an initial state s0 ∈ S and is played in rounds. In each round i, i > 0, the current state is si−1 ∈ S. If χ(si−1) = ∅, then
player 2 loses. Otherwise, player 2 challenges player 1 by choosing ci ∈ χ(si−1). If ρ(si−1, ci) = ∅, then player 1 loses.
Otherwise, player 1 responds with si ∈ ρ(si−1, ci), which becomes the current state for the next round i + 1. A play of
length n starting from s0 ∈ S is any sequence s0, . . . , sn of states obtained as described above. For any ordinal λ ≤ ω,
we say that player 1 has a λ-winning strategy in the game G starting from s0 if, for any play s0, . . . , sn with n < λ
that is played according to this strategy, player 1 has a response to any challenge of player 2 in the final state sn. The
following proposition can be proved by a straightforward translation of the games introduced above into reachability
games and using the known results [32, 33]:
3Note that, by Theorems 33 and 32, Σ-query entailment and inseparability are P-complete for DL-Litecore and DL-Litehorn in both combined
and data complexity. DL-Litecore and DL-Litehorn are omitted from Theorem 13 since we have not found a direct LogSpace-reduction of Σ-query
entailment to Σ-query inseparability.
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Proposition 14. Given a finite game G = (S,C, χ, ρ) defined above and a state s0 ∈ S, it can be checked in time
polynomial in the size of S and C whether player 1 has an ω-winning strategy from s0.
We now reformulate the definition of finite Σ-homomorphic embedding in game-theoretic terms. LetM1 andM2
be the materialisations for (consistent) KBs K1 and K2, respectively. The states of the game GΣ(M2,M1) are of the
form (pi 7→ σ), where pi ∈ ∆M2 and σ ∈ ∆M1 . Intuitively, (pi 7→ σ) means that ‘pi is to be Σ-homomorphically mapped
to σ’. The game is played by player 1 and player 2 starting from some initial state (pi0 7→ σ0). The aim of player 1 is
to demonstrate that there exists a Σ-homomorphism from (a finite subinterpretation of)M2 intoM1 with pi0 mapped
to σ0, while player 2 wants to show that there is no such homomorphism. In each round i > 0 of the game, player 2
challenges player 1 with some pii ∈ ∆M2 such that rM2Σ (pii−1, pii) , ∅. Player 1, in turn, has to respond with some
σi ∈ ∆M1 such that the already constructed partial Σ-homomorphism can be extended with pii 7→ σi:
– σi = pii, if pii ∈ partM2Σ ,
– tM2
Σ
(pii) ⊆ tM1Σ (σi) and rM2Σ (pii−1, pii) ⊆ rM1Σ (σi−1, σi);
remember that partM2
Σ
⊆ ind(K2). It is easy to see that if,
– for any pi0 ∈ ∆M2 , there exists σ0 ∈ ∆M1 such that player 1 has an ω-winning strategy in the game GΣ(M2,M1)
starting from (pi0 → σ0),
then there exists a Σ-homomorphism fromM2 intoM1, and the other way round. ThatM2 is finitely Σ-homomor-
phically embeddable intoM1 is equivalent to the following condition:
– for any pi0 ∈ ∆M2 and any n < ω, there exists σ0 ∈ ∆M1 such that player 1 has an n-winning strategy in the
game GΣ(M2,M1) starting from (pi0 → σ0).
This criterion, however, does not immediately yield any algorithm to decide finite Σ-homomorphic embeddability
because both M2 and M1 can be infinite. Our aim now is to show that the existence of n-winning strategies for
player 1 in this simple infinite game GΣ(M2,M1) is equivalent to the existence of winning strategies in a more
involved game played on the finite generating structures forM2 andM1. First, in Section 4.1, we replaceM2 with its
finite generating structure G2, in which player 2 can only make challenges indicated by the generating relation Σ2 .
ReplacingM1 with G1 is not so easy because player 1 can respond not only in the ‘forward’ direction (according to
 Σ1 ), but also in the ‘backward’ direction (because the label of Σ2 can be included in the inverse of the label of Σ1 ).
In the latter case, we have to ensure that all the responses of player 1 stay on the same branch ofM1, which obviously
complicates the game. In Section 4.2, we consider the forward strategies that are suitable for DLs without inverse
roles. The general strategies are formulated in Section 4.5. To make the exposition more transparent, we decompose
these strategies into backward strategies defined in Section 4.3, and start-bounded ones analysed in Section 4.4.
We require the following notation throughout this section. Suppose a DLL has finitely generated materialisations.
Let K be an L-KB and G its generating structure. For a relational signature Σ, the Σ-types tG
Σ
(w) and rG
Σ
(w,w′) of
w,w′ ∈ ∆G are defined by:
tG
Σ
(w) =
{
Σ-concept name A | w ∈ AG }, rG
Σ
(w,w′) =

{Σ-role R | (w,w′) ∈ RG }, if w,w′ ∈ ind(K),
{Σ-role R | R ∈ (w,w′)G }, if w w′,
∅, otherwise,
where (P−)G is the inverse of PG. We also define r¯G
Σ
(w,w′) to contain the inverses of the roles in rG
Σ
(w,w′). Note
that r¯G(a, b) = rG(b, a), for a, b ∈ ind(K) but, in general, r¯G
Σ
(w,w′) is not the same as rG
Σ
(w′,w) as shown by the
T−, S −-cycle in Fig. 2. We also write
w Σ w′ if w w′ and rG
Σ
(w,w′) , ∅,
that is, if w generates w′ with a non-empty Σ-label of w  w′ in G ( -arrows with empty Σ-labels are irrelevant for
Σ-homomorphisms).
For the rest of the section, we fix consistentL-KBsK1 andK2, and a relational signature Σ. Let Gi = (∆Gi , ·Gi , i)
be a generating structure for Ki and letMi be its unravelling; GΣi andMΣi denote the restrictions of Gi andMi to Σ.
We first define the game played on the finite generating structure GΣ2 and the possibly infinite materialisationMΣ1 .
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4.1. Infinite Game GΣ(G2,M1)
The states of this game are of the form si = (ui 7→ σi), for i ≥ 0, ui ∈ ∆G2 and σi ∈ ∆M1 , such that
(s1) tG2Σ (ui) ⊆ tM1Σ (σi).
The game starts in a state s0 = (u0 7→ σ0) with
(s0) σ0 = u0 in case u0 ∈ partM2Σ .
In each round i > 0, player 2 challenges player 1 with some ui ∈ ∆G2 such that ui−1  Σ2 ui. Player 1 has to respond
with a σi ∈ ∆M1 satisfying (s1) and
(s2) rG2Σ (ui−1, ui) ⊆ rM1Σ (σi−1, σi).
This gives the next state si = (ui 7→ σi). Note that of all the ui only u0 may be an ABox individual from ind(K2);
however, there is no such a restriction on the σi. As the game GΣ(G2,M1) is not played on the individuals of K2, we
need to make sure that the ABox part ofM2 is (Σ, ind(K2))-homomorphically embeddable into the ABox part ofM1.
Thus, we require an additional condition:
(abox) partM2
Σ
⊆ ind(K1) and tM2Σ (a) ⊆ tM1Σ (a) and rM2Σ (a, b) ⊆ rM1Σ (a, b), for any a, b ∈ partM2Σ .
The following theorem gives a game-theoretic flavour to the criterion of Theorem 6.
Theorem 15. (i) M2 is finitely Σ-homomorphically embeddable into M1 if and only if (abox) and the following
condition hold:
(win) for any u0 ∈ ∆G2 and n < ω, there exists σ0 ∈ ∆M1 such that player 1 has an n-winning strategy in the game
GΣ(G2,M1) starting from (u0 7→ σ0).
(ii) There exists a Σ-homomorphism fromM2 toM1 if and only if (abox) and the following condition hold:
(ω-win) for any u0 ∈ ∆G2 , there is σ0 ∈ ∆M1 such that player 1 has an ω-winning strategy in the game GΣ(G2,M1)
starting from (u0 7→ σ0).
Proof. We only prove (i) and leave (ii) to the reader.
(⇒) Suppose M2 is finitely Σ-homomorphically embeddable into M1. Then (abox) holds by the definition of Σ-
homomorphism. To show that (win) holds, suppose u0 ∈ ∆G2 and n < ω are given. Take a finite subinterpretation
M02 of M2 that contains σu0, for some (say, the shortest) word σ, and all those elements of M2 whose distance
from σu0 does not exceed n (M02 also contains all individual names ofM2). Let h : M02 → M1 be a (Σ, ind(K2))-
homomorphism. Take σ0 = h(σu0). Clearly, u0 and σ0 satisfy (s0) and (s1). We show that player 1 has an n-winning
strategy in the game GΣ(G2,M1) starting from (u0 7→ σ0). Suppose player 2 picks u0  Σ2 u1. Then σu0u1 is
an element of M02, and player 1 responds with σ1 = h(σu0u1). Conditions (s1) and (s2) hold because h is a Σ-
homomorphism. In the same way player 1 uses h to respond to all challenges of player 2 in any round k < n of the
game GΣ(G2,M1).
(⇐) LetM02 be a finite subinterpretation ofM2. We enumerate elements of the domain ofM02 in such a way that σ
appears in the list before σ′ whenever σ′ = σu, for some u. We define, by induction, a (Σ, ind(K2))-homomorphism
h : M02 →M1 as follows. Let n be the number of elements in the domain ofM02. Pick the first (in the order described
above) element σ that has not been mapped toM1 yet. There are two possible options.
– Suppose first that there is no σ0 ∈ ∆M02 such that σ = σ0u and tail(σ0) Σ2 u, for some u. Then, by (win), there
is σ′ ∈ ∆M1 such that player 1 has an n-winning strategy in the game GΣ(G2,M1) starting from (tail(σ) 7→ σ′).
We set h(σ) = σ′. Note that if σ = a, for some a ∈ partM2
Σ
, then, by (s0), h(a) = a.
– Otherwise, we consider the longest sequence u1, . . . , uk, k ≥ 1, such that tail(σ0)  Σ2 u1  Σ2 · · ·  Σ2 uk and
σm = σ0u1 · · · um ∈ ∆M02 , for all m < k, with σ = σk. By the definition of the order, σ0, . . . , σk−1 have already
been mapped by h. By construction and (win), player 1 has an n-winning strategy from (tail(σ0) 7→ h(σ0)).
Therefore, player 1 has a response σ′ to the challenge tail(σk−1) Σ2 tail(σk). So, we set h(σ) = σ′.
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Figure 3: (a) Example 16: n-winning strategy in GΣ(G2,M1) from (a 7→ a). (b) Example 17: 4-winning strategy in GΣ(G2,M1) from (u0 7→ σ4).
It is readily seen that, by (abox), (s1) and (s2), the constructed h is a (Σ, ind(K2))-homomorphism fromM02 toM1. q
Example 16. Consider GΣ2 and MΣ1 shown in Fig. 3a, where Σ = {Q,R}. An n-winning strategy for player 1 in
GΣ(G2,M1) starting from (a 7→ a) is shown by dotted lines with the rounds of the game indicated by the numbers on
the dotted lines. In the state (a 7→ a), player 2 has two possible challenges: a  Σ2 u and a  Σ2 u′. In response to the
former, player 1 maps u to a and the successive challenges to the elements of the chain that begins with RQ (indicated
by indices 1, 2, . . . ). In response to the latter challenge, player 1 maps u′ and all the successive challenges to the same
element a (indices 1′, 2′, . . . ). Note that in all but the starting state, player 2 has only one possible challenge.
Example 17. Consider nowGΣ2 andMΣ1 in Fig. 3b, where Σ = {Q,R, S ,T } (see also Example 5). A 4-winning strategy
for player 1 in GΣ(G2,M1) starting from (u0 7→ σ4) is shown in Fig. 3b by dotted lines (again, rounds of the game
are indicated by the numbers). In contrast to Example 16, where player 1 either stays in the ABox or always moves
away from it, the winning strategy for player 1 now is to move in the opposite direction, towards the ABox. (Note
that in round 2, player 2 has two possible challenges, u1  Σ2 u2 and u1  Σ2 v.) In fact, for any n > 0, player 1 has an
n-winning strategy starting from any (u0 7→ σm) provided that m is even and m ≥ n.
The criterion of Theorem 15 does not seem to be a big improvement on Theorem 6 as we still have to deal with
an infinite materialisation. Note that, for some DLs such as EL, Horn-ALC and DL-Litehorn, it is enough to play the
same game as defined above but on the finite generating structures G2 and G1. We denote this naı¨ve reformulation of
GΣ(G2,M1)—in which σi andM1 are replaced with wi and G1, respectively—by GnΣ(G2,G1) and invite the reader to
prove that, in the case of, say DL-Litehorn, Theorem 15 will continue to hold if we replace (win) with the following
condition, which can be checked in polynomial time in O(|G2| × |G1|): for any u0 ∈ ∆G2 , there exists w0 ∈ ∆G1 such
that player 1 has an ω-winning strategy in the game Gn
Σ
(G2,G1) starting from (u0 7→ w0). (We shall obtain this result
later as a consequence of a more general theorem.) Unfortunately, the existence of an ω-winning strategy in this naı¨ve
game does not imply Σ-homomorphic embeddability ofM2 intoM1 for DLs such as DL-LiteHcore or Horn-ALCI.
In the remainder of this section, we show that condition (win) in the infinite game GΣ(G2,M1) can be checked
by analysing a much more complex game on the finite generating structures G2 and G1. We consider four types of
strategies in GΣ(G2,M1): forward, backward, start-bounded and general. For each strategy type, θ, we define a game
Gθ
Σ
(G2,G1) such that the following conditions are equivalent:
(win-θ) for any u0 ∈ ∆G2 and n < ω, there is σ0 ∈ ∆M1 such that player 1 has an n-winning θ-strategy in the infinite
game GΣ(G2,M1) starting from (u0 7→ σ0);
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Figure 4: The forward game G f
Σ
(G2,G1) from (a 7→ a) in Example 18: (a) an ω-winning strategy for player 1; (b) the infinite graph T for extracting
ω-winning strategies.
(ω-winθ) for any u0 ∈ ∆G2 , player 1 has an ω-winning strategy in the finite game GθΣ(G2,G1) starting from some state
depending on u0 and θ.
We begin by considering ‘forward’ winning strategies (such as in Example 16) that are sufficient for the DLs
without inverse roles.
4.2. Forward Strategy and Game G f
Σ
(G2,G1)
We say that a λ-strategy (λ ≤ ω) for player 1 in the game GΣ(G2,M1) is forward if, for any play of length i−1 < λ,
which conforms with this strategy, and any challenge ui−1  Σ2 ui by player 2, the response σi of player 1 is such that
either σi−1, σi ∈ ind(K1) or σi = σi−1w, for some w ∈ ∆G1 . For instance, if the generating structures Gi, i = 1, 2,
are forward then every strategy in GΣ(G2,M1) is forward, and so (win) coincides with (win-f ). By Theorem 12 (ii)
and (iii), this is the case for Horn-ALCH , Horn-ALC, ELHdr⊥ and EL.
The existence of a forward λ-winning strategy for player 1 in GΣ(G2,M1) is equivalent to the existence of a λ-
winning strategy in the game G f
Σ
(G2,G1) whose states, initial states, challenges of player 2 and responses of player 1
are defined in the table below:
forward game G f
Σ
(G2,G1)
states, i ≥ 0 (ui 7→ wi) with ui ∈ ∆G2 , wi ∈ ∆G1
and tG2
Σ
(ui) ⊆ tG1Σ (wi)
initial state (u0 7→ w0) such that w0 = u0 in case u0 ∈ partM2Σ
challenges, i > 0 ui−1  Σ2 ui
responses, i > 0 wi such that either wi−1  1 wi or wi−1,wi ∈ ind(K1)
and rG2
Σ
(ui−1, ui) ⊆ rG1Σ (wi−1,wi)
Note again that of all ui only u0 may belong to ind(K2).
Example 18. Consider GΣ2 and GΣ1 shown in Fig. 4a, where GΣ1 is a generating structure that can be unravelled intoMΣ1
from Example 16. It is not hard to see that, for any u0 ∈ ∆G2 , there is w0 ∈ ∆G1 such that player 1 has an ω-winning
strategy in G f
Σ
(G2,G1) starting from (u0 7→ w0). Such a strategy starting from (a 7→ a) is depicted by dotted lines.
The reader may find more elegant proofs of the following lemma. However, the constructions we use will be
required for the proofs of other lemmas, in particular, a more general Lemma 30.
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Lemma 19. Conditions (win-f ) and (ω-win f ) are equivalent. More precisely, for any u0 ∈ ∆G2 and σ0 ∈ ∆M1 , the
following are equivalent:
(a) player 1 has an ω-winning forward strategy in the game GΣ(G2,M1) starting from (u0 7→ σ0);
(b) for every n < ω, player 1 has an n-winning forward strategy in the game GΣ(G2,M1) starting from (u0 7→ σ0);
(c) player 1 has an ω-winning strategy in the game G f
Σ
(G2,G1) starting from (u0 7→ tail(σ0)).
Proof. (a)⇒ (b) is trivial.
(b) ⇒ (c) We construct a (possibly infinite) directed graph T whose nodes are of the form (u 7→ δ), where u ∈ ∆G2
and δ is a suffix of some element in ∆M1 , and whose arrows are labelled with u Σ2 u′ so that the following conditions
hold:
(1) T contains an initial node (u0 7→ tail(σ0));
(2) tG2
Σ
(u) ⊆ tG1
Σ
(tail(δ)), for every node (u 7→ δ) in T;
(3) for any u  Σ2 u′, every node (u 7→ δ) in T has exactly one (u  Σ2 u′)-successor, which can be of the following
forms:
(3.1) (u′ 7→ δw′) if tail(δ) = w, w 1 w′ and rG2Σ (u, u′) ⊆ rG1Σ (w,w′);
(3.2) (u′ 7→ b) if δ = a ∈ ind(K1), b ∈ ind(K1) and rG2Σ (u, u′) ⊆ rG1Σ (a, b).
(The infinite graph T for the winning strategy in Example 18 is depicted in Fig. 4b.)
Such a graph T (if it exists) gives rise to the required ω-winning strategy for player 1 in G f
Σ
(G2,G1). Indeed,
consider the function s mapping the nodes of T to states in the game G f
Σ
(G2,G1) and defined by taking
s(u 7→ δ) = (u 7→ tail(δ));
in particular, the initial node n0 of T is mapped to the starting state: s(n0) = (u0 7→ tail(σ0)). Now, when challenged by
player 2 with u Σ2 u′ in a state s(n), player 1 picks a unique u Σ2 u′-successor n′ of any r in T such that s(r) = s(n),
and responds to the challenge with s(n′). Note that although nodes are not uniquely determined by the states, any
choice of r as above results in an ω-winning strategy for player 1.
We now show that T exists. Let S0 be the given set of n-winning forward strategies for player 1 in GΣ(G2,M1)
starting from (u0 7→ σ0). Let w0 = tail(σ0). Define T0 to be the graph with the single initial node (u0 7→ w0).
Clearly it satisfies (1) and (2) above. If it also satisfies (3), then we are done. Otherwise, we take all the challenges
u0  Σ2 u11, . . . , u0  Σ2 uk1 by player 2 and use the pigeonhole principle and the fact that the number of roles in K1 is
finite to find w11, . . . ,w
k
1 ∈ ∆G1 and a subset S1 ⊆ S0 such that, for any challenge u0  Σ2 ui1, every strategy S ∈ S1
gives a response (ui1 7→ σi1) with tail(σi1) = wi1. If wi1 ∈ ind(K1) then we add to T0 the node (ui1 7→ wi1); and if
wi1 < ind(K1) then we add to T0 the node (ui1 7→ w0wi1); we also add a u0  Σ2 ui1 arc connecting (u0 7→ w0) with
the newly introduced node. This gives us the graph T1. We proceed in the same way and construct a sequence of
directed graphs T0 ⊆ T1 ⊆ . . . until we either reach some Tk satisfying (1)–(3) or obtain an infinite sequence and take
T =
⋃
k<ω Tk, which obviously satisfies (1)–(3).
(c) ⇒ (a) The given ω-winning strategy in G f
Σ
(G2,G1) starting from (u0 7→ tail(σ0)) is mirrored by an obvious
ω-winning forward strategy in GΣ(G2,M1) starting from (u0 7→ σ0). q
Example 20. Consider again GΣ2 and GΣ1 in Fig. 4a. Figure 5 depicts the full graph of the game G fΣ(G2,G1), in which
rectangles represent the states and circles the challenges of player 2. Note that it contains two dead-ends reachable
from (a 7→ a)—the challenges u′  Σ2 u′ in the state (u′ 7→ w) and u  Σ2 v in (u 7→ w) of player 2 to which player 1
has no response (the dead-ends are indicated by double circles). The ω-winning strategy for player 1 in this graph is,
therefore, to avoid these dead-ends; it is indicated by the shaded states.
In view of Theorem 12 (ii) and (iii) and Proposition 14, we then obtain:
Theorem 21. For combined complexity, checking Σ-query entailment is in P for EL and ELHdr⊥ KBs, and in ExpTime
for Horn-ALC and Horn-ALCH KBs. For data complexity, it is in P for all these DLs.
In comparison to forward strategies, the winning strategies used in Example 17 can be described as ‘backward’.
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Figure 5: The full graph of the game G f
Σ
(G2,G1) in Example 16.
4.3. Backward Strategy and Game Gb
Σ
(G2,G1)
A λ-strategy for player 1 in GΣ(G2,M1) is backward if, for any play of length i− 1 < λ, which conforms with this
strategy, and any challenge ui−1  Σ2 ui by player 2, the response σi of player 1 is the immediate predecessor of σi−1
inM1 in the sense that σi−1 = σiw, for some w ∈ ∆G1 (player 1 loses in case σi−1 ∈ ind(K1)). Note that, sinceM1 is
tree-shaped, the response of player 1 to any different challenge ui−1  Σ2 u′i must be the same σi; cf. Example 17. That
is why the states of the game Gb
Σ
(G2,G1) are of the form si = (Ξi 7→ wi), where Ξi is a non-empty subset of ∆G2 and
wi ∈ ∆G1 . For each i > 0, player 2 always challenges player 1 with the set Ξi = Ξ i−1, where
Ξ =
{
v ∈ ∆G2 | u Σ2 v, for some u ∈ Ξ
}
,
provided that it is not empty (otherwise, player 2 loses). Player 1 responds with wi ∈ ∆G1 such that wi  1 wi−1. More
formally, the states, challenges of player 2 and responses by player 1 are defined as follows:
backward game Gb
Σ
(G2,G1)
states, i ≥ 0 (Ξi 7→ wi) with Ξi ⊆ ∆G2 , Ξi , ∅, wi ∈ ∆G1
and tG2
Σ
(u) ⊆ tG1
Σ
(wi), for all u ∈ Ξi
initial state ({u0} 7→ w0) such that w0 = u0 in case u0 ∈ partM2Σ
challenges, i > 0 Ξi = Ξ i−1 provided that Ξi , ∅
responses, i > 0 wi such that wi  1 wi−1
and rG2
Σ
(u, v) ⊆ r¯G1
Σ
(wi,wi−1), for all u ∈ Ξi−1 and v ∈ Ξi
Note that, by definition, Ξ0 is a singleton and the sets Ξi, for i > 0, contain no individuals from ind(K2).
Example 22. Figure 6a shows an ω-winning strategy for player 1 in Gb
Σ
(G2,G1) starting from ({u0} 7→ w0), where G1
is a generating structure that can be unravelled intoM1 in Example 17. Figure 6b presents the corresponding fragment
of the full game graph (shaded nodes form an ω-winning strategy and the non-shaded node leads to a dead-end, where
player 1 loses).
Lemma 23. Conditions (win-b) and (ω-winb) are equivalent. More precisely, for any u0 ∈ ∆G2 and w0 ∈ ∆G1 , the
following are equivalent:
(a) for every n < ω, there is σ0 ∈ ∆M1 with tail(σ0) = w0 such that player 1 has an n-winning backward strategy in
the game GΣ(G2,M1) starting from (u0 7→ σ0);
(b) player 1 has an ω-winning strategy in the game Gb
Σ
(G2,G1) starting from ({u0} 7→ w0).
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Figure 6: The backward game Gb
Σ
(G2,G1) from ({u0} 7→ w0) in Example 22: (a) an ω-winning strategy for player 1; (b) a fragment of the full game
graph; (c) the infinite tree T for extracting ω-winning strategies.
Proof. (a) ⇒ (b) We begin by constructing a possibly infinite directed tree T with nodes of the form (u 7→ w, i),
where u ∈ ∆G2 , w ∈ ∆G1 and 0 ≤ i < ω, whose arrows are labelled with u Σ2 u′ so that the following conditions hold:
(1) the root of T is of the form (u0 7→ w0, 0);
(2) tG2
Σ
(u) ⊆ tG1
Σ
(w), for every node (u 7→ w, i) in T;
(3) for any u  Σ2 u′, every node (u 7→ w, i) in T has exactly one (u  Σ2 u′)-successor in T, which is of the form
(u′ 7→ w′, i + 1) and satisfies w′  1 w and rG2Σ (u, u′) ⊆ r¯G1Σ (w′,w).
(4) for any nodes (u 7→ w, i) and (u′ 7→ w′, i) in T, we have w = w′.
(The infinite tree T for the winning strategy in Example 22 is depicted in Fig. 6c.)
Such a tree T defines an ω-winning strategy for player 1 in Gb
Σ
(G2,G1) starting from ({u0} 7→ w0). In detail, let
w0,w1, . . . be the longest (and so possibly infinite) sequence of elements of ∆G1 such that, for each wi, there exists u
with (u 7→ wi, i) a node in T. Note that, by (4), every wi (if it exists) is uniquely determined. We set
Ξi =
{
u | (u 7→ wi, i) ∈ T }
and observe that Ξ0 = {u0} and Ξi = Ξ i−1 and Ξi , ∅, for all i > 0. Take the maximal m < ω such that wm exists and
wi , wm for all i < m (in other words, wm is the first repeating element in the sequence). Now the strategy of player 1
is as follows: when challenged by player 2 with some u  Σ2 u′ in state (Ξi 7→ wi) with i ≤ m, player 1 responds with
wi+1 if i < m and with the uniquely determined wk, for k ≤ m and wk = wm+1, if i = m.
We now show that T exists. Let S0 be the given set of n-winning backward strategies for player 1 in GΣ(G2,M1)
starting from (u0 7→ σ0), for σ0 ∈ ∆M1 with tail(σ0) = w0. Define T0 to be the tree with the single node (u0 7→ w0, 0).
Clearly, it satisfies (1), (2) and (4). If it also satisfies (3), then we are done. Otherwise, we take a challenge u0  Σ2 u1
by player 2 and use the pigeonhole principle to find w1 ∈ ∆G1 and a subset S1 ⊆ S0 such that, for any challenge
u0  Σ2 u′, every strategy S ∈ S1 gives a response (u′ 7→ σ′) with tail(σ′) = w1. We add to T0 the nodes (u′ 7→ w1, 1),
for any challenge u0  Σ2 u′. We also add a u0  Σ2 u′ arc connecting (u0 7→ w0, 0) with the newly introduced
nodes. This gives us the tree T1 satisfying (1), (2) and (4). We proceed in this way and construct a sequence of trees
T0 ⊆ T1 ⊆ . . . until we either reach some Tk satisfying (1)–(4) or obtain an infinite sequence and take T = ⋃k<ω Tk,
which obviously satisfies (1)–(4).
(b) ⇒ (a) Suppose player 1 has an ω-winning strategy S starting from ({u0} 7→ w0) in the game GbΣ(G2,G1) and let
n < ω. Recall that, for each state (Ξ 7→ w), there is (at most) one challenge Ξ′ = Ξ . Thus, the first n rounds of a
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Figure 7: MΣ2 andMΣ1 for ϕ = c1 ∧ c2 ∧ c3, where c1 = p1 ∨ p2, c2 = ¬p1 ∨ p2 and c3 = ¬p2. The >/⊥ symbols on the arrows ofMΣ2 indicate the
truth value of the respective variable. Only one branch ofMΣ1 is shown in full detail, with the index of the missing role Ci in the black circle next
to the arrow.
play according to S starting from ({u0} 7→ w0) are given by a sequence (Ξ0 7→ w0), (Ξ1 7→ w1), . . . , (Ξk 7→ wk), where
Ξ0 = {u0} and either k = n or k < n and Ξ k = ∅. Take any σ ∈ ∆M1 with tail(σ) = wk and let σ0 = σwk−1 · · ·w0.
Clearly, player 1 has an n-winning backward strategy in GΣ(G2,M1) starting from (u0 7→ σ0). q
Although Lemmas 19 and 23 look similar, the game Gb
Σ
(G2,G1) turns out to be more complex than G fΣ(G2,G1)
because the full game graph is exponential in the size of ∆G2 \ ind(K2). The following lemma explains this fact using
very simple DL-LiteHcore KBs:
Lemma 24. Checking whether player 1 has an ω-winning strategy in Gb
Σ
(G2,G1) is coNP-hard.
Proof. The proof is by reduction of the unsatisfiability problem for 3CNFs ϕ =
∧m
i=1 ci, where ci = li1 ∨ li2 ∨ li3 and
each li j is either one of the propositional variables p1, . . . pk or a negation of such a variable.
Let N1, . . . ,Nk be the first k prime numbers (observe that 1 < Nk ≤ k2). We take a role name R, a role name Ci, for
each clause ci in ϕ, and a role name Sj`, for each 1 ≤ j ≤ k and 1 ≤ ` ≤ N j. Now we define a KB K2 = (T2, {A(a)}),
where T2 contains A v ∃R, the following inclusions, for 1 ≤ j ≤ k and 1 ≤ ` < N j,
∃R− v ∃Sj1, ∃S −j` v ∃Sj`+1, ∃S −jN j v ∃Sj1,
and the following inclusions, for 1 ≤ j ≤ k and 1 ≤ i ≤ m:
Sj1 v Ci, if p j is a literal of ci,
Sj2 v Ci, if ¬p j is a literal of ci.
Intuitively,M2 is a tree with k branches having a common root arrow R. The jth branch is obtained by unravelling a
loop of N j arrows Sj1, . . . , SjN j : the first arrow, Sj1, corresponds to p j being true (under an assignment) and the second
arrow, Sj2, to p j being false (other arrows do not encode truth values). Therefore, N1 ×N2 × · · · ×Nk layers (the layer i
consists of all arrows from points at distance i from the root) contain representations of all possible assignments to
p1, . . . , pk (for k = 2, see Fig. 7 on the left). The last two types of role inclusions make sure that the roles C1, . . . ,Cm,
which constitute the signature Σ, mark those assignments under which ϕ is true.
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Figure 8: Example 25: (a) an ω-winning start-bounded strategy in GΣ(G2,M1) from (u2 7→ σ0); (b) an ω-winning strategy in GsΣ(G2,G1) from
(∅, {u2, u9} 7→ w0); (c) the respective fragment of the game graph of GsΣ(G2,G1); (d) the graph T for extracting ω-winning strategies in GsΣ(G2,G1).
We now take K1 = (T1, {A(a)}), where T1 contains the following inclusions:
A v ∃Ti and ∃T−i v A, for 1 ≤ i ≤ m
Ti v C−i′ , for 1 ≤ i , i′ ≤ m.
InM1, the path from each point to the root contains arrows that are labelled by all of C1, . . . ,Cm but one (for m = 3,
see Fig. 7 on the right). Note that the Ci arrows point towards the root, in the opposite direction to the Ci arrows of
M2. Thus, there is a finite (Σ, {a})-homomorphism fromM2 intoM1 if and only if one of the clauses is false under
each of the assignments (that is, iff ϕ is unsatisfiable).
The generating structure G1 is essentially a set of loops each of which is missing precisely one of the Ci. Thus,
the responses of player 1 correspond to the choices of the missing Ci. The challenges by player 2, on the other hand,
correspond to the subsets of C1, . . . ,Cm in the layers ofM2, the number of which may be exponential in k. So player 2
can go through a sequence of exponentially many distinct challenges (assignments), to each of which player 1 will
have to find a clause that is false under the assignment. The sequence repeats itself after N1 × · · · × Nk steps. q
A general strategy for player 1 in GΣ(G2,M1) is a combination of a backward strategy and a number of start-
bounded strategies to be defined next.
4.4. Start-bounded Strategy and Game Gs
Σ
(G2,G1)
A strategy for player 1 in the game GΣ(G2,M1) starting from (u0 7→ σ0) is called start-bounded if it never leads to
a state (ui 7→ σi) such that σ0 = σiw, for some w ∈ ∆G1 and i > 0. In other words, player 1 cannot use those elements
ofM1 that are located closer to the ABox than σ0; the ABox individuals inM1 can only be used if σ0 ∈ ind(K1).
Example 25. The strategy starting from (u2 7→ σ0) and shown in Fig. 8a by dotted lines is start-bounded, with the
numbers indicating the rounds of the game: the responses σ0, σ1, σ2 of player 1 move away from the ABox, after
which player 1 retraces his steps back to σ0 (in order to avoid clutter, we omitted the ABox part from the generating
structure G2 in the picture).
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The states of Gs
Σ
(G2,G1) are of the form (Θi,Ξi 7→ wi), i ≥ 0, where Θi,Ξi ⊆ ∆G2 , Ξi , ∅ and wi ∈ ∆G1 . (Intuitively,
Ξi is the set of elements of ∆G2 that are mapped to wi, while Θi identifies illegitimate challenges for player 2, that
is, the Σ2 -successors that have already been mapped to wi−1.) The initial state is of the form (∅,Ξ0 7→ w0). In each
round i > 0, player 2 challenges player 1 with some u Σ2 v such that u ∈ Ξi−1 and
if v ∈ Θi−1 then rG2Σ (u, v) * r¯G1Σ (wi−2,wi−1). (no-backward)
(Player 2 loses if there is no challenge satisfying this condition.) Player 1 ‘guesses’ some Ξi and wi such that Ξi
contains v, rG2
Σ
(u, v) ⊆ rG1
Σ
(wi−1,wi) and responds with a state (Θi,Ξi 7→ wi), where Θi is determined by Ξi−1 and wi:
Θi = Ξi−1 if wi < ind(K1) and Θi = ∅, otherwise. We make challenges u Σ2 v, for which
u ∈ Ξi−1, v ∈ Θi−1 and rG2Σ (u, v) ⊆ r¯G1Σ (wi−2,wi−1),
‘illegitimate’ because, by the choice of Ξi−2, the element wi−2 was supposed to be used as a response; note that the
last two conditions above are the complement of (no-backward). Because of this, player 1 always moves ‘forward’
in G1, but has to guess appropriate sets Ξi in advance. The states, initial states, challenges by player 2 and responses
of player 1 are summarised in the table below:
start-bounded game Gs
Σ
(G2,G1)
states, i ≥ 0 (Θi,Ξi 7→ wi) with Θi,Ξi ⊆ ∆G2 , Ξi , ∅, wi ∈ ∆G1
and tG2
Σ
(u) ⊆ tG1
Σ
(wi), for all u ∈ Ξi
initial state (∅,Ξ0 7→ w0) such that w0 = u in case u ∈ Ξ0 ∩ partM2Σ
and Ξ0 ∩ ind(K2) contains at most one element
challenges, i > 0 u Σ2 v such that u ∈ Ξi−1
and if v ∈ Θi−1, for i > 1, then rG2Σ (u, v) * r¯G1Σ (wi−2,wi−1)
responses, i > 0 (Θi,Ξi 7→ wi) such that v ∈ Ξi and Ξi ∩ ind(K2) = ∅,
either wi−1  1 wi and Θi = Ξi−1 or wi−1,wi ∈ ind(K1) and Θi = ∅,
and rG2
Σ
(u, v) ⊆ rG1
Σ
(wi−1,wi)
Note that of all Ξi only Ξ0 may contain (at most one) individual from ind(K2); Θ0 = ∅ and of all Θi only Θ1 may
contain an individual.
Example 26. Consider GΣ2 and GΣ1 in Fig. 8b. In the game GsΣ(G2,G1), player 1 will have to guess all the points ofG2 that are mapped to the same point ofM1. We show that player 1 has an ω-winning strategy in GsΣ(G2,G1) starting
from (∅, {u2, u9} 7→ w0). Player 2 challenges with u2  Σ2 u6, and player 1 responds with ({u2, u9}, {u6, u8} 7→ w1). Then
player 2 picks u6  Σ2 u7 and player 1 responds with ({u6, u8}, {u7} 7→ w2), where the game ends because player 2 has no
challenge available. Observe that this strategy involves only 3 rounds in contrast to the 5 rounds of the corresponding
strategy in G(G2,M1) shown in Fig. 8a. The strategy in GsΣ(G2,G1) is indicated by the shaded states of the fragment of
the game graph in Fig. 8c. Note the crucial guesses {u2, u9} 7→ w0 and {u6, u8} 7→ w1 made by player 1. For example,
if player 1 responded with ({u2, u9}, {u6} 7→ w1) (and failed to guess that u8 must also be mapped to w1), then after the
challenge u6  Σ2 u7 and the only possible response ({u6}, {u7} 7→ w2), player 2 would pick u7  Σ2 u8 to which player 1
would not have a response; see the non-shaded states in Fig. 8c.
Lemma 27. Conditions (win-s) and (ω-wins) are equivalent. More precisely, for any u0 ∈ ∆G2 and σ0 ∈ ∆M1 , the
following are equivalent:
(a) player 1 has an ω-winning start-bounded strategy in the game GΣ(G2,M1) starting from (u0 7→ σ0);
(b) for every n < ω, player 1 has an n-winning start-bounded strategy in GΣ(G2,M1) starting from (u0 7→ σ0);
(c) player 1 has an ω-winning strategy in the game Gs
Σ
(G2,G1) starting from (∅,Ξ0 7→ tail(σ0)), for some Ξ0 3 u0.
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Proof. (a)⇒ (b) is trivial.
(b)⇒ (c) We define a (possibly infinite) directed graph T whose nodes are of the form (u 7→ δ), where u ∈ ∆G2 and δ
is a suffix of some element in ∆M1 , and whose arrows are labelled with u Σ2 u′ so that the following conditions hold:
(1) T contains an initial node (u0 7→ tail(σ0));
(2) tG2
Σ
(u) ⊆ tG1
Σ
(tail(δ)), for every node (u 7→ δ) in T;
(3) for any u Σ2 u′, every node (u 7→ δ) in T has exactly one (u Σ2 u′)-successor in T, which can be of the following
forms:
(3.1) (u′ 7→ δw′), if tail(δ) = w, w 1 w′ and rG2Σ (u, u′) ⊆ rG1Σ (w,w′);
(3.2) (u′ 7→ b), if δ = a ∈ ind(K1), b ∈ ind(K1) and rG2Σ (u, u′) ⊆ rG1Σ (a, b);
(3.3) (u′ 7→ δ′), if δ = δ′w, tail(δ′) = w′, w′  1 w and rG2Σ (u, u′) ⊆ r¯G1Σ (w′,w).
Observe that these conditions coincide with the conditions given in the proof of Lemma 19 except that now (3.3)
provides a possibility of going backward. The graph T for the winning strategy in Example 25 is depicted in Fig. 8d.
We show that the graph T (if it exists) gives rise to the required ω-winning strategy for player 1 in Gs
Σ
(G2,G1).
Consider the function s mapping the nodes in T to states in the game Gs
Σ
(G2,G1) and defined by taking
s(u 7→ δ) =
(Ξδ′ ,Ξδ 7→ tail(δ)), if δ = δ′w,(∅,Ξδ 7→ δ), otherwise (that is, if δ = tail(σ0) or δ ∈ ind(K1)),
where Ξδ =
{
u | (u 7→ δ) a node in T }. In particular, the initial node n0 in T is mapped to the initial state:
s(n0) = (∅,Ξtail(σ0) 7→ tail(σ0)). (Note that only n0 may refer to an individual from ind(K2), and so s(n0) is a properly
defined initial state.) In order to define the ω-winning strategy of player 1 in Gs
Σ
(G2,G1) from s(n0), we show that, for
all n in T,
if player 2 has a challenge u Σ2 u′ in s(n), then there is ru and a (u Σ2 u′)-successor n′ of ru in T
such that s(ru) = s(n) and s(n′) is a valid response by player 1 to u Σ2 u′ in s(n).
Indeed, if u Σ2 u′ is a challenge in s(n) then s(n) is of the form (Θ,Ξδ 7→ tail(δ)), for some δ and u ∈ Ξδ. By definition,
T contains a node ru = (u 7→ δ) and s(ru) = s(n); moreover, ru has a (u Σ2 u′)-successor n′ in T. (Observe that, by the
definition of s, for two distinct nodes n = (v 7→ δ) and ru = (u 7→ δ), we may have s(n) = s(ru) = (Θ,Ξδ 7→ tail(δ)) and
{u, v} ⊆ Ξδ, and so T may contain a node n that has no u Σ2 u′ successor for a valid challenge u Σ2 u′ in GsΣ(G2,G1)
from s(n). Similarly to the proof of Lemma 19, the choice of a particular ru is not essential.) It remains to show that
s(n′) is a valid response by player 1 to u Σ2 u′ from s(n). Consider all possible cases:
– If ru = (u 7→ w) and n′ = (u′ 7→ ww′) then s(n) = (∅,Ξw 7→ w) and s(n′) = (Ξw,Ξww′ 7→ w′). By item (3.1) of
the definition of T, s(n′) is as required.
– If ru = (u 7→ δw) and n′ = (u′ 7→ δww′) then s(n) = (Ξδ,Ξδw 7→ w) and s(n′) = (Ξδw,Ξδww′ 7→ w′). By (3.1),
s(n′) is as required.
– If ru = (u 7→ w) and n′ = (u′ 7→ w′) then w,w′ ∈ ind(K1), s(n) = (∅,Ξw 7→ w) and s(n′) = (∅,Ξw′ 7→ w′).
By (3.2), s(n′) is as required.
– If ru = (u 7→ δw′w) and n′ = (u′ 7→ δw′) then s(n) = (Ξδw′ ,Ξδw′w 7→ w) and u′ ∈ Ξδw′ , which is impossible
because, in view of (3.3), we have rG2
Σ
(u, u′) ⊆ r¯G1
Σ
(w′,w) contrary to the fact that u Σ2 u′ is a challenge in s(n);
see (no-backward).
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The ω-winning strategy of player 1 in Gs
Σ
(G2,G1) from s(n0) is then defined naturally.
Now we show that T exists. The construction is similar to the proof of Lemma 19. Let S0 be the given set of
n-winning start-bounded strategies in GΣ(G2,G1) starting from (u0 7→ σ0) and let w0 = tail(σ0). Define T0 to be the
graph with the single initial node (u0 7→ w0). Clearly, it satisfies (1) and (2) above. If it also satisfies (3), then we are
done. Otherwise, as in the proof of Lemma 19, we take all the challenges u0  Σ2 u11, . . . , u0  Σ2 uk1 by player 2 and
using the pigeonhole principle find w11, . . . ,w
k
1 ∈ ∆G1 and a set S1 ⊆ S0 such that, for any challenge u0  Σ2 ui1, every
strategy S ∈ S1 gives a response (ui1 7→ σi1) with tail(σi1) = wi1. If wi1 ∈ ind(K1) then we add the node (ui1 7→ wi1)
to T0, and if wi1 < ind(K1) then we add the node (ui1 7→ w0wi1) to T0; we also add an u0  Σ2 ui1 arrow connecting
(u0 7→ w0) with the newly introduced node. This gives us the graph T1. To illustrate the construction of T in the
case of a backward step (which is impossible in round 1), consider now a challenge u1  Σ2 u2 by player 2 for some
u1 ∈ {u11, . . . , uk1} such that the response according to S was (u1 7→ σ0w1) and (u1 7→ w0w1) is a node in T1. Then,
using the pigeonhole principle, we find either
– w2 ∈ ∆G1 and a subset S2 ⊆ S1 such that every strategy S ∈ S2 gives a response of the form (u2 7→ σ0w1w2),
– or a subset S2 ⊆ S1 such that every strategy S ∈ S2 gives a response of the form (u2 7→ σ0).
In the former case we add the node (u2 7→ w0w1w2) to T1 and in the latter case we add (u2 7→ w0) to T1. We also
add an u1  Σ2 u2 arrow connecting (u1 7→ w0w1) and the new node to T1. This defines T2. We proceed in the same
way and construct a sequence of graphs T0 ⊆ T1 ⊆ . . . until we either reach some Tk satisfying (1)–(3) or obtain an
infinite sequence and take T =
⋃
k<ω Tk, which obviously satisfies (1)–(3).
(c) ⇒ (a) Suppose that player 1 has an ω-winning strategy S in Gs
Σ
(G2,G1) starting from (∅,Ξ0 7→ tail(σ0)) with
u0 ∈ Ξ0. We transform the strategy S into an ω-winning start-bounded strategy S′ in GΣ(G2,M1) starting from
s0 = (u0 7→ σ0). We associate with any (possibly infinite) sequence u0  Σ2 u1  Σ2 · · ·  Σ2 ui  Σ2 · · · of challenges
by player 2 in GΣ(G2,M1) starting from the state s0 a sequence s1 = (u1 7→ σ1), . . . , si = (ui 7→ σi), . . . of responses
by player 1 which are start-bounded (that is, σ0 , σiw, for any w ∈ ∆G1 ). To this end, we also define a sequence of
states sb0 = (Θ0,Ξ0 7→ w0), . . . , sbi = (Θi,Ξi 7→ wi), . . . in GsΣ(G2,G1) such that ui ∈ Ξi and tail(σi) = wi for all i. To
keep track of ‘backward moves’ we also define a sequence pi0, . . . , pii, . . . of sequences of states in GsΣ(G2,G1) such
that each pii has length |σi| + 1 − |σ0| and its first state is of the form (∅,Ξ 7→ w). Finally, we require that
if pii = pi j · (Θ1,Ξ1 7→ w1) · · · (Θm,Ξm 7→ wm) then σi = σ jw1 · · ·wm. (4)
For i = 0, we set sb0 = (∅,Ξ0 7→ w0) and pi0 = sb0, which clearly has the required properties. Now assume that
s0, . . . , si−1, sb0, . . . , sbi−1 and pi0, . . . , pii−1, for i > 0, are defined as above. Consider a challenge ui−1  Σ2 ui in state
si−1. We distinguish the following two cases.
– If ui−1  Σ2 ui is a valid challenge in sbi−1 then we define sbi = (Θi,Ξi 7→ wi) as the response of player 1 in sbi−1
according to S. If wi < ind(K1) then we set pii = pii−1 · sbi and si = (ui 7→ σi−1wi). Otherwise, Θi = ∅ and we set
pii = sbi and si = (ui 7→ wi). Obviously, the conditions above hold for the resulting sequences.
– If ui−1  Σ2 ui is not a valid challenge from sbi−1 then Θi−1 , ∅, ui ∈ Θi−1 and rG2Σ (ui−1, ui) ⊆ r¯G1Σ (w,wi−1) for
the predecessor w of wi−1 in σi−1. Let pii be the result of removing the final state from pii−1; let sbi be the final
element of pii; and let si = (ui 7→ σi), where σi is obtained from σi−1 by removing its final element. Clearly, (4)
is satisfied. We show that si is a valid response. First, observe that there exists j ≤ i − 2 such that pi j = pii
and pi j+1 = pii−1 for which sb j+1 is the response to the challenge u j  Σ2 u j+1 from sb j. By (4), σ j+1 = σi−1 and
σ j+1 = σ jw j. By the construction of σi, σi = σ j. Second, it remains to observe that Θ j+1 = Θi−1 and Θ j+1 = Ξ j,
i.e., ui ∈ Ξ j and tG2Σ (ui) ⊆ tG1Σ (w j) = tM1Σ (σi) (recall that, by (no-backward), rG2Σ (ui−1, ui) ⊆ rM1Σ (σi−1, σi)).
By repeating these steps, we obtain an ω-winning start-bounded strategy in GΣ(G2,M1) starting from (u0 7→ σ0). q
Similarly to G f
Σ
(G2,G1), player 1 has an ω-winning strategy in GsΣ(G2,G1) starting from a state s if and only if
player 2 does not have a winning strategy in the reachability game on the full graph of Gs
Σ
(G2,G1) starting from s.
However, now the size of the game graph is exponential in the size of G2. More precisely, each Θi and Ξi is a subset of
∆G2 with at most one individual name, which results in O((|ind(K2)| × 2|∆G2 \ind(K2)|)2 × |∆G1 |) states in GsΣ(G2,G1). The
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number of vertices in the graph for the reachability game is then cubic in the number of states in Gs
Σ
(G2,G1) because
(no-backward) involves three states. So the existence of the required ω-winning strategy for player 1 can be checked
in time polynomial in G1 but exponential in G2. Moreover, as we shall see in Section 5, this problem is ExpTime-hard.
4.5. General Strategies and Game Gg
Σ
(G2,G1)
A general winning strategy in the game GΣ(G2,M1) can be composed of one backward and a number of start-
bounded strategies.
Example 28. Consider GΣ2 andMΣ1 shown in Fig. 9a. Starting from (u1 7→ σ3), player 1 can respond to the challenges
u1  Σ2 u2  Σ2 u3 according to the backward strategy; the challenges u2  Σ2 u6  Σ2 u7  Σ2 u8  Σ2 u9 according to the
start-bounded strategy as in Example 25; the challenges u3  Σ2 u4  Σ2 u5 also according to the obvious start-bounded
strategy; finally, the challenge u9  Σ2 u10 needs a response according to the backward strategy. We will combine the
two backward strategies into a single one, but keep the start-bounded ones separate.
The states, initial states, challenges and responses in the general game Gg
Σ
(G2,G1) are defined in the table below:
general game Gg
Σ
(G2,G1)
states, i ≥ 0 (Ξi 7→ wi,Ψi) such that Ξi ⊆ ∆G2 , Ξi , ∅, wi ∈ ∆G1 , Ψi ⊆ Ξ i ,
tG2
Σ
(u) ⊆ tG1
Σ
(wi), for all u ∈ Ξi,
Ψi = ∅ if wi ∈ ind(K1),
and player 1 has an ω-winning strategy in the start-bounded game Gs
Σ
(G2,G1)
from (∅,Ξi 7→ wi) with the first challenge u Σ2 v by player 2 satisfying v ∈ Ξ i \ Ψi
initial state (Ξ0 7→ w0,Ψ0) such that w0 = u in case u ∈ Ξ0 ∩ partM2Σ ,
Ξ0 ∩ ind(K2) contains at most one element
challenges, i > 0 Ψi−1 provided that Ψi−1 , ∅
responses, i > 0 (Ξi 7→ wi,Ψi) such that wi  1 wi−1, Ξi ⊇ Ψi−1 with Ξi ∩ ind(K2) = ∅,
rG2
Σ
(u, v) ⊆ r¯G1
Σ
(wi,wi−1), for all u ∈ Ξi−1 and v ∈ Ξi.
Thus, in every round i > 0 of the game, player 1 chooses a set Ξi ⊇ Ψi−1 and partitions the elements of Ξ i into
those that will be mapped according to the backward strategy in round i + 1 (the set Ψi) and those that will be mapped
according to the start-bounded strategy (the set Ξ i \ Ψi). Note the additional condition that player 1 must have an
ω-winning strategy in the start-bounded game Gs
Σ
(G2,G1) from (∅,Ξi 7→ wi) where the first challenge by player 2 is
restricted to Ξ i \ Ψi.
Example 29. Figure 9b shows anω-winning strategy for player 1 in Gg
Σ
(G2,G1) starting from ({u1} 7→ w3, {u2}), where
GΣ1 looks likeMΣ1 but with wi in place of σi. The dashed transitions represent two launches of start-bounded games:
one from the state (∅, {u2, u9} 7→ w0) with the initial challenge u2  Σ2 u6, and the other from the state (∅, {u3, u10} 7→ a)
with the initial challenge u3  Σ2 u4.
Lemma 30. Conditions (win), (win-g) and (ω-wing) are equivalent. More precisely, for any u0 ∈ ∆G2 and w0 ∈ ∆G1 ,
the following are equivalent:
(a) for every n < ω, there is σ0 ∈ ∆M1 such that tail(σ0) = w0 and player 1 has an n-winning strategy in the game
GΣ(G2,M1) starting from (u0 7→ σ0);
(b) player 1 has an ω-winning strategy in Gg
Σ
(G2,G1) starting from (Ξ0 7→ w0,Ψ0), for some Ξ0 3 u0 and Ψ0.
Proof. (a)⇒ (b) As before, we construct a (possibly infinite) directed graph T whose nodes are of the form (u 7→ δ, i),
where u ∈ ∆G2 , δ is a suffix of some element in ∆M1 and 0 ≤ i < ω or i = ∗, and whose arrows are labelled with
u Σ2 u′ and such that the following conditions hold:
(1) the initial node of T is of the form (u0 7→ w0, 0);
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σ0
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σ1
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P
S , S 1
R T,T1
Q,Q1
MΣ1
0
1
5′
2
6′
{u1} 7→w3, {u2}
{u2, u9} 7→w0, {u3, u10}
{u3, u10} 7→ a, ∅ ∅, {u3, u10} 7→ a
∅, {u4} 7→ b
∅, {u5} 7→ a
∅, {u2, u9} 7→w0
{u2, u9}, {u6, u8} 7→w1
{u6, u8}, {u7} 7→w2
{u2}
{u3, u10}
u2  u6
u6  u7
u3  u4
u4  u5
{u3, u10} u4
{u2, u9} u6
(a) (b)
Figure 9: Example 28: (a) an ω-winning general strategy in the infinite game GΣ(G2,M1) from (u1 7→ σ3); (b) the respective fragment of the game
graph of Gg
Σ
(G2,G1) with graphs of the start-bounded games.
u1 7→w3, 0
u2 7→w0, 1
u3 7→ a, 2 u4 7→ b, ∗ u5 7→ a, ∗
u6 7→w0w1, 1
u7 7→w0w1w2, 1
u8 7→w0w1, 1
u9 7→w0, 1
u10 7→ a, 2
u1  u2
u2  u3
u3  u4 u4  u5
u2  u6
u6  u7 u7  u8
u8  u9
u9  u10
Figure 10: The graph T for extracting ω-winning strategies in Gg
Σ
(G2,G1) from Example 28.
(2) tG2
Σ
(u) ⊆ tG1
Σ
(tail(δ)), for any node (u 7→ δ, k) in T;
(3) for any u  Σ2 u′, every node (u 7→ δ, i) in T has exactly one (u  Σ2 u′)-successor in T, which can be of the
following forms:
(3.1) (u′ 7→ δw′, i), if tail(δ) = w, w 1 w′ and rG2Σ (u, u′) ⊆ rG1Σ (w,w′);
(3.2) (u′ 7→ b, ∗), if δ = a ∈ ind(K1), b ∈ ind(K1) and rG2Σ (u, u′) ⊆ rG1Σ (a, b);
(3.3) (u′ 7→ δ′, i), if δ = δ′w, tail(δ′) = w′, w′  1 w and rG2Σ (u, u′) ⊆ r¯G1Σ (w′,w);
(3.4) (u′ 7→ w′, i + 1), if δ = w ∈ ∆G1 , w′  1 w and rG2Σ (u, u′) ⊆ r¯G1Σ (w′,w).
(4) for any nodes (u 7→ w, i) and (u′ 7→ w′, i) in T with w,w′ ∈ ∆G1 and i , ∗, we have w = w′.
Note that the conditions on T combine the conditions given in the proofs of Lemma 23 (backward strategies, cf. (3.4)
and (4)) and Lemma 27 (start-bounded strategies, cf. (3.1)–(3.3)). The graph T for the ω-winning strategy in Exam-
ple 28 is depicted in Fig. 10.
We show first that such a graph T exists. Let S0 be the given set of n-winning strategies of player 1 in GΣ(G2,M1)
starting from (u0 7→ σ0). Define T0 to be the graph with the single initial node (u0 7→ w0, 0). In the sequel, we slightly
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abuse notation and use ε for the empty word so that εa is regarded to be the same as a, an element of ind(K1). We say
that a strategy S ∈ S0 respects T if there exists a sequence σS0 , σS1 , . . . of elements of ∆M1 ∪ {ε} such that
– each σSi satisfies σ
S
i−1 = σ
S
i w, for some w ∈ ∆G1 , with σS−1 = σ0, and
– if (u′ 7→ δ′, i′) is a (u  Σ2 u′)-successor of (u 7→ δ, i) in T then, according to S, player 1 responds to the
challenge u Σ2 u′ of player 2 in the state (u 7→ σSi δ) with (u′ 7→ σSi′ δ′),
where σS∗ = ε. (Intuitively, σSi is the σ
S
i−1 without the last element, and so the sequence σ
S
0 w0, σ
S
1 w1, σ
S
2 w2, . . . , with
wi = tail(σSi−1), are the responses to the challenges of the strategy.) Clearly, all strategies in S0 respect T0. Suppose
we have already constructed Tk and Sk such that every S ∈ Sk respects Tk. If Tk satisfies (3), then we are done.
Otherwise, Tk contains a node (u 7→ δ, i) without a (u  Σ2 u′)-successor, for some u  Σ2 u′. (We take such a node to
be closest to the initial node.) Using the pigeonhole principle, we can find δ′, i′ and a subset Sk+1 ⊆ Sk such that one
of the following four options holds for all strategies S ∈ Sk+1 simultaneously: the response of player 1 according to S
to the challenge (u Σ2 u′) in state (u 7→ σSi δ) is of the form
(u′ 7→ σSi δ′) with δ′ = δw′ and i′ = i, (r.1)
(u′ 7→ δ′) with σSi = ε, δ, δ′ ∈ ind(K1) and i′ = ∗, (r.2)
(u′ 7→ σSi δ′) with δ = δ′w and i′ = i, (r.3)
(u′ 7→ σSi ) with δ ∈ ∆G1 , δ′ = tail(σSi ) and i′ = i + 1; (r.4)
see also items (3.1)–(3.4) above. In each of the four cases, we define Tk+1 by extending Tk with (u′ 7→ δ′, i′) as a
(u  Σ2 u′)-successor of (u 7→ δ, i). Observe also that all S ∈ Sk+1 clearly respect Tk+1. We proceed in the same way
and construct sequences T0 ⊆ T1 ⊆ . . . and S0 ⊇ S1 ⊇ S2, . . . until we either reach some Tn satisfying (1)–(4) or
obtain infinite sequences and take T =
⋃
n<ω Tn, which obviously satisfies (1)–(4).
Now we show that T defines an ω-winning strategy for player 1 in Gg
Σ
(G2,G1) starting from some (Ξ0 7→ w0,Ψ0).
Let w0,w1, . . . be the longest (and possibly infinite) sequence of elements of ∆G1 such that, for each wi, there exists u
with (u 7→ wi, i) a node in T. Note that, by (4), every wi (if it exists) is uniquely determined. For each i ≥ 0 with wi
defined, set
Ξi =
{
u | (u 7→ wi, i) in T } and Ψi = { u′ | u Σ2 u′, (u 7→ wi, i) and (u′ 7→ wi+1, i + 1) are in T }
and observe that u0 ∈ Ξ0, Ξi , ∅ and Ψi ⊆ Ξ i , Ψi ⊆ Ξi+1, for all i ≥ 0 such that the sets are defined. Note also that
if the sequence w0,w1, . . . is finite then the last Ψk is empty. Similarly to the proof of Lemma 23, take the maximal
m < ω such that wm exists and wi , wm for all i < m.
To show that each (Ξi 7→ wi,Ψi), for 0 ≤ i ≤ m, is a valid state in the game GgΣ(G2,G1), we have to define an
ω-winning strategy for the start-bounded game Gs
Σ
(G2,G1) from (∅,Ξi 7→ wi) with the first-round challenges u  Σ2 v
such that v < Ψi. Fix i and define a graph Ti containing the nodes (u 7→ δ), for (u 7→ δ, i) in T, and all the nodes
(u 7→ δ) such that (u 7→ δ, ∗) is reachable from some (u′ 7→ δ′, i) in T by a path not containing any (u′′ 7→ δ′′, i + 1).
The arrows and their labels in Ti are induced in the obvious way by the arrows of T. Observe that Ti satisfies (1)
and (2) of Lemma 27 and satisfies (3) except, perhaps, in nodes (u 7→ wi) with u  Σ2 v and v ∈ Ψi. It can now be
shown in the same way as in Lemma 27 that player 1 has an ω-winning strategy in the start-bounded game Gs
Σ
(G2,G1)
from (∅,Ξi 7→ wi) provided that the challenge u Σ2 v in the first round satisfies v < Ψi.
Now, by (3.4), the states (Ξi 7→ wi,Ψi), i ≤ m, clearly define an ω-winning strategy for player 1 in the game
Gg
Σ
(G2,G1) starting from (Ξ0 7→ w0,Ψ0): if player 2 challenges (with Ψi) in some state (Ξi 7→ wi,Ψi), then player 1
responds with (Ξi+1 7→ wi+1,Ψi+1) if i < m, and by the uniquely determined (Ξk 7→ wk,Ψk) with wk = wm+1 if i = m.
(b)⇒ (a) Suppose player 1 has an ω-winning strategy S starting from a0 = (Ξ0 7→ w0,Ψ0) in GgΣ(G2,G1) with u0 ∈ Ξ0
and let n < ω. Consider any play in Gg
Σ
(G2,G1) starting from a0 and conforming with S. One can represent the play
as a sequence
(a0, u00  Σ2 v00, . . . , u0k0  
Σ
2 v
0
k0 ), (a1, u
1
0  Σ2 v10, . . . , u1k1  
Σ
2 v
1
k1 ), . . . ,
where each ai is a response of player 1 (a state of the game G
g
Σ
(G2,G1)) to the (uniquely determined) challenge in
ai−1, and ui0  Σ2 vi0, . . . , uiki  
Σ
2 v
i
ki
are the challenges of player 2 in the start-bounded game Gs
Σ
(G2,G1) from ai (in
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which case player 1 has an ω-winning strategy). Similarly to the backward game, the sequence a0, a1, . . . does not
depend on the challenges of player 2 but only on a0 and S. So we fix the sequence a0, a1, . . . , ak, where either k = n or
k < n is the maximal number of states reached in any play starting from a0 according to S. This sequence induces a
sequence w0,w1, . . . ,wk of elements of ∆G1 given by the states ai = (Ξi 7→ wi,Ψi). We take any element σ ∈ ∆M1 with
tail(σ) = wk and let σ0 = σwk−1 . . .w0. In addition to the ω-winning strategy S, we also fix the ω-winning strategies
for player 1 in the start-bounded games for Gg
Σ
(G2,G1) from ai with the appropriate challenge in the first round.
Now, for any sequence u0  Σ2 u1  Σ2 · · ·  Σ2 um−1  Σ2 um, m ≤ n, of challenges by player 2 in the game
GΣ(G2,M1) starting from s0 = (u0 7→ σ0), we construct a sequence of responses s1 = (u1 7→ σ1), . . . , sm = (um 7→ σm)
of player 1. In order to do this, we define inductively a sequence pi0, . . . , pim (of non-empty sequences) such that the
following hold for each i ≤ m:
– pii begins with one of the states a0, . . . , ak, and all other elements in pii are states (Θ,Ξ 7→ w) of the respective
start-bounded game;
– if pii = pi j · (Θ1,Ξ1 7→ w1) · · · (Θ`,Ξ` 7→ w`) then σi = σ jw1 · · ·w`.
For i = 0, we set pi0 = a0 = (Ξ0 7→ w0,Ψ0), which clearly has the required properties. Now suppose that s0, . . . , si−1
and pi0, . . . , pii−1 have already been defined, for 1 ≤ i ≤ m. Consider a challenge ui−1  Σ2 ui in the state si−1. Two cases
are possible.
– If pii−1 consists of a single state (Ξ 7→ w,Ψ) then it coincides with some a j−1, for j ≤ k. Recall that ui−1 ∈ Ξ and
tail(σi−1) = w. We have the following two options.
– If ui ∈ Ψ then we set pii = a j and obtain σi from σi−1 by removing its final element, w.
– Otherwise, ui ∈ Ξ \ Ψ and we launch the start-bounded game GsΣ(G2,G1) from (∅,Ξ 7→ w) and set
pii = pii−1 · (Θ′,Ξ′ 7→ w′) and σi = σi−1w′, where (Θ′,Ξ′ 7→ w′) is the response of player 1 to ui−1  Σ2 ui
according to the ω-winning strategy in the start-bounded game.
– Otherwise, the final element of pii−1 is a state of the start-bounded game, and we follow the construction from
the proof of (c)⇒ (a) in Lemma 27.
This completes the proof of the lemma. q
Similarly to the start-bounded game, the size of the game graph for Gg
Σ
(G2,G1) is exponential in the size of G2
as it contains O((|ind(K2)| × 2|∆G2 \ind(K2)|)2 × |∆G1 |) states. Note, however, that when constructing the graph, we have
to check that for each of its states player 1 has an ω-winning strategy in the corresponding start-bounded game. As
observed in Section 4.4, this can also be done in time exponential in ∆G2 \ ind(K2) and polynomial in both ind(K2)
and ∆G1 . In view of Theorem 12 (i) and (iv) and Proposition 14, we then obtain:
Theorem 31. For combined complexity, Σ-query entailment is in 2ExpTime for Horn-ALCHI and Horn-ALCI
KBs, and in ExpTime for DL-LiteHhorn and DL-Lite
H
core KBs. For data complexity, these problems are all in P.
For DL-Litecore and DL-Litehorn KBs, the general game G
g
Σ
(G2,G1) can be significantly simplified. Note first
that the start-bounded game Gs
Σ
(G2,G1) in this case can be reduced to the forward game G fΣ(G2,G1). Indeed, by
(lite2) and the fact that (u, v)G is always a singleton set in the generating structures for DL-Litehorn, player 2 cannot
challenge player 1 in any round i > 0 of Gs
Σ
(G2,G1) with u  Σ2 v such that rG2Σ (u, v) ⊆ r¯G1Σ (wi−2,wi−1). Thus, (no-
backward) holds for any set Θi, and so we obtain: for any u0 ∈ ∆G2 and w0 ∈ ∆G1 , player 1 has an ω-winning strategy
in Gs
Σ
(G2,G1) with an initial state (∅,Ξ0 7→ w0) and u0 ∈ Ξ0 if and only if player 1 has an ω-winning strategy in
G f
Σ
(G2,G1) with the initial state (u0 7→ w0).
Second, since having a start-bounded ω-winning strategy with an initial state (∅,Ξ 7→ w) is equivalent to having
forward ω-winning strategies for all initial states (u 7→ w) with u ∈ Ξ, for any general ω-winning strategy player 1
can choose Ξi as small as possible: Ξi = {u0} in the initial state and Ξi = Ψi−1, for i > 0. Also observe that in the
general game, if Ξi−1 contains at most one element, then player 1 has to choose for Ψi a set containing at most one
element (if player 1 chooses a set with at least two elements, then he will not have a response to the challenge Ψi
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since the generating structures for DL-Litehorn KBs are functional). It follows by induction that if player 1 has an
ω-winning strategy in the general game then player 1 has an ω-winning strategy in which all states are of the form
(Ξi 7→ wi,Ψi), where Ξi is a singleton set, Ψi has at most one element, and Ξi = Ψi−1. The number of states in this
game is polynomial, and so the existence of an ω-winning strategy can be checked in P. Note also that this strategy
corresponds to the winning strategy in the naı¨ve game Gn
Σ
(G2,G1) sketched in Section 4.1.
Theorem 32. Σ-query entailment for DL-Litecore and DL-Litehorn KBs is in P for both combined and data complexity.
5. Lower Bounds
In this section, we show that the upper complexity bounds obtained in Section 4 are optimal. Throughout the
section we assume that the materialisations of the KBs we deal with are the unravellings of the generating structures
for those KBs constructed as described in Section 3.
As we have seen in the previous section, the problems of Σ-query entailment and inseparability for all of our DLs
are in P for data complexity. The next theorem establishes a matching lower bound:
Theorem 33. For data complexity, Σ-query entailment and inseparability are P-hard for DL-Litecore and EL KBs.
Proof. The proof is by reduction of the P-complete entailment problem for acyclic Horn ternary clauses: given a
conjunction ϕ of clauses of the form pi and pi ∧ pi′ → p j, with i, i′ < j, decide whether pn is true in every model of ϕ.
Consider a DL-Litecore TBox T containing the following concept inclusions:
V v ∃S , ∃S − v ∃Rk and ∃R−k v V, for k = 1, 2,
and let an ABoxA consist of F(pn) and
S (pi, pi), R1(pi, pi), R2(pi, pi), for each clause pi in ϕ,
S (p j, c), R1(c, pi), R2(c, pi′ ), for each clause c = pi ∧ pi′ → p j in ϕ.
Set Σ = {F, S ,R1,R2}, K1 = (∅,A) and K2 = (T ,A ∪ {V(pn)}). Obviously, K2 Σ-query entails K1. On the other
hand, the materialisation of K2 is (finitely) Σ-homomorphically embeddable in the materialisation of K1 iff ϕ derives
pn. Indeed, the materialisationM2 of K2 is infinite, while the materialisationM1 of K1 is finite. So, the only way to
embed finite prefixes ofM2 of arbitrary depth intoM1 is by mapping subtrees of unbounded depth into the loops in
M1 for unary clauses pi in ϕ, which is only possible if there is a tree of clauses of the form pi ∧ pi′ → p j with root pn
and leaves among the clauses pi of ϕ (that is, if there is a derivation of pn from ϕ).
For EL, we take T = { V v ∃S .(∃R1.V u ∃R2.V) }. The remainder of the proof is the same as above. q
For combined complexity, ExpTime-hardness of Σ-query inseparability for Horn-ALC can be proved by reduction
of the subsumption problem: we have T |= A v B if and only if (T , {A(a)}) and (T ∪ {A v B}, {A(a)}) are {B}-query
inseparable. We now establish the remaining lower bounds for the combined complexity.
Theorem 34. For combined complexity, the problems of Σ-query entailment and inseparability are ExpTime-hard for
DL-LiteHcore KBs.
Proof. The proof is by encoding alternating Turing machines (ATMs) with polynomial tape and using the fact that
APSpace = ExpTime; see, e.g. [34].
Let M = (Λ,Q, q0, q1, δ) be an ATM with a tape alphabet Λ, a set of states Q partitioned into existential Q∃ and
universal Q∀ states, an initial state q0 ∈ Q∃, an accepting state q1 ∈ Q, and a transition function
δ : (Q \ {q1}) × Λ × {1, 2} → Q × Λ × {−1, 0,+1},
which, for a state q and symbol a, gives two instructions, δ(q, a, 1) and δ(q, a, 2). We assume that existential and
universal states strictly alternate: any transition from an existential state leads to a universal state, and vice versa.
We extend δ with the instructions δ(q1, a, j) = (q1, a, 0), for a ∈ Λ and j = 1, 2, which go into an infinite loop if M
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Figure 11: Encoding the initial configuration by a block.
reaches the accepting state q1. Thus, assuming that M terminates on every input, it accepts an input w if and only if
the modified ATM M′ has a run on w all branches of which are infinite.
Given M′ and an input w, our aim is to construct TBoxes T1 and T2 and a signature Σ such that M′ has a run with
only infinite branches if and only if the materialisationM2 of (T2,A) is finitely Σ-homomorphically embeddable into
the materialisation M1 of (T1,A), where A is an ABox with a single assertion A(c). Let f be a polynomial such
that, on any input of length m, M′ uses at most n = f (m) cells, which are numbered from 1 to n, and throughout any
computation the head remains to the right of cell 0, which contains a special marker [ ∈ Λ.
The construction proceeds in four steps. In the definition of the TBoxes T1 and T2, we use concept inclusions of
the form B v ∃R.(C1 u · · · uCk) as an abbreviation for
B v ∃R0, R0 v R and ∃R−0 v Ci, for 1 ≤ i ≤ k,
where R0 is a fresh role name. If Ci is a complex concept then ∃R−0 v Ci is also treated as an abbreviation for the
respective concept and role inclusions.
Step 1. First we encode configurations and transitions of M′ using T1. We represent a configuration (that is, the
content of every cell on the tape, the state and the position of the head) by a sequence of n + 2 domain elements in
M1, which will be called a block. The first element in each block is used to distinguish the type of the block, whereas
the remaining elements are assigned indexes from 0 to n: if the element with index i belongs to Ca, for some a ∈ Λ,
then the ith cell of the tape is assumed to contain a in the configuration defined by the block as shown in Fig. 11 (the
first element of the block has index −1). The first block represents the initial configuration, that is, symbols a1, . . . , an
written in the n cells of the tape (the input w padded with ) and the initial state q0, which is achieved by the following
inclusion in T1:
A v ∃P.(C[ u ∃P.(Ca1 u ∃P.(Ca2 u ∃P.(. . .∃P.(Can u Z0,nq0,a1,1) . . . )))). (T1-1)
Step 2. The current state q ∈ Q, the position k of the head and the content a ∈ Λ of the active cell scanned by the
head are recorded in the concept Z0,nq,a,k that contains the last element of the block. At the end of the block we branch
out one block for each of the two instructions and propagate via the Z1,iq,a,k and the Z
2,i
q,a,k the current state, head position
and symbol in the active cell: for q ∈ Q, a ∈ Λ and 1 ≤ k ≤ n, we add to T1 the inclusions
Z0,nq,a,k v
l
j=1,2
∃P.(X j u Z j, −1q,a,k ), (T1-2)
where X1 and X2 are two fresh concept names (which specify the type of the block).
The acceptance condition for M′ is enforced by means of T2. For the initial block representing the initial config-
uration we take
A v ∃P.∃P. · · · ∃P.︸      ︷︷      ︸
n times
l
j=1,2
∃P.X j. (T2-1)
The two concept names, X1 and X2, are used to distinguish between the two blocks for universal successor states and
one more concept name, X3, marks both blocks for existential state successors. These blocks are arranged into an
infinite tree-like structure: the initial block is the root from which an X1- and an X2-blocks branch out (recall that
successors of the initial state q0 are universal). Each of them is followed by an X3-block, which branches out an X1-
31
M2
M1 A
X1
X2
X1
X2
X1
X2
X1
X2
X1
X2
X1
X2
X1
X2
A
X1
X2
X3
X1
X2
X3
X1
X2
Figure 12: The structure of Σ-homomorphisms fromM2 toM1: note that A, X1, X2 ∈ Σ but X3 < Σ.
and an X2-block, and so on. This is achieved by adding to T2 the following inclusions:
X3 v ∃P.∃P.(G u ∃P.(· · · ∃P.(G u︸                          ︷︷                          ︸
n times
l
j=1,2
∃P.X j))), (T2-2)
X j v ∃P.∃P.(G u ∃P.(· · · ∃P.(G u︸                          ︷︷                          ︸
n times
∃P.X3))), for j = 1, 2, (T2-3)
where G is a fresh concept name (which marks every cell of the tape). If Σ = {A, X1, X2, P} then there is a unique Σ-
homomorphism from the initial block inM2 to the block of the initial configuration inM1. Next, signature concepts
X1 and X2 ensure that the X1- and X2-blocks are Σ-homomorphically mapped (in a unique way) into the respective
blocks inM1, which reflects the acceptance condition of universal states. The following X3-block, however, contains
no signature marker (X1 or X2) and can be mapped to either of the blocks inM1, which reflects the choice in existential
states; see Fig. 12, where possible Σ-homomorphisms are shown by thick dashed arrows.
Step 3. Recall that the Z j,iq,a,k, for −1 ≤ i ≤ n, specify the position k of the head on the tape. Let the active cell in the
previous configuration be k. Then, until the cell k − 2 is reached in the current configuration, the following inclusions
in T1 propagate its current state (q ∈ Q), the symbol in the active cell (a ∈ Λ), the head position (1 ≤ k ≤ n) and the
block type ( j = 1, 2) along the domain elements constituting the block: for −1 < i ≤ n with i , k − 1,
Z j,i−1q,a,k v
l
b∈Λ
∃P.(Cb u Z j,iq,a,k) (T1-3)
(for each b ∈ Λ, these concept inclusions also generate a branch inM1 to represent the same cell but with a different
symbol, b, tentatively assigned to the cell—Step 4 will ensure that the correct branch and symbol are selected to
match the cell contents in the preceding configuration). We point out that, since the size of the tape is polynomial in
the length of the input, we can use the subscripts of the Z j,iq,a,k to specify the head position, k, and the cell number, i.
When the cell k − 2 is reached, the contents of the active cell, the information from the subscripts of the Z j,iq,a,k is used
to perform the instruction according to δ:
Z j,k−2q,a,k v

l
b∈Λ
∃P.(Cb u ∃P.(Fa′ u Z0,kq′,b,k−1)), if δ(q, a, j) = (q′, a′,−1),l
b∈Λ
∃P.(Cb u ∃P.(Fa′ u Z0,kq′,a′,k)), if δ(q, a, j) = (q′, a′, 0),l
b∈Λ
∃P.(Cb u ∃P.(Fa′ u l
b′∈Λ
∃P.(Cb′ u Z0,k+1q′,b′,k+1))
)
, if δ(q, a, j) = (q′, a′,+1).
(T1-4)
Specifically, the symbol in the active cell, k, is changed according to the instruction and the cell is marked by concept
Fa′ . Then the current state, symbol in the active cell of the successive configuration and the new head position are
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Figure 13: Executing the instructions of M′.
recorded in the subscripts of the concepts Z0,iq,a,k; note that the block type marker, j = 1, 2, is replaced by 0. These
three situations are depicted in Fig. 13, where the hatched nodes denote domain elements two cells before the active
cell of the configuration (where inclusion (T1-4) becomes ‘active) and the filled black and grey nodes denote domain
elements for the active cell. (Note that the element corresponding to the cell k − 1 has only one P-successor, which
encodes the new symbol, a′, in that cell; see explanations below.) Then the new state and the symbol in the active cell
of the successive configurations are propagated further along the tape using (T1-3) with j = 0 and i > k − 1.
Step 4. The inclusions (T1-3)–(T1-4) generate a separate P-successor for each b ∈ Λ, thus not preserving the contents
of the tape between transitions. We now add a number of inclusions to both TBoxes so that wrong branches would be
ignored by any finite Σ-homomorphism, h, fromM2 toM1, where
Σ = { A, P, X1, X2 } ∪ {Da | a ∈ Λ }. (5)
Suppose h(d2) = d1 and d2 belongs to G inM2 (and therefore, it represents a cell in a non-initial configuration). We
add the following two inclusions to T2:
G v
l
b∈Λ
Gb, (T2-4)
Gb v ∃P−.∃P−. · · · ∃P−.︸          ︷︷          ︸
n times
∃P−.Db, for b ∈ Λ. (T -1)
Then, for each symbol b ∈ Λ, the element d2 generates a block of n + 2-many P−-connected elements that ends in
the concept Db; we call it a Db-block of d2. Recall from Step 3 that, for a ∈ Λ, if d1 ∈ FM1a then it represents a
cell whose content is changed to a (in which case d1 has no ‘siblings’, that is, the P-predecessor of d1 has a single
P-successor, d1). However, if d1 ∈ CM1a then the content of the cell represented by d1 must be copied from the previous
configuration). This is achieved by adding (T -1) and the following inclusions to T1:
Fa v Da u
l
b∈Λ
Gb, (T1-5)
Ca v Da u
l
b∈Λ\{a}
Gb. (T1-6)
So, if d1 ∈ FM1a then d1 has a Db-block for any b ∈ Λ and, by the choice of Σ, each of the Db-blocks of d2 inM2 can
be mapped by h to the respective Db-block of d1 inM1. On the other hand, if d1 ∈ CM1a then d1 has a Db-block only
for b ∈ Λ with b , a. So, all Db-blocks of d2 with b , a can still be mapped by h to the respective Db-blocks of d1
inM1. The remaining Da-block of d2 could be mapped in the reverse order along the ‘main’ branch inM1 but only
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Figure 14: Ensuring succession of M′ configurations.
if the cell contains a in the preceding configuration (that is, the element that is n + 2 steps closer to the root ofM1
belongs to Da); see Fig. 14.
One can show now that T1 and T2 are as required: M′ has a run with only infinite branches if and only if the
materialisationM2 of (T2,A) is finitely Σ-homomorphically embeddable into the materialisationM1 of (T1,A). It
remains to use Theorem 6 and the fact that APSpace = ExpTime. It follows, by Theorem 13, that deciding Σ-query
inseparability is also ExpTime-hard. q
Theorem 35. For combined complexity, the problems of Σ-query entailment and inseparability are 2ExpTime-hard
for Horn-ALCI KBs.
Proof. The proof is by encoding alternating Turing machines (ATMs) with exponential tape and using the fact that
AExpSpace = 2ExpTime.
As in the proof of Theorem 34, let M = (Λ,Q, q0, q1, δ) be an ATM and let M′ be the ATM obtained from M by
extending it with two instructions that go into an infinite loop if M reaches the accepting state. Given M′ and an input
w, our aim is to construct two TBoxes, T ′1 and T ′2 , and a signature Σ such that M′ has a run with only infinite branches
if and only if the materialisation M2 of (T ′2 ,A) is finitely Σ-homomorphically embeddable into the materialisationM1 of (T ′1 ,A), where A = {A(c)}. Let f be a polynomial such that, on any input of length m, M uses at most 2n − 2
tape cells, with n = f (m), which are numbered from 1 to 2n − 2, and throughout any computation the head remains
to the right of cell 0, which contains a special marker [ ∈ Λ. The construction proceeds in five steps (steps 1–4 are
similar to steps 1–4 in the proof of Theorem 34).
Step 0. We use tuples of 2n concept names to represent distances of up to 2n between the cells on the tape in
consecutive configurations. We refer to a tuple Yn−1,Yn−1, . . . ,Y0,Y0 of concept names as Y and assume that the TBox
contains the following concept inclusions to encode an n-bit R-counter on Y:
Yk u Yk−1 u · · · u Y0 v ∀R.(Yk u Yk−1 u · · · u Y0), for n > k ≥ 0,
Y i u Yk v ∀R.Y i, for n > i > k,
Yi u Yk v ∀R.Yi, for n > i > k.
(Note that we will need P-counters as well as P−-counters.) We use the expression endY on the left-hand side of
concept inclusions to say that the Y-value is 2n − 1 (which is a shortcut for Yn−1 u · · · u Y0); we also use not-endY on
the left-hand side of concept inclusions for the complementary statement (which is a shortcut for n concept inclusions
with not-endY replaced by each of Yn−1, . . . ,Y0). Finally, we use resetY on the right-hand side of concept inclusions
for the reset command (which is equivalent to Yn−1 u · · · u Y0). Note that the counter stops at 2n − 1: the R-successors
of a domain element in endY do not have to encode any value.
Step 1. First we encode configurations and transitions of M′ using T ′1 . We represent a configuration by a block, which
is a sequence of 2n + 1 domain elements connected by a role P. As in Theorem 34, the first element distinguishes the
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Figure 15: Encoding the initial configuration by a block.
blocks for the two alternative instructions; using a P-counter on a tuple T , we assign indices from 0 to 2n − 1 to all
other elements in each block. The element with index 0 is needed for padding. Each of the remaining 2n − 1 elements
belongs to a concept Ca, for some a ∈ Λ: if the element with index i + 1 is in Ca, then the cell i is assumed to contain
a in the configuration represented by the block (in particular, the element with index 1 contains [ for cell 0) as shown
in Fig. 15.
The first block represents the initial configuration: the input w = a1 . . . am is followed by 2n−m−2 blank symbols
and the head is positioned over cell 1, which is indicated by the 0 value of the P-counter on a tuple H. This is achieved
by the following concept inclusions in the TBox T ′1 :
A v ∃P.(resetT u ∃P.(C[ u ∃P.(Ca1 u resetH u ∃P.(Ca2 u ∃P.(. . .∃P.(Cam u I) . . . ))))), (T ′1-1)
not-endT u I v ∃P.(I uC ), (T ′1-2)
endT u I v Z0q0a1 , (T ′1-3)
where I is a fresh concept name that is used only for padding of the input with ; cf. (T1-1).
Step 2. Similarly to the proof of Theorem 34, the current state q ∈ Q and the content a ∈ Λ of the active cell scanned
by the head is recorded in the subscripts of concepts Z0qa that contain the last element of the block; note, however, that
the position of the head must now be specified using the P-counter on H. At the end of the block, when the T -value
reaches 2n − 1, we branch out one block for each of the two transitions, reset the P-counter on T , and propagate, via
Z1qa and Z
2
qa, the current state and symbol in the active cell: for q ∈ Q and a ∈ Λ, we add to T ′1 the concept inclusion
endT u Z0qa v
l
j=1,2
∃P.(X j u ∃P.(resetT u Z jqa)), (T ′1-4)
where X1 and X2 are two fresh concept names that distinguish the type of the block; cf. (T1-2).
As in the proof of Theorem 34, the acceptance condition for M′ is enforced by means of T ′2 , which uses four types
of blocks. In this proof, however, we need to use P-counters to reach the end of the block. The P-counter on a tuple
T creates the initial block for the initial configuration:
A v ∃P.(resetT u B0), (T ′2-1)
not-endT u B0 v ∃P.B0, (T ′2-2)
where B0 is a fresh concept, an indicator of the initial block. We use X1- and X2-blocks for universal states (these
blocks are indicated by concepts B1 and B2, respectively) and X3-blocks for existential states (indicated by concept
B3). The tree-like structure of the blocks is achieved by adding to T ′2 the following inclusions:
endT u Bk v
l
j=1,2
∃P.(X j u ∃P.(resetT u B j)), for k = 0, 3, (T ′2-3)
endT u B j v ∃P.(X3 u ∃P.(resetT u B3)), for j = 1, 2, (T ′2-4)
not-endT u B j v ∃P.(G u B j), for j = 1, 2 and 3, (T ′2-5)
where G is a fresh concept name; cf. (T2-2) and (T2-3); see also Fig. 12. (Note that (T ′2-3) with k = 0 is required as a
replacement of part of (T2-1).)
Step 3. Recall that the P-counter on H measures the distance from the head: if the active cell in the current configu-
ration has index k, then its H-value is 0 and the H-value of the cell with index k − 2 in a successor configuration is
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Figure 16: Encoding the transitions of M′ inM1.
2n − 1 (note that since the head never visits cells with indexes 0 and 1, the P-counter on T is ahead of the P-counter
on H at least by 2, whence k − 2 ≥ 0). So, until the H-counter reaches 2n − 1, the following concept inclusions in
T ′1 propagate the state and symbol in the active cell along the elements constituting the blocks: for q ∈ Q, a ∈ Λ and
j = 0, 1, 2,
not-endT u not-endH u Z jqa v
l
b∈Λ
∃P.(Cb u Z jqa); (T ′1-5)
cf. (T1-3); note that not-endT means that this concept inclusion is not ‘applicable’ to the last and the first elements of
each block (with indexes 2n − 1 and −1, respectively). When the distance from the last head position is 2n − 2, the
contents of the cell and the current state are changed according to δ: for q ∈ Q, a ∈ Λ and j = 1, 2,
endH u Z jqa v

l
b∈Λ
∃P.(Cb u resetH u Z0q′b u ∃P.Fa′ ), if δ(q, a, j) = (q′, a′,−1),l
b∈Λ
∃P.(Cb u ∃P.(Fa′ u resetH u Z0q′a′ )), if δ(q, a, j) = (q′, a′, 0),l
b∈Λ
∃P.
(
Cb u ∃P.(Fa′ u l
b′∈Λ
∃P.(Cb′ u resetH u Z0q′b′ )
))
, if δ(q, a, j) = (q′, a′,+1)
(T ′1-6)
(the symbol in the active cell is changed according to the instruction, and the current state and symbol in the active
cell of a successive configuration are then recorded in the subscripts of the Z0qa). These three situations are depicted in
Fig. 16, where hatched nodes denote domain elements with H-values of 2n−1 and grey and black nodes with H-values
of 0. (Again, the element corresponding to the cell k−1 has only one P-successor, which encodes the updated symbol,
a′, in that cell.) Then, the current state and the symbol in the active cell are propagated along the tape using (T ′1-5)
with j = 0.
Step 4. The concept inclusions (T ′1-5)–(T ′1-6) generate a separate P-successor for each b ∈ Λ. As in the proof of
Theorem 34, the correct one is chosen by a finite Σ-homomorphism, h, from M2 to M1 for Σ defined by (5). We
add (T2-4) from the proof of Theorem 34 along with the following replacement of (T -1) to T ′2 :
Gb v ∃P−.(S b u resetE), (T ′-1)
not-endE u S b v ∃P−.S b, (T ′-2)
endE u S b v ∃P−.Db, (T ′-3)
where we use a P−-counter on a tuple E (unlike P-counters in all other cases) and a concept S b to propagate b along
the whole block, which will be called a Db-block; see Fig. 17. Like in the proof of Theorem 34, the length of any
Db-block, 2n + 1, matches the length of blocks representing configurations and the last element of a Db-block belongs
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Figure 17: A Db-block is generated using a P−-counter on a tuple E.
to concept Db. We also add (T1-5)–(T1-6) from the proof of Theorem 34 and (T ′-1)–(T ′-3) to T ′1 , which generate
Db-blocks for all b , a from every domain element in Ca and Db-blocks for all b ∈ Λ from domain elements in Fa.
The rest of the argument is as in the proof of Theorem 34; see Fig. 14.
One can show that M′ has a run with only infinite branches if and only if (T ′1 ,A) Σ-query entails (T ′2 ,A). By
Theorem 13, Σ-query inseparability is also 2ExpTime-hard. q
6. Query Inseparability for Restricted Sets of Individuals
In the definition of Σ-query entailment and inseparability discussed so far we considered all tuples of individuals
in the KBs that are certain answers to CQs. In this section, we refine this notion by allowing the user to define the set
of individuals he is interested in. This leads to the following generalisation of Definition 1.
Definition 36. Let K1 and K2 be KBs, Σ a relational signature and Γ an individual signature. We say that K1 (Σ,Γ)-
query entails K2 if
K2 |= q(a) implies a ⊆ ind(K1) and K1 |= q(a), for all Σ-CQs q(x) and all tuples a in ind(K2) ∩ Γ.
KBsK1 andK2 are (Σ,Γ)-query inseparable if they (Σ,Γ)-query entail each other, in which case we writeK1 ≡Σ,Γ K2.
By definition,K1 Σ-query entailsK2 if and only ifK1 (Σ,Γ)-query entailsK2 for all individual signatures Γ. Also,
if Γ ⊇ ind(K2) then K1 Σ-query entails K2 in case K1 (Σ,Γ)-query entails K2. As only the intersection ind(K2) ∩ Γ is
relevant for (Σ,Γ)-query entailment, in what follows without loss of generality we assume that Γ ⊆ ind(K2).
One can analyse (Σ,Γ)-query entailment between KBs, one of which is inconsistent, in a way similar to Σ-query
entailment. So, in the sequel we only focus on consistent KBs without mentioning this explicitly. The main difference
between Σ-query entailment and (Σ,Γ)-query entailment can already be seen on KBs with empty TBoxes and empty
individual signature Γ. Note that for KBs with empty TBoxes, Σ-query entailment is trivial as K1 = (∅,A1) Σ-query
entailsK2 = (∅,A2) if and only if, for all a, b ∈ ind(K2) with A(a) ∈ A2, A ∈ Σ, or P(a, b) ∈ A2, P ∈ Σ, it follows that
A(a) ∈ A1 or P(a, b) ∈ A1, respectively. Note also that (Σ, ∅)-query entailment between any KBs K1 and K2 means
that all Boolean Σ-CQs entailed by K2 are entailed by K1 as well.
Theorem 37. Checking (Σ, ∅)-query entailment and (Σ, ∅)-inseparability of KBs with empty TBoxes are both NP-hard
for data complexity.
Proof. Let Ki = (∅,Ai), for i = 1, 2. Clearly, K1 (Σ, ∅)-query entails K2 if and only if there exists a (Σ, ∅)-homomor-
phism from (the interpretation corresponding to)A2 toA1. The latter problem is the standard homomorphism problem
for relational structures which is known to be NP-hard [35]. To show NP-hardness of (Σ, ∅)-query inseparability,
observe that there is a (Σ, ∅)-homomorphism from A2 to A1 if and only if (∅,A1 unionmulti A2) and (∅,A1) are (Σ, ∅)-query
inseparable, whereA1 unionmultiA2 is the disjoint union ofA1 andA2. q
We now show that checking the existence of a homomorphism between ABoxes is the only additional source of
complexity for (Σ,Γ)-query entailment compared to Σ-query entailment. In particular, for data complexity, checking
(Σ,Γ)-query entailment is in NP for all of our DLs; for combined complexity, it is either NP-complete or harder
than NP, in which case it is of the same complexity as Σ-query entailment. We begin by generalising the semantic
characterisation of Σ-query entailment via finite Σ-homomorphic embeddability of materialisations:
Theorem 38. Suppose Ki is a KB with a materialisation Ii, for i = 1, 2, Σ is a relational signature, and Γ ⊆ ind(K2).
Then K1 (Σ,Γ)-query entails K2 if and only if I2 is finitely (Σ,Γ)-homomorphically embeddable into I1.
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Figure 18: (a) Generating structure G, (b) its unravellingM, (c) the unravellingM{a} of the extended generating structure G{a}, and (d) the extended
generating structure G{a} (Π{a} is shaded).
Proof. A straightforward extension of the proof of Theorem 6. q
Now we generalise the game-theoretic characterisation provided by Theorem 15. LetM1 andM2 be materialisa-
tions obtained by unravelling finite generating structures G1 and G2 for KBs K1 and K2, respectively, and letMind2 be
the subinterpretation ofM2 with domain ind(K2).
Theorem 39. Let Γ ⊆ ind(K2). ThenM2 is finitely (Σ,Γ)-homomorphically embeddable intoM1 if and only if the
following conditions are satisfied:
(winwit) for any u ∈ ∆G2 \ ind(K2) and n < ω, there exists σ ∈ ∆M1 such that player 1 has an n-winning strategy in
the game GΣ(G2,M1) starting from (u 7→ σ);
(h+winind) for any n < ω, there is a (Σ,Γ)-homomorphism hn : Mind2 →M1 such that, for every a ∈ ind(K2), player 1
has an n-winning strategy in the game GΣ(G2,M1) starting from (a 7→ hn(a)).
Proof. A straightforward modification of the proof of Theorem 15. q
Condition (winwit) is the restriction of (win) in Theorem 15 to u ∈ ∆G2 \ ind(K2), and so can be reduced, by
Lemma 30, to conditions for games on the finite generating structures G1 and G2. We now show that (h+winind) can
also be reduced to certain conditions on G1 and G2. In contrast to the case where one could not restrict the set of
individuals and individuals were mapped to themselves (cf. (abox)), we now require a (Σ,Γ)-homomorphism h from
Mind2 to an extension of G1, which is obtained by a partial unravelling of G1 defined as follows.
Consider G = (∆G, ·G, ) and let X ⊆ ∆G, where either X ⊆ ind(K) or X = {w} for some w ∈ ∆G \ ind(K). We
associate with X a finite prefix-closed set ΠX of paths pi of the form w0 · · ·wn such that w0 ∈ X and wi  wi+1, for
i < n (cf. Definition 7). The structure GX = (∆GX , ·GX , X) is defined by first taking ∆GX = ∆G ∪ ΠX ,
pi X w if pi ∈ ∆G ∪ ΠX , tail(pi) w but piw < ΠX ,
pi X piw if pi, piw ∈ ΠX ,
AGX = AG ∪ { pi ∈ ΠX | tail(pi) ∈ AG }, for each concept name A, PGX = PG, for each role name P, and (pi, pi′)GX =
(tail(pi), tail(pi′))G, for each arrow pi  X pi′. Then we remove all ‘disconnected’ elements from GX to make sure that
each ∆GX \ ind(K) is reachable from ind(K) via a path of arrows. (Note that GX depends on ΠX , which will always
be clear from the context.)
Observe that the unravellingMX of GX is isomorphic to the unravellingM of G. We denote the natural isomor-
phism fromMX ontoM by g. Note that if X ⊆ ind(K) then, on g−1(ΠX), the function g coincides with tail; otherwise,
if X = {w0} then g(δ · w0) = g(δ)w0, for δ · w0 ∈ ∆MX , and g(δ · pi · piw) = g(δ · pi)w, for δ · pi ∈ ∆MX and pi, piw ∈ ΠX .
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Figure 19: (a) Generating structure G1, (b) its unravelling M1, (c) the unravelling M{w}1 of the extended generating structure G{w}1 , and (d) the
extended generating structure G{w}1 (Π{w} is shaded).
Example 40. Consider the generating structure G depicted in Fig. 18a. The extended generating structure G{a}, with
Π{a} = {a, aw, aww1}, is shown in Fig. 18d. Observe that the shaded part, Π{a}, of G{a} coincides with the shaded part
of the unravellingM of G and that the unravellingM{a} of G{a} is isomorphic toM so that, on the shaded area, the
natural isomorphism g coincides with tail: for example, g(a · aw · aww1) = aww1 = tail(a · aw · aww1), as shown by
the dotted line in Fig. 18.
Next, consider the generating structure G1 depicted in Fig. 19a. The extended generating structure G{w}1 , with
Π{w} = {w,ww′}, is shown in Fig. 19d. Note that w′ does not belong to G{w}1 because it would not be connected to any
other domain element. Observe again that the unravelling M{w}1 of G{w}1 is isomorphic to the unravelling M1 of G1:
the natural isomorphism g is such that g(c · wi · w) = cwiw and g(c · wi · w · ww′) = g(c · wi · w)w′, for i = 1, 2. Note
also that both unravellings contain two isomorphic copies of Π{w} from G{w}1 (shaded in Fig. 19d): for example, the
elements cw1pi and cw2pi inM1 are copies of pi ∈ Π{w}.
It will be convenient to consider h-images of maximal Σ-connected components ofMind2 separately. A subset ∆0
of the domain ∆M of an interpretation M is called Σ-connected if, for any u, u′ ∈ ∆0, there are u0, . . . , un such that
u0 = u, un = u′ and, for each i < n, there exists a Σ-role R with (ui, ui+1) ∈ RM.
Theorem 41. Condition (h+winind) holds if and only if, for every maximal Σ-connected component ∆0 ofMind2 , there
are X ⊆ ∆G1 , a structure GX1 and a map h : ∆0 → ∆G
X
1 such that either X ⊆ ind(K1) or X = {w0} for w0 ∈ ∆G1 \ ind(K1),
and h(∆0) = ΠX ,
(hΓ) h(a) = a, for any a ∈ ∆0 ∩ Γ∩ partM2Σ , and tM2Σ (a) ⊆ t
GX1
Σ
(h(a)) and rM2
Σ
(a, b) ⊆ rGX1
Σ
(h(a), h(b)), for any a, b ∈ ∆0,
(h+winX) for each pi ∈ ΠX , there exists a state api = (Ξpi 7→ pi,Ψpi) such that Ξpi ⊇ h−1(pi), player 1 has an ω-winning
strategy in Gg
Σ
(G2,GX1 ) from api, and if X = {w0} then the api are co-ordinated in the following sense:
api is a valid response to the challenge Ψpiw in the state apiw in G
g
Σ
(G2,GX1 ), for any pi, piw ∈ ΠX . (6)
Proof. (⇒) Let ∆0 be a maximal Σ-connected component ofMind2 . For any n < ω, take a (Σ,Γ)-homomorphism hn
fromMind2 toM1 such that, for every a ∈ ind(K2), player 1 has an n-winning strategy in the game GΣ(G2,M1) starting
from (a 7→ hn(a)). Two cases are possible now.
– If hn(∆0) ∩ ind(K1) , ∅ for infinitely many n < ω then, since hn(∆0) is Σ-connected, the number of distinct sets
hn(∆0) with hn(∆0)∩ ind(K1) , ∅ is finite. Thus, by the pigeonhole principle, there is an infinite setH of natural
numbers n with hn(∆0) ∩ ind(K1) , ∅ such that the restrictions of all hn to ∆0 coincide. Let h be the restriction
of some hn, for n ∈ H, to ∆0. We set X = h(∆0) ∩ ind(K1) and ΠX = h(∆0). Using the map h, one can now
construct the required starting states and ω-winning strategies in Gg
Σ
(G2,GX1 ) in exactly the same way as in the
proof of (a)⇒ (b) in Lemma 30.
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– Otherwise, hn(∆0)∩ind(K1) = ∅ for infinitely many n < ω and, as ∆0 is Σ-connected, by the pigeonhole principle
there exists w0 ∈ ∆G1 \ ind(K1) such that, for infinitely many n < ω, hn(∆0) is a tree with root σnw0 ∈ ∆M1 . We
set X = {w0} and can define, again by the pigeonhole principle, ΠX in such a way that there is an infinite set H
of natural numbers n such that hn(∆0) = {σnpi | pi ∈ ΠX }. Then, for every a ∈ ∆0, there is h(a) ∈ ΠX such that
hn(a) = σnh(a), for all n ∈ H. Using the map h, one can now construct the required starting states satisfying (6),
and ω-winning strategies in Gg
Σ
(G2,GX1 ) in exactly the same way as in the proof of (a)⇒ (b) in Lemma 30.
(⇐) Let ∆0 be a maximal Σ-connected component ofMind2 . Set Γ′ = Γ ∩ ∆0. It is sufficient to show that (h+winind)
holds for ∆0 in place of ind(K2), i.e., for any n < ω, there exists a (Σ,Γ′)-homomorphism hn fromM∆0 toM1 such
that player 1 has an n-winning strategy in the game GΣ(G2,M1) starting from (a 7→ hn(a)) for all a ∈ ∆0, whereM∆0
is the interpretationM2 relativised to the domain ∆0. Let X ⊆ ∆G1 , h : ∆0 → ∆GX1 , and n < ω be given, where X and h
satisfy the conditions of the theorem.
– If X ⊆ ind(K1) then we set hn(a) = h(a) for all a ∈ ∆0. It is readily checked that hn is a (Σ,Γ′)-homomorphism
fromM∆0 toM1. For each a ∈ ∆0, by Lemma 30, player 1 has an n-winning strategy in the game GΣ(G2,MX1 )
from some (a 7→ δ) with tail(δ) = h(a). Then the natural isomorphism g from MX1 onto M1 translates this
strategy into an n-winning strategy in the game GΣ(G2,M1) from (a 7→ h(a)).
– Otherwise, X = {w0} for w0 ∈ ∆G1 \ ind(K1). Since Ξw0 ⊇ h−1(w0), by Lemma 30, for each a ∈ h−1(w0), player 1
has an n-winning strategy in GΣ(G1,MX1 ) from some (a 7→ δ) with tail(δ) = σw0 ∈ ∆M1 . Then the natural
isomorphism g fromMX1 ontoM1 translates each such strategy into an n-winning strategy in GΣ(G2,M1) from
(a 7→ σw0).
We set hn(a) = σpi, for each a ∈ h−1(pi) and pi ∈ ΠX . Then hn is a (Σ,Γ′)-homomorphism fromM∆0 toM1. We
show by induction that, for all pi ∈ ΠX ,
player 1 has an n-winning strategy in GΣ(G2,M1) from (a 7→ hn(a)), for each a ∈ h−1(pi). (7)
For pi = w, this holds by the definition of σ. Now assume that (7) has been proved for pi and let piw ∈ ΠX . By
the induction hypothesis and the proof of Lemma 30, it suffices to show that api is a response of player 1 to the
challenge Ψpiw in the state apiw of G
g
Σ
(G2,GX1 ), which is guaranteed by (6).
This completes the proof of the theorem. q
Condition (6) is necessary for co-ordinating the starting states of the games when X = {w0}, for w0 ∈ ∆G1 \ ind(K1).
On the other hand, if Γ ⊇ ind(K2) then all Σ-participating individuals in ind(K2) must be mapped to themselves, and
so condition (6) is not applicable in this case. The following example shows that without (6) we cannot guarantee
that (h+winind) holds, and soM2 may not be finitely (Σ,Γ)-homomorphically embeddable intoM1.
Example 42. Consider KBs K2 and K1 and a relational signature Σ such that ind(K2) = {a, b}, ind(K1) = {c} and
their generating structures GΣ2 and (G{w}1 )Σ are as in Fig. 20a, with Π{w} = {w,ww′} (see also Figs. 19a and d for G1 andG{w}1 , respectively). Let Γ = ∅ and suppose that h(a) = w and h(b) = ww′ (see the dashed lines in Fig. 20a). Player 1
has ω-winning strategies in Gg
Σ
(G2,GX1 ) from the states aa = ({a} 7→ w, {v1}) and ab = ({b} 7→ ww′, {u1}): see the
dotted lines in Fig. 20a and the game graph in Fig. 20b. However, the two starting states, aa and ab, do not satisfy the
co-ordination condition (6). In fact, the map they induce is not a (Σ,Γ)-homomorphism from M2 to M1 because it
sends a to cw2w and b to cw1ww′, which are not connected by the role T inM1. Moreover, it is not hard to see that
there is no (Σ,Γ)-homomorphism fromM2 toM1. Indeed, our co-ordination condition means that we have to choose
appropriate starting states for each of the elements in ΠX . So, we can pick ab for ww′, from which, as we noted above,
player 1 has an ω-winning strategy. We cannot, however, choose aa for w because Ψww′ = {u1}, and so, by (6), Ξw
must contain u1 (along with a) but the ‘uncoordinated’ starting state aa does not include u1. Thus, we have to take
a′a = ({u1, a} 7→ w, {u2, v1}) for w, from which player 1 has no ω-winning strategy: see the graph in Fig. 20b, where all
the paths from a′a lead to dead-ends.
Finally, we obtain the following tight complexity results for KB (Σ,Γ)-query entailment and inseparability.
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Figure 20: Co-ordination of starting states: (a) generating structure GΣ2 and extended generating structure (GX1 )Σ with ΠX = {w,ww′}; (b) the
relevant fragment of the game graph.
Theorem 43. For combined complexity, both KB (Σ,Γ)-query entailment and inseparability are 2ExpTime-complete
for Horn-ALCHI and Horn-ALCI; ExpTime-complete for Horn-ALCH , Horn-ALC, DL-LiteHhorn and DL-LiteHcore;
and NP-complete for ELHdr⊥ , EL, DL-Litehorn and DL-Litecore. For data complexity, these problems are NP-complete.
Proof. Note first that the size of X and ΠX is bounded by the size of ind(K2), so the size of GX1 is polynomial in the
size of G1 and ind(K2). Note also that if G1 is a forward generating structure then so is GX1 ; if G1 is a functional
generating structure then so is GX1 ; and if G1 satisfies (lite1) and (lite2) then so does GX1 .
We start with an NP algorithm for data complexity. Let Gi be a generating structure for a KB Ki, i = 1, 2. For
each maximal Σ-connected component ∆0 of Mind2 , the algorithm performs two NP steps: (i) it guesses sets X, ΠX
and a map h from ∆0 onto ΠX , computes GX1 , and checks whether (hΓ) is satisfied; then (ii) it guesses sets Ξpi and Ψpi
satisfying (6) if X * ind(K1), for each pi ∈ ΠX , and finally checks whether (h+winX) holds. It is not hard to see both
(i) and (ii) can be done in polynomial time in the size of ind(K1) and ind(K2).
It is easy to see that for ELHdr⊥ and DL-Litehorn KBs, the algorithm above provides an NP upper bound for the
combined complexity as well. For the more expressive DLs, the upper bounds for combined complexity stay the same
as before because there is at most an exponential number of distinct sets ΠX , maps h and states api. The ExpTime-
and 2ExpTime-hardness results also carry over from Σ-query inseparability and Σ-query entailment, and NP-hardness
follows from Theorem 37. q
7. Related Work and Applications
In this section, we discuss the relationship between (Σ,Γ)-query inseparability and knowledge exchange, TBox
inseparability, and query-based comparison of OBDA specifications. Σ-query inseparability of KBs has not been
investigated systematically before. Note, however, that the polynomial upper bound for EL was established as a
preliminary step to study Σ-query inseparability of TBoxes [31], and that this notion was also used to study forgetting
in DL-LiteNbool [36].
7.1. Knowledge Exchange
For the motivation of studying knowledge exchange between KBs and illustrating examples, we refer the reader
to Section 1. Here we establish a tight link between deciding Σ-query inseparability and deciding the membership
problem for universal CQ-solutions. We also consider the connection between (Σ,Γ)-query inseparability and the
membership problem for universal CQ-solutions with nulls.
Assume (without loss of generality) that K1 and K2 are KBs given in disjoint relational signatures Σ1 and Σ2.
Suppose also that T12 consists of inclusions of the form S1 v S2 such that the Si are concept or role names in Σi. Then
the problem of deciding whether K1 ∪ T12 ≡Σ2 K2 is called the membership problem for universal CQ-solutions. For
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any of our DLs L with role inclusions, the problem whether K1 ∪ T12 ≡Σ2 K2 is a Σ2-query inseparability problem in
L, and so the upper complexity bounds for Σ-query inseparability can be applied directly to obtain upper bounds for
the membership problem for universal CQ-solutions. The following result establishes the converse:
Theorem 44. Σ-query entailment for any of our DLsL is LogSpace-reducible to the membership problem for universal
CQ-solutions in L.
The proof uses the construction from the proof of Theorem 13 and is given in Appendix A. As a consequence of
Theorems 44, 31 and 35 we obtain the following:
Theorem 45. For combined complexity, the membership problem for universal CQ-solutions is 2ExpTime-complete
for Horn-ALCHI and Horn-ALCI; ExpTime-complete for Horn-ALCH , Horn-ALC, DL-LiteHhorn and DL-LiteHcore;
and P-complete for ELHdr⊥ and EL. For data complexity, all these problems are P-complete.
Note that the combined complexity of the membership problem for universal CQ-solutions remains open for DL-
Litecore and DL-Litehorn.
In the case ofDL-LiteHcore, we also obtain an ExpTime algorithm for checking the existence and computing universal
CQ-solutions. Indeed, given a KB K1, a target signature Σ2 and a mapping T12, we first compute the Σ2-ABox over
ind(K1) that is implied byK1 and T12, and then check whether at least one KBK2 in Σ2 with this ABox is a universal
CQ-solution (there are at most O(2|Σ2 |) such KBs). This gives an ExpTime upper bound for the non-emptiness problem
for universal CQ-solutions in DL-LiteHcore [23].
A more flexible knowledge exchange model allows the target KB to use additional individuals (i.e., not only the
individuals in K1), which however cannot be returned as certain answers [23]. These ‘anonymous’ individuals are
similar to nulls in the standard approaches to incomplete databases, and intuitively represent objects the existence of
which is implied by K1 ∪ T12. The reader can find an illustrating example in Section 1. Formally, we say that a KB
K2 with a relational signature Σ2 is a universal CQ-solution with nulls for a KB K1 and a mapping specification T12
if K1 ∪ T12 ≡Σ2,ind(K1) K2 (which is equivalent to the definition given in [23]). Thus we obtain the following result:
Theorem 46. For combined complexity, the membership problem for universal CQ-solutions with nulls is 2ExpTime-
complete for Horn-ALCHI and Horn-ALCI; ExpTime-complete for Horn-ALCH , Horn-ALC, DL-LiteHhorn and
DL-LiteHcore; and NP-complete for ELHdr⊥ and EL. For data complexity, all these problems are NP-complete.
Proof. The upper bounds follow from Theorem 43. The ExpTime and 2ExpTime lower bounds follow from Theo-
rem 45, and the NP lower bound can be obtained from the proof of Theorem 37 by a straightforward modification. q
Again, the combined complexity of the membership problem for universal CQ-solutions with nulls remains open
for DL-Litecore and DL-Litehorn.
7.2. TBox Inseparability and OBDA Specifications
We remind the reader that, for a relational signature Σ, TBoxes T1 and T2 are called Σ-query inseparable if, for all
Σ-ABoxesA, the KBs (T1,A) and (T2,A) are Σ-query inseparable. TBox Σ-query inseparability has been extensively
studied; see, e.g., [17, 31, 24, 10]. TBox and KB inseparabilities have different applications. The former supports
ontology engineering when data is not known or changes frequently: one can equivalently replace one TBox with
another only if they return the same answers to queries for every Σ-ABox. In contrast, KB inseparability is useful in
applications where data is stable—such as knowledge exchange or variants of module extraction and forgetting with
fixed data—in order to use the KB in a new application or as a compilation step to make CQ answering more efficient.
For many DLs, TBox Σ-query inseparability is harder than KB query inseparability. For DL-Litehorn, the space
of relevant Σ-ABox counterexamples is of exponential size and, in fact, Σ-query inseparability of TBoxes is NP-
hard [17], while Σ-query inseparability of KBs is in P. Similarly, we have seen that Σ-query inseparability of EL
KBs is in P, while Σ-query inseparability of EL TBoxes is ExpTime-complete [31]. The complexity of TBox Σ-query
inseparability for Horn-DLs extending Horn-ALC is not known.
The complexity of Σ-query inseparability of DL-LiteHcore TBoxes was known to sit between PSpace and Exp-
Time [24]. Using the fact that witness Σ-ABoxes for Σ-query inseparability of DL-LiteHcore TBoxes can always be
chosen among the singleton Σ-ABoxes [24, Theorem 8], one can easily modify the proof of Theorem 34 to improve
the PSpace lower bound:
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Theorem 47. TBox Σ-query inseparability of DL-LiteHcore TBoxes is ExpTime-complete.
For work on other notions of TBox inseparability and the corresponding notions of modules and forgetting, we
refer the reader to [37, 12, 38, 39, 40, 41, 42, 43].
In ontology-based data access (OBDA), a TBox T provides a vocabulary for user queries, which is connected by
a declarative mapping M to a data source schema S (see, e.g., [2, 44]). The pair S = (T ,M) is called an OBDA
specification (sometimes, it also includes integrity constraints of the data source). For example, M can consist of
implications ∀xy (ϕ(x, y)→ ψ(x)), where ϕ(x, y) is a conjunction of atoms over S and ψ(x) is a conjunction of atoms
over the signature of T (in which caseM is called a GAV mapping). For a data instance D over S and a CQ q(x), the
certain answers to q(x) over D under the OBDA specification S are defined in the obvious way. In [45], the following
generalisation of TBox Σ-query entailment is introduced to support the static analysis of OBDA specifications. Say
that an OBDA specification S1 query entails an OBDA specification S2 if, for every CQ q(x) and every data instance
D over S , the certain answers to q(x) over D under S2 are contained in the certain answers to q(x) over D under
S1. It was shown [45] that the complexity of query entailment between OBDA specifications is closely linked to the
complexity of Σ-query entailment. In fact, for GLAV, GAV, and linear mappingsM, and DL-LiteHcore TBoxes T , the
tight complexity results obtained in this article for Σ-query entailment are used to obtain the same complexity for
deciding query entailment between OBDA specifications.
8. Future Work
In this article, we have been concerned with algorithms deciding whether two KBs are (Σ,Γ)-query inseparable.
Depending on the applications of (Σ,Γ)-query inseparability, other reasoning problems may also become important.
We discuss them below for the four applications described in Section 1.
For KB versioning, it is often not sufficient to learn that two KBs give different answers to some CQs in the
signature (Σ,Γ). In addition, a description of the relevant differences between the KBs should be given. Our algorithms
compute a CQ witnessing (Σ,Γ)-query separability, if one exists, which can be presented to the user. However, this
CQ can be unnecessarily large, and it might not be a comprehensive representation of the differences between the two
KBs. It would thus be of interest to develop additional algorithms that search for small witness CQs of (Σ,Γ)-query
separability, provide a comprehensive list of such witnesses, and link them to assertions in the KBs that explain them.
Similar problems have been addressed in TBox versioning [10].
In knowledge exchange, we often do not have a candidate KB for the role of universal CQ-solution, but are rather
interested in deciding whether a universal CQ-solution exists and computing it. We have seen above that our decision
algorithms give a solution to this problem in the case of DL-LiteHcore, but seem to require significant extensions for
more expressive DLs; see also [23].
In forgetting, the situation is similar to knowledge exchange: we are usually interested in deciding whether a
uniform interpolant exists and computing it. For TBoxes, these problems have been investigated within one approach
to uniform interpolants with respect to subsumptions [41, 46]. However, little is known about uniform interpolants
for KBs with respect to answering CQs. Again, for DL-LiteHcore one can adapt our algorithm to compute uniform
interpolants, but in general the ideas presented in this article will have to be significantly extended and/or modified.
Our algorithms can be directly used to decide whether a subset of a KB is its (Σ,Γ)-query module. One of the
most important problems in modularisation is the extraction of a minimal (with respect to set inclusion) module from
a given KB. It is straightforward to design a polynomial-time algorithm extracting a (Σ,Γ)-query module that calls an
inseparability checker as an oracle: exhaustively remove assertions α from a given KB K such that K \ {α} and K
are (Σ,Γ)-query inseparable. Without any additional optimisations, however, only the algorithms based on forward
strategies for Σ-inseparability in DLs without inverse roles can have acceptable performance. Interestingly, one can
apply the same algorithms to compute approximations of minimal Σ-query modules for DLs with inverse roles: one
can extract a Σ-query module of a given KB K by exhaustively removing from K those inclusions and assertions
α for which player 1 has a winning strategy in the game G f
Σ
(G2,G1) on generating structures G2 and G1 for K and
K \ {α}, respectively. The resulting KB is a module that approximates a minimal one. Efficiency of a similar approach
to module extraction from TBoxes was shown in experiments [24].
As far as (Σ,Γ)-query inseparability itself is concerned, it would be of interest to consider more expressive Horn-
DLs than Horn-ALCHI, for example, those with (qualified) number restrictions, transitive roles, or nominals. We
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conjecture that extensions of our game-theoretic approach can be applied to most (if not all) of those Horn-DLs.
Finally, nothing is known about the complexity (and algorithms) for query inseparability for non-Horn DLs. Observe
that in this case inseparability for CQs does not coincide anymore with inseparability for UCQs. For example, for
Σ = {A, B, E}, the KBs K1 = ({> v A unionsq B}, {E(a)}) and K2 = (∅, {E(a)}) are Σ-inseparable for CQs but not Σ-
inseparable for UCQs. It seems appropriate to start an investigation of inseparability (for CQs and UCQs) with weak
non-Horn DLs such as the DL underpinning Schema.org [47, 48] or other fragments of DL-Litebool and then move to
more expressive DLs such as ALC. We conjecture that the game-theoretic approach can be applied to those DLs as
well.
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Appendix A. Proofs
Lemma 10. Let K = (T ,A) be a consistent KB with a Horn-ALCHI TBox in normal form andM the unravelling
of G. ThenM is a model of K . Moreover,
– τMT (a) =
{
C ∈ con(T ) | K |= C(a) }, for all a ∈ ind(K),
– τMT (σ) = τ, for all σ ∈ ∆M with tail(σ) = ([S ], τ).
Proof. First, we show that a ∈ CM iff K |= C(a), for all a ∈ ind(K), and σ ∈ CM iff C ∈ τ, for all σ ∈ ∆M with
tail(σ) = ([S ], τ). We consider the following two cases for C:
1: C = A. For a ∈ ind(K), we clearly have a ∈ AM iff a ∈ AG iff K |= A(a). Similarly, for any σ ∈ ∆M with
tail(σ) = ([S ], τ), we have σ ∈ AM iff ([S ], τ) ∈ AG iff A ∈ τ.
2: C = ∃R.B. Let a ∈ (∃R.B)M. If there is b ∈ ind(K) with (a, b) ∈ RM and b ∈ BM then, by the construction ofM
and G, there is some P with P(a, b) ∈ A and T |= P v R, whence K |= R(a, b). On the other hand, by item 1,
K |= B(b), whenceK |= (∃R.B)(a). If there is no b ∈ ind(K) with (a, b) ∈ RM andK |= B(b), then a ([R], τ),
for some T -type τ such that K |= (∃R.τ)(a) and B ∈ τ, whence K |= (∃R.B)(a).
Conversely, let K |= (∃R.B)(a). If there is b ∈ ind(K) with P(a, b) ∈ A, T |= P v R and K |= B(b) then, by
construction, (a, b) ∈ RM and, by item 1, b ∈ BM, whence a ∈ (∃R.B)M. Otherwise, let τ be a maximal T -type
such thatK |= (∃R.τ)(a) and B ∈ τ. Then a ([R], τ) and, by the construction ofG andM, (a, a·([R], τ)) ∈ RM
and, by item 1, a · ([R], τ) ∈ BM, whence a ∈ (∃R.B)M.
Now, suppose σ ∈ (∃R.B)M. Then there is σ′ such that (σ,σ′) ∈ RM and σ′ ∈ BM. By construction, the
following three options are possible.
– If σ′ = σ · ([S ′], τ′) then T |= τ v ∃S ′.τ′, T |= S ′ v R and B ∈ τ′, whence T |= τ v ∃R.B, and so, as τ is
a T -type, ∃R.B ∈ τ.
– If σ = σ′ · ([S ], τ) with tail(σ′) = ([S ′], τ′) then T |= τ′ v ∃S .τ, T |= S v R− and B ∈ τ′. It follows
that we have T |= τ′ v ∃R−.τ and B ∈ τ′. Since τ is maximal, it must contain ∃R.B (for otherwise
τ′ u ∃R−.(τ u ∀R.¬B) would be consistent).
– If σ = σ′ · ([S ], τ) with σ′ = a ∈ ind(K) then K |= (∃S .τ)(a), T |= S v R− and, by item 1, K |= B(a).
Thus, we have K |= (∃R−.t)(a) and K |= B(a). Again, since τ is maximal it must contain ∃R.B.
Conversely, let ∃R.B ∈ τ. Then, by construction, ([S ], τ) ([R], τ′), for some T -type τ′ with B ∈ τ′. It follows
then that (σ,σ · ([R], τ′)) ∈ RM and, by item 1, (σ · ([R], τ′)) ∈ BM, whence σ ∈ (∃R.B)M.
Next, we show thatM is a model of (T ,A). Clearly,M is a model ofA. ThatM |= (C1 v C2), for each C1 v C2 ∈ T ,
follows immediately from the two properties of τMT , the fact that T -types are closed under the concept inclusions inT , and that C v ∀R.A is equivalent to ∃R−.C v A.
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Consider now R1 v R2 ∈ T . Let (σ,σ′) ∈ RM1 . If σ = a ∈ ind(K) and σ = b ∈ ind(K) then K |= R1(a, b). Since
R1 v R2 ∈ T , we obtain K |= R2(a, b), whence (σ,σ′) ∈ RM2 . If σ′ = σ · ([R], τ), for some R and τ, then, by the
construction of RM1 , T |= R v R1. Thus T |= R v R2, and so (σ,σ′) ∈ RM2 . The case of σ = σ′ · ([R], τ) is the mirror
image. q
Theorem 13. Let L be any of our DLs that contains EL or has role inclusions. Then Σ-query entailment for
consistent L-KBs is LogSpace-reducible to Σ-query inseparability for L-KBs.
Proof. Let Ki = (Ti,Ai), i = 1, 2, be consistent L-KBs and Σ a relational signature. We want to decide whether K1
Σ-query entails K2 assuming that we know how to decide Σ-query inseparability. Without loss of generality, we may
assume that Σ = sig(K1) = sig(K1) ∩ sig(K2). To show this, we note first that we can add trivial concept inclusions
A v A and ∃P.> v ∃P.> to KBs to ensure that Σ ⊆ sig(K1) = sig(K1) ∩ sig(K2). For symbols S ∈ sig(K1) ∩ sig(K2)
that are not in Σ, we introduce a fresh S ∗ and replace S by S ∗ inK2. Denote the resulting KB byK∗2 . ThenK1 Σ-query
entails K2 iff K1 Σ∗-query entails K∗2 for Σ∗ = sig(K1), as required.
Case 1: L has role inclusions.
Case 1.1: Assume that the trivial interpretation I∅ with |∆I∅ | = 1 and S I∅ = ∅, for any symbol S , is a model of the Ti
for i = 1, 2 (we show how the KBs K1 and K2 can be modified to ensure that this assumption holds in Case 1.2). Let
K ii be a copy of Ki in which all symbols S are replaced by fresh symbols S i, and let K ′i be the extension of K ii with
S i v S , for all S ∈ Σ. The purpose of this construction is to avoid the interaction between the symbols used in K1 and
the symbols used in K2 (as shown in Section 3 after the formulation of the theorem). We show that
K1 Σ-query entails K2 iff K1 and K ′1 ∪ K ′2 are Σ-query inseparable.
The interesting direction is to show that if K1 Σ-query entails K2 then K1 Σ-query entails K ′1 ∪ K ′2. Suppose thatK1 Σ-query entails K2. Then K1 Σ-query entails both K ′1 and K ′2. We use the following construction to ‘merge’
materialisations of the K ′i . Let M1 be a materialisation of K1 and, for i = 1, 2, let Ui be a materialisation of K ′i
obtained by unravelling a generating structure for K ′i . By Lemma 10,Ui is a model of K ′i . It should be clear that we
can also assume that
∆U1 ∩ ∆U2 = ind(K1) ∩ ind(K2). (A.1)
Denote byU the union ofU1 andU2 defined by setting ∆U = ∆U1 ∪ ∆U2 and SU = SU1 ∪ SU2 for all concept and
role names S . We show that
(i) U is a model of K ′1 ∪ K ′2, and
(ii) U is finitely (Σ, ind(K1) ∪ ind(K2))-homomorphically embeddable intoM1.
It will then follow, by Theorem 6, that K1 Σ-query entails K ′1 ∪ K ′2. Indeed, letM′ be a materialisation of K ′1 ∪ K ′2.
Since, by (i),U is a model ofK ′1 ∪K ′2, by Lemma 11, there is a homomorphism from (any finite subinterpretation of)M′ toU, and so, by (ii), from any finite subinterpretation ofM′ toM1.
Now, for item (i), recall that, for both i = 1, 2, the trivial interpretation is a model of the TBox ofK ′3−i, which does
not contain any negative occurrences of the symbols of K ′i , and Ui is a model of K ′i ; therefore, U is a model of K ′i .
For (ii), consider a finite subinterpretationU0 ofU and, for i = 1, 2, letU0i be the respective finite subinterpretation
of Ui. Since K1 Σ-query entails both K ′1 and K ′2, by Theorem 6, we have (Σ, ind(K ′i ))-homomorphisms hi from U0i
to M1, for i = 1, 2. Define h by taking h(u) = h1(u), for all u ∈ ∆U01 , and h(u) = h2(u), for all u ∈ ∆U02 \ ∆U01 .
Since (A.1) and h1(a) = h2(a), for all a ∈ partU1Σ ∩ partU2Σ , the function h is a (Σ, ind(K1) ∪ ind(K2))-homomorphism
fromU0 toM1, as required.
Case 1.2: Suppose that the trivial interpretation is not a model ofTi, for some i ∈ {1, 2}. We constructK ′′i = (T ′′i ,A′′i ),
i = 1, 2, such that the trivial interpretation is a model of T ′′i , for i = 1, 2, and K1 Σ-query entails K2 iff K ′′1 Σ-query
entails K ′′2 (this will reduce Case 1.2 to Case 1.1). The construction is by careful relativisation. We assume that the
TBoxes Ti are in normal form (see Theorem 8). If the Ti do not contain inclusions of the form > v A then the trivial
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interpretation is a model of the TBoxes and we are done. Otherwise, for i = 1, 2, let Di be fresh concept names: Di
will replace > in the inclusion > v A in Ti, which will ensure that the trivial interpretation is a model of the resulting
TBox. In addition, we have to ensure that Di contains all domain elements of the materialisation. To deal with the
individual names in the ABoxAi, we takeA′′i = Ai ∪ADii , where
ADii =
{
Di(a) | a ∈ ind(Ki) }. (A.2)
The TBoxes T ′′i are obtained from Ti by replacing
– any inclusion > v A with Di v A;
– any inclusion A v ∃R.C with
– A v ∃R and ∃R− v Di, if the Ti are members of the DL-Lite family (C = > in this case), and
– A v ∃R.(Di uC), otherwise.
The remaining inclusions are not modified and the modification of inclusions of the form A v ∃R.C ensures that Di
holds in all generated domain elements of the materialisations constructed to prove Theorem 12. Note that if Ti is an
L-TBox, then T ′′i is an L-TBox as well, for any of our DLs. We show that the K ′′i = (T ′′i ,A′′i ), for i = 1, 2, are as
required. First, by construction, the trivial interpretation I∅ is a model of T ′′i . Second, letMi be the unravelling of a
generating structure for Ki. By Theorem 9,Mi is a materialisation of Ki. Observe that the interpretationUi obtained
fromMi by interpreting Di as the domain ofMi is a materialisation of K ′′i . Thus, by Theorem 6, K1 Σ-query entailsK2 iff K ′′1 Σ-query entails K ′′2 , as required.
Case 2: L contains EL and has no role inclusions (that is, L ∈ {EL,Horn-ALC,Horn-ALCI}). We construct
K ′1 = (T ′1 ,A′1) and K ′2 = (T ′2 ,A′2) such that
K1 Σ-query entails K2 iff K1 and K ′1 ∪ K ′2 are Σ-query inseparable. (A.3)
First, we make sure that K1 is role-compatible with K2, that is, for all a, b ∈ ind(K2), if R(a, b) < A2, then
R(a, b) < A1. Remove from A1 all assertions R(a, b), for a, b ∈ ind(K2), that are not in A2, and denote the resulting
ABox by A−1 . Define A?1 by adding a disjoint copy of A1 to A−1 (in which the copy of an individual a is denoted by
a?) and also adding the assertions R(a, b?) and R(a?, b) for every R(a, b) ∈ A1.
Then K?1 = (T1,A?1 ) Σ-query entails K2 iff K1 Σ-query entails K2. This follows directly from the fact that Horn-ALCI is unravelling-tolerant [49], which implies that in the unravellings M1 and M?1 of the generating structures
for K1 and K?1 , we have that the subtrees Ia, I?a , and I?a? ofM1,M?1 andM?1 rooted at a, a and a?, respectively, are
isomorphic for any a ∈ ind(K1).
Second, assume that K1 is role-compatible with K2. We employ relativisation again. Let Di be fresh concept
names, for i = 1, 2. In this case, apart from ensuring that Di contains all domain elements of the materialisation of Ki
we have to ensure that merging the materialisations of K1 and K2 does not lead to additional domain elements. Let
A′i = Ai ∪ADii , for i = 1, 2, whereADii is defined by (A.2). Assume the TBoxes Ti are in normal form and define T ′i
by replacing
– any inclusion > v A with Di v A;
– any inclusion A1 v A2 with A1 u Di v A2;
– any inclusion A1 u A2 v A with A1 u A2 u Di v A;
– any inclusion ∃R.C v A with ∃R.(C u Di) u Di v A;
– any inclusion A v ∃R.C with A u Di v ∃R.(Di uC);
– any inclusion A1 v ∀R.A2 with A1 u Di v ∀R.(¬Di unionsq A2).
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Note that T ′i is not necessarily in normal form, but it is an L-TBox, which can then be transformed to normal form
by Theorem 8.
We show (A.3). The interesting direction is ‘if K1 Σ-query entails K2 then K1 Σ-query entails K ′1 ∪ K ′2’. SupposeK1 Σ-query entails K2. Then K1 Σ-query entails both K ′1 and K ′2 (as K1 Σ-query entails both K1 and K2). LetM1
be a materialisation of K1 and, for i = 1, 2, let Ui be a materialisation of K ′i obtained by unravelling a generating
structure for K ′i . We proceed as in Case 1.1: we construct U by merging U1 and U2 and show that conditions (i)
and (ii) hold. It will then follow that K1 Σ-query entails K ′1 ∪ K ′2.
For item (i), observe that (a) since K1 is role-compatible with K2, if an assertion A(a), for a ∈ ind(K2), can be
derived in K ′1 ∪ K ′2 by the T ′2 axioms of the form ∃R.(D2 u C) u D2 v A or A1 u D2 v ∀R.(¬D2 unionsq A), then the
same assertion can be already derived in K2 by the axioms ∃R.C v A and A1 v ∀R.A; (b) for i = 1, 2, the trivial
interpretation I∅ is a model of T ′i ; and (c) every inclusion of T ′i is relativised to Di: it is ‘applicable’ only to elements
in Di and ‘generates’ only elements in Di again. In particular, the T ′2 axioms of the form ∃R.(D2 u C) u D2 v A or
A1 uD2 v ∀R.(¬D2 unionsq A) are not ‘applicable’ to a ∈ ind(K1) \ ind(K2). Thus,U is a model ofK ′1 ∪K ′2. The argument
for item (ii) is analogous to Case 1.1, which completes the proof. q
Theorem 44. Σ-query entailment for any of our DLs L is LogSpace-reducible to the membership problem for
universal CQ-solutions in L.
Proof. We use the proof of Theorem 13. Suppose L KBs K1, K2, and a signature Σ are given. We want to reduce the
problem to decide whether K1 Σ-query entails K2 to the membership problem for universal CQ-solutions in L. As
argued in the proof of Theorem 13, we may assume that Σ = sig(K1) = sig(K1) ∩ sig(K2).
For the reduction to the membership problem for universal CQ-solutions in L, we do not have to consider the case
that L does not have role inclusions since they can always be used in the mapping T12. Thus, we follow the proof
of Case 1 in the in the proof of Theorem 13 and first assume that the trivial interpretation I∅ is a model of Ti, for
i = 1, 2. Recall the definition of K ii : K ii is obtained from Ki by replacing every symbol S in Ki with a fresh symbol
S i. Then it is shown in the proof of Theorem 13 (Case 1.1) that K1 Σ-query entails K2 iff K ′1 ∪ K ′2 ∪ T12 and K1 are
Σ-query inseparable, where T12 = {S i v S | S ∈ Σ}. But the latter problem is a membership problem for universal
CQ-solutions since we assume that Σ = sig(K1).
We complete the proof by considering the case when I∅ is not a model of Ti for some i ∈ {1, 2}. We reduce this
case to the previous one by constructing KBs K ′′i = (T ′′i ,A′′i ) such that I∅ is a model of T ′′i and K1 Σ-query entailsK2 iff K ′′1 Σ-query entails K ′′2 . But KBs K ′′i with these properties have been constructed in the proof of Theorem 13
(Case 1.2) already (observe that no role inclusions are introduced in the construction of K ′′i , and so K ′′i is an L-KB ifKi is an L-KB for any of our DLs L). q
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