This is the second of two papers describing the observations and source catalogues derived from sensitive 3-GHz images of the Lockman Hole North using the Karl G. Jansky Very Large Array. We describe the reduction and cataloguing process, which yielded an image with 8 arcsec resolution and instrumental noise of σ n = 1.01 µJy beam −1 rms (before primary beam corrections) and a catalogue of 558 sources detected above 5σ n . We include details of how we estimate source spectral indices across the 2-GHz VLA bandwidth, finding a median index of −0.76 ± 0.04. Stacking of source spectra reveals a flattening of spectral index with decreasing flux density. We present a source count derived from the catalogue. We show a traditional count estimate compared with a completely independent estimate made via a P(D) confusion analysis, and find very good agreement. Cross-matches of the catalogue with Xray, optical, infrared, radio, and redshift catalogues are also presented. The X-ray, optical and infrared data, as well as AGN selection criteria allow us to classify 10 per cent as radio-loud AGN, 28 percent as radio-quiet AGN, and 58 per cent as star-forming galaxies, with only 4 per cent unclassified.
INTRODUCTION
The sub-mJy radio source population at frequencies near 1.4 GHz contains a mixture of radio-loud and radio-quiet active galactic nuclei (AGN) and star-forming and starburst galaxies (e.g. Condon 1989; Afonso et al. 2005; Simpson et al. 2006; Bonzini et al. 2013; Padovani et al. 2015) . Both classes of galaxies emit synchrotron radiation, but the emitting cosmic-ray electrons are accelerated by the accreting black hole of the AGN in the first case and by supernova remnants of stars with M > 8M in the second. These massive stars have lifetimes 3 × 10 8 years, so their supernova rates are proportional to the recent star-formation rates of their host galaxies. Radio galaxies and radio-loud AGN dominate at flux densities greater than about 1 mJy, and have therefore been historically easier to study.
In the µJy regime (below roughly 1 mJy), star-forming and starburst galaxies become dominant (Prandoni et al. 2001; Huynh et al. 2008; Seymour et al. 2008; Smolčić et al. 2008; Mao et al. E-mail:vernstrom@dunlap.utoronto.ca 2012; White et al. 2012) , as well as radio-quiet AGN (Padovani et al. 2009 (Padovani et al. , 2011 (Padovani et al. , 2015 . The radio-quiet AGN show the presence of AGN activity in one or more bands of the electromagnetic spectrum, but the radio emission itself is powered by star-formation processes . Furthermore, whether one classifies a source as AGN or star-forming depends on the criterion adopted. Understanding the characteristics of this mixed population of µJy radio sources is important for the study of the star-formation history of the Universe (Karim et al. 2011) , the cosmic AGN activity history (Smolcic et al. 2015) , and for the planning of future deep radio surveys, such as with the Square Kilometer Array (SKA).
The issue is complicated by the existing 1.4-GHz source count data in this µJy range, where there is considerable scatter among published surveys (see e.g. Condon 2007; de Zotti et al. 2010 ), more than expected from "cosmic" or sampling variance (Heywood et al. 2013) . This is likely due to the different survey systematics and corrections applied to the raw observations. Condon et al. (2012) and Vernstrom et al. (2014) showed that the confusion analysis P(D) approach can be used to obtain estimates of the source count well into the µJy range. To break up the count into different population components, multi-wavelength data are needed (e.g. Padovani et al. 2011) . Therefore, sensitive radio observations, along with deep multi-wavelength data, combined with a careful investigation of the associated uncertainties, are needed to further our understanding of faint radio source populations. Vernstrom et al. (2016) (hereafter Paper I) describes the uncertainties involved in the cataloguing process. In this paper we present a new radio source catalogue and source characteristics, from sensitive observations of the extragalactic region of extensive study known as the Lockman Hole North, using the Karl G. Jansky Very Large Array (VLA) at 3 GHz. The outline for this paper is as follows. In Section 2 we briefly describe the data obtained from the VLA and the radio image characteristics. Section 3 describes the catalogue method and results, including the angular size distributions. In Section 4 we present the source count. Section 5 gives a discussion of spectral indices derived from the 2-GHz bandwidth. Finally, Section 6 describes the procedure and results of crossmatching the radio catalogue with catalogues at other wavelengths.
OBSERVATIONS
The observations were made with the VLA at S -band, which spans from approximately 2 GHz to 4 GHz. There were two main observing sessions: one with the C configuration, with an average of 21 antennas; and one with higher resolution in the BnA and B-to-A configurations. The BnA configuration is a hybrid of the B and A configurations, while B-to-A refers to data taken during the transition from the BnA to A configuration. Even though the BnA observations included baselines longer than the longest B-configuration baseline, we weighted the data so that the resultant resolution is comparable to that of the smaller, or B, configuration. The observing dates and time spent in each configuration are listed in Table 1 . There was a total of approximately 57 hours of on-source observing time in the C configuration, and 24 hours in the BnA and B-to-A configurations.
The 3-GHz VLA field was selected explicitly to overlap the region Owen & Morrison (2008) observed in the Lockman Hole at 1.4 GHz. The field is centred on α = 10 h 46 m 00 s , δ = +59 • 01 00 (J2000), and was originally chosen as it lacks many bright radio sources, with the brightest being about 7 mJy, and no other very bright radio sources nearby. It is also covered in many other wavebands (with Spitzer, Chandra, Herschel, GMRT, and more) allowing for source cross-identification, investigation of AGN contribution, and study of the far-IR/radio correlation. The 3-GHz (centre frequency) S-band was chosen rather than the 1.4-GHz L-Band, because with the upgraded VLA the contamination from interference is less, the requirements on dynamic range are lower, the confusion is lower, and S-Band has greater available bandwidth (2 GHz).
The calibration, editing, and imaging were performed using the Obit package (Cotton 2008 ), 1 and are described in detail in 1 http://www.cv.nrao.edu/~bcotton/Obit.html Condon et al. (2012) . 2 The VLA S-band contains 16 frequency sub-bands. An image of each sub-band was made with uv weighting applied to ensure each sub-band had the same size and shape PSF, with the size predominately dictated by the lowest frequency bands. This resulted in circular 8 arcsec synthesized beams for the C-configuration-only data (herein "C data" or "C image"), and the C and BnA configurations combined (herein "CB data" or "CB image") having circular 2.75 arcsec synthesized beams. For the CB images this weighting includes the weighting (discussed above) to achieve a resolution closer to that of the B-configuration. The sub-band images were imaged, or CLEANed, simultaneously. The AIPS task 3 IMEAN was used to calculate the rms noise, σ n , of the CLEANed sub-band images in several large areas well outside the main lobe of the primary beam and containing no visible (S peak ≥ 6 µJy beam −1 ) sources. The σ n values are listed in Table 2. 4 The FWHM of the primary beam ranges from 21.6 arcmin at 2 GHz to 10.8 arcmin at 4 GHz.
To combine the sub-bands each was weighted to maximize signal-to-noise for sources having spectral indices near α = −0.7, the mean spectral index of faint sources found at frequencies around 3 GHz (Condon 1984) . We assigned to each sub-band image pixel a weight inversely proportional to its primary-beam-corrected noise variance σ 2 n scaled with α, and generated a corrected wideband image from the weighted average of the sub-band images. The primary-beam-corrected C image is shown in Fig. 2 .
We measured the noise distribution in four large regions well outside the primary main beam and free of visible sources. The best-fit to the noise indicates a Gaussian distribution with an rms of σ n = 1.01 µJy beam −1 for the C data and σ n = 1.15 µJy beam −1 for the CB data, before primary beam corrections. The radial dependence of the noise after primary-beam correction is shown in panel (a) of Fig. 1 . The CB image has higher instrumental noise than the C image due to the lower weight given to the shorter baselines which dominate the C data relative to that given the longer baselines. While the C image may have lower instrumental noise, it has higher confusion noise (i.e. more blending of sources due to the larger beam). This can be seen from a comparison of a small region of each shown in Fig. 3 , where many of the small spikes in the CB image are blended in the C image.
Because of the weighting used to combine the individual images, the primary beam of the wide-band image is frequencydependent, so the effective frequency ν of the image decreases with radial distance from the pointing centre. The radial dependence of the mean frequency is shown in panel (b) of Fig. 1 . Table 3 provides a summary of the final image properties. 
CATALOGUE

Initial compilation
Although images at both resolutions were available, we have constructed a catalogue based on the C-configuration only (8 arcsec 2 Condon et al. (2012) describe the details of the C-configuration data; however, the steps were the same for the BnA configuration data, which were added to the C configuration data once they were calibrated, and the combined data imaged. 3 http://www.aips.nrao.edu 4 The BnA-configuration data had a few sub-bands with much higher noise, as is evident in the σ n values shown in Table 2 . This is because very few of these data survived the editing and calibration process. For imaging and analysis these sub-bands were given very low weights when combining the images. resolution) at this time. This is due to the lower instrumental noise of the C-configuration data, as well as the increased sensitivity to extended emission. The higher resolution data were only used here to aid in the cataloguing process. The initial source lists were obtained in a similar manner as described for the simulations in Paper I. The Obit task FndSou was used to locate peaks down to the 3σ level in each image. In this case the value of σ was calculated locally around each peak and no primary beam correction was applied, so it varies across the image with an average value of σ = 1.3 µJy beam −1 (including instrumental and confusion noise). Each peak was then fit with a 2D elliptical Gaussian model, with the fit parameters being the peak flux density S peak , the RA and Dec positions, the major axis FWHM θ maj , minor axis FWHM θ min , and position angle φ. The fitting was constrained such that the major and minor axes could not be less than the image synthesized beam size θ B , which is 8 arcsec for the C im- age and 2.75 arcsec for the CB image. The total flux density, S total , was computed as
The deconvolved major and minor axes, θ Dmaj and θ Dmin , were
From the initial component list only sources with fitted peaks above 4σ were kept. Two residual images were created at the lower resolution: (1) using the results obtained from fitting the low resolution C image; and (2) using the results obtained from fitting the higher resolution CB image but with the parameters adjusted to match those of the lower resolution (i.e. de-convolving the fitted sizes and computing new convolved sizes with the larger beam). We then went through the sources one by one and identified four types of source for follow up.
(1) Complex objects (multi-component sources or ones not well fit by simple Gaussian models). The treatment of these sources is discussed further in Sec. 3.2. (2) Single sources, where the residual image made using the high resolution fit parameters was better (lower peak residual or lower χ 2 value in a box size of two beam widths around the source). In these cases only, the high resolution fit parameters (convolved to the lower resolution) were adopted for the catalogue. (3) Sources fit as a single source in the low resolution image, but multiple sources in the high resolution image. (4) Sources fit as a single source in the low resolution image with no match, or only one match in the high resolution image, but seemingly poorly fit by a single Gaussian model and with multiple optical and/or infrared sources within the source area.
For types 3 and 4, the sources were re-fit manually using a fixed number of Gaussian models (two or three), with initial guesses for the positions taken from the high resolution fits or the positions of the optical/IR counterparts. A new residual image was created and the process was repeated using the residual image, to search for any peaks that were missed by the first round. The AIPS task RMSD was used to compute the rms in regions around each pixel. From this image the noise values were found for each source. All sources with a signal-to-noise ratio (SNR) less than 5 were removed from the catalogue, leaving the final version with 558 sources. The flux densities were then corrected for the primary beam, based on the beam value at the fitted location. We included sources out to the 12 per cent power level of the primary beam; however, any sources past about 50 per cent power should be treated with some caution. The full image and final residual image are shown in panels (a) and (b) of Fig. 4 , with the pixel distributions of the full and residual images shown in panel (c).
For the parameter uncertainties we use equation (41) from Condon (1997) for the overall signal-to-noise ratio ρ,
where σ is the total rms and β maj and β min are to be determined by simulations. The units of σ and S peak here are Jy beam −1 . The 1 10 100 1000 10000 errors on each of the fit parameters are related to ρ 2 by 2 ρ 2 σ 2 (S peak )
Here x 0 , and y 0 are the source position coordinates and φ is the source position angle. Using the simulations in Paper I we determined for S peak , S tot , x 0 , and y 0 the values β maj = β min = 1. However, for the axis sizes, it was discovered in Paper I that β should vary with axis size and peak flux density, and the adapted equations
and
work well. The values of k maj and k min are determined via simulation to be k maj = 7.47 and k min = 2.89. Spectral index estimates for each source are also included in the catalogue, with the methods described further in Sec. 5. The flux density distribution is shown in Fig. 5 . A sample of catalogue entries is shown in Table 4 .
In some cases it is necessary to correct for the effects of time and bandwidth smearing. Bandwidth smearing is an effect of the finite bandwidth and will radially broaden the synthesized beam by convolving it with a rectangle of angular width ∆θ∆ν/ν, where ∆θ Table 4 . Lockman Hole North 3-GHz 8 arcsec resolution catalogue ordered by Right Ascension. This table has been truncated and is available in its entirety in the online version of this paper. The corresponding IAU name is "TV16J+RA(hhmmss)+Dec(ddmmss)". For example, the first source is TV16 J104440+585931. We omit the full IDs here to save space, but they are listed in the online catalogue. Columns 1 and 2 give the RA positions and uncertainties, with the uncertainty listed in seconds of time. Columns 3 and 4 give the Dec and associated uncertainties, with uncertainties listed in arcseconds. Column 5 is the effective frequency. Column 6 gives the primary beam attenuation factor. Column 7 lists the uncorrected peak flux densities. Column 8 gives the signal-to-noise ratios. Columns 9 and 10 give the total corrected flux densities and uncertainties. Column 11 is the size flag, where 0 is a non-Gaussian or complex source, 1 is resolved, 2 is partially resolved, 3 is possibly resolved and 4 is unresolved. Columns 12 and 13 are the deconvolved major axis and uncertainties, where a dash indicates an unresolved source. Columns 14 and 15 are the deconvolved minor axises and uncertainties. For columns 12 and 14 an asterisk indicates that the fitted size was less than 2σ greater than the beam. Column 16 is the deconvolved position angle. Columns 17 and 18 are the measured spectral indices and associated uncertainties (see Sec. 5). Here a dash indicates the spectral index is outside the range of ±2.25 or has an uncertainty larger than 0.4. Only the deconvolved sizes are listed here, however the full version of the catalogue contains both convolved and deconvolved sizes. is the radial offset from the pointing centre. With our VLA data, which has ∆ν = 2 MHz, at the FWHM of the primary beam the bandwidth smearing is roughly 1.0 arcsec at 3 GHz. This means that our 8 arcsec beam would be convolved radially by a 1 arcsec Gaussian yielding a new beam size of 8.06 arcsec, which is not large enough to cause concern. Similarly, time averaging can also affect the synthesized beam. The exact effect of the time smearing depends on the source position and baseline orientation. For a source at the North Pole the effect is simple azimuthal smearing, but for sources away from the pole the effect gets more complicated. Given that our field is reasonably far north, the effect is close to azimuthal. The amount of smearing due to the time resolution goes as ∆θ∆t/ f , where f is the Earth's sidereal rotation period of 86164 s/2π = 1.37 × 10 4 s. Based on Bridle & Schwab (1999) , we estimate the loss in peak flux density of our VLA data, with ∆t = 1 s before any averaging, of only 2 per cent for the higher resolution data and less than 1 per cent for the lower resolution data at the FWHM of the primary beam. The effect is therefore small enough to be neglected.
Sources sizes
There are several conventions used in the literature when dealing with source sizes. In this paper, if it is clear that a source has extended structure and is not well fit by a Gaussian, or has multiple components, we consider it to be complex and needs to be treated differently than the situation for compact sources. Axis sizes are only significant if they are at least 2σ greater than the beam size. If both fitted axes are at least 2σ larger than the beam these objects are fully resolved. If θ maj = θ min = θ B then these objects are unresolved. If the major axis is resolved, and the minor axis is unresolved, or the minor axis is greater than the beam but less than 2σ larger than the beam, then the source is partially resolved. If neither axes are resolved, but at least one axis has an upper limit larger than the beam, then the source is considered possibly resolved. The catalogue includes a size flag to indicate the status. These flags are: (0) complex source; (1) resolved; (2) partially resolved; (3) possibly resolved; and (4) unresolved. The reported sizes include a flag indicating if the size is less than 2σ greater than the beam. For partially and possibly resolved sources, the total flux is computed as the geometric mean of S tot and S peak .
A determination of the source angular size distribution as a function of flux density is needed to interpret radio source counts; however, this distribution is currently not well measured. In particular, it is not known how the size distribution changes with flux density towards faint flux densities, and how it varies by galaxy type. The source size distribution has an effect on the observed source count as well, and it is likely that differences in corrections regarding source sizes are responsible for the large scatter seen in the 1.4-GHz counts from different surveys in the sub-mJy region (Condon 2007) . Deep surveys using high-resolution interferometry will tend to miss larger sources near the survey limit, and this may sometimes have been ignored, but at other times over-corrected.
The C-image resolution is not ideal for investigating this issue, since, with the larger beam, the observed upper limit to source size is > 1 arcsec, particularly for sources near the flux density limit (only 4 sources are fully resolved by our criteria). The average source size (for brighter sources) is estimated to be 0.7 arcsec based on high-resolution imaging in Muxlow et al. (2007) , although this may be biased towards smaller sources given that the high resolution resolves out larger sources and is likely different for fainter sources. Because of our beam size the catalogue contains fewer sources with small sizes and upper limits, particularly at the faintest flux densities. A more detailed investigation of source sizes will be carried out with the addition of 40 hours of VLA A-configuration data (with a resolution of approximately 0.6 arcsec and an instrumental rms σ 1 µJy beam −1 ), which will be discussed in a future paper.
Complex sources
Most of the sources detected by the VLA are compact and are either unresolved or barely resolved. However, there are four sources that are not described by a single Gaussian component, since they Figure 6 . Images for the most extended or complex sources in the catalogue. In each group the panels from left to right, top to bottom, are the 8 arcsec 3-GHz image, the 2.75 arcsec 3-GHz image, the KPNO g-band image, and the Spitzer 3.6-µm image. The overlaid contours are from the lower resolution 3-GHz image. (a): Images for source ID TV16 J104624+590522. The contours levels are 3, 8, 18, 40, 95, 200, 500, 1100, and 2500 σ. (b) : Images for source ID TV16 J104539+585730. The contours levels are 3, 5, 8, 13, 18, 25, 45, 100, 300, and 720 σ. (c) : Images for source ID TV16 J104548+585408. The contours levels are 3, 6, 9, 15, 25, 35, 60, 90, and 150 σ. (d) : Images for source ID TV16 J104637+585422. The contours levels are 3, 6, 10, 16, 25, 40, 70, and 120 σ. are genuinely extended. For each of these four sources the total flux density was found by summing the flux density inside regions guided by contours (but adapted to not include nearby sources). The positions were determined from the peak positions of the radio emission. The reported major and minor axis sizes for these sources are not Gaussian FWHMs, as with the other sources, but rather the square root of the total area used in the flux density summation. Figure 6 shows the C image for these four sources, as well as the C-image contours superimposed on the CB image, the optical g-band image from the Kitt Peak National Observatory (KPNO, González-Solares et al. 2011), and the infrared Spitzer 3.6-µm IRAC image from the Spitzer Wide-area InfraRed Extragalactic survey (SWIRE, Lonsdale et al. 2003) , all obtained through the SWIRE image cutout service. 5 The source in panel (a) of Fig. 6 (ID TV16 J104624+590522) is a known quasar, classified as a double-lobed FR II source (Véron-Cetty & Véron 2010), with a spectroscopic redshift of z = 3.63. It also has associated X-ray emission seen with Chandra (X-ray ID CXOX J104623.9+590522, Wilkes et al. 2009 ). The other three sources do not correspond with any known AGN or QSO objects in existing catalogues.
It is clear from looking at the optical and IR images that there could be emission from multiple objects contributing to the radio images. Regardless, none of these sources are fit well by single or even multiple Gaussian models; therefore we classify them as "complex". As stated above, the source in panel (a) of Fig. 6 has a clear optical counterpart near the centre, which is likely associated with the radio emission seen in the centre and the two lobes. The source in panel (b) of Fig. 6 (ID TV16 J104539+585730) is also coincident with a bright optical/IR counterpart near the centre; the extended trailing emission seen in the radio images is likely associated with that object and not other nearby optical/IR objects.
The source in panel (c) of Fig. 6 (ID TV16 J104548+585408) has an optically bright counterpart near the centre. None of the optical/IR objects line up well with the C-image contours, which show emission to the sides and below the central peak. The extended radio emission is probably from a narrow-angle tail of an AGN. Similarly for the source in panel (d) of Fig. 6 (ID TV16 J104637+585422), the radio emission is likely associated with one main optical object; with the extended emission coming from AGN activity with a prominent knot. Both would be potentially FR I type sources, although higher resolution images are needed to investigate the morphology in more detail.
SOURCE COUNT
In general the simplest way to construct the differential source count, dN/dS , is
where n a is the total number of sources in bin a, ∆S a is the width of the bin, and Ω a is the area over which the sources with mean flux S a could be detected given the primary beam, noise, and detection limit. The angle over which a source can be detected is
where θ FWHM is the FWHM of the primary beam in radians. P a is the signal-to-detection limit ratio (rather than just the signal-tonoise ratio). In the simplest case P a = S /(5σ), where S is the mean flux density of bin a. More accurately P a will be different for each source, depending on its flux density. If the source is unresolved then S = S peak = S total , but if the source is partially or totally resolved then S = S peak . In that case the area is calculated as Bins, no weight, no corrections S 2 1/Ω weight, no corrections S 2 1/Ω weight, corrections Figure 7 . Euclidean-normalized 3-GHz source count corrections. The green dashed line and points is the count computed in bins using equation (6), with no weights and no corrections for completeness and false detections. The red dot-dashed line and points is the count computed using equation (10), with S 2 and 1/Ω weighting, but no corrections for completeness and false detections. The blue solid line and points is the count computed using equation (10), but with additional corrections for completeness and false detections from the Paper I simulations.
Since this area is different for each source, the inverse of the area solid angle becomes the weight for each source and equation (6) becomes
However, binning causes bias and magnifies statistical errors when the number of objects per infinitesimal flux density range within the bin varies significantly across the bin. In binned counts, the only information about a source that survives is its weight (the inverse solid angle over which it could be detected). Thus 7-µJy sources are counted with 17-µJy sources, which are much less numerous and have much lower weights, and the result is called the count at 12 µJy.
This problem can be minimized by counting a quantity that does not change much across the flux density bin. For example, if the differential source count is closer to dN/dS ∝ S −2 (which is approximately the case for the faint flux density region), then assigning a weight of S 2 for each source and taking a weighted average over the bin to calculate S 2 dN/dS would yield a more meaningful source count. In this case equation (9) becomes
We used equation (10) to derive a source count using the best-fit primary-beam-corrected flux densities. The correction for flux density bias (or flux boosting), as well as completeness and false detection rate estimates, have been performed using simulation data and the 2D interpolation corrections described in Paper I. tions (6) and (10), with and without the simulation corrections. Figure 7 shows that using equation (6) Table 5 lists the Euclidean-normalized count. The close agreement between the direct count and the P(D) fit (Fig. 8) is a testament to the power of the P(D) method, which is not sensitive to the many corrections (such as completeness or size) needed for the catalogue-based count.
Figure 8 (b) shows the catalogue and P(D) counts scaled to 1.4 GHz using a single spectral index of −0.7, compared with the previous Lockman Hole counts at 1.4 GHz (Owen & Morrison 2008) , compiled published counts from de Zotti et al. (2010) , and the counts and population source count models from the Extended Chandra Deep Field South (E-CDFS, Padovani et al. 2015) . Our current count is currently the only published count at 3 GHz and is currently the deepest source count near 1.4 GHz. Our (scaled) count falls in line with the spread of previously published counts at 1.4 GHz, but deviates from the faint Owen & Morrison counts (the previously deepest 1.4-GHz count with an rms of 2.7 µ Jy beam −1 , discussed in more detail in Sec. 6.3). The count is higher than that from E-CDFS at all flux densities (except near 1000 µJy). The count matches well with the count from Ibar et al. (2009) , which surveyed other regions of the Lockman Hole at a resolution of 5 arcsec with a sensitivity of around 6 µJy beam −1 .
SPECTRAL INDICES
The 2-GHz bandwidth of the VLA allows us to obtain information on the spectral behaviour of the sources, at least for the brighter ones. We first retrieved the flux density values of each source found within the 12 per cent beamwidth level at the positions of the fitted peaks in each of the 16 sub-band images. We applied a primary beam correction to each value, based on the primary beam for each sub-band frequency and source position. We then performed a weighted least squares fit for the spectral index α i and the corresponding fitted 3-GHz flux density, with the weights derived from the normalized sub-band weight from the sub-band rms and the primary beam correction at the source position.
The uncertainty in the spectral index is σ α 5/SNR (Condon 2015), where SNR is the peak signal-to-noise ratio. Only sources with spectral indices inside the range −2.25 ≤ α ≤ 2.25 and with σ α ≤ 0.3 were included in the catalogue. These criteria leave 140 sources with spectral index estimates. The spectral index distribution is shown in Fig. 9 . The distribution has a median of α = −0.76 ± 0.04, in the range expected if the majority of sources are star-forming galaxies. For the sources that are excluded by the above criteria, we did a weighted stacked of the spectra and fit for the spectral index, which yielded α = −0.85. We also stacked these sources in bins of primary beam-corrected peak flux density (taking the average in each sub-band) and fit for spectral indices. These are shown in panel (a) of Fig. 10 . The spectral indices from stacking are −0.7 for 6 ≤ S peak ≤ 15, −0.8 for 15 ≤ S peak ≤ 25, and −1.0 for 25 ≤ S peak ≤ 110. The stacking results show a steepening of the spectral slope with increasing flux density. The brightest flux density bin contains many more sources that are further out in the field, therefore having higher noise when taking into account the primary beams, particularly at the higher frequencies. We did take this into account in the weights when fitting for the spectral index, however, regardless of how the weights were determined (or even neglecting some of the lowest signal-to-noise sources) the spectral index remains equal to or steeper than −1.0.
The majority of source spectra are well described by a power law with a spectral index around −0.7. However, there are some sources that deviate from this. There are at least five sources with inverted spectra, or positive spectral indices, which are possible GHz-peak spectrum (GPS) sources O'Dea et al. (1991) . They are likely part of the sub-population of high frequency peakers (HFP, Dallacasa et al. 2000) , which have peaks at frequencies greater than 1 GHz. Inverted-spectrum sources are powerful (P 1.4GHz > 10 25 W Hz −1 ) and compact objects with angular sizes smaller than 1 arcsec. These objects are usually interpreted as being AGN in an early stage of evolution. There are also 5 to 10 sources with very flat spectra, α 0 ± 0.2, which could be flat-spectrum radio quasars (FSRQs) or blazars. These flat or inverted spectra are not characteristic of star-formation processes, and thus can be used as a diagnostic to identify AGN (Huynh et al. 2007 ). There are a similar number of ultra-steep spectrum (USS) sources with α ≤ −1.0. USS sources have been successful tracers of high-redshift radio galaxies (HzRGs, e.g. Tielens et al. 1979; Chambers et al. 1996) . Examples of each of these are shown in panel (b) of Fig. 10 .
CROSS-IDENTIFICATIONS
Using a maximum likelihood approach (Sutherland & Saunders 1992; Ciliegi et al. 2003; Chapin et al. 2011) , we compared the 3-GHz source positions with other published catalogues. The likelihood ratio, L i, j , compares the distribution of possible counterpart sources in a matching catalogue with that of background sources. The differential density of "true" counterparts for radio sources as a function of their separation r and brightnesses (either flux density S or magnitude depending on the type of counterpart catalogue) and a colour c (if more than one band is available) is n(S , c, r), and is defined as n c (S , c, r) dS dc dr = q(S , c) f (r) dS dc dr.
Here q(S , c) is the distribution of brightnesses and colours (in the matching catalogue) of counterparts, and f (r) is the positional probability distribution as a function of separation for counterparts. The positional probability, assuming a symmetric Gaussian distribution, is
normalized so that f (r)dr = 1. The normalization for q(S , c) is such that it integrates to the average expected number of counterparts per radio source. The relative number of expected true counterparts to background objects is the likelihood ratio:
Here n b is the differential number density of background objects, defined as
where ρ(S , c) is the surface density of background objects. Multiplying ρ(S , c) by 2πr gives the number density of objects at a separation r from a radio source. Using this definition for n b turns equation (13) into
Larger L i, j values indicate a higher probability of a true counterpart match to a radio source. For more details on the cross-matching procedure used see appendix B of Chapin et al. (2011) . This likelihood ratio crossmatching procedure was performed for each of the additional wavelength catalogues described below.
X-ray, Optical, IR, and redshifts
Our VLA source catalogue was cross-matched with several optical and near infrared catalogues. The X-ray data came from the SWIRE Chandra catalogue (Wilkes et al. 2009 ), which has a limiting broadband (0.3-8 keV) flux of 4 × 10 −16 erg cm −2 s −1 . For optical data we used the Sloan Digital Sky Survey (SDSS) data release 9 (Ahn et al. 2012) , which includes u, g, r, i, and z bands with limits of 22, 22.2, 22.2, 21.3, and 20.5 Infrared Telescope (UKIRT) Infrared Deep Sky Survey (UKIDSS) data release 9 (Lawrence et al. 2012 (Lawrence et al. , 2007 , containing J and K bands, with magnitude depths of 23.1 and 22.5, respectively. Further into the infrared, there are Spitzer IRAC and MIPS data from the SWIRE survey at 3.6, 4.5, 5.8, 8.0, and 24 µm, with depths of around 10 µJy at 3.6 and 4.5 µm (for more details see the SWIRE data release 2 document). 6 Additionally, there are "warm" Spitzer data from the Spitzer Extragalactic Representative Volume Survey (SERVS) at 3.6 and 4.5 µm, with a detection limit of approximately 2 µJy (Mauduit et al. 2012) . Furthermore, there are submillimetre data from the Herschel Multi-tiered Extragalactic Survey third data release (HerMES, Roseboom et al. 2010 Roseboom et al. , 2012 Oliver et al. 2012 ) at 250, 350, and 500 µm. 7 Many of these data are available as a precompiled SERVS-matched "Data Fusion" catalogue (Vaccari 2016) . In addition to multi-wavelength data, we also cross-matched our catalogue with the SWIRE photometric redshift catalogue (Rowan-Robinson et al. 2008) , which includes photometric and spectroscopic redshifts. As a secondary redshift catalogue (used when no match was found in Rowan-Robinson et al. 2008) , we additionally crossed with the deep SWIRE field catalogue of Strazzullo et al. (2010) . The redshift distributions are shown in panel (a) of Fig. 11 . Our catalogue has 184 spectroscopic matches with z spec = 0.6 and 456 photometric redshifts with z phot = 0.9. These values are similar to those found by Luchsinger et al. (2015) , who examined cross-matched radio and optical sources in the Lockman Hole East and found a peak in the distribution near z = 0.7, with a median redshift of z = 1.04. Panel (b) of Fig. 11 shows the spectroscopic vs. photometric redshifts for the 181 sources with both measurements. The ratio of spectroscopic to photometric redshifts for those with both values has a mean of 1.03 ± 0.06. 
SFG AGN RL AGN RQ Unknown Figure 13 . Classification criteria plots. For both panels the red squares are sources classified as star-forming galaxies (SFG), the green circles are radio-loud AGN (AGN RL), the blue diamonds are radio-quiet AGN (AGN RQ), and the black crosses are sources without an identification. Panel (a) shows q 24 as a function of redshift. The black line shows the evolution for M82, with the ±2σ region shaded grey. For all the points filled symbols are sources with an X-ray detection, while outlined sources only have an X-ray upper limit; arrows indicate the sources for which there was no 24-µm detection and the upper limit was used for q 24 . Panel (b) shows the IRAC colour-colour plot, with the additional AGN classification criteria from (Donley et al. 2012, black dot-dashed lines) and (Lacy et al. 2004 (Lacy et al. , 2007 (Lacy et al. , 2006 , yellow region for hot-mode AGN and grey region for coldmode AGN).
The numbers of matches for each catalogue at each matching band or wavelength are shown in Table 6 and Table 7 .
Classification
We computed colour cuts for our catalogue using the cross-matched data, which can be seen in Fig. 12 . The SDSS optical data have more scatter than the INT/KPNO data simply because the INT/KPNO data are deeper than SDSS. Additionally, on each plot we have shown four galaxy redshift tracks (starting at z = 0 going to z = 4, assuming no evolution) using rest-frame galaxy spectral energy distribution (SED) templates from Polletta et al. (2007) . We chose one galaxy from each category of elliptical, spiral, starburst or ULIRG, and quasar. In panel (e) 
Using the multi-wavelength and redshift data the sources can be classified into different populations: star-forming galaxies (SFG); radio-loud AGN (RL); and radio-quiet AGN (RQ). To do this we follow the method laid out in Bonzini et al. (2013) , who performed analysis with the E-CDFS catalogue. This entails using the 24-µm flux density S 24 , the redshift, the X-ray luminosity L X , and the IRAC colours. The 24-µm flux density is used to compute the mid-IR to radio flux density ratio q 24 , defined as
In our case S r is the 3-GHz flux density. Where no 24-µm flux density was available the 24-µm detection limit was used to calculate an upper limit. The Chandra SWIRE hard band flux (2-8 kev) was used along with the redshifts to compute the X-ray luminosity; where there was no detection in the X-ray the detection limit of 4 × 10 −16 erg cm −2 s −1 was used as an upper limit.
To classify the sources, we looked at the q 24 vs. z values and compared those against a star-forming galaxy template. We used the SED of M82 as a template and calculated the q 24 value at different redshifts by shifting the SED. The average q 24 spread for star-forming galaxies is ±0.35 dex (Sargent et al. 2010) . The q 24 values are shown in panel (a) of Fig. 13 , along with the M82 template and the ±2σ region for the template.
We also use IRAC colour-selection criteria for AGN from Donley et al. (2012) and Lacy et al. (2004 Lacy et al. ( , 2007 Lacy et al. ( , 2006 . The IRAC colour-colour plot is shown in panel (b) of Fig. 13 , along with the Donley and Lacy selections. For sources without an IRAC detection in all four IRAC bands, the band detection limit was used for the non-detected band(s) to compute the upper limit. The Donley criteria are defined as follows (where ∧ is the logical "AND" operator):
The Lacy selection cuts are log 10 [S 8.0 /S 4.5 ] > −0.2, log 10 [S 5.8 /S 3.6 ] > −0.1, and log 10 [S 8.0 /S 4.5 ] ≤ 0.8 log 10 [S 5.8 /S 3.6 ] + 0.5. The Lacy criteria create three regions that, according to Luchsinger et al. (2015) , separate low accretion rate hot-mode AGN (lower yellow section), rapidly accreting cold-mode AGN (upper right grey wedge), and star-forming galaxies (upper and middle left, no colour). Table 6 . Number of source matches in optical catalogues by observing band. The total number of sources in the radio catalogues is 558. This table contains cross-match information from the SWIRE Chandra survey (Wilkes et al. 2009 ), the Sloan Digital Sky Survey (SDSS, Ahn et al. 2012) , the Kitt Peak National Observatory (KPNO, González-Solares et al. 2011) , and the United Kingdom Infrared Telescope (UKIRT) Infrared Deep Sky Survey (UKIDSS) data release 9 (Lawrence et al. 2012 (Lawrence et al. , 2007 The classification scheme is as follows.
(1) Radio-loud AGN: sources with q 24 values below the 2σ lower limit defined by the M82 template. If no redshift was available a mean q 24 cutoff of 0.7 (for sources out to a moderate redshift) was adopted as the cutoff, and sources must have q 24 below this, as well as falling into one of the IRAC AGN regions. (2) Radio-quiet AGN: sources must have a q 24 value above the 2σ lower limit, as well as having L X (or an upper limit of L X ) ≥ 10 42 erg s −1 (The lower limit for AGN-driven sources determined by Szokoly et al. 2004) . If no redshift is available, sources must have q 24 ≥ 0.7 and fall into one of the IRAC colour AGN regions. (3) Star-forming galaxies: sources must have a q 24 value above the 2σ lower limit, as well as having L X (or an upper limit of L X ) < 10 42 erg s −1 . If no redshift is available, sources must have q 24 ≥ 0.7 and fall outside of the IRAC colour AGN regions. (4) Unknown: sources with too few IRAC band detections and no redshift are unclassifiable. Also, when sources have redshifts and q 24 values above the cutoff, with L X < cutoff, but are inside the IRAC AGN regions (or vice versa) there is no information to distinguish between SFG and RQ AGN.
Using these criteria we found 58 radio-loud AGN (10 per cent), 155 radio-quiet AGN (28 per cent), 325 SFGs (58 per cent), and 20 unknown (4 per cent). The radio-quiet AGN contribution should definitely be considered as an upper limit, given that the main criterion for separating them from SFGs is the X-ray luminosity, for which a large number had non-detections and the L X value used for classification is based on the detection limit. The optical and IR colours, combined with the template tracks and other classification criteria, show that the majority of sources are likely to be spiral or star-forming types of galaxies at intermediate redshift. This is not unexpected. From the source count and luminosity functions, it is believed that star-forming galaxies dominate in the sub-mJy regime. However, the sub-mJy regime is an area where the contribution from the different populations is known to change dramatically and the exact contribution from each population is still an area of active investigation. Bonzini et al. (2013) found 19 per cent radio loud AGN, 24 per cent radio quiet AGN, and 57 per cent SFG with E-CDFS data (1.4 GHz frequency, resolution of ∼ 2.2 arcsec, and a sensitivity of approximately 7 µJy beam −1 ). Ibar et al. (2009) found 25 per cent radio-quiet AGN in other regions of the Lockman Hole (1.4 GHz frequency, resolution of 5 arcsec, and sensitivity of approximately 6 µJy beam −1 ). Both of these estimates are in close agreement with our findings.
Radio
We cross-matched our VLA catalogue with the 1.4-GHz VLA catalogue from Owen & Morrison (2008) , finding 499 matches. The data from Owen & Morrison (2008) has a depth of 2.7 µJy beam −1 , with a beam size of 1.6 arcsec. The majority of the 1.4-GHz sources that did not have matches in our catalogue were near the Owen & Morrison signal-to-noise limit or were near the edge of our cataloguing area, where the sensitivity of the 3-GHz image is worse.
We computed the spectral indices of the matched sources, finding the distribution shown in panel (a) of (the colour scaling of the points), ruling out the possibility that the differences are simply due to faint sources. The average deconvolved size for the 1.4-GHz sources is smaller than the average deconvolved size at 3 GHz; thus to obtain a steep spectral index with our source sizes being larger would mean that either we underestimated our flux densities on average or that Owen & Morrison over-estimated the 1.4-GHz flux densities. This is particularly curious because the 1.4-GHz image had a resolution of approximately 1.6 arcsec and simulations, such as those done in Paper I, have shown that fits for sources with sizes extending to the beam size or larger tend to underestimate the total flux density, whereas it would seem these source flux densities are overestimated. However, we believe it most likely that the 1.4-GHz flux densities are overestimated.
We additionally cross-matched our catalogue with the 325-MHz VLA catalogue (Owen et al. 2009 ), which has an rms 70 µJy beam −1 with a 6 arcsec beam size. Only 69 sources had matches with the existing catalogue at this frequency for the region. The spectral index distribution for α 0.325−3 is also shown in panel (a) of Fig. 14 . The mean spectral index is α 0.325−3 = −0.76 ± 0.03, which is similar to the mean α from our 2-to 4-GHz bandwidth. 
CONCLUSIONS
We have presented the details of the 3-GHz source catalogue from a single VLA pointing in the Lockman Hole North. The catalogue was made at a resolution of 8 arcsec, with instrumental noise rms of approximately 1.01 µJy beam −1 and a 5σ detection threshold. The catalogue contains 558 sources. We have used the wide bandwidth of the upgraded VLA to obtain spectral index estimates based on independent measurements typically made at widely spaced frequencies; these agree with previous estimates for the mean spectral index of µJy sources of α −0.76 ± 0.04. Results from stacking spectra in bins of flux density show evidence for a flattening of the spectral with decreasing flux density.
We calculated the source count, which was found to be in good agreement with the P(D) estimate from Vernstrom et al. (2014) , providing evidence for the power of the P(D) technique as an independent means of estimating source counts (moreover, the P(D) technique can constrain the count to much deeper levels). The count is within the scatter of most previous source counts from other surveys at 1.4 GHz after scaling with α = −0.7; the most obvious exception is the low flux density count of Owen & Morrison (2008) ). Using corrections for source size and completeness, as determined from simulations in Paper I, our Euclidean-normalised count shows no signs of the levelling off below the 50-µJy regime seen by Owen & Morrison (2008) . We were able to match a majority of our catalogue sources with those from the Owen & Morrison (2008) 1.4-GHz catalogue, and the steepness of the spectral indices suggests that the earlier 1.4-GHz flux densities were systematically overestimated.
Our catalogue was cross-matched with X-ray, optical, infrared, and redshift catalogues, finding a mean redshift around z = 1. Optical and IR colours were obtained and compared with model galaxy templates as well as multiple AGN population selection criteria. Using a detailed classification scheme yields an upper limit of 10 per cent as radio-loud AGN, an upper limit of 28 per cent radio-quiet AGN, and 58 per cent as star-forming galaxies, with 4 per cent unclassifiable; this is in agreement with previous estimates. A separate table with all of the cross-match values is available as supplementary material along with the electronic version of this paper.
Further study of this field and the µJy source population will be carried out using additional VLA data in the A configuration. This will yield a detailed comparison of the same sources at multiple resolutions, with comparable noise, allowing for a more indepth analysis of the source size distribution as a function of source brightness and population type. This should help to resolve the issue of source count discrepancies due to size corrections in the sub-mJy regime. Additionally, a detailed investigation of the farinfrared-to-radio correlation would help to further categorize the sources, as well as to provide information on the evolution of the FIR-to-radio correlation (and the star formation history) as a function of redshift.
