For a Lipschitz di erential inclusion _ x 2 f(x), we give a method to compute an arbitrarily close approimation of Reach f (X 0 ; t) | the set of states reached after time t starting from an initial set X 0 . For a di erential inclusion _ x 2 f(x), and any > 0, we de ne a nite sample graph A . Every trajectory of the di erential inclusion _ x 2 f(x) is also a \trajectory" in A . And every \trajectory" of A has the property that dist( _ (t); f( (t))) .
Introduction
A dynamical system _ x 2 f(x) describes the ow of points in the space. Associated with a dynamical system are several interesting concepts: from an invariant set, Research supported by the California PATH program and by the National Science Foundation under grant ECS9417370. points cannot escape; and a recurrent set is visited in nitely often. For the controlled system _ x = f(x; u), the question of whether there is a control u 2 U to steer the system from an initial state x 0 to a nal state x f is fundamental.
We approach the subject from the viewpoint of applications and an interest in computational methods. For the di erential inclusion _ x 2 f(x), we want to compute the invariant sets and the recurrent sets. For the controlled di erential equation _ x = f(x; u), we want to determine the control u 2 U which steers the system from an initial state x 0 to a nal state x f . And we want to determine the reach set Reach f (X 0 ; 0; t]) | the set of states that can be reached from the initial set of states X 0 within time t.
In this paper, we propose a computational approach to solve some of these problems. For a Lipschitz di erential inclusion _ x 2 f(x) with initial set X 0 , we propose a polyhedral method to obtain an arbitrary close approximation of Reach f (X 0 ; 0; t]). For a di erential inclusion _ x 2 f(x), and any > 0, we construct a nite sample graph A which has the property that every trajectory of _ x 2 f(x) is also a \trajectory" in the graph A . And every \trajectory" of the nite graph A has the property that dist( _ (t); f( (t))) . Since A is a nite graph, it can be analyzed using graph theoretic techniques. Using the nite graph A , we can compute the -invariant sets of _ x 2 f(x) | the sets which remain invariant under -perturbations in f.
In Section 2, we introduce our notation, and de ne the basic terms. In Section 3, we conservatively approximate the di erential inclusion by a piecewise constant inclusion, and obtain an approximation of Reach f (X 0 ; 0; t]). In Section 4, we obtain a nite graph A from the di erential inclusion _ x 2 f(x), and use it to determine the properties of the di erential inclusion. In Section 5, we discuss the application of techniques from Sections 3 and 4 to computing the -invariant sets and other properties of di erential inclusions. In Section 6, we apply these methods to compute the invariant sets for two examples: a pendulum moving in the vertical plane, and the Lorenz equation. We also discuss procedures to improve the e ciency of our methods. In Section 7, we discuss possible directions for future work.
Preliminaries
Notation R is the set of reals and Z is the set of integers. B = fx : jxj 1g is the unit ball. For sets U; V R n , U +V = fu+vju 2 U and v 2 V g and for 2 R, U = f uju 2 Ug. For > 0, B (x) is the -ball centered at x, i.e., B (x) = fy : jy ? xj g. For X R n , X = X + B.
For x 2 R n , and Y R n , the distance dist(x; Y ) = inffjx ? yj : y 2 Y g. For two sets X; Y R n , the Hausdor distance is dist(X; Y ) = inffr : X Y + rB and Y X + rBg. Notice, that if dist(X; Y ) , then for any x 2 X, dist(x; Y ) . For X R n , cl(X) is the closure of X, and co(X) is the smallest closed convex set containing X. For X; Z R n , the restriction of X to Z is Xj Z = X T Z. For a set J, the complement of J is J c . For sets X and Y , the di erence XnY = fzjz 2 X and z 6 2 Y g.
A set-valued (multi-valued) function is f : R n ?! R n where f(x) R n . For a set-valued f : R n ! R n , the set-valued function f : R n ! R n is given by f (x) = f(x) + B. For Z R n , f(Z) = S x2Z f(x). We assume the in nity norm on R n (i.e., jxj = maxfjx 1 j; : : :; jx n jg).
Di erential Inclusions
A di erential inclusion is written as _ x 2 f(x) where f : R n ?! R n is a setvalued function. Di erential inclusions can be used to model disturbances and uncertainties in the system. A di erential equation _ x = f(x; u), where u 2 U is control or disturbance can be studied as the di erential inclusion _ x 2 g(x) where g(x) = ff(x; u)ju 2 Ug. The di erential inclusion _ x 2 g(x) captures every possible behaviour of f. We say a di erential inclusion _ x 2 f(x) is Lipschitz with Lipschitz constant k provided dist(f(x 1 ); f(x 2 )) kjx 2 ? x 1 j. A trajectory : R ?! R n is a solution of _ x 2 f(x) provided _ (t) 2 f( (t)) a.e. We say f is convex-valued when f(x) is convex for every x.
De nition 2.1 For a di erential inclusion _ x 2 f(x) with initial set X 0 , the set of states reached at time t is Reach f (X 0 ; t) = f (t)j (0) 2 X 0 and is a so- 
is Lipschitz with constant k, and y(t) and z(t) are solutions with _ y(t) = f(y(t)) and _ z(t) = g(z(t)), and y(0) = z(0), then jy(t) ? z(t)j k (e kt ? 1): De nition 2.2 Given a -grid, a di erential inclusion _ x 2 f(x), a sampling time , and an initial set X 0 R n , de ne the sampled trajectories Traj f (X 0 ) = f( (m )]) m2Z + : (0) 2 X 0 , and _ (t) 2 f( (t)) g. De nition 2.4 For a graph A = (V; E) and a set X 0 V , de ne Traj A (X 0 ) = f(q i ) i2Z + : q 0 2 X 0 and (q i ; q i+1 ) 2 Eg.
Computing the Reach Set of Di erential Inclusions
In this section, we give a method to compute the reach set of a convex-valued Lipschitz di erential inclusion _ x 2 f(x). We conservatively abstract the di erential inclusion by a piecewise constant inclusion, and then compute the reach set of the piecewise constant inclusion. As a result, we overestimate the reach set of the original di erential inclusion. We show the error in the estimate can be made arbitrarily small by abstracting the di erential inclusion arbitrarily closely.
Approximating by Piecewise Constant Di erential Inclusions
A convex polyhedron is a bounded set de ned by a set of linear inequalities. De ne P to be the set of all convex polyhedra. We will approximate a convex valued di erential inclusion _ x 2 f(x) on a region R where R 2 P. Let C = fc 1 ; : : :; c k g be a cover of R where each c j 2 P. We say C is a -cover provided for every x 2 R, B (x)j R c i for some i. The -cover property states that the -ball around each point x, when restricted to R, is completely contained within some c i .
Let C be a -cover of R. for all x 2 c g . We get a nite cover for R by restricting C to R. Using the above construction, we can approximate any convex valued lipschitz di erential inclusion _ x 2 f(x) by an -approximation hC; Di. Therefore the Lipschitz constant k = 4 and f(y) f(x) + 4Bjy ? xj: To obtain an -approximation, we de ne a grid G of size 6(4) , and for g 2 G, we de ne c g = fx : jx ? gj 4(4) 
Reach Set Computation
Suppose C is a -cover of R and hC; Di is an -approximation of the di erential inclusion _ x 2 f(x). In this section we obtain an approximation of Reach f (X 0 ; t) using the -approximation hC; Di. Notice, we require C to be a -cover to obtain the \time advancing" property in Theorem 3.1, i.e., the trajectory stays in c j for time at least M . The reach set can be computed using the following iteration.
Reach Set Computation:
Assume X 0 is a union of polyhedra. From the previous discussion each R i is a union of polyhedra. When R i is a union of polyhedra, we can compute Next(R i ), and hence R i+1 . From The Reach Set Computation procedure can also be used to compute the reach set at a speci c time t. This is done by augmenting the state space to y = (x; ) where _ y 2 h(y) = (f(x); f1g) (i.e., _ x 2 f(x) and _ = 1). We also want to get a bound on the error in the approximation dist(Reach f (X 0 ; t); R l ( = t)). The following theorem shows that the error can be made arbitrarily small. We can compute Reach f (X 0 ; 0; t]) with the same error using R l ( t).
In this section we discussed only convex-valued Lipschitz di erential inclusions. But from the relaxation theorem (theorem 2.1), for a Lipschitz di erential inclusion _ x 2 f(x), it su ces to study the convex-valued di erential inclusion _ x 2 co(f(x)).
The Reach Set Computation procedure we described can be automated using computer tools available for analysis of hybrid systems 2, 3, 8, 12, 10 ]. An equivalent hybrid automaton can be constructed by associating location l g with c g , di erential inclusion d g with location l g , and guard c g T c h with the edge from location l g to l h . See 2, 3, 8, 12, 11, 10] for more details on hybrid systems and their analysis.
We used polyhedral inclusions to approximate the di erential inclusion _ x 2 f(x).
Instead, a decidable class of hybrid systems such as 11, 8] , can be used to approximate a di erential inclusion and prove the same result as Theorem 3. 3 6] . The decidable hybrid systems have the intersting property that the in nite time reachable set for them can be computed in a nite number of steps. In the next section, we provide another method which can be used to compute the in nite time reachable set in a nite number of steps.
Sample Graph Approximation
In this section, we prove the following result: given a Lipschitz di erential inclusion _ we get that for every > 0, there is a nite graph A such that for every \trajectory" of A , dist( _ (t); f( (t))) . Using this, we can compute the -invariant sets of the inclusion _ x 2 f(x). These are sets which remain invariant under -perturbations of f.
We also use the sample graph A to nd other properties of the di erential inclusion _ x 2 f(x). De nition 4.1 Given a di erential inclusion _ x 2 f(x), and a sampling time , de ne the map S f : R n ! R n with S f (y) = Reach f (fyg; ).
Note that when f is a di erential inclusion, S f is a set-valued map. The map S f samples the trajectory every time units. Instead of working with the di erential inclusion _ x 2 f(x), we will work with the discrete dynamical system x k+1 2 S f (x k ). Example 4.1 For the di erential equation _ x = f(x) = ?2x, S f (y) = ye ?2 .
Sample Graph Construction: For a di erential inclusion _ x 2 f(x) and the -grid, we construct the sample graph.
The vertices of the sample graph are the grid points ((Z + 1 2 ) ) n , and there is an edge from x] to y] provided y 2 S f (x). That is, there is an edge from vertex g to vertex h provided there is a trajectory which takes some x 2 hgi to some y 2 hhi. More formally, the sample graph is A = (V; E) where V = ((Z + 1 2 ) ) n are the vertices, and E V V are the edges with (g; h) 2 E for g; h 2 V provided S f (hgi) T hhi 6 = ; (i.e, y 2 Reach f (hgi; ) for some y 2 hhi). When we are interested in studying the di erential inclusion on a bounded region, we restrict the graph A to the bounded region and get a nite graph. To get an -approximation of the di erential equation _ x 2 f(x), we need to construct the sample graph from a su ciently small grid. The following theorem will enable us to choose an appropriate grid for a given . We will show _ (t) 2 f ( (t)). From equation 1, it follows that
Since f is Lipschitz, from equation 2 we get f( (t)) f( (t)) + k( + )B Therefore _ (t) 2 f( (t)) + (k + 1 )( + ) Thus _ (t) 2 f ( (t)) when (k + 1 )( + ).
We can show, using the above theorem, that for any > 0, we can nd a -grid such that Traj f (X 0 ) Traj A ( X 0 ]) Traj f (X 0 ) where A is the nite graph obtained from the sample graph construction. Modi cation of Sample Graph Construction: The construction of the graph A required us to compute S f (hgi). This is not necessary to prove the approximation result of Theorem 4.2. Instead, a conservative approximation of S f (hgi) can be made.
We do this either with the methods of Section 3 using Theorem 3.3 or by using Lemma 2.2. A conservative approximation of S f (hgi) is made by computing W(hgi) where S f (hgi) W(hgi), and the error dist(S f (hgi); W(hgi)) < . We use W(hgi) instead of S f (hgi) to form the graph A . That is, the sample graph is A = (V; E) where V = ((Z + 1 2 ) ) n ) are the vertices, and (g; h) 2 E for g; h 2 V provided W f (hgi) T hhi 6 = ;. Using Theorem 4.1, we obtain the same result as Theorem 4.2 when the -grid is chosen so that (k + 1 )( + ). is an invariant set of _ x 2 f(x).
Notice the similarity between Theorem 3.2 and Theorem 4.3. The di erence is that Reach A ( X 0 ]) in Theorem 4.3 is computed in a nite number of steps. We will discuss other advantages and disadvantages of the polyhedral approach vs. the graph approach in Section 6. We discuss a small technicality: the set W satisfying Reach f (X 0 ; 0; 1)) W Reach f (X 0 ; 0; 1)) in Theorem 4.3 can be computed in a nite number of steps by using the sample graph A 2 for inclusion _ x 2 f 2 (x), and then using an 2 -approximation of _ x 2 f(x) to compute W using the method of Section 3.
The sample graph for the continuous system was created by looking at the discrete system x m+1 2 S f (x m ). We next state our theorem directly for discrete systems. 
Invariant Sets and Other Applications
In this section, we will use the results from Section 3 and 4 to compute the -invariant sets of di erential inclusions. These are sets which remain invariant under the inclusion _ x 2 f (x). We also show how to use the sample graph A to decide various other properties of the di erential inclusion _ x 2 f(x).
Invariant Sets
Intuitively I is an invariant set provided f points \inwards" at the boundary. The idea is formalized using contingent cones.
De nition 5.1 Let I be a closed set. The contingent cone to I at x is the set
The result characterizing invariant sets under _ x 2 f(x) is that I is invariant under f i for x 2 I, f(x) T I (x) 5, 1]. De nition 5.2 states that the set I is -invariant provided it is invariant under -perturbations of f. Figure 6 shows an example of a -invariant set for some > 0. Since f is not \tangential" to the boundary, the set remains invariant under small perturbations in f. Notice, we only need to check the condition of De nition 5.2 at the boundary of I, since T I (x) = R n in the interior of I. Any trajectory starting from an initial condition inside the invariant set remains inside the invariant set.
We next make a relationship between the invariant sets of di erential inclusions and the in nite time reachability problem. To compute invariant set of _ 
Other Dynamical Properties
We consider various computational questions about limit cycles, attracting sets and stability for the di erential inclusion _ x 2 f(x) in a bounded region R. In each case, we ask whether the inclusion _ Other Properties
Various other dynamical properties for di erential inclusions can also be checked using the graph A in a similar manner. For example, to determine whether an equilibrium point x is globally stable, we can ask whether B (x) | the -ball centered at x | is an attracting set for some > 0.
Computational Aspects and Examples
In this section we compute the invariant sets of some di erential equations using the methods discussed in the previous sections. We also describe some techniques which can be used to increase the e ciency of these methods. . A straightforward computation shows that k = 11 is a Lipschitz constant. We choose = ln2 k to be the sample time (see Example 4.3). The graph is constructed on a grid of size 300 300 on R ( = 150 = 0:021) using the Modi ed Sample Graph Construction. We use Lemma 2.2 to obtain an approximation of S f (hgi) where g is a grid point. The algorithm of Section 2 is then used to compute the reach set of the graph. The computed invariant set is shown in Figure 8 . We note that the computed set is an invariant set, and it contains any -invariant set for 2 (k + 1 ) (i.e., 1:12). As is to be expected, ner grids (smaller values of ) give better approximation of the actual invariant set, and coarse grids give a worse approximation. In particular, for grids with 0:045 we get no invariant set. From discussion in Example 4.3, it follows that there is no -invariant set in R for 2:41.
Pendulum Example
The size of the grid required to compute the invariant sets is also a function of the parameters c and g in Equation 3 . For a lightly damped system (smaller c), we expect a larger grid size to be required. This is also observed in our computational experiments.
The Lorenz Equations
In this section, we study the Lorenz equations 7, 14] We study the system for = 1, = 2 and = 1. The system has three xed points (see 7, 14] for a detailed description of the dynamics of the system). The xed point at the origin is a saddle point with one dimensional unstable manifold. The other two xed points at (1,1,1) and (-1,-1,1 It can be shown that k = 9 is a Lipschitz constant. The sample time is = ln2 k (see discussion in Example 4.3). A graph is constructed on a grid of size 90 90 90. The algorithm of Section 2 is then used to compute the invariant set. In Figure 9 , we show the cross sections of the invariant set for z = k, k 2 f?3; ?2; : : :; 2; 3g.
E cient Storage Methods
The main limitation of the grid method is the amount of memory required to store the grid points. The main limitation of the polyhedral method is that the iteration in the Reach Set Computation may never terminate. It may be possible to combine the desirable features of the two methods to obtain better e ciency. Rather than storing the grid points explicitly, a set of grid points can be stored as a polyhedron using linear inequalities. Similary the termination problem in the Reach Set Computation for the polyhedral method may be addressed by using some features of the grid method. We presented a method to compute Reach f (X 0 ; t) | the reach set of the di erential inclusion _ x 2 f(x) at time t. We also presented a method to compute the -invariant sets of the inclusion _ x 2 f(x). We do this by relating the di erential inclusion _ x 2 f(x)
to an -perturbation _ x 2 f (x). This closely resembles concepts from perturbation theory, and structural stability in dynamical systems. In our future work, we will look into this relationship further. In particular, we would like to show that the presence of a property in _ x 2 f (x) also implies the presence of that property for _ x 2 f(x) for some class of properties.
Computing the invariant sets and reach sets is an important problem. It is nding increasing use in the study of hybrid systems (see 12, 13] ). An important problem is to nd techniques to make the algorithms and methods presented in this paper more e cient in terms of space and time usage.
