In the limit of small activator diffusivity, the stability of a one-spike solution to the shadow Gierer-Meinhardt activator-inhibitor system is studied for various ranges of the reaction-time constant τ associated with the inhibitor field dynamics. By analyzing the spectrum of the eigenvalue problem associated with the linearization around a one-spike solution, it is proved, for a certain parameter regime, that a complex conjugate pair of eigenvalues crosses into the unstable right half-plane Re(λ) > 0 as τ increases past a critical value τ0. For this parameter regime, it is proved that there are exactly two eigenvalues in the right half-plane when τ > τ0 and none when 0 ≤ τ < τ0. It is shown numerically that this critical value of τ represents the onset of an oscillatory instability in the height of the spike. For other parameter regimes, a similar Hopf bifurcation is confirmed numerically. Full numerical solutions to the shadow problem are computed for a spike that is initially centred at the origin of a radially symmetric domain. Different types of large-scale oscillatory motions for the height of a spike are observed numerically for values of τ well beyond τ0.
Introduction
The Gierer-Meinhardt (GM) model, introduced in [8] , is a reaction-diffusion system of activator-inhibitor type. It has been widely used to model localization processes in nature, such as cell differentiation and morphogenesis (cf. [10] ), biological pattern formation (cf. [15] ), and the formation of sea-shell patterns (cf. [16] ). In dimensionless form, the GM model is given by a t = ε 2 △a − a + a p h q , x ∈ Ω , t > 0 , (1.1 a)
b)
∂ n a = ∂ n h = 0 , x ∈ ∂Ω .
(1.1 c)
Here a, h, D > 0, 0 < ε ≪ 1, µ > 0 and τ ≥ 0 represent the activator concentration, inhibitor concentration, inhibitor diffusivity, activator diffusivity, inhibitor decay rate, and reaction-time constant, respectively. The parameters D, ε, µ and τ are assumed to be constant, and the domain Ω ∈ R N is bounded. The usual assumption on the exponents (p, q, m, s) (cf. [8] ) are that they satisfy
Here p c is the critical Sobolev exponent for R N , with p c = 5 for R 3 .
The GM model exhibits surprisingly rich dynamics for various parameter ranges. For ε ≪ 1, the GM model exhibits a Turing instability (cf. [21] ), whereby small amplitude spatially varying states undergo an instability to larger amplitude spatially inhomogeneous stationary states (cf. [8] , [15] ). Spatially inhomogeneous states where the activator concentration a is localized at discrete points in R N are referred to either as spot or spike-type patterns. Stripe patterns occur when a is localized along some R N −1 dimensional manifold in R N .
Both types of patterns have been observed, and have been studied numerically since the early 1970's (see [8] , [10] , [15] , [16] and the references therein). However, from a mathematical viewpoint, there are many open problems that remain concerning the stability and dynamics of large amplitude solutions for (1.1).
The goal of this paper is to study oscillatory-type instabilities that occur for spike-type solutions of the limiting form of the GM model obtained by letting D → ∞ in (1.1 b). The resulting well-known system (cf. [24] , [11] , [3] ), called the shadow GM model, is given by In (1.3 c), |Ω| denotes the volume of Ω.
In the limit ε → 0, the existence of equilibrium spike-type solutions for (1.3) is now very well-understood.
There can be boundary spikes whose support are on ∂Ω (cf. [19] ), and interior spikes located strictly inside Ω. The determination of the equilibrium spike locations for interior spike solutions to (1.3) has been found to be related to certain geometric ball-packing problems (see [2] , [9] , [13] , [22] , [25] , and the references therein). For the case τ = 0, the dynamics and stability of interior spikes is also well-understood. For τ = 0, and for certain ranges of the exponents m and p, and the dimension N , an interior one-spike equilibrium solution to (1.3) is unstable, but has an exponentially small growth rate as ε → 0. This weak instability, known as metastability, results in an asymptotically exponentially slow drift of the spike towards the closest point on the boundary of Ω (cf. [11] , [11] , [24] ). When τ = 0, the motion of a one-spike solution to (1.3) along the boundary of Ω has also been characterized (cf. [12] ). When τ = 0, equilibrium solutions for (1.3)
with two or more interior spikes are always unstable with an O(1) growth rate as ε → 0.
In contrast, the instabilities that occur when τ > 0 are not well-understood. To illustrate the instability, we consider the unit ball in R 2 with a spike located at the origin. The resulting radially symmetric equilibrium solution a = a e and h = h e , computed numerically, is shown in Fig. 1(a) . We then perturb this equilibrium solution for a slightly, with the form of the local perturbation described precisely in (5.2) of §5 below Using this perturbation as the initial condition for a, and taking the unperturbed value h(0) = h e , we then solve (1.3) dynamically for two values of τ . In Fig. 1(b) we plot the resulting amplitude a m of the spike as a function of time. The amplitude a m is defined to be the value of a at the centre of the unit ball. From this
(a) a and h at equilibrium
a at r = 0 versus t Figure 1 . In the leftmost figure we plot the equilibrium a (solid curve) and h (dashed curve). In the rightmost figure we plot a at r = 0 versus t for τ = 0.53 (solid curve) and τ = 0.58 (heavy solid curve). The exponent set is (p, q, m, s) = (2, 1, 2, 0), with N = 2, ε = 0.05, and µ = 1.
τ 0 between τ = 0.53 and τ = 0.58. A numerical computation, that relies on our theoretical framework, gives τ 0 = 0.561. The possibility of this type of instability was first observed in [18] , where similar plots were shown for the exponent set (p, q, m, s) = (2, 1, 2, 0) with N = 1.
The main goal of this paper is study the instability of a one-spike solution to (1.3) as a function of the reaction-time constant τ . In the limit ε → 0, we linearize (1.3) around an interior one-spike solution to obtain a nonlocal eigenvalue problem, labeled by NLEP, that is independent of ε, of the location of the spike within Ω, and of the shape of Ω. The spectrum of this eigenvalue problem, which governs localized instabilities, is studied using a combination of analytical, asymptotic, and numerical techniques. The level of precision of our results depends on the exponent set (p, q, m, s) and the dimension N . We refer to data as being of Type 1 if (p, q, m, s) satisfy m = 2 and 1 < p ≤ 1 + 4/N , in addition to the usual assumption (1.2). Type 2 data refers to exponent sets satisfying (1.2) and either m = 2 or p > 1 + 4/N .
For Type 1 data, in §2 we prove in Theorem 2.3 that that there is a unique value τ = τ 0 > 0 for which the eigenvalue problem NLEP has a complex conjugate pair of eigenvalues λ = ±iλ 0 I = 0 on the imaginary axis. A rigorous and accurate lower bound for λ 0 I is obtained in Lemma 2.5 of §2. The critical values τ 0 and λ 0 I for various exponent sets (p, q, m, s) and dimensions N are computed numerically in §3. In particular, for the exponent set of Fig. 1(b) we compute that τ 0 = 0.561. In Lemma 3.1 of §3 we prove that as τ increases past τ 0 , these two eigenvalues of NLEP have a strict transversality into the unstable right half-plane Re(λ) > 0. In Lemma 3.1, we use a winding number argument to prove that when τ > τ 0 , there are exactly two eigenvalues of NLEP in the right half-plane. Alternatively, when 0 ≤ τ < τ 0 , there are no eigenvalues of NLEP in the right half-plane. Thus, we have a Hopf bifurcation. In §3 we show that there is another critical value τ = τ c at which the two complex conjugate eigenvalues merge onto the positive real axis at λ = λ For Type 2 data, our analytical results are weaker. Under a certain monotonicity condition, which must be verified numerically for each exponent set (p, q, m, s) and dimension N , in §4 we show that the results obtained for Type 1 data also largely apply for Type 2 data. Under this monotonicity condition, there is a unique value τ 0 at which a pair of complex conjugate pair of eigenvalues cross the imaginary axis at λ = ±iλ 0 I = 0. For τ > τ 0 , there are two eigenvalues in the right half-plane, and they merge onto the positive real axis at λ = λ 0 R > 0 at some τ = τ c > τ 0 . They remain on the real axis for any τ > τ c . The key difference here is that it is possible that τ 0 < 0 and τ c < 0. This implies that there can be an instability already present when τ = 0. For the typical exponent sets used previously for the GM model ( [8] , [10] , [15] , and [16] ), we have verified numerically that our monotonicity assumption is satisfied. For these exponent sets, in §4 we compute numerical values for τ 0 , τ c , λ 0 I and λ 0 R . We were unable to construct an exponent set (p, q, m, s) and dimension N where our monotonicity condition is violated. Whether this condition is always satisfied is an open problem.
There have been only a few previous works to characterize the spectrum of the linearization of (1.3) around a one-spike solution. In [20] , under the key assumption that the exponent set (p, q, m, s) is such that
2), many stability and instability results were obtained for the one-dimensional case N = 1.
Our results, however, apply for any ζ > 0 and dimension N satisfying (1.2). Thus, we can obtain stability and instability results for the exponent sets used in the numerical simulations of the GM model in [8] , [10] , [15] , and [16] . Using a simple perturbation analysis for ζ → 0 + , we formally recover a result of [20] in §4. In [4] it is proved that there are two eigenvalues of the eigenvalue problem NLEP along the positive real axis when τ is sufficiently large, and a Hopf bifurcation as τ increases past some critical parameter is suggested.
Our approach to analyze the stability of a spike solution to (1.3) is related to the studies in [5] , [6] , and [7] , of the stability of a one-spike solution to the Gray-Scott model. The behaviour of the spectrum of the linearization of the Gray-Scott model obtained in [6] is qualitatively very similar to what we have found for the spectrum of the linearization of (1.3). However, since these previous results for the Gray-Scott model rely on dynamical systems techniques, they are obtained only for the case of one spatial dimension. The analysis presented here is based on a PDE-type approach and, consequently, we are able to consider the effect of the dimension N on the stability of one-spike solutions to the shadow GM model.
In §5 we consider the full dynamics under (1.3) for a one-spike solution initially located at the centre of the unit ball in R N . We take ε ≪ 1, and consider an initial condition for a that represents a small radially symmetric perturbation away from the equilibrium solution. For various exponent sets, we first verify that an oscillatory instability is triggered for τ slightly beyond τ 0 . Then, for the common exponent set (p, q, m, s) = (2, 1, 2, 0), with N = 1 and N = 2, we investigate numerically the dynamical behaviour of (1.3) well after the initial instability has been triggered. Numerical results are shown for various values of τ > τ 0 . A very complicated oscillatory motion for the amplitude of the spike as a function of time is obtained when τ 0 < τ < τ c . This type of behaviour has not been noted previously. An attempt is made to explain this motion qualitatively.
Analytical Results for the Eigenvalue Problem
In this section we obtain some analytical results concerning the stability of a a one-spike solution to (1.3).
As shown in [11] and [24] , a one-spike equilibrium solution a e , h e for (1.3) in the limit ε → 0 is given by
for some x 0 ∈ Ω. Here |Ω| is the volume of Ω, y = ε −1 (x − x 0 ), and w(ρ) satisfies the radially symmetric
where c is a positive constant. There exists a unique solution to (2.2) when N = 1 and N = 2, while for N = 3 we require that p < p c .
To determine the stability of this solution, we substitute a = a e + e λt φ ε −1 (x − x 0 ) and h = h e + e λt η into (1.3), where φ ≪ 1 and η ≪ 1. Replacing the finite domain by the asymptotically infinite domain ε −1 Ω, we obtain a nonlocal eigenvalue problem for φ(y),
where
The operator L 0 is referred to as the local operator. Notice that (2.3) is independent of the shape of Ω, of ε, and of the spike-layer location x 0 . There are two key formulae related to L 0 that are needed below. A direct calculation shows that
The eigenvalue problem (2.3) is nonstandard for two reasons. It is nonlocal and the multiplier of the nonlocal term also depends on the eigenvalue λ. For the case N = 1, a similar eigenvalue problem was studied in [5] , [6] , and [7] , in regards to the stability of a one-spike solution to the Gray-Scott model.
We now briefly review some known results on the spectrum of (2.3). The first result concerns the spectrum of the local operator L 0 in (2.3 c).
Theorem 2.1 (From [14] ): Consider the local eigenvalue problem L 0 φ l = νφ l for φ l ∈ H 1 (R N ). This problem admits the eigenvalues ν 0 > 0, ν 1 = · · · = ν N = 0, and ν N +k < 0 for k ≥ 1. The eigenvalue ν 0 is simple, and the corresponding eigenfunction is radially symmetric with constant sign.
This result was proved in Theorem 2.12 of [14] (see also Lemma 4.2 of [19] and Lemma 1.2 of [24] ). When τ = 0, the following result on the spectrum of (2.3) was proved in [24] : Thus, under the conditions of Theorem 2.2, there are no eigenvalues of (2.3) with positive real parts.
However, for any finite value of τ , there are always N zero eigenvalues of (2.3) with corresponding eigenfunctions φ j = ∂ yj w(|y|), for j = 1, .., N . These are the translation modes. With respect to these eigenfunctions, the nonlocal term in (2.3) vanishes identically. Thus, the translation modes of the local and nonlocal eigenvalue problems coincide. When τ = 0, a more refined eigenvalue analysis (cf. [11] , [24] ) has shown that the presence of the finite domain leads to a slightly different eigenvalue problem than (2.3). This modified eigenvalue problem has the result of perturbing the N zero eigenvalues of (2.3) so that they become positive, but exponentially small as ε → 0. Consequently, under the conditions on m and p in Theorem 2.2, a onespike equilibrium solution to (1.3) is unstable, but has an exponentially small growth rate as ε → 0. This phenomena is called metastability.
In the analysis below, we are not interested in exponentially weak instabilities as ε → 0. We restrict the analysis to determining any O(1) instabilities that result from any eigenvalues of (2.3) that cross into the right half-plane Re(λ) > 0 as τ is increased. Since w is radially symmetric, and because the nonlocal term in (2.3) vanishes identically for the nonradially symmetric eigenfunctions of the local operator L 0 , we need only determine the radially symmetric eigenpairs of (2.3) for which the nonlocal term does not vanish.
We now prove the following theorem regarding the spectrum of (2.3) for a special case of the parameters. To prove this theorem we begin by defining the multiplier χ(τ λ) by
(2.5)
Let ψ(y) be the solution to
Then, the eigenfunctions of (2.3) can be written as
As discussed above, we can assume that R N wφ dy = 0. Thus, from (2.7), we get
We now look for a pure imaginary eigenvalue of the form λ = iλ I . Without loss of generality we may assume
We first show that λ I is unique. We write ψ as ψ = ψ R + iψ I . Then, decomposing (2.8) in terms of real and imaginary parts, we get
Notice that (2.9 a) does not involve τ .
Next, we calculate R N wψ R dy. Decomposing (2.6) into real and imaginary parts, we obtain
Combining the two equations in (2.10), we get
Define the function f R (λ I ) by
Substituting (2.11) into (2.9), we obtain the two equations
We now show that there is a unique root to (2.13 a) on the interval 0
we can integrate by parts in (2.12), and use (2.4) for L 0 w, to get
(2.14)
Setting λ I = 0 in (2.14), and integrating by parts using (2.4) for L
Differentiating (2.14) with respect to λ I , and integrating the resulting expression by parts, we get
is a monotone decreasing function on the interval 0 < λ I < ∞, with
, and f R (∞) = 0. To establish that there is a unique root to (2.13 a), we must show that
. This follows from the inequality (1.2) on the exponents, since when m = 2, (1.2) implies
Hence, there is a unique root λ I = λ 0 I to (2.13 a). From (2.13 b), the corresponding unique value of τ , labeled by τ 0 , is
Notice that the proof of this result that λ 0 I is unique required only that m = 2, with no restrictions on p and N other than (1.2).
It remains to prove the more difficult inequality that τ 0 > 0. Let φ 0 denote the eigenfunction of (2.3) with λ 0 ≡ iλ 0 I and m = 2. Then, from (2.3) and (2.5), we have
Multiplying (2.18 a) by φ 0 , and integrating by parts over R N , we get
Here |v| 2 = vv. Next, we multiply (2.18 a) by w, and integrate by parts over
we get
We solve for R N w p φ 0 dy in (2.20) and take the conjugate of the resulting expression. Then, using the relation
The real part of (2.22) is
The next step in the proof that τ 0 > 0 uses the following key lemma proved in [24] :
This is Lemma 5.1 of [24] . For completeness, we give the proof below in Appendix A.
This lemma is used to get a lower bound on the left-hand side of (2.23). Decompose φ 0 as φ 0 = φ 0R + iφ 0I .
By substituting v = φ 0R and v = φ 0I into (2.24), we can then simply add the resulting two inequalities to
Combining (2.23) and (2.26), we obtain
This expression can be simplified to
Since χ τ 0 λ 0 = χ(τ 0 λ 0 ), (2.28) can be written as
Next, using the definition of χ in (2.5) and λ 0 = iλ 0 I , we calculate Re λ 0 χ(τ 0 λ 0 ) explicitly. Then, as shown in Appendix B, we can calculate the integral ratio in (2.29) as
Finally, substituting these expressions into (2.29), we obtain our key inequality
Since χ(0) > (p − 1) and λ 0 = iλ 0 I , the left-hand side of (2.31) is clearly positive. Therefore, we have τ 0 > 0. This completes the proof of Theorem 2.3.
As a remark, the proof that τ 0 > 0 did not rely on any explicit formula for the value of λ 
The inequality (2.31) gives a bound on τ 0 and λ 0 . From this inequality we now obtain an explicit lower bound on λ 0 I . Substituting (2.5) for χ into (2.31), we calculate that τ 2 0
Let h(τ 0 ) denote the left-hand side of (2.33). Clearly, h(0) > 0, and h(τ 0 ) → +∞ as τ 0 → ∞. Thus, we require that λ 0 I be sufficiently large to ensure that h(τ 0 ) has two positive roots τ ± , with h(τ 0 ) < 0 in τ − < τ 0 /µ < τ + . Solving the quadratic inequality in (2.33), we obtain the following more explicit bound: Lemma 2.5: Assume that m = 2 and 1 < p ≤ 1 + 4/N . Let ζ and C N,p be as defined in (2.33) and (2.30), respectively. Then, the critical values τ 0 and λ 0 I > 0 satisfy,
Another bound on these critical values is readily obtained from (2.18). Multiplying (2.18 a) by φ 0 and (2.18 b) by φ 0 , we subtract the resulting two equations to get
Using the Cauchy-Schwartz inequality, and a simple bound on |χ|, we get
The bounds in (2.34) and (2.36) will be evaluated in the next section after we compute the values τ 0 and λ 0 I numerically.
Numerical Computations of the Spectrum
In this section we give some numerical results for the spectrum of (2.3) as τ is varied. Since the stability results depend only the ratio τ /µ, we will set µ = 1 in the remainder of the paper.
We first formulate the problem for the eigenvalues of (2.3) and introduce some notation. Let g(λ) be defined by
where ψ satisfies (2.6). By repeating the analysis of (2.6)-(2.8), this time for any m > 1, it follows that the nonzero eigenvalues of (2.3) and the roots of g(λ) = 0 coincide exactly. We separate (3.1) into real and imaginary parts by writing
This gives
From (2.6), the functions ψ R and ψ I are radially symmetric solutions to
with ψ R → 0 and ψ I → 0 as |y| → ∞.
In the computations below, we determine the number of zeroes of g(λ) in the right half-plane by calculating the winding number of g over the counterclockwise contour composed of the imaginary axis −iR ≤ Imλ ≤ iR and the semi-circle Γ R , given by |λ| = R > 0, for −π/2 ≤ argλ ≤ π/2. Assuming that τ is chosen so that there are no zeroes of g(λ) on the imaginary axis, we let R → ∞ and use the argument principle to determine the number of zeroes of g(λ) in the right half-plane. A related approach to determine the stability of a spike for the Gray-Scott model in one spatial dimension was used in [7] . In [7] , the winding number was used in a rather different manner, namely to count the number of eigenvalues in the neighbourhood of the origin. We use it here to determine the number of eigenvalues in the right-half plane for τ > τ 0 .
The function g(λ) in (3.1) is analytic in the right half-plane, except at the simple pole λ = ν 0 > 0, where (1) on Γ R as R → ∞, the change in the argument of g over Γ R as R → ∞ is simply π. Thus, using g(λ) = g(λ), and assuming that there are no zeroes of g(λ) on the imaginary axis, the argument principle gives the following formula for the number M of eigenvalues of (2.3) in the right half-plane Re(λ) > 0:
Here [arg g] ΓI denotes the change in the argument of g along the semi-infinite imaginary axis Γ I = iλ I , 0 ≤ λ I < ∞, traversed in the downwards direction.
In the numerical computations below, we will only consider exponent sets (p, q, m, s) that were typically chosen in previous modeling of the GM model (cf. [8] , [10] , [15] , [16] ). We always assume that the exponent set satisfies (1.2). We further categorize the exponent set and dimension N as being of Type 1 if they also satisfy the conditions of Theorem 2.3. Data is referred to as being of Type 2 if it satisfies (1.2) and either m = 2 or p > 1 + 4/N . Type 1 data is considered below, and Type 2 data is examined in §4.
Type 1 Data
We first use the boundary value problem solver COLSYS [1] to compute the ground state solution w satisfying (2.2) and the principal eigenpair φ l0 and ν 0 of the local operator L 0 , defined in (2.3 c).
To determine the critical values of the parameters for which (2.3) has eigenvalues on the imaginary axis, we set λ R = 0 in (3.1)-(3.4) and compute the point τ = τ 0 and λ = iλ 0 I > 0 for which g(λ) = 0 has a root. To do so, the system (3.4) for ψ R and ψ I is solved using COLSYS and Euler continuation in the parameter λ I , starting from the initial point λ I = 0, where an initial solution ψ R = w p−1 and ψ I = 0 is known. Theorem 2.3 guarantees that g R = 0 has a unique root λ 0 I , independent of τ . This root is first bracketed using a bisection technique, and then solved for accurately using Newton's method. Substituting this value of λ I into g I = 0 of (3.3 b) , we obtain the unique value τ 0 . By Theorem 2.3, τ 0 > 0.
In Table 1 we give some numerical results for τ 0 and λ These bounds are reasonably narrow, but have the deficiency that they require knowledge of λ 0 I . For this exponent set and for N = 1, 2, 3, in Fig. 2(a) and Fig. 2(b) we plot the real and imaginary parts of ψ at the critical point τ 0 and λ Before computing the number of zeroes in the right half-plane using (3.5), it is convenient to display some of our computational results graphically. For the exponent set (p, q, m, s) = (2, 1, 2, 0) with N = 3, in Fig. 3(a) we plot the graphical construction of the determination of a unique root to g R = 0. In this figure we plot f R as a function of λ I , and we show the constant value (s + 1)/(2q). In the proof of Theorem 2.3, it was shown that f R (0) = 1/(p − 1) > (s + 1)/(2q), f R tends to zero as λ I → ∞, and f R is monotonically decreasing for λ I > 0 (see (2.16)). Thus, there is a unique intersection point at some value λ 0 I . At this point g R = 0. In Fig. 3(b) we plot the graphical construction of the root of g I = 0. In this figure we plot f I as a function of λ I together with the straight line τ 0 λ I /(2q). The value τ = τ 0 is chosen so that this line and the curve f I intersect at λ 0 I . In the proof of Theorem 2.3, we concluded that f I > 0 for λ I > 0, with f I (0) = 0 and f I → 0 as λ I → ∞. However, we do not have a proof that for any Type 1 data f I has a unique maximum point such as that shown numerically in Fig. 3(b) for the exponent set (p, q, m, s) = (2, 1, 2, 0) with N = 3.
Fortunately, we do not need a detailed knowledge of the behaviour of f I in order to calculate the number of zeroes in the right half-plane using (3.5).
We now determine the number of eigenvalues of (2.3) in the right half-plane as τ is varied. Let ∆ Γi g be the change in the argument of g along the semi-infinite imaginary axis λ I ≥ 0 traversed in the downwards direction. It is easy to calculate ∆ Γi g as τ is varied, and then determine the number M of eigenvalues of (2.3) in the right half-plane using (3.5). We obtain the following result: This completes the proof of Lemma 3.1.
The formula g I = (τ − τ 0 )λ 0 I at λ I = λ 0 I where g R = 0 also shows a strict transversality condition as τ crosses through τ 0 . Thus, we can conclude that there is indeed a Hopf bifurcation at τ = τ 0 and λ I = λ 0 I . Next, we track the roots of g(λ) = 0 as they enter the right half-plane. To do so, we solve the system (3.4) using COLSYS, and then determine the zeroes of g(λ) in (3.1) using Newton's method at each τ > τ 0 . Using
Euler continuation, we then determine the path λ(τ ) = λ R (τ ) + iλ I (τ ) as τ is increased past τ 0 . We also followed this path into the left half-plane as τ is decreased below τ 0 . Eventually as τ < τ 0 became sufficiently small, our Newton iteration scheme failed to converge. We speculate that this is a result of a complicated branching structure of the eigenvalues in the left half-plane when τ is small originating from the continuous spectrum along the segment λ I = 0 and λ R < −1. For the exponent set (p, q, m, s) = (2, 1, 2, 0), in Fig. 4(a) and Fig. 4(b) we show this path in the complex plane for N = 2 and N = 3, respectively. The results show that the complex eigenvalue and its conjugate merge at a point λ 0 R on the positive real axis at some value τ c . Then, for τ > τ c , the eigenvalues remain along the real axis with the larger eigenvalue tending to ν 0 as τ → ∞, and the smaller eigenvalue tending to zero as τ → ∞. In Fig. 5(a) and Fig. 5(b) we plot the real and imaginary parts of the eigenvalue with positive imaginary part on the interval τ < τ c for N = 2 and N = 3, respectively. This type of path in the spectrum is very similar to what was shown for the Gray-Scott model in one spatial dimension in [6] and [7] .
To determine the criteria for eigenvalues of (2.3) on the real axis, we set λ I = 0 in (3.1)-(3.4). The eigenvalues on the real axis are the roots of g R (λ R ) = 0, which gives
Setting λ I = 0 in (3.4), we calculate
, where ν 0 > 0 is the principal eigenvalue of L 0 . Thus, g R = 0 on the
Figure 5. Plots of λR (solid curve) and λI ≥ 0 (dashed curve) versus τ on the interval τ < τc for the exponent set (p, q, m, s) = (2, 1, 2, 0) with N = 2 and N = 3. Note that λR = 0 when τ = τ0 and as τ → τc, we have λI → 0 and
We can use (2.4) and (3.7 b) to calculate that f R (0) = 1/(p − 1). Hence, from condition (1.2) on the exponents,
The function E is continuous on 0 < λ R < ν 0 . For the exponent set (p, q, m, s) = (2, 1, 2, 0), in Fig. 6(a) and Fig. 6(b) we plot the numerically computed function E(λ R ) on the interval 0 < λ R < ν 0 for N = 2 and N = 3, respectively. The value of τ at which the complex conjugate pair of eigenvalues hit the real axis is obtained from the minimization condition
The inequality τ c > 0 follows immediately since τ c > τ 0 and τ 0 > 0 from Theorem 2.3. Hence, E(λ R ) > 0 on 0 < λ R < ν 0 . In addition, since we proved in Lemma 3.1 that there are exactly two eigenvalues in the right half-plane for each τ > τ 0 , and since E → +∞ as λ R → 0 and as λ R → ν − 0 it follows that there must be exactly two roots to τ = E(λ R ) for each τ > τ c . This implies that for Type 1 data, the function E(λ R ) must have exactly one minimum point at some λ 0 R , and no other local maxima or minima. Thus, once the complex conjugate eigenvalues have merged onto the real axis at λ 0 R when τ = τ c , they must remain on the real axis for all τ > τ c .
We use a bisection algorithm to locate the critical values τ = τ c and λ = λ 0 R numerically. The results, accurate to three significant digits, are given in Table 2 . Table 2 . Numerical values for τ c and λ 0 R for different exponent sets (p, q, m, s) and dimension N . The last column is the principal eigenvalue ν 0 of the local operator L 0 .
The principal eigenvalue ν 0 > 0 of the local operator depends only on p and N . Numerical values for ν 0 , computed to two significant digits, are given in the last column of Table 2 .
We now derive asymptotic formulae for the eigenvalues and their corresponding eigenfunctions in the limit τ → ∞. Since the validity of these formulae does not depend on m, we will for the moment consider any m > 1.
The eigenvalue λ s tending to zero as τ → ∞, and its corresponding eigenfunction ψ s , are expanded as
Substituting this expansion into (3.4) with λ I = 0, we collect powers of 1/τ to get
0 w p , we readily calculate that
An equation for β 0 is obtained by substituting ψ s0 into the integral in (3.11 a) . Solving this equation, we get
where ζ is defined in (1.2) . Finally, substituting ψ s1 given in (3.12) into the integral in (3.11 b) , and integrating the resulting expression by parts, we get
Therefore, a two-term expansion for the eigenvalue on the real axis with
where ζ is given in (3.13).
Next, we consider the eigenvalue λ R with λ R = O(1) as τ → ∞. Since this implies that g R (λ R ) is unbounded as τ → ∞, this eigenvalue must be close to the eigenvalue ν 0 > 0 of the local operator L 0 . This eigenpair, denoted by λ b and ψ b , is expanded as
Substituting (3.16) into (3.4) with λ I = 0, and collecting powers of 1/τ, we obtain
Thus, δ 0 = ν 0 > 0 and ψ b0 = A 0 φ l0 , where A 0 is an unknown constant. Here φ l0 is the principal eigenfunction of the local operator L 0 (see Theorem 2.1). We may assume that φ l0 is normalized so that R N φ 2 l0 dy = 1. Then, the solvability condition for the equation for ψ b1 in (3.17) determines δ 1 as
To determine A 0 , we substitute (3.16) into (3.3 a) to locate a root of g R = 0. Collecting the O(τ ) terms, and then substituting δ 0 = ν 0 and ψ b0 = A 0 φ l0 into the resulting expression, we obtain an equation for A 0 .
Solving this equation, we get
In this way, we obtain the following two-term expansion for the eigenpair with λ R = O(1) as τ → ∞:
Here A 0 is defined in (3.19) .
For the exponent set (p, q, m, s) = (2, 1, 2, 0) with N = 2, in Fig. 7(a) and Fig. 7(b 
To get some insight into the difference between Type 1 and Type 2 data, we calculate the behaviour of f R and f I as λ I → 0. For λ I → 0, we use (2.4) to get
Calculating the integral in (4.2 a) explicitly, and then substituting the result into (4.1 b) for g I , we obtain
This expression shows that f I (0) < 0 when p > 1 + 2m/N . By continuity, the inequality f I < 0 must hold on some interval near λ I = 0. On this interval, g I > 0 for any τ > 0 when p > 1 + 2m/N . This suggests that for Type 2 data it is possible that τ 0 < 0. More specifically, τ 0 < 0 if g R = 0 has a unique root at λ 0 I > 0 where f I < 0.
The local behaviour of f R as λ I → 0 is more difficult to calculate. Using (2.4) and (4.1 a), we calculate
where ζ is defined in (1.2), and
In general, the sign of κ c is difficult to determine. There are two important cases where the sign of κ c is known. When m = 2, the proof in §2 that f R (λ I ) is monotone decreasing shows that we must have κ c > 0.
Next, suppose that m = p + 1. In this case, we can integrate by parts in (4. 
where C N,p > 0 is defined in (2.30). Therefore, κ c > 0 if m = p + 1 and 1 < p < 1 + 4/N . Alternatively, when κ c < 0, it follows that f R is an increasing function for λ I small.
If τ < 0, the discussion leading to the formula (3.5) for the number of zeroes in the right half-plane requires modification. Assume that τ is such that there are no zeroes on the imaginary axis. For τ < 0, it is clear from the formula for g(λ) in (3.1) that the change in the argument of g over the semicircle Γ R as R → ∞ is now −π. In place of (3.5), we then obtain the following formula for the number M of eigenvalues of (2.3) in the right half-plane Re(λ) > 0:
Again [arg g] ΓI denotes the change in the argument of g along the semi-infinite imaginary axis Γ I = iλ I , 0 ≤ λ I < ∞, traversed in the downwards direction.
If we assume that g R = 0 has exactly one root, then the results obtained earlier for Type 1 data also largely apply to Type 2 data. The following lemma is a simple generalization of Lemma 3.1.
Lemma 4.1: Suppose that there is exactly one root λ 0 I > 0 to g R = 0 on λ I ≥ 0, where g R is defined in (4.1 a) . Let τ 0 be the unique root to g I = 0 in (4.1 b) . Then, if τ 0 > 0 and 0 < τ < τ 0 , there are no eigenvalues of (2.3) in the right half-plane. If τ > τ 0 there are exactly two eigenvalues of (2.3) in the right half-plane.
The proof is simple except that now we have to allow for the possibility that τ 0 < 0 and τ < 0. Suppose first that τ 0 > 0. Then the key properties of g R and g I needed in the proof of Lemma 3.1 still hold. Namely, for any τ > 0, we have g R > 0 and g I > 0 for λ I sufficiently large, with g I /g R → +∞ as λ I → ∞. Also, g R < 0 and g I = 0 at λ I = 0, and g I = (τ − τ 0 )λ 0 I /(qm) at the unique point where g R = 0. We then use the criterion (3.5) to conclude that M = 2 and M = 0 when τ > τ 0 and 0 < τ < τ 0 , respectively. Suppose that τ 0 < 0. If τ 0 < 0 < τ , the proof is contained above, so that M = 2. If τ 0 < τ < 0, then g R > 0 and g I < 0 for λ I sufficiently large, with g I /g R → −∞ as λ I → ∞. The other conditions on g R and g I are the same. Thus, ∆ ΓI g = π/2, and from (4.4) we get M = 2.
Under the key condition of Lemma 4.1, namely that g R = 0 has only one root on λ I ≥ 0, all of the qualitative features of the dependence of λ = λ R + iλ I on the parameter τ must be precisely the same as for the case of Type 1 data discussed in §3.1. This condition on g R is the monotonicity condition mentioned in §1. The complex conjugate pair of eigenvalues must merge onto the positive real axis when τ = τ c where λ R = λ 0 R > 0. However, here it is possible that τ c ≤ 0. In place of (3.8), for τ > τ c , the two eigenvalues along the real axis satisfy
and
, and L 0 is unbounded as λ R → ν − 0 , we have E → +∞ as λ R → 0 and E → +∞ as λ R → ν − 0 . The value τ c is is obtained from the minimization condition
The sign of τ c depends on the data. Since, under the conditions of Lemma 4.1, there are only two eigenvalues in the right half-plane when τ > τ 0 , and since E → +∞ at the endpoints of the interval (0, ν 0 ), there must be exactly two roots to (4.5 a) for any τ > τ c . This implies, indirectly, that E must have a global minimum, with no other local maxima or minima. Thus, once the complex conjugate pair of eigenvalues have merged onto the real axis, they can never leave the real axis for τ > τ c . The asymptotic formulae (3.15) and (3.20) for the behaviour of the eigenvalues on the real axis as τ → ∞ hold for any m > 1.
We now give some numerical results. For the exponent set (p, q, m, s) = (4, 2, 2, 0) we are guaranteed that, since m = 2, g R = 0 has only one root. For the exponent set (p, q, m, s) = (3, 2, 3, 1), we found numerically that g R = 0 has only one root for N = 1, N = 2, and N = 3. The numerical values for τ 0 , λ 0 I , τ c , λ 0 R , and ν 0 , accurate to the decimal places shown, are given in Table 3 . For the exponent set (p, q, m, s) = (4, 2, 2, 0), we see from this table that τ 0 < 0 for N = 2 and N = 3. In addition, τ c > 0 when N = 2, and τ c < 0 when N = 3. This shows that when τ = 0, the eigenvalue problem (2.3) for the exponent set (p, q, m, s) = (4, 2, 2, 0) has two positive real eigenvalues when N = 3, and a complex conjugate pair of eigenvalues with positive real parts when N = 2.
It is easy to combine the local behaviours (4.2) and (4.3) to recover a result of [20] . Let ζ be as defined 2, 1, 3, 0 
Then, from (4.2 b), g I = 0 has a root near the origin when
where τ * is given in (4.2 c) . From following the proof of Lemma 4.1, we conclude that a one-spike solution is unstable when τ > τ * + O(ζ). This is the essence of Theorems B and C of [20] for the shadow system.
In conclusion, under the monotonicity condition that g R = 0 has only one root for λ I ≥ 0, the qualitative behaviour of the eigenvalues for (2.3) under Type 1 and Type 2 data for τ > τ 0 is very similar. The key difference is that for Type 2 data, τ 0 and τ c could be negative. When τ 0 < 0, a one-spike solution to (1.3) will be unstable when τ = 0. Recall that Theorem 2.2 above (cf. [24] ), which gives sufficient conditions for the stability of a spike solution to (1.3) when τ = 0, does not apply to certain Type 2 data. Given an exponent set (p, q, m, s) with m = 2 and dimension N , it is easy to verify numerically whether or not g R = 0 has only one root. Although we do not have a proof that g R = 0 has only one root whenever m = 2, we have been unable to construct a counter-example exhibiting a case where g R = 0 has more than one root. This is an open problem. If g R = 0 did have more than one root, then since f R → 0 as λ I → ∞ and g R < 0 at λ I = 0, it follows that there would be an odd number of roots to g R = 0, and hence an odd number of critical values τ 0 where a Hopf bifurcation occurs.
Numerical Simulations of Small and Large-Scale Oscillations
In this section we solve (1.3) numerically on a radially symmetric domain 0 ≤ r ≤ 1. For ε ≪ 1, a one-spike equilibrium solution to (1.3) on the unit ball in N -dimensions is centred at the origin r = 0. From (2.1), it is given for ε ≪ 1 by
Here γ = q/(p − 1), and w is to be computed from (2.2). In each of the computational experiments below, we took the initial condition for (1.3) to be a localized perturbation of a e . The initial condition is a(r, 0) = 1 + 0.02e −r/ε cos πr ε a e (r) ,
With this initial condition, (1.3) is solved numerically using the NAG library [17] for various exponent sets and dimensions N . The method of lines with 3000 meshpoints across the interval was used. The error tolerance in the time-stepping was very strict. In each of the computations below we took ε = 0.05. To illustrate the oscillatory behaviour we typically plot a m ≡ a(0, t), referred to as the amplitude of the spike, as a function of t. We first give a partial confirmation of the Hopf bifurcation predicted in §3 and §4. For the exponent set (p, q, m, s) = (2, 1, 2, 0) with N = 2, in Fig. 1(a) of §1 we plot a e and h e , while in Fig. 1(b) we plot a m versus t.
From Fig. 1(b) , we would anticipate that a Hopf bifurcation occurs somewhere in the range 0.53 < τ < 0.58.
From Table 1 , the theoretical value for the Hopf bifurcation is τ 0 = 0.561. Similar plots can be done for other exponent sets. In particular, for N = 1, in Fig. 8(a) and Fig. 8(b) we plot a m versus t for the exponent sets (p, q, m, s) = (3, 2, 2, 0) and (p, q, m, s) = (4, 2, 2, 0), respectively. For each exponent set, the plots are shown for values of τ on either side of the theoretical prediction for the Hopf bifurcation point τ 0 . From Table 1 , τ 0 = 0.304 and τ 0 = 0.149 for Fig. 8(a) and Fig. 8(b) , respectively. This numerical evidence suggests that the periodic solution initiated at τ = τ 0 is unstable. It would be interesting to determine whether the Hopf bifurcation is subcritical or supercritical.
To illustrate the large-scale oscillatory dynamics under (1.3), we perform some numerical experiments at different values of τ for the exponent set (p, q, m, s) = (2, 1, 2, 0) with N = 2. The form of the initial instability depends on the value of τ in relation to the critical parameters τ 0 = 0.561 and τ c = 3.338 given in Table 1 and Table 2 , respectively. In Fig. 9(a) we show for τ = 3.5 > τ c there are no oscillations, and a m → 0 as t increases. However, when τ = 2.8 < τ c , it is seen in Fig. 9(b) that the amplitude a m has a dramatic peak, which is localized in time, before it decreases. The initial instability is oscillatory, but this feature is difficult to see from Fig. 9 (b) owing to the large vertical scale. In Fig. 10(a) , where we have taken τ = 1.2, there is again a very large peak in the amplitude when t ≈ 15.5, with a m → 0 after the peak. For τ = 1.2, the initial instability of the spike profile is oscillatory due to the complex conjugate eigenvalues of §3, and the oscillation precedes the occurrence of the peak. In an attempt to qualitatively explain these figures, it is convenient to make a change of variables in (1.3).
Substituting a = h γ v into (1.3), we obtain the following coupled problem for h and v:
Here ζ > 0 is defined in (1.2), and Ω is the unit ball in R N , with ∂ n v = 0 on ∂Ω. Notice that if v is localized,
In order to compress the vertical scale, in Fig. 10(b) we plot log 10 (1 + v m ) and log 10 (1 + a m ) versus t.
To motivate the discussion below, we first consider the stability of spatially homogeneous equilibrium solutions of (5.3). Since ζ > 0 in (5.3 b), it is clear that the zero solution v ≡ 0 and h ≡ 0 is stable when τ > γ and is unstable when 0 ≤ τ < γ. Next, consider the nontrivial spatially homogeneous equilibrium
(b) log 10 (1 + am) and log 10 (1 + vm) versus t Figure 10 . Plots of am versus t for (p, q, m, s) = (2, 1, 2, 0), N = 2, with τ = 1.2. In the leftmost figure we plot am versus t, and in the rightmost figure we plot log 10 (1 + am) (dashed curve) and log 10 (1 + vm) (solid curve) versus t. For this data set τ0 = 0.561.
solution v = v u and h = h u , given by
Substituting v = v u + e λt φ and h = h u + e λt η into (5.3), where φ ≪ 1 and η ≪ 1, we obtain the eigenvalue problem
with Neumann boundary conditions for φ. If Ω φ dx = 0, there is an eigenfunction φ = c, where c is a constant. The corresponding eigenvalue λ 0 satisfies,
Since ζ > 0, Re(λ 0 ) < 0 only when 0 ≤ τ < (s + 1)/(p − 1). This condition on τ is precisely the criterion for the stability of spatially homogeneous steady-states of (1.1) in the absence of any diffusion (ε = 0 and D = 0 in (1.1)). Next, suppose that Ω φ dx = 0. Then, the corresponding eigenvalues are λ j = (p − 1) − ε 2 z 2 j , where z j > 0 for j ≥ 1 are the eigenvalues of the Laplacian. Hence, for ε ≪ 1, λ j > 0. Therefore, v u and h u is always unstable for any τ ≥ 0. Thus, of the class of spatially uniform solutions, only the zero solution is stable when τ > τ s ≡ γ. For (p, q, m, s) = (2, 1, 2, 0), we have τ s = 1.
We now give a very rough idea of the mechanism for the sudden peak formations in a m . In Fig. 10(b) we notice that v m has a sharp increase before the dramatic peak in a m . Suppose that v = O(1) in (5. Figure 11 . Plots of log 10 (1 + am) (dashed curve) and log 10 (1 + vm) (solid curve) versus t for (p, q, m, s) = (2, 1, 2, 0), N = 2, with τ = 0.8. In the rightmost figure our plot is only over the range 35 < t < 50 (after the peak in am).
Notice that vm starts increasing even after the peak. For this data set τ0 = 0.561.
In Fig. 11 (a) we plot log 10 (1 + a m ) and log 10 (1 + v m ) for the case τ = 0.8. The initial instability is oscillatory since τ 0 < τ < τ c . In this case, on the interval 0 ≤ t < 50, a m has two pronounced peaks. As in Fig. 10(b) , v m has a sharp increase before each peak of a m . In Fig. 11(b) , where we plot the data in Fig. 11 (a) only on the interval t > 35, we show that v m first decreases after the second peak, but then starts increasing yet again. This is because the zero solution v ≡ 0 is only stable when τ > τ s = 1. Alternatively, for the case τ = 3.5, τ = 2.8, and τ = 1.2 in Fig. 9(a) , Fig. 9(b) , and Fig. 10(a) , respectively, we have verified numerically that v m → 0 as t → ∞. However, when τ = 0.8, there are no stable spatially homogeneous steady-state solutions and the equilibrium one-spike solution at the origin is unstable. For this value of τ , it is unclear what the global attractor is for the dynamics. We might expect some type of large-scale oscillatory motion that persists in time.
Similar type of small-scale scale oscillations for τ ≈ τ c and large-scale behaviour for τ c < τ < τ s occur for other parameter sets. Consider now the case N = 1 for the same exponent set (p, q, m, s) = (2, 1, 2, 0).
For this data set, τ 0 = 0.771, τ s = 1, and τ c = 4.560 (see Table 1 and Table 2 ). In Fig. 12(a) we show that small-scale oscillations grow when τ = 0.8 and decrease when τ = 0.75. In Fig. 12(b) , where τ = 0.95, we have a large-scale oscillatory motion in the spike amplitude a m . For τ = 0.95, the uniform solution v ≡ 0 is unstable. In Fig. 13(a) , where τ = 1.5, small-scale oscillations precede one dramatic peak in a m , with v m → 0 after the peak. In Fig. 12(b) and Fig. 13(a) , the plots are done on a logarithmic scale. In contrast, Figure 12 . In the leftmost figure we plot am versus t for τ = 0.75 (solid curve) and τ = 0.8 (heavy solid curve). In the rightmost figure we plot log 10 (1 + am) (dashed curve) and log 10 (1 + vm) (solid curve) versus t for τ = 0.95. The parameters are (p, q, m, s) = (2, 1, 2, 0) and N = 1, for which τ0 = 0.771. Figure 13 . In the leftmost figure we plot log 10 (1 + am) (dashed curve) and log 10 (1 + vm) (solid curve) versus t for τ = 1.5. In the rightmost figure we plot am versus t for τ = 5.0. The parameters are (p, q, m, s) = (2, 1, 2, 0) and N = 1, for which τ0 = 0.771.
Conclusions
In this paper we have analyzed the onset of oscillatory instabilities for a one-spike solution to (1. 
Appendix B Calculation of an Integral in §2
Here we show how to obtain (2.30). This is done by obtaining a linear system for the two integrals e and b The resulting formula for e will yield (2.30).
We begin by writing (2.2 a) for w as 
