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Let X,, t 2 0, be a process with stationary independent and symmetric increments. If the tail 
of the Levy spectral measure in the representation of the characteristic function is of regular 
variation of index --(I, for some 0 <(I < 2, then P(sup(X,: 0~ s s t) > u) - P(X, > u). for u + ~0, 
for each t > 0. 
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1. Introduction and summary 
Let X,, t ~0, be a separable stochastic process with independent increments, 
which is centered and has no fixed points of discontinuity. Then there is a version 
of the process which, with probability 1, has sample functions which are locally 
bounded and for which sup(X,: 0~ s G t) is a well defined random variable. The 
main result of this paper is the asymptotic relation 
P(sup(X,:O~ss?)>u)-P(X,>u) for u+oO, (1.1) 
for a large class of such processes. 
Suppose that the increments are stationary. Then, by the classical result of L&y, 
the characteristic function of X, -X, for 0~ s < t is of the form 
Ee i~(x,-xs) _ e~(t+sM(e) 3 
where e-f(B’ is the characteristic function of an infinitely divisible distribution. In 
the particular case which we will consider here, where the increments are symmetri- 
cally distributed about 0, the function f(0) takes the form 
cos Ox) $ dG(x), (1.2) 
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where G is a bounded monotone nondecreasing function, and where the value of 
the integrand at 0 is defined by continuity as $0’. 
In the particular case where f( 0) = $8’, that is, where G is degenerate at 0, X, is 
the Brownian motion, which has continuous paths, and for which we have the 
famous result of Levy, 
P(max(X,: OS s S t) 2 x) = 2P(X, 2 x) for x > 0. (1.3) 
In the more general case of a process with symmetric independent increments, the 
result of Doob [9, p. 1061, implies 
P(sup(X,: o< s S t) 2 x) S 2P(X, z= x). (1.4) 
Our main result is: 
Theorem 1. Assume X0 = 0, almost surely. Suppose, for some CY, 0 < a < 2, the function 
G(W) - G(x) is of regular variation of index -a, for x+4); then (1.1) holds. 
The relation (1.1) actually implies 
P(sup(X,: OSs=S t)au)-P(X,z=u). (1.5) 
Indeed, it will be shown that the hypothesis of the theorem implies that P(X, > u) 
is of regular variation of index --(Y for u + CO; hence, for every 0 < E < 1, 
P(X,~U)~P(sup(X,:O~s~t)~u)~P(sup(X,:O~s~t)>u(l-&)) 
- P(X, > u(1 - E)) - (1 - &)_OLP(X1 > u). 
Since E > 0 is arbitrary, the latter implies P(X, 2 u) - P(X, > u) and the relation 
(1.5). 
A simple consequence of (1.1) is the fact that if the maximum exceeds u, then it 
tends to be exceeded at least at the endpoint of the interval: 
lim P(X,~uIsup(X,:O~s~t)>u)=O. 
Ulco (1.6) 
Indeed, an elementary decomposition shows that 
from which (1.6) follows from (1.5) after division by P(sup(X,: OS s S t) > u) and 
passage to the limit over u. 
Note that the result (1.1) differs by the factor i from the exact result (1.3) for 
Brownian motion. While (1.1) is valid for the stable process of index (Y < 2, it is 
also valid for more general processes, even those containing a Brownian component, 
because the hypothesis places conditions only on the tail of the function G. The 
result (1.1) is identical in form to that for a broad class of Gaussian processes having 
continuous paths (see [6,8]). 
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The proof of Theorem 1 is based on the author’s method of sojourn time analysis 
(see [7]). The main idea here is that if the supremum of X, exceeds u, then the 
process has to spend a small but significant amount of time in the set (u, 00). The 
sufficiently sharp estimates of the sojourn time distribution provide the estimates 
of the supremum distribution. To illustrate this, let us consider the case t = 1. For 
u > 0, let L, be the sojourn time of X,, 0 < t 4 1, above the level U. By the methods 
of [7], we obtain 
. m>x)=l_x 
??2 P(X,> u) ’ (1.7) 
for 0 < x 6 1. Since the sample functions may be assumed to be right continuous, 
the event L, > 0 is equivalent to the event sup(X,: 0 < t s 1) > u with the possible 
exception of the unlikely case where the sample function stays below u on (0, l), 
and then takes an isolated jump above u at t = 1. Hence, we would expect to obtain 
(1.1) from (1.7) by letting x+ 0 under the limit sign. The main part of the proof 
here is the justification of this interchange of limits. This method was previously 
used for the distribution of the supremum for Gaussian processes [2,3], stationary 
Markov diffusions [4], and certain random Fourier series [5]. 
The distribution of the supremum of a process with stationary independent 
increments was first extensively studied in the 1950’s. Starting with Spitzer’s Identity 
[ 161, Baxter and Donsker [l] calculated the double Laplace transform, 
J 
cc 
eC”‘E(exp[-X sup(X,: 0~ ss t)]} dt. 
0 
Adapting Spitzer’s Identity to the process with independent increments, Rogozin 
[13] obtained a direct relation between the double Laplace transforms of the 
distribution of X, and sup(X,: 0 G s 5 t), respectively. The technical problems of 
inverting the transform seem to prevent the direct application of these results to a 
proof of Theorem 1. The inversion has been done for certain special processes 
distinct from the class of Theorem 1. For example, Zolotarev [ 171 did it for processes 
with no positive jumps. Further work on the transform of the distribution of the 
supremum was done by Zolotarev [ 181, Shtatland [15], Rogozin [14], Gusak and 
Korolyuk [ 121, and Gusalc [ 111. 
2. Preliminary results on the tail of an infinitely divisible distribution 
Let e -f(e), --oo< 0 (00, be the characteristic function of an infinitely divisible 
distribution function. Suppose that the distribution is symmetric, so that, as noted 
above, f( 0) is of the form (1.2). 
Lemma 2.1. Let F(x) be the distribution function with the characteristicfunction eef’*‘. 
If the function G(x) in the representation (1.2) off( 0) is such that G(m) - G(x) is 
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of regular variation of index --a, as x+ 00, for some 0< (Y ~2, then 1 -F(x) is also 
of regular variation of index -a for x + ~0. 
Proof. Write f (0) in (1.2) as 
f(@=A(@)+y * (l- cos f3x) dH(x), 
--co 
where 
(2.1) 
A(o)=2 
I 
’ (l-cos @x)Fd,(,), y=2 
I 
“1+x2 
2 dG(x), (2.2) 
0 1 x 
and H(x) is a distribution function defined as 
H(x)=; for O<x<l, 
dG(y) for x2 I, 
and 
H(x)=l-H(-x) for x<O. 
Then 
1 -H(x) = y-i 2 dG(Y) - y-‘(G(a) - G(x)) 
for x + a, so that 1 - H(x) is also of regular variation of index -_(y. 
At this point we cite the classical result that if H(x) is any symmetric distribution 
function, then it belongs to the domain of attraction of the symmetric stable law of 
index (Y, 0 < cy < 2, if and only if 1 - H(x) is of regular variation of index -_(y for 
x+ cc [lo, p. 3031. The latter is equivalent to the condition on the characteristic 
function h (0) of H that 1 - h (0) is of regular variation of index LY for 0 + 0. 
Write (2.1) in the form 
f(Q=A(V+y(l-h(e)). 
Since, by (2.2), A(0) - constant 13*, for 0 + 0, it follows that f(0) - ~(1 -h(O)) for 
0 + 0 (because (Y < 2), and, as a consequence, 
1 -e-f’8’- ~(1 -h(B)); 
hence, 1 - eerce’ is of regular variation of index (Y for 8 + 0, and so, by the necessary 
and sufficient conditions for the domain of the stable law, 1 -F(x) is of regular 
variation of index -(Y. 
In the following three lemmas, X,, t 2 0, is a process with stationary independent 
symmetric increments with the incremental characteristic function 
Ee 
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Lemma 2.2. Assume the condition of Lemma 2.1; then, 
P(X > u) 
?‘+zz P(X, > u) =t fort>O. (2.4) 
Proof. For t>O, let X,(t),j=l,2 ,... be independent random variables with the 
common characteristic function e Ptf(s). Since the distribution of X,(l) (here t = 1) 
is in the domain of attraction of the stable law (see the proof of Lemma 2.1), there 
is a sequence (a,)with a,, +co such that a;‘(X,(l)+. . .+X,(l)) has a limiting 
stable distribution. According to the necessary and sufficient conditions for the 
Central Limit Theorem [lo, p. 5451, this implies 
lim nP(X,(l) > a,x) = lim nP(X, > a,x) = Cx-“, 
n+m “+m 
(2.5) 
for all x > 0, for some C > 0. 
For arbitrary t > 0, consider the normed sum 
a,l t-‘/a 
(X,(t)+. . .+x,(t)). (2.6) 
It has the characteristic function exp(-ntf(Ba;‘t-““)). This has a limit, for n + ~0, 
which is independent of t because, as shown at the end of the proof of Lemma 2.1, 
f( 0) is of regular variation of index (Y for 8 + 0. Therefore (2.6) has the same limiting 
distribution as in the special case t = 1. Hence, by the same reasoning as that leading 
to (2.5), we obtain 
lim nP(X, > a,tl’ax) = Cx-” for x> 0. (2.7) n-cs 
From (2.5) and (2.7) we obtain, after replacing x by xt-“a, 
WC > a,x) 
FZ!Z p(X, > a,xt-‘l*) = ” (2.8) 
Since, by Lemma 2.1, the distribution of X, is of regular variation, we obtain 
P(X1 > a,xt-l’a) - tP(X, > a,x) for n + ~0; hence, from (2.8) we infer 
fYX > w) 
!k P(X, > a,x) = t 
for x > 0, and, in particular, 
P(X,> a,) 
!‘+!Z P( XI > a,) (2.9) 
Let (u,) be a sequence of positive numbers such that u, + 00; then, for each n, 
there is an index k = k(n) such that a k S u, 6 ak+l, and k(n) + Co. It follows that 
p(xt > ak+l) ~ > %) p(xt’ ak) 
p(xl ’ ak) p(xl > u,) > ak+l)' 
(2.10) 
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Putting x = t-l’ a in (2.7), we obtain P(X, > a,) - Ct/n; hence, from (2.9) and (2.10), 
we obtain 
P(X,‘%) = lim P(X,‘%) 
!‘+%r P(X, > U”) n+m P(Xr > a,) 
= t. 
This proves (2.4). 
Lemma 2.3. Under the same condition as Lemma 2.1, we have 
liliI:,pq(~~~~j)ds=2t fort>O. (2.11) 
Proof. Divide the numerator and denominator in (2.11) by P(X, > u); then, by 
Lemma 2.2, 
In the denominator, division yields 
I l P(X ’ u) ds 0 P(X,>u) . 
(2.12) 
(2.13) 
Under the assumption that passage to the limit is permitted under the integral sign 
above, the limit of (2.13) is, by Lemma 2.2, equal to f. The interchange of the limit 
is actually permitted. Indeed, by (1.4) and regular variation, we have, for any E > 0, 
P(X,> u)<P(sup(X,: o~s~1)~u)~2P(x,>u(l-&)) 
- 2(1- &)_“P(X, > u). 
Hence, the integrand in (2.13) is bounded by a constant slightly larger than 2, for 
all large u, and so the bounded convergence theorem is applicable. 
Lemma 2.4. Assume the same condition as Lemma 2.1; then 
lim P(X,>ulX,>u)=l fors<t. 
u-m 
(2.14) 
Proof. This was proved in [7] in the case where X, has stable increments, but the 
proof easily extends to the process considered here because P(X, > u) is of regular 
variation. 
3. Proof of the Theorem 
Let X,, tz0, be a separable measurable version of the process considered in 
Section 2. For u > 0, let L, be the sojourn time of X,, 0~ t G 1, above u; then L, 
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is representable as 
where It..., is the indicator of the given event. By Fubini’s theorem, we have 
I 
1 
EL, = P(X, > u) dt; 
0 
hence, Lemma 2.3 implies, for each t, 
EL,-; P(X,> u) for u+co. (3.1) 
The following result was proved in [7] in the special case where the increments 
of X, are stable: 
lim P(Lu > x) 
EL 
=2(1-x), 
U’cc 
(3.2) 
for 0 < x s 1. The proof is also valid for the more general process considered here; 
in fact, it is valid for any process satisfying only (2.11) and (2.14). 
Since the left hand member of the asymptotic relation (1.1) is at least equal to 
the right-hand member, it suffices to prove 
limsup 
P(sup(X,: OG s s t) > u) 
G 1. 
U’az P(X, ’ u) 
Furthermore, the proof does not depend on t, so that it suffices to prove the relation 
above just for t = 1. For simplicity we write sup(X,: 0~ s G 1) as supt X,; thus our 
goal is to prove 
limsup 
mup, x ’ u) < 1 
u+m P(X,>.) . . 
In view of (3.1) this is equivalent to 
limsup 
f%UP, x ’ u) < 2 
EL . . 
U’oo u 
(3.3) 
(3.4) 
We proceed to prove (3.4). For arbitrary E > 0, the event L, > E obviously implies 
sup, X, > U; hence, 
Dividing by EL,, then letting u + cc, and then applying (3.2), we obtain 
P(SUP, x ’ u) 
limsup EL S limsup 
P(sup, x, > u, L, 6 E) 
+2(1--E). 
U’W U “-CC EL, 
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In view of this and of (3.1) with t = 1, it suffices, for the proof of (3.4), to show that 
lim limsup ’ 
ax, > u) 
= 0. (3.5) 
E+O u-co 
Let us estimate the numerator in (3.5). For arbitrary E, 7 and 6, with E > 0, 
0 < T < 1, and 0 < 6 < 1, we have, by an elementary decomposition, 
P(supx,>u,L,~&)~P(6u<x,~~)+P k=l dt<E,X,>u 
f > 
+ P(sup x, > u, x, S 6u). (3.6) 
For the first term on the right-hand side of (3.6), we have, by .(2.4), after division 
by P(X, ’ u), 
P(6u<x,~u)~P(x,>su)-P(x,>u) 
P(XI ’ u) P(XI ’ u) [ 
P(X,’ 6u) _ 1 
-7- P(X,>.) 1 .
By the regular variation of P(X, > u), the last expression has the limit T( 6-” - l), 
so that 
. P(&J<X,~U) 
EL P(X, > 24) = T(lv - 1). (3.7) 
The second term on the right-hand side of (3.6) may be written as 
1 
P ZCx,>u,dt~~(X,>~ P(X,>u). 
> 
(3.8) 
T 
We show that the conditional probability in (3.8) converges to 0 if E < 1 - G-. By (2.14), 
hence, since 
I 
1 
4x-1 dtsl-7, 
7 
it follows that the integral converges in conditional probability, given X, > u, to 
1-z Therefore, the limit of the conditional probability in (3.8) is equal to 0 if 
.z < 1 - 7. Next we note that, by (2.4), P(X, > u) - TP(X, > u), and so we infer that 
lim P(J: I,,>,, dt =s E, XT’ u) = o 
P(X, ’ u) 
, 
u+m 
(3.9) 
for .s< l-7. 
The last term in (3.6) is at most equal to the sum of 
P(sup(X,; OS tc 7)) u, XT< Su) (3.10) 
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and 
P(sup(X,: TStdl)>U,X,~su). (3.11) 
Let T,, be the first entrance time of X, to the (closed) set [u; CO); then the event in 
(3.10) implies the intersection of the events T,, < 7 and X, -X,” s -u(l - 6). There- 
fore (3.10) is at most equal to 
P(T,<7,[~,f,x,-x~~~-u(l-~)) 
r 
S P( T” < 7, inf X,-X,S-u(l-6)). 
IL,L+~l 
By the strong Markov property, the latter probability factors as 
P(T,<T)P(inf(X,: OStSr)S--~(l-a)), 
which, by the definition of T,, and the symmetry of the increments, is at most equal 
to 
P(sup(X,: OS tS7)>U)P(SUp(Xt: 0s t<r)> u(l-6)) 
SP*(sup(x,: OSfS7)>U(l-8)). 
By (1.4), the last expression is at most equal to 
4P2(X,Z u(l-8)) 
which, by (2.4) and the regular variation of P(X, > u), is asymptotically equal to 
4(1- 6)-2”72P2(X, > u). Thus it follows that we have the estimate for (3.10), 
lim 
P(sup(X,: OS tS T)> U, X,CSU) = 0. 
U’oi, P(X, ’ u) 
The probability (3.11) is obviously at most equal to 
JYSUP (K-X) > u(l- 611, 
LT, 11 
which, by the stationarity of the increments, is equal to 
P(sup(X,:O~t~1-7)>u(l-6)), 
which, by (1.4) and (2.4), is asymptotically at most equal to 
2P(X,_, 5 u( 1 - 6)) S 2P(X,_, > u( 1 - 61’2)) 
-2(1-7)P(X,> u(l-S”‘)), 
which, by regular variation, is asymptotically equal to 
2( 1 - 7)( 1 - 6”2)-uP(x1 > 24). 
Thus, for the probability (3.1 l), divided by P(X, > u), we obtain 
(3.12) 
limsup 
P(X,~Su,sup(X,: TStGl)>u) 
u-m P(X1’ u) 
s 2( 1 - T)( 1 - 81’2)-o1. (3.13) 
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As a consequence of (3.6) and the relations (3.7), (3.9), (3.12) and (3.13), we obtain 
limsup 
P(sup, x, > u, L, s E) 
P(X* ’ u) 
S T(KU - 1)+2(1-r)(1-s”2)-* 
“em 
forO<E<l-r<l, and0<6<1. Letting E+O, we obtain 
P(sup x, > U, L, G &) 
lim limsup ’ 
P(X, ’ u) 
=s T(F” - 1)+2(1-7)(1-6”*)-“, 
F-0 “‘CC 
for arbitrary 0 < T, 6 < 1. Letting T+ 1 and then 6 + 1 on the right hand side of 
(3.14), we obtain the desired conclusion (3.5). The proof is complete. 
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