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We fix a commutative ring R. Let A be an R-algebra. We say that A is a 
locally polynomial R-algebra if Am is isomorphic to R[T1 , ••• , Ti]m for all 
maximal ideals m of R. In (1], Bass, Connell, and Wright classify locally 
polynomial algebras. They show that if A is a finitely presented locally poly-
nomial R-algebra then A is isomorphic to the symmetric algebra S(P) of a 
finitely generated projective R-module P. 
In the present paper we study locally power series R-algebras. If Am is 
isomorphic to R[[T1 , ••• , Ti]]m for all maximal ideals m of R, then A is called 
a locally power series R-algebra. In Theorem (4.1), the main theorem of this 
paper, we show that if R is a normal noetherian domain and if A is a locally 
power series R-algebra, then A is actually a formal power series algebra over R. 
We also offer an example which shows that in Theorem (4.1) the condition 
of normality can not simply be dropped. In particular, we show that the weaker 
condition of seminormality studied by Hamann and Traverso in [2, 4] is not 
a sufficient replacement for the condition of normality. The ring R is called 
seminormal if the natural map from Pic(R) to Pic(R[X]) is an isomorphism 
whenever X is a finite collection of polynomial variables. 
The techniques that are used in the proof of Theorem ( 4.1) allow us to 
prove more. Let I be the ideal llm;n B<m> of the graded ring llm>o B<m>, and 
let B be the 1-adic completion of llm>o B<rn>. Then B is equal to fln:;;>o B<m>. 
Assume that B is a normal noetherian domain and that the Jacobson radical 
of B<0> equals zero. In Theorem (4.2) we show that if A is a B<0>-algebra with 
Am isomorphic to Bm for all maximal ideals m of B<O>, then A is isomorphic 
to B. 
In Section 1 we fix notation and collect some elementary properties. Sections 2 
and 3 are concerned with the automorphisms of S-1(f1 B<m>) where S is a 
multiplicative set of B(O>. We prove the main theorem of this paper in Section 4. 
In Section 5 we exhibit a seminormal ring R and an R-algebra A such that A 
is a locally power series R-algebra but A is not isomorphic to a power series 
algebra over R. 
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1. NOTATION AND ELEMENTARY PROPERTIES 
( 1.1) If R is a commutative noetherian normal domain, then it IS well-
known [3, Theorems 17, 38, 39) that R has the following properties: 
a. If P is a prime ideal of R with height one, then Rp is a discrete valuation 
nng. 
b. If Q is a prime ideal of R with height at least two, then the depth of R0 
is at least two. 
c. The ring R is equal to n Rp where the intersection is taken over the 
height one prime ideals P of R. 
d. The ring R[[T]] is also a noetherian normal domain. 
e. If x is an element of the quotient field of R and r is a non-zero element 
of R with rxn in R for all n ;:? 0, then x is an element of R. In other words, 
R is completely normal. 
Let S0 represent the multiplicative set R\(0). The symbol S will be used to 
represent arbitrary multiplicative sets of R. The symbols m and n will be used 
to denote maximal ideals of R. Observe that if m and n are both maximal 
ideals of R and if Am ,......, R[[T1 , ... , Ti]Jm and An ~ R[[T1 , ... , TuJJn, then we 
can localize each algebra at S 0 and conclude that S0\R[[T1 , ... , T;]]) is iso-
morphic to S01(R[[T1 , ... , Tu]]); hence j equals u. We fix j once and for all. In 
Sections 1, 3, and 4 we let R[[T]] denote the power series algebra R[[T1 , ... , T;]] 
and we let TR[[T]] denote the ideal (T1 , ... , T;) R[[T1 , ... , T;]]. 
(1.2) DEFINITION. The R-algebra A is a locally power series R-algebra if 
Am is isomorphic to R[[TJJm as Rm-algebras for all maximal ideals m of R. 
2. THE AUTOMORPHISMS OF s-1(II B(ml) 
Let B = Tim>o B(rn> and C = Tim>o C(ml be normal noetherian domains. 
Let C+ denote the ideal Tim;;,1 C(m> of C. Assume that B(O> and C(Ol are equal, 
and let R denote B(Ol. LetS be a multiplicative set of R, and let rfo be an S-1R-
algebra isomorphism from S-1C to S-1B. The goal of this section is to describe 
rfo(C). It will suffice to describe rfo(C+). Observe that g has the property that 
1 + rg is a unit of S-1B for all r in R whenever g is an element of rfo(C+). In 
Lemma (2.2) we deduce as much as possible about g, Consider the following 
example. 
EXAMPLE. We retain the notation of the preceding paragraph. Let x be an 
element of s-lB(ll, If 1 -X is a unit of S-1B, then, by considering geometric 
series, we see that (1 - x)-1 is equal to (1, x, x2, x3, ... ) in S-1(Tim>o B(ml). In 
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this case there is an element s of S such that sxm is an element of S-1 B for all m. 
We conclude that xis integral over the normal domain B, and hence xis actually 
an element of B. 
In Lemma (2.2) we draw technical conclusions about g. In the corollary 
that follows Lemma (2.2) we show that g is an element of B if we make the 
further assumption that the Jacobson radical of R is equal to zero. In Section 3 
we will extend part (c) of Lemma (2.2) to include non-maximal height one 
prime ideals P of R in the case that B and C both equal R[[T]]. We will then 
conclude that g is an element of R[[T]] even if the Jacobson radical of R is not 
equal to zero. 
Before proceeding to Lemma (2.2), we prove a fact about the units of S-1B. 
If R is a noetherian factorial domain, then Gauss's Lemma holds in R[[T]]. 
(The power series f is called primitive if the only elements of R which divide f 
are the units of R. The fact that the product of two primitive power series is 
a primitive power series is called Gauss's Lemma.) Hence, iff is an element of 
R[[T]], and f is a unit of S-1(R[[T]]), then the constant term off divides f. 
The following result generalizes Gauss's Lemma. 
(2.1) PROPOSITION. Let B = ni#O B(i) be a normal noetherian domain. Let 
b = (b;) be an element of B where b. is an element of B(i). Let S0 equal B<0>\(0). 
If b is a unit of S01B, then b is an element of (b0)B. 
Proof. Let c = ( c;) be an element of B where C; is an element of B(i) for 
each i, and cb = c0b0 • Let P be a height one prime of B. Since B is a normal 
noetherian domain we have that Bp is a discrete valuation ring, and PBp is 
equal to xBp for some x in B. Let l, m, L, and M be integers that are defined 
by the following conditions. For each i, b; is an element of (x 1) Bp and c; is an 
element of (xm) Bp. If 0 "( i "(L- I, then b; is an element of (x1+1) Bp; 
however bL is not an element of (x1+1) Bp. Finally, if 0 "( i "( M- 1, then c; 
is an element of (xm+I) Bp ; but eM is not an element of (xm+I) BP . Suppose that 
. L+M L-1 
etther L ~ 1 or M ~ 1, then Li=O b;cL+M-i = 0. But Li=O b;cL+M-i, and 
:L~,:;_t:1 b;cL+M-i are both elements of (xl+m+I) Bp . Thus bLcM is an element of 
(xl+m+I) Bp. However, bL is not an element of (x1+1) Bp, eM is not an element 
of (xm+I) Bp, and Bp is a discrete valuation ring. This contradiction shows 
that Land Mare both zero. In particular, b; is an element of (b0) Bp for each i 
whenever Pis a height one prime of B. Thus b;(b0 is an element of B for each i 
by part c) of (1.1). We conclude that b is an element of (b0)B. 
(2.2) LEMMA. Let B = Tim>o B<m> be a normal noetherian domain, let R 
equal B<O>, and let S0 equal R\(0). Let b equal b0 + b1 where b0 is an element of R 
and b1 is a non-zero element of B+. Let g be b(s where sis an element of S0 • Assume 
that 1 + rg is a unit of S01B for all r in R. Then 
(a) b1 is an element of (s + b0)B, 
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(b) b0 is an element of the Jacobson radical of R, and 
(c) if P is a maximal ideal of R of height one, then b0 is an element of ( s) Rp . 
Proof. The hypothesis implies that s(1 + rt) is a unit of SQ1B for all r in R. 
Thus (s + rb0) + rb1 is a unit of S01B for all r in R. Proposition (2.1) implies 
that rb1 is an element of (s + rb0)B. Part (a) of the present lemma follows when 
r is taken to be 1. 
When r is taken to be sr' we see that sr'bi is an element of (s + sr'b0)B. Thus, 
if r is an element of R, then there is c, an element of B, such that rbi is equal 
to (1 + rb0)c. Since B is a domain, we conclude that b1 is an element of (1 + rb0)B 
for all r in R. Suppose that b0 is not an element of the Jacobson radical of R. 
Then there is an element r in R such that 1 + rb0 = x is not a unit of R. For 
each integer n, xn is of the form 1 + r nbo for some r n in R. Thus, b1 is an element 
of the ideal ()n (x)nB. This ideal is the zero ideal because B is a noetherian 
domain. But b1 is not zero. This contradiction shows that b0 is an element of 
the Jacobson radical of R. 
We now prove part (c). The hypothesis guarantees that R is a normal domain, 
hence Rp is a discrete valuation ring. Suppose that b0 is not an element of sRp , 
then sis an element of b0Rp. Thus sis equal to b0(rfu) for some non-zero r in R 
and u in R\PR, and g is equal to (ub0 + ub1)fb0r. Part (a) shows that ub1 is an 
element of (b0r + b0u)B. Thus ub1 is equal to b0b~ for some b~ in B+, and g is 
equal to (u + b~)fr. Part (b) implies that u is an element of the Jacobson radical 
of R. This contradicts the fact that u is not an element of the maximal ideal PR. 
We conclude that b0 is an element of sRp . 
(2.3) CoROLLARY. Let B = Tim>o B<m> be a normal noetherian domain, and 
let R equal B<o>. Assume that the Jacobson radical of R is equal to zero or that 
the Krull dimension of R is equal to one. Let S be a multiplicative set of R. Let g 
be an element of S-IB which is not an element of S-IR. If 1 + rt is a unit of S-1B 
for all r in R, then g is an element of B. 
Proof. Write gas (b0 + b1)fs as in the preceding lemma. Let S 0 equal R\(0). 
Observe that every unit of S-1B is a unit of S01B. If the Jacobson radical of 
R is zero, then part (b) of Lemma (2.2) shows that b0 is equal to zero, and part (a) 
shows that b1 is an element of sB; hence g is an element of B. If the Krull 
dimension of R is equal to one, then part (c) of the preceding result shows that 
b0 fs is an element of Rp for each height one prime ideal P of R. Thus, b0 fs is an 
element of R, since R is a normal noetherian domain. Again, part (a) shows 
that b1 is an element of sB. In either case we conclude that g is an element of B. 
In Corollary (2.3) we certainly can not allow g to be an element of S-1R. 
For example, if S represents R\P, where P is a prime ideal of R, then 1 + rg 
is a unit of S-IB for any g that is an element of P(S-1R). 
(2.4) THEOREM. Let B = Tim>o B<m) and c = Tim>o c<m> be normal noether-
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ian domains with B(O> = C(Ol. Let R denote B(0>. Assume that the Jacobson radical 
of R is equal to zero or that the Krull dimension of R is equal to one. Let S be any 
multiplicative set of R. If~ is an S-IR-algebra isomorphism from S-IC to S-IB, 
then the restriction of~ to Cis an R-algebra isomorphism from C to B. 
Proof. If CI is an element of c+, then ~(ci) is not an element of s-IR, and 
1 + r~(ci) is a unit of S-IB for all r in R. Corollary (2.3) implies that ~(ci) is 
an element of B. 
3. THE AUTOMORPHISMS OF S-I(R[[T]]) 
Let R be a normal noetherian domain, let S be a multiplicative set of R, 
let T represent the power series variables TI , ... , T1 , and let ~ be an S-IR-
algebra automorphism of S-I(R[[T]]). If the Jacobson radical of R is equal to 
zero, then we conclude from Theorem (2.4) that ~ restricts to give an auto-
morphism of R[[T]]. In the present section we prove the same result except 
we do not assume that the Jacobson radical of R is equal to zero. Lemma (3.1) 
is a technical result which is motivated by the following example. 
EXAMPLE. Let R be the local ring k[[TI, T2]], where k is a field. Observe 
that nn (T1 + T2n)R = 0. However, T1 is an element of nn (T1 + T2nT1 )R. 
(3.1) LEMMA. Let R be a local noetherian normal domain. Lets, x be a regular 
R-sequence, and let b be an element of R. If nn (s + xnb)R is not equal to zero, 
then b is an element of (s)R. 
Proof. Suppose that r is not equal to zero and r is an element of 
nn (s + xnb)R. Let y be the element bjs in the quotient field of R. By induction 
on m we will show that rym is an element of (s + xnb)R for all nand for all m. 
The hypothesis gives the result for m = 0. Suppose that the result is true for m, 
we will show that it is true for m + I. The induction hypothesis gives that 
rym is an element of (s + xnb)R for all n. The ring Rj(s) is local; hence 
nn (s, xn)R is equal to the ideal (s)R. Thus rym is an element of (s)R. 
We fix an integer n. By the induction hypothesis there is an element z in R 
with 
(1) 
When we rewrite the preceding equation, we see that xn(bz) is equal to rym- sz; 
hence xn(bz) is an element of (s)R. The elements s, xn form a regular R-sequence; 
hence, zy, which is equal to zbjs, is an element of R. We multiply equation (1) 
by y, and conclude that rym+l is an element of (s + xnb)R for all n. The induction 
has been completed. In particular, rym is an element of R for all m. Thus, 
y is an element of the noetherian normal domain Rand b is an element of (s)R. 
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In Theorem (3.2) we extend part (c) of Lemma (2.2) forB equals R[[T]]. 
(3.2) THEOREM. Let R be a noetherian normal domain, letS be a multiplicative 
set of R, and let g be an element of S-1(R[[T]]). Assume that g is not an element 
of S-1R, and that I + rt is a unit of S-1(R[[T]]) for all r in R. Then g is an 
element of R[[T]]. 
Proof. We adopt the notation of (2.2). Thus g = (b0 + b1)/s where b0 is an 
element of R, b1 is a non-zero element of (T) R[[T]], and sis an element of S. 
Let S0 equal R\(0). Observe that every unit of S-1(R[[T]]) is a unit of 
S01(R[[T]]). Let the element r1 of R be a non-zero coefficient of b1 . Part (a) 
of (2.2) shows that r1 is an element of (s + b0)R. Thus, it will suffice to show 
that b0 is an element of ( s )R. By part (c) of ( 1.1) it will suffice to show that b0 
is an element of (s) Rp for all height one prime ideals P of R. 
Let P be a height one prime ideal of R. If P is a maximal ideal of R, then 
b0 is an element of (s) Rp by part (c) of (2.2). Thus, we assume that Pis not 
a maximal ideal of R. Let Q be a prime ideal of R of height two which contains P. 
Part b) of (1.1) furnishes an element x of Q such that s, x is a regular 
R 0 -sequence. 
Let n be a fixed integer. Part (a) of (2.2) applied to the element 7J = 
(xnb0 + xnb1)/s of S01(R[[T]]) yields that xnr1 is an element of (s + xnb0)R. 
Thus there is an element Zn in R such that zn(s + xnb0 ) = xnr1 • Since s, xn is 
a regular R 0 -sequence we have r1 is an element of (s + xnb0) R 0 for all n. 
Lemma (3.1) allows us to conclude that b0 is an element of (s) R0 . The ring 
R 0 is contained in the ring Rp. Thus b0 is an element of (s) Rp for all height 
one prime ideals P of R, and g is an element of R[[T]]. 
The proof of the following result is exactly the same as the proof of Theo-
rem (2.4). 
(3.3) THEOREM. Let R be a noetherian normal domain, and let S be any 
multiplicative set of R. If cp is an S-1R-algebra automorphism of S-1(R[[T]]), 
then the restriction of cp to R[[T]] is an R-algebra automorphism of R[[T]]. 
4. LOCALLY POWER SERIES ALGEBRAS OVER NORMAL DOMAINS 
Theorem (4.1) is the main theorem of this paper. 
( 4.1) THEOREM. Let R be a noetherian normal domain, and let A be an 
R-algebra. If Am is isomorphic to R[[T1 , ••• , T;]]m for all maximal ideals m of R, 
then A is isomorphic to R[[T1 , ••• , T;]]. 
Proof. Let n be a fixed maximal ideal of R, and let u0 be an R0 -algebra 
isomorphism from R[[T]]n to A0 • Let m be another maximal ideal of R, and 
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let u1 be an Rm-algebra isomorphism from R[[T]]m to Am . Let S 0 be R\(0). 
Theorem (3.3) guarantees that (S01(u1))-1 o S01(u0) may be restricted to give 
an R-algebra automorphism of R[[T]]. Thus, we may adjust u1 in order to 
assume that S01(u1) is equal to S0\u0). 
Each localization of A at a maximal ideal of R is a torsion free R-module; 
hence, A is a torsion free R-module and n Am is equal to A where the inter-
section is taken over the set of maximal ideals m of R. If g is an element of 
R[[T]], then Uo(g) is an element of n Am ; hence, Uo(g) is an element of A. 
Similarly, if a is an element of A, then u01(a) is an element of n R[[T]]m = 
R[[T]]. Thus u0 restricts to give an R-algebra isomorphism from R[[T]] to A. 
The proof of Theorem ( 4.2) is exactly the same as the preceding proof, 
except we must quote Theorem (2.4) in place of Theorem (3.3). 
( 4.2) THEOREM. Let B = Ilm>o B<m> be a normal noetherian domain. Assume 
that the Jacobson radical of B<0> is equal to zero or that the Krull dimension of B<0> 
is equal to one. Let A be a B<0>-algebra. If Am is isomorphic to Bm for all maximal 
ideals m of B<O>, then A is isomorphic to B. 
5. SEMINORMAL RINGS AND THE ExiSTENCE OF NoN-TRIVIAL LocALLY 
POWER SERIES ALGEBRAS 
We have seen that if R is a normal domain and A is a locally power series 
R-algebra then A is actually a formal power series algebra over R. In this 
section we show that the result is false if R is merely assumed to be a seminormal 
domain. 
Let k be a field, let a and u be polynomial variables, let b represent 1 - a, 
and let R be the ring k[a, u2, u-2, abu]. In this section T represents one power 
series variable. If I is an ideal of R, then the ring R[[ IT]] is the sub ring of 
R[[T]] consisting of all elements of the form L r;Ti where r; is an element of Ii 
for all i. Let I be the ideal of R generated by a2 and abu, and let A be the 
R-algebra R[[IT]]. 
It is straightforward to check that the Ra-algebra map from R[[T]]a to Aa 
which sends T to aT is an isomorphism. Similarly, the Rb-algebra map from 
R[[T]]b to Ab which sends T to auT is an isomorphism. The algebra A is a 
locally power series R-algebra since a plus b equals 1. 
(5.1) LEMMA. The R-algebra A is not a power series algebra over R. 
Proof. Dimension considerations show that if A is a power series algebra 
over R, then A is isomorphic to R[[T]]. Suppose there is an R-algebra iso-
morphism from R[[T]] to A which sends T to :L:o r;Ti. The element r0 is in 
the Jacobson radical of R and is therefore zero. In this case the ideal I is 
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generated by r1 . It is not difficult to see that Ia equals aRa and Ib equals auRb . 
Thus u is a product of the unit a-1r1 of Ra and the unit r11au of Rb. However, 
the units of Ra are of the form u0 = 01.u21arn where a is a unit of the field k and I 
and m are integers, and the units of Rb are of the form u1 = f1u2nbq where f1 is 
a unit of k and n and q are integers. Hence u can not be written as u0u1 where 
u0 is a unit of Ra and u1 is a unit of Rb . This contradiction proves that A is 
not a power series algebra over R. 
We now show that R is seminormal. A definition that is more general than 
(5.2) may be found in Traverso [4]. 
(5.2) DEFINITION. Let R be a reduced algebra essentially of finite type 
over a field. If the natural map from Pic(R) to Pic(R[X]) is an isomorphism 
whenever X is a finite collection of polynomial variables, then R is called 
seminormal. 
The following equivalence is proved by Hamann and Traverso in [2] and [4]. 
(5.3) THEOREM. Let R be a reduced algebra essentially of finite type over a 
field. Then the following two conditions are equivalent: 
(a) If xis an element of the total quotient ring of R such that x2 and x3 are 
elements of R, then x is an element of R. 
(b) The ring R is seminormal. 
Let C be the ring k[a, abu, u2]. IfF is an element of k[a, u] then Ffu2n is an 
element of R if and only ifF is an element of C. 
(5.4) LEMMA. Let F be an element of k[a, u] such that F3 is an element of C. 
Then F is an element of C. 
Proof. The result is clear if the characteristic of k is three, so we may assume 
that 3 is a unit of k. Suppose that F is not an element of C. Then either aF 
or bF is not an element of C. Suppose that bF is not an element of C. Write bF 
as L;~ofiui where eachfi is an element of (b) k[a]. Let m be the least odd integer 
such that fm is not an element of (a) k[a]. Write bF as f + f' where f' is an 
element of (ab) k[a, u] and f is equal to L;~zfiui where f 1 is not an element 
of (a) k[ a] and fi equals 0 if i is an odd integer and i < m. We conclude that f 3 
is an element of C since ( ab) k( a, u] is contained in C. Let g be the coefficient 
of u217 m in f 3• If 1 equals m then g = frn 3 ; if 1 < m, then g = 3fz'1rn. In either 
case, g is an element of the prime ideal (a) k[a] since f 3 is an element of C. 
This contradicts the fact that neither f 1 nor f rn is an element of (a) k[ a]. We 
conclude that F is an element of C. 
(5.5) THEOREM. The ring R is seminormal. 
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Proof. Let x be an element of the quotient field of R. Assume that x3 is 
an element of R. Thus x is an element of the integral closure of R. The integral 
closure of R is equal to k[a, u, u-1]; hence x can be written in the form Ffu2n 
where F is an element of k[a, u]. We conclude that F 3 is an element of C since 
x3 is an element of R. Lemma (5.4) shows that F is an element of C and x is 
an element of R. 
A classification of locally power series R-algebras over rings R which are 
not normal domains will appear in a future paper. 
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