Abstract. We present a new method for the solution of the box constrained variational inequality problem, BVIP for short. Basically, this method is a nonsmooth Newton method applied to a reformulation of BVIP as a system of nonsmooth equations involving the natural residual. The method is globalized by using the D-gap function. We show that the proposed algorithm is globally and fast locally convergent. Moreover, if the problem is described by an a ne function, the algorithm has a nite termination property. Numerical results for some large-scale variational inequality problems are reported.
Introduction
Let l and u be two n-dimensional vectors with components l i 2 IR f?1g and u i 2 IR f1g satisfying l i < u i , and denote by IB the nonempty and possibly in nite box l; u] := fx 2 IR n j l i x i u i ; i = 1; : : : ; ng. Then the box constrained variational inequality problem, BVIP for short, is to nd a vector x 2 IB such that F(x ) T (x ? x ) 0 8x 2 IB; (1) where F : IR n ! IR n is a given function, which we assume to be continuously di erentiable throughout this note. This problem is also called the mixed complementarity problem, see 3, 4] , where the reader may also nd a number of interesting applications of this problem.
Most of the existing methods for the solution of BVIP are based on a suitable reformulation of this problem as an optimization problem, as a system of nonlinear equations, or as a xed-point problem. We refer the interested reader to the recent paper 17] and the references therein. In particular, it is well-known that x solves BVIP if and only if it solves the nonlinear equation r(x) = 0;
where r : IR n ! IR n is the so-called natural residual of BVIP de ned by r(x) := x ? IB (x ? F(x));
where IB (z) denotes the Euclidean projection of a vector z on the set IB. Note that, thanks to the special structure of the box IB, the projection onto this set is trivial to compute. Indeed, this is one of the reasons why we restrict ourselves to BVIP rather than a more general variational inequality problem. The major idea underlying the algorithm to be presented in this paper is to solve BVIP by applying a Newton-type method to the nonlinear system (2) . Since this system is not di erentiable, we have to take a nonsmooth Newton method. However, it is not a trivial matter to globalize the nonsmooth Newton method.
The globalization we suggest is based on another reformulation of problem (1 where > 0 is any given parameter. Since the expression in the curly brackets is a strictly concave quadratic function in y, it has a unique maximizer, which we denote y (x). In fact, it is easy to see that this maximizer is given by y (x) = IB x ? 1 F(x) ! ; see 7] . Hence we can rewrite the regularized gap function as
Our globalization strategy is now based on the D-gap function g (x) := g (x) ? g (x); where 0 < < , i.e., the D-gap function is just the di erence of two regularized gap functions with di erent parameter values and . The D-gap function was rst introduced by Peng 14] and later studied in, e.g., 19, 18, 8, 12, 15] . The D-gap function has a number of nice properties; here, we only recall that g is continuously di erentiable and nonnegative on the whole space IR n , and that g (x ) = 0 if and only if x solves problem (1) . Hence it provides an unconstrained optimization reformulation min g (x); x 2 IR n ; of problem (1) .
Nevertheless, the direct minimization of g is di cult since it is once, but not twice continuously di erentiable. So we will use this function only to monitor convergence of the iterates generated by a nonsmooth Newton method applied to the nonlinear system (2).
The paper is organized as follows: In Section 2, we state some preliminary results concerning the relationship between the growth behaviour of the natural residual r and that of the D-gap function g . The algorithm along with brief convergence analysis is presented in Section 3. Preliminary numerical results on some large-scale problems are reported in Section 4. We conclude the paper with some remarks in Section 5.
We adopt the following notations. For an n n matrix A = (a ij ) and index sets ; , where rF(x) is the n n matrix with columns rF i (x); i = 1; : : : ; n.
Preliminaries
As announced in the introduction, the aim of this section is to provide a relationship between the growth behaviour of the natural residual r and that of the D-gap function g . We rst restate a result from Yamashita Basically, the proposed algorithm is a nonsmooth Newton method 16] applied to the system of semismooth equations (2) . Speci cally, the Newton direction is determined as a solution of the linear equation
where H k is an arbitrary element of @ B r(x k ).
To obtain an explicit representation of @ B r(x), we introduce the following three index sets: 
where := n denotes the complement of in . By exploiting this special structure of H, the Newton equation (3) can be written in the following reduced form:
with = (x k ); = (x k ) and = (x k ).
The proposed algorithm uses the D-gap function to control the iterates generated by the Newton method. More precisely, we rst try to accept the full step computed by the Newton equation (3). If this is not possible, we still try to accept the Newton direction. If this direction satis es a su cient descent condition, we accept it as a search direction used in the Armijo line search; otherwise, we switch to a steepest descent step.
The following is a precise description of the algorithm. 
(S.4) Set x k+1 := x k + t k d k ; k k + 1; and go to (S.1). Throughout this section, we assume that the termination parameter " is equal to 0 and that Algorithm 3.2 generates an in nite sequence fx k g.
An immediate consequence of the statement of Algorithm 3.2 is the fact that this method is well-de ned for arbitrary BVIP as long as the function F is continuously di erentiable.
The following convergence analysis borrows a number of ideas from some related papers. Our analysis will therefore be relatively short since we usually refer to these papers if the proofs are similar to existing ones.
For example, the global convergence result in the next theorem can be shown in exactly the same way as in 2] (see also Section 5.1 in 11]). To establish a fast local convergence property of the algorithm, we rst need a preliminary result. We recall that a solution x of BVIP is said to be b-regular if the submatrices F 0 (x )] ; with = (x ) and = (x ), are nonsingular for all index sets such that ;
. With this concept, we can prove the following nonsingularity result. Proof. Observe that an arbitrary member H in @ B r(x ) can be represented as (4) with = (x ), = (x ) and ;
. Hence H is nonsingular if and only if the submatrix F 0 (x )] ; is nonsingular; the latter readily follows from the very de nition of a b-regular solution. 2
Using the previous results, we can now prove the following local convergence results in the same way as in 2] (again, see also 11]). We stress, however, that the proof is based on the fact that the squared natural residual has the same growth behaviour as the D-gap function, see Proposition 2.3. In the following, we suppose that the parameters and involved in the de nition of the D-gap function g satisfy 0 < < 1 < . Theorem 3.5 Let fx k g be a sequence generated by Algorithm 3.2. Assume that x is an accumulation point of fx k g such that x is a b-regular solution of BVIP. Then (a) the entire sequence fx k g converges to x ; (b) the search direction d k is eventually computed from the Newton equation (3); (c) the test in Step (S.2) (b) is eventually accepted so that t k = 1 for all k su ciently large; (d) the rate of convergence is Q-superlinear; (e) if, in addition, F 0 is locally Lipschitzian, then the rate of convergence is Q-quadratic. Finally we mention a nite termination property of the algorithm. The proof of this result can be carried out along the same lines as in 6] for the nonlinear complementarity problem. In particular, the proof heavily exploits the fact that the natural residual is piecewise smooth. Theorem 3.6 Let x be a b-regular solution of BVIP and F be an a ne mapping. Then there is a neighbourhood of x such that, whenever an iterate x k belongs to this neighbourhood, the next iterate x k+1 generated by Algorithm 3.2 is equal to the solution x .
Preliminary Numerical Results
We implemented Algorithm 3.2 in a straightforward way using MATLAB 5.0 and tested it on a SUN SPARC 20 station on all large-scale problems from the MCPLIB test problem collection by Dirkse and Ferris 4] . In our numerical experiments, we replaced the standard Armijo rule in Step (S.3) of Algorithm 3.2 by a nonmonotone Armijo-rule 10]. We terminate the algorithm if kr(x k )k " holds for an iterate x k .
The implementation uses the following parameters: = 0:9; = 1:1; = 10 ?8 ; = 0:5; = 10 ?4 ; p = 2:1; = 0:9; " = 10 ?6 : We report the results in Table 1 number of gradient (steepest descent) steps. We feel that the algorithm performs quite e ectively on these large-scale problems. In particular, the number of iterations is pretty small for all test problems. Since we solve at each iteration just a system of linear equations, which, in fact, is of reduced dimension thanks to the special structure of the mapping r, the method seems to be very e cient.
On the other hand, we admit that the algorithm does not seem to be as robust as some other existing ones. In fact, when tested on smaller problems from MCPLIB, the algorithm sometimes converged to a mere local minimizer of the D-gap function. If, however, the conditions for global convergence are satis ed, the algorithm is expected to work quite well. This may be supported by our numerical experience since most of the large-scale problems in MCPLIB seem to satisfy those conditions.
Final Remarks
In this paper, we proposed a new algorithm for the solution of box constrained variational inequality problems (BVIP). The algorithm is a nonsmooth Newton-type method that is based on a reformulation of BVIP as a system of nonlinear equations and is endowed with a global convergence property by using the D-gap function.
The D-gap function is by no means the only choice for globalizing the algorithm. In fact, whenever we have a di erentiable unconstrained minimization reformulation of BVIP, say min (x);
x 2 IR n ; with a function : IR n ! IR such that has the same growth behaviour as the natural residual squared, i.e., such that a relationship like the one established in Proposition 2.3 holds, all convergence results remain valid even if we replace the D-gap function g everywhere by the function . Proper choice of may actually improve the performance of Algorithm 3.2. This is an interesting topic for future research.
Finally, we mention that it seems possible to extend the results obtained in this paper to the general variational inequality problem where the feasible set is described by a general closed convex set. In fact, all results in Section 2 hold for the general problem, as well as most of the results in Section 3. The main problem with the general variational inequality problem is the calculation of the B-subdi erential of the projection operator on a convex set. One possibility would be to use the approximation scheme described in the paper 18] by Sun, Fukushima and Qi. We leave this also as a future research topic.
