Abstract: This paper describes the reconstruction of postflight trajectories of suborbital free flying units by using logged GPS raw data. We took the reconstruction as a global least squares optimization problem, using both the pseudo-range and Doppler observables, and solved it by using the trust-region-reflective algorithm, which enabled navigational solutions of high accuracy. The code tracking was implemented with a large number of correlators and least squares curve fitting, in order to improve the precision of the code start times, while a more conventional phased lock loop was used for Doppler tracking. We proposed a weighting scheme to account for fast signal strength variation due to free-flier fast rotation, and a penalty for jerk to achieve a smooth solution. We applied these methods to flight data of two suborbital free flying units launched on REXUS 12 sounding rocket, reconstructing the trajectory, receiver clock error and wind up rates. The trajectory exhibits a parabola with the apogee around 80 km, and the velocity profile shows the details of payload wobbling. The wind up rates obtained match the measurements from onboard angular rate sensors.
Introduction
Trajectory reconstruction using recorded raw GPS data is a useful approach in a number of possible scenarios not requiring real-time positioning. Its advantages over the real time methods include higher achievable accuracy, no start up time (either cold or warm), temporal separation of the computational effort from data acquisition, etc. The higher accuracy is achievable in postflight analysis due to the availability of more precise ephemerides. Using navigation products and the iterative analysis allows to analyze even short intervals of data. Low cost GPS data loggers can be used, employing the processing power of large computers for subsequent analysis.
A particular application which would benefit from postflight trajectory reconstruction is given by sounding rocket experiments. Suborbital probes used for atmospheric or ionospheric research have a flight time of just a few minutes, making the delay of cold or even warm start not acceptable. The payloads are often subject to fast spinning or tumbling, resulting in rapid variations of signal quality, up to complete signal dropouts.
Typical space GPS applications focus on precise determination of satellite orbits, e.g. [1, 2] , which typically relies on the known orbit dynamics. Most of the terrestrial applications real time navigation, with few exceptions where post-processing is used to achieve higher precision, e.g. [3] .
One classical method for GPS solutions is to linearize pseudorange equations and use a gradient technique, iterating the solution process until it is satisfactorily converged. This kind of solutions is known as Recursive Least Squares (RLS) algorithms [4, 5] . Weighted least squares method is used to improve the precision of positions, e.g. in [6] a weighted dilution of precision (WDOP) was calculated by assigning different weights to visible GNSS satellites depending on their elevation angles. Since the Doppler shifts have much better availability, a weighted least squares (WLS) problem was established by using code pseudoranges and Doppler shifts as observations in [7] . Using carrier phases for higher precision is proposed in [8] , where a RLS method using pseudoranges and carrier phases as observations and seven variance estimation methods for weighting observations were presented. Typically, least squares methods are applied for instantaneous solution.
In this paper, we propose a global optimisation approach for trajectory reconstruction of suborbital probes using the weighted least mean squares method. First, the details of the experiment are presented, followed by de-scription of methods: the GPS software receiver implementation, and the formulation of the weighted least mean squares problem. The results of the tracking and flight trajectory reconstruction are presented, followed by a discussion of the performance of the methods.
RAIN sounding rocket experiment
We developed a post-flight trajectory reconstruction method, and applied it to flight data from the RAIN, launched from the Swedish Space Corporation's Esrange Space Center (Northern Sweden, 21.083°E, 67.891°N) November 16th, 2012 at 11:45 UT onboard REXUS12 sounding rocket. The objective of the experiment was to perform multi-point aerosol collection in the middle atmosphere [9] .
Two atmospheric probes, or Free Flying Units (FFUs), with names of FFU C and FFU E, were ejected at an altitude of 57 km and followed a ballistic trajectory to an apogee altitude of 79 km. As the FFUs descended, they collected aerosol particles by exposing collection samples over varying altitude ranges. The FFUs had a cylinder shape (D = 116 mm, H = 108 mm, m = 1 kg), housing a parachute-based recovery system, see Fig. 1 .
We determined the exposure altitudes of the samples using a GPS unit with an antenna underneath the parachute and the payload lid. Rapid signal quality variations due to expected rotation of the FFUs, and requirement to reconstruct the entire trajectory starting with the ejection, called for a post-processing based solution.
The FFUs recorded bandpass sampled, unprocessed GPS signals to a flash memory. The GPS unit consisted of a WS3914 active antenna [10] , and a Maxim MAX2769 RF front-end [11] , controlled by a field programmable gate array (FPGA). The mixer was set up as a single conversion, low intermediate frequency (IF), in-phase/ quadrature-architecture (IQ) controlled by a fractional -N frequency synthesizer. A low side injection resulted in an IF of 2.048 MHz. The IQ-signal was then fed through a polyphase bandpass filter with a two sided 3 dB bandwidth of 2.5 MHz that was centered at the IF, followed by an amplifier with automatic gain control. The I channel was sampled at 8.192 MHz with a resolution of two bits (sign and magnitude). The cascade noise was 1.6 dB.
The software receiver used was similar to a conventional real-time hardware receiver with integrated frontend and the software to provide navigation solution [4] . Novel features are the use of a large number of correlators and least squares curve fitting for code tracking and a navigational solution formulated as a least squares problem.
Methods
The software receiver consisted of modules of acquisition, tracking and solving. The tracking module included code tracking which was featured with usage of a number of correlators and the least squares fitting, as well as carrier tracking. We solved for the navigational solution as a least squares problem. In the cost function, we utilized observations of pseudoranges, Doppler frequency shifts and highorder (2nd, 3rd) derivatives of variables to be solved for.
The software receiver made use of the International GNSS Service (IGS) ephemerides, clock, antenna and ionosphere products [12] [13] [14] [15] . The ephemeris and ionosphere data related were downloaded on website ftp://cddis.gsfc.nasa.gov/gps/products/. The method suggested by [16] was used for ephemeris and clock interpolation.
Acquisition and tracking
Acquisition started with an FFT-based correlation algorithm that estimated the delay of the first C/A code in the recording, and the carrier Doppler frequency shift. The software receiver used these values to initialize the tracking loop. Figure 2 shows an overview of the signal tracking flow.
The incoming signal was mixed with a complex carrier replica and the resultant signal went into a bank of 2K + 1 correlators. The software receiver fed the predicted code delay into these correlators. It also curve fitted the output of the correlator bank with an idealized C/A code autocor- 
( 1) with delay τ, amplitude a, code delay d, phase angle ϕ and full width k = 2 chip. Specifically, the software receiver used the LevenbergMarquardt algorithm [17] in the least squares fitting. Figure 3 shows improvement of the accuracy of the code delay by the least squares fitting. The example shown is randomly selected, from FFU C data for a correlation with satellite 26 code, at 46 dB CN 0 . The number of correlators used was 29. I-channel and Q-channel are are in-phase and quadrature signals of the carrier, respectively. Ideally, the signal power should be located in the I part of the signal, as the C/A code is only modulated onto that, which explains their relative amplitude in the figure. The amplitude, the phase and the code delay in Eq. 1 were optimized. Their initial values were determined by the maximum relative amplitude of the blue curve. The top point of the green curve shows the optimized code delay. It is converted into the code start time afterwards.
The software receiver used the phase error from the fit to adjust the carrier replica frequency, via a phase locked loop (PLL). The PLL used external aiding from ephemerides files and data on motion of the antenna. The software receiver optimized the bandwidth of the PLL based on expected dynamics and signal quality, as suggested by [18] . It predicted the next code delay using a delay locked loop (DLL), aided by the PLL. If the coherent integration time used by the correlators is longer than one C/A code (i.e. 1 ms), the correlators would sometimes straddle bit transitions. This was handled by first synchronizing the software receiver with the bit transitions. When a bit flip might occur, the software receiver tested correlators that matched both cases on the transitions, until one of the cases shows a significantly larger correlation. Then the software receiver only used that correlator for the rest of the bit transition.
Least squares formulation
The tracking process generated a set of four observations each millisecond: code delay, carrier Doppler, signal amplitude and carrier phase. The carrier phase data contained the navigation data messages, which were used to derive signal transmitting times, and to calculate pseudoranges.
To compute a navigation solution, we must know the pseudoranges with respect to different satellites at the same receiver time vector. However, actually we knew the pseudoranges at different receiver time vectors, i.e. the code delays. First the software receiver generated a regularly spaced time vector t sol = t 0 + [0, ΔT, 2ΔT, ..., (N − 1)ΔT], which is the timeline of solutions, with a resolution of ΔT. Then the software receiver resampled the pseudoranges onto t sol , using a linear local regression. The software receiver resampled the carrier Doppler by using the same linear local regression method.
Observation equations
The software receiver included a series of corrections for pseudoranges. It corrected the satellite (SV) clock errors, since IGS provides precise estimates of satellite clock offset data in GPS system time. Ionospheric path delays and differential code biases were corrected by the software receiver. The ionospheric path delays were calculated from IGS Total Electron Content (TEC) maps as described in [19] by interpolating the TEC maps using the third method suggested in [20] . The differential code biases were removed from pseudorange observations, as IGS products were generated using an ionosphere free L1-L2 combination. In addition, it corrected satellite antenna phase center offsets (IGS ephemerides refer to center of mass of satellites) [12, 14] . Finally, it corrected the pseudoranges for the relativistic effect [21] [22] [23] (which were not included in the IGS clock effects).
The pseudorange observation equation is
where ρ 
The solution should also conform to the velocity observations that can be derived from the carrier Doppler. The velocity equation is the derivative of the range equation, plus a term ω for the phase wind up rate [24] −f
where f i k is the carrier Doppler shift of the k:th satellite at observation i, v i k is the satellite's velocity and v i is the antenna's velocity. The wind up rate is due to rotation of the antenna. The GPS carrier is circularly polarized, and the antenna measures the phase of the carrier relative to its own phase plane. If the antenna is rotating, it will "wind up" the carrier phase, resulting in an apparent Doppler shift. This results in code-carrier divergence. Additionally, we applied the SV clock error correction to the Doppler shift. We neglected all the ionospheric delays in the velocity observation equation, as we assumed that they varied too slowly to have significant effects. We took the antenna's velocity as the finite difference in position
The finite difference of the clock error took the place of the oscillator frequency error
Let the velocity observation residual be κ i k ,
We assigned weights to all pseudoranges and Doppler observations in the same way, and used them later in the cost function. That is,
where w i k is the weight of the i:th observation for the k:th satellite, A i k is the amplitude of the signal and A is a threshold. The purpose of the threshold (which may be different for pseudorange and Doppler) was to exclude unreliable observations. To exclude invalid observations that may occasionally exceed the threshold, the software receiver set zero to the weights in a range of R milliseconds around any observation with amplitude below A.
Cost function
Apart from minimizing the residuals of the pseudorange Eq. 3 and the velocities Eq. 7, it was desirable to have some ways of smoothing the resulting navigational solution, mainly to get acceleration data that was "clean" enough for further analysis. The software receiver implemented the smoothing through a penalization of the jerk, which was the 3rd derivative of the position of the receiver antenna, i.e. the derivative of the acceleration,
The penalty term added to the cost function was
where λ is a tuning parameter, which determines the degree of penalization. On top of that, the wind up rate and the oscillator frequency error were also very noisy. As a result, we also considered the 2nd derivative of the wind up rate
The corresponding penalty term in the cost function,
where α is a tuning parameter also Additionally, we took the 3rd derivative of the receiver's clock 
then the corresponding penalty term was,
where β is a tuning parameter for the clock error. We formulated the navigational problem as a least squares optimization problem, for which the cost function included 5 terms, the pseudorange residual, the Doppler residual, as well as the penalization for the jerk, the wind up rate and the clock error were positive weights, set proportionally to the weight of the given observation, but normalized such that
We performed the optimization over the position vector x i , the clock error δ i t and the wind up rate ω i . The satellite coordinates were given in the non-inertial EarthCentered, Earth-Fixed (ECEF) reference frame, which is WGS84 coordinate System. In a non-inertial frame, signals would be affected by the Sagnac effect [21, 23] . To avoid this, the software receiver converted the satellite positions to an Earth-Centered, Inertial frame that coincided with the ECEF frame at the time of signal reception. This was done by rotating the satellite's ECEF coordinates backwards by the Earth's rotation during the signal transit time.
Except for this back rotation, all the residuals were easily differentiable, so the software receiver could calculate an analytical Jacobian for the residuals. With the aid of the Jacobian, the software receiver used the trust-regionreflective algorithm to iterate towards a local minimum of the least squares problem [25, 26] . The change in antenna positions was generally very small between iterations of the optimization algorithm and did not introduce convergence issues. As the change in the ionospheric path delay depended on the antenna position, it was also very small. Hence, the ionospheric path delay was not updated after initial convergence. To improve convergence, the software receiver computed solutions first for a coarse optimization problem, which only optimized the pseudorange residuals, as well as the penalties of the jerk and the clock error. After solutions to that problem had converged, the software receiver interpolated the solutions to the coarse problem and used them as a starting point for the full optimization problem.
Results
We processed GPS flight data for two FFUs using the GPS software receiver for acquisition and tracking of visible satellites. Table 1 shows important parameters for the GPS solution. The initial position was the same as the launch location. The initial velocity, the clock error, as well as the wind up rate were set to zero. 
Tracking
The GPS data were collected by two FFUs, FFU C and FFU E. To describe the signal quality, two parameters SNR and CN 0 are used. SNR is the Signal to Noise Ratio, CN 0 means Carrier to Noise Density, CN 0 = SNR − (10 log (Fs · COH INT TIME)
+ CORR LOSS) + 10 log IF BANDWIDTH (17) where Fs=8.192 × 10 6 is the sampling rate of the GPS signal, COH INT TIME is the coherent integration time, CORR LOSS=0 is the correlation loss, IF BANDWIDTH=2.5 × 10 6 is the Intermediate Frequency filter bandwidth. Figure 4 shows the quality of the received signal for both FFUs, smoothed over 1 sec. Different colors corresponded to different satellites. Regarding FFU C, satellites 3 6 7 8 15 16 18 19 21 22 26 30 were visible. To show satellites clearly, only six satellites are plotted in Fig.4(a) . As to FFU E, the software receiver tracked satellites 3 6 7 16 18 19 21 22. Similarly, six satellites are plotted in Fig. 4(b) . In both cases, the first 120 sec after ejection from the rocket were a parabolic flight, followed by reentry and subsonic descent. At around 220 sec, FFU C started to tumble. Finally, the parachutes deployed, seen as a large increase in signal quality. FFU E had a similar trend, but had significantly weaker reception than FFU C, presumably due to one of FFU E's parachute's metal shackles being on top of the GPS antenna, interfering with reception. We used a coherent integration time of 8 ms for FFU C, while 5 ms was used for FFU E, and used 29 correlators. In principle, the longer the coherent integration time was, the stronger the signal was, with a cost that the longer time the post processing took. However, in practice, a longer integration time was not able to improve the signal strength obviously. The main problem for tracking was spinning of the FFU. Since the antenna on the FFU was mounted at an offset from the axis of rotation, the spinning introduced an apparent acceleration. According to the onboard angular rate sensor, the FFU spinned around its xaxis at about 1.8 Hz, which resulted in an acceleration of 10 m/s 2 for the antanna. It was also wobbling. The spinning did not force any re-aquisitions, and the PLL maintained tracking. Later into the flight, the FFU started to tumble, and the PLL had difficulties in keeping up. Just before the parachute was deployed, the apparent acceleration approached 40 m/s 2 . Figure 5 shows the phase tracking error for a short time period during flight above the atmosphere and during the rapid tumbling after the re-entry. The numbers in the legend are the corresponding average phase error. For the rapid tumbling, there is a clear cyclic pattern in the phase error history, as the PLL is trying to keep up with the rapidly varying carrier Doppler shift. Despite these variations and short signal outages, the PLL does not lose tracking completely.
Navigation solution
Figures 6 and 7 show flight profiles for both FFUs. The blue curves illustrate solutions of FFU C, while the red curves plot solutions of FFU E. The data cover 474 sec and the solution resolution is 1000 points per second. We projected positions and velocities along local east/west and north/south directions relative to the launch site. From Fig. 6 and 7, we can see that the two FFUs had similar trajectories and velocities. At around 71 sec, they reached the apogee of 79 km approximately. At about 157 sec, they began to decrease vertical speeds, which meant the aerodynamic drag starts to be greater than the gravity force. The steep decreases of the vertical velocities around 300 sec for FFU C and around 250 sec for FFU E, indicate deployment of parachutes, which agree with the variation of sig- nal strength. Note that there are no sharp decreases on horizontal velocities, since the FFUs had very small horizontal velocities with respect to the air flow, thus the horizontal drag caused by the parachutes was very small also.
We computed the positioning solutions with a high degree of jerk penalization (λ = 1000) to get smooth acceleration data. Figure 8 shows a short segment of velocity data in the east/west direction during FFU C's vacuum flight and tumbling flight. The left graph exhibits the vacuum flight, while the reight one is for the tumbling flight. This figure and Fig. 7 show how the GPS software is able to resolve fine details, with the rapid motion introduced by the spinning and wobbling being clearly visible.
Discussion
In summary, we have presented a global optimization method using a low cost GPS front-end for postflight trajectory reconstruction for suborbital free-flyers. We have tested the method by applying it to data from a sounding rocket flight, successfully reconstructing dynamic trajectories with a high level of precision. Based on the GPS solutions, we can calculate the accelerations and the wind up rates, which match the measurements of angular rate sensors, we can use the GPS solutions to supplement these sensors, especially, when the sensors saturate.
The wind up rate acceleration had a penalization value of 0.2. Figure 9 shows a comparison between the GPS software derived wind up rates and the x-axis spin rates measured by the onboard angular rate sensor. As the angular rate sensor saturates at around ±7 Hz, data are saturated in certain ranges. The generally good agreement, especially for FFU C, confirms that GPS can retrieve spin rates, as suggested by [27] . Data from the onboard angular rate sensor could be used to constrain the wind up. Figure 10 shows the pseudorange residuals. The residuals seem to have a bias (non-zero mean). Close inspection of the pseudorange residuals suggests that the weighting scheme used might be problematic. Since the weight of an observation decreases when the signal quality decreases, there is a risk that the solution is "dragged around" by these biases when the spinning introduces signal quality variations. That is, the same pseudorange observations result in different position solutions, depending on the relative signal qualities.
As for the effect of parameters in the least squares formulation, setting the parameters that control the weighting w, the rejection threshold A and the exclusion range R, is a matter of ensuring that unreliable observations are rejected without losing too many reliable observations. For the code delays, this means to exclude observations where the signal strength is too low to perform reliable curve fitting. For the Doppler observations, this means to exclude observations where the PLL is not tracking.
Since the curve fitting is used to measure the code delays directly, instead of relying on the output of the DLL, the process is essentially memoryless with respect to small errors in the DLL's tracking. Thus code delay observations can be used almost immediately after a signal dropout. The Doppler observations on the other hand are taken from the PLL, which is not memoryless. After a signal dropout, the PLL needs some time to lock on to the carrier again. Thus the exclusion range needs to be larger for the Doppler observations, compared to the code delay observations.
The choice of jerk penalization is a trade-off between getting smooth velocity data and resolving high accelerations. This trade-off can be seen in Fig. 8 . In the vacuum flight, the computed velocity is smooth because of the small acceleration; by contrast, in the tumbling flight, the velocity varies dramatically, due to very high antenna acceleration.
