Abstract-3D point cloud-a new signal representation of volumetric objects-is a discrete collection of triples marking exterior object surface locations in 3D space. Conventional imperfect acquisition processes of 3D point cloud-e.g., stereomatching from multiple viewpoint images or depth data acquired directly from active light sensors-imply non-negligible noise in the data. In this paper, we extend a previously proposed lowdimensional manifold model for the image patches to surface patches in the point cloud, and seek self-similar patches to denoise them simultaneously using the patch manifold prior. Due to discrete observations of the patches on the manifold, we approximate the manifold dimension computation defined in the continuous domain with a patch-based graph Laplacian regularizer, and propose a new discrete patch distance measure to quantify the similarity between two same-sized surface patches for graph construction that is robust to noise. We show that our graph Laplacian regularizer leads to speedy implementation and has desirable numerical stability properties given its natural graph spectral interpretation. Extensive simulation results show that our proposed denoising scheme outperforms state-of-the-art methods in objective metrics and better preserves visually salient structural features like edges.
extensively studied in recent years to recover a 3D model from images or videos, where the typical output format is the point cloud [3] . However, in either case, the output point cloud is inherently noisy [4] , which has led to numerous approaches for point cloud denoising [5] [6] [7] [8] .
Moving least squares (MLS)-based [9] , [10] and locally optimal projection (LOP)-based methods [11] , [12] are two major categories of point cloud denoising approaches, but are often criticized for over-smoothing [7] , [8] due to the use of local operators. Sparsity-based methods, based on the local planarity assumption, are optimized towards a sparse representation of certain geometric features such as surface normals [7] , [13] and point deviations from local reference plane [6] . They were reported to provide state-of-the-art performance [14] . However, at high noise levels, the inaccurate estimation for normal or the local plane can lead to oversmoothing or over-sharpening [6] , [7] .
Non-local methods generalize the non-local means [15] and BM3D [16] image denoising algorithms to point cloud denoising, and are shown to better preserve fine shape features under high level of noise. The approaches in [17] , [18] extend the non-local means denoising approach to point clouds and adaptively filter the points in an edge preserving manner. Reference [5] is inspired by BM3D and exploits the inherent self-similarity between surface patches to preserve structural details, but the computational complexity is too high to be practical. A more recent method in [19] also utilizes the patch self-similarity and denoises the local patches based on dictionary learning.
Utilizing an assumed self-similarity characteristic in images has long been a popular strategy in image processing [15] , [16] . Extending on these earlier works, a more recent work [20] proposed the low-dimensional manifold model (LDMM) for image processing, assuming that similar image patches are samples of a low-dimensional manifold in highdimensional space. The assumption is verified in various image processing applications [21] , [22] . In LDMM, the manifold dimension is used for regularization to recover the image, achieving state-of-the-art results in various inverse imaging applications, e.g., denoising, inpainting, superresolution, etc.
Inspired by LDMM [20] , we exploit self-similarity of the surface patches by assuming that the surface patches in the point cloud lie on a manifold of low dimension. However, the extension of LDMM from images to point clouds is nontrivial. First, the computation of manifold dimension requires a well-defined coordinate function in [20] , i.e., the extrinsic coordinates of points on the manifold, which is straightforward for image patches but not for surface patches due to the irregular structure of point clouds. Moreover, the point integral method (PIM) for solving the dimension optimization in [20] is of high complexity. In the outer loop, the manifold and the image are iteratively updated, while in the inner loop, the coordinate function and pixel values are updated until convergence. Since the linear systems for updating coordinate function are asymmetric due to the constraints enforced by PIM, a large number of iterations is required to reach convergence, leading to high computational cost [23] .
To address the two issues above, we approximate the patch-manifold dimension defined in continuous domain with a discrete patch-based graph Laplacian regularizer (GLR). Specifically, the main contributions of our work are as follows:
1) By adopting the LDMM, we exploit the surface selfsimilarity characteristic and simultaneously denoise similar patches to better preserve sharp features; 2) By approximating the computation of the manifold dimension with GLR, we avoid explicitly defining the manifold coordinate functions and enable the LDMM to extend to the point cloud setting; 3) By using GLR, the implementation is accelerated with a reduced number of iterations thanks to the symmetric structure of the graph Laplacian matrix; 4) Our GLR is shown to provide a graph spectral interpretation and is guaranteed numerical stability via eigenanalysis in the graph spectral domain [24] ; 5) An efficient similarity measure for discrete k-pixel patch pairs is designed for graph construction that is robust to noise. Extensive simulation results show that our proposed method outperforms the state-of-the-art methods in objective metrics and better preserves visually salient features like edges.
The rest of the paper is organized as follows. Section II overviews some existing works. Section III defines the patch manifold associated with the 3D point cloud. Section IV formulates the denoising problem by describing how the manifold dimension is computed and approximated with the graph Laplacian regularizer. The algorithm implementation is discussed in Section V with graph spectral analysis to interpret the algorithm and a numerical stability analysis. Finally, Section VI and Section VII presents experimental results and concludes the paper respectively.
II. RELATED WORK
Previous point cloud denoising works can be classified into four categories: moving least squares (MLS)-based methods, locally optimal projection (LOP)-based methods, sparsitybased methods, and non-local similarity-based methods.
A. MLS-Based Methods
MLS-based methods approximate a smooth surface from the input samples and project the points to the resulting surface. To construct the surface, the method in [25] first finds the local reference domain for each point that best fits its neighboring points in terms of MLS, then defines a function based on the reference domain by fitting a polynomial function to neighboring data.
Several extensions, which address the unstable reconstruction problem in the case of high curvature, e.g., algebraic point set surfaces (APSS) [9] and its variant in [26] , or preserve the shape features, e.g., robust MLS (RMLS) [27] and robust implicit MLS (RIMLS) [10] , have also been proposed. These methods can robustly generate a smooth surface from extremely noisy input, but are often criticized for oversmoothing [7] , [8] .
B. LOP-Based Methods
Unlike MLS-based methods, LOP-based methods do not compute explicit parameters for the surface. For example, LOP method in [11] outputs a set of points that represent the underlying surface while enforcing a uniform distribution over the point cloud with a repulse term in the optimization. Its modifications include weighted LOP (WLOP) [28] , which provides a more uniformly distributed output by adapting the repulse term to the local density, and anisotropic WLOP (AWLOP) [12] , which preserves sharp features by modifying WLOP to use an anisotropic weighting function. LOP-based methods also suffer from over-smoothing due to the use of local operators, or generate extra features caused by noise [7] , [8] .
C. Sparsity-Based Methods
Sparsity-based methods are based on a local planarity assumption and optimize for sparse representations of certain geometric features. Methods based on the sparsity of surface normals would first obtain a sparse reconstruction of the surface normals by solving a global minimization problem with l 1 [13] or l 0 [7] regularization, then update the point positions with the surface normals by solving another global minimization problem based on the locally planar assumption. A more recent method called Moving Robust Principal Components Analysis (MRPCA) [6] uses l 1 minimization of the point deviations from the local reference plane to preserve sharp features. Sparsity-based approaches are reported to achieve the state-of-the-art performance [14] , though at a high level of noise, the estimation of normal or local plane can be so poor that it leads to over-smoothing or over-sharpening [7] .
D. Non-Local Methods
Non-local methods are widely adopted in image denoising [29] , [30] . Non-local methods generalize the notion of non-local self-similarity in the non-local means [15] and BM3D [16] image denoising algorithms to point cloud denoising, and are shown to better preserve structural features under high level of noise.
Due to the lack of regular structure in a point cloud, extending non-local image denoising schemes to point cloud is difficult. Reference [17] utilizes curvature-based similarity to perform non-local filtering, so that the filtering considers the neighborhood geometry structure and better preserves fine shape features. Reference [18] proposes to use the polynomial coefficients of the local MLS surface as neighborhood descriptors to compute point similarity.
Inspired by the BM3D algorithm, [5] exploits self-similarity among surface patches in the point cloud and outperforms the non-local means methods. However, the computational complexity is typically too high to be practical, taking a few hours for a point cloud of size 15,000 as reported in [5] . A more recent method in [19] also utilizes patch self-similarity by representing the patches using a low-rank dictionary. This is achieved via low-rank factorization of the patch matrix. The method is called LR for short in the sequel.
Our method belongs to the fourth category, the non-local methods. Similar to [5] , [19] , we also utilize the self-similarity among patches via the low-dimensional manifold prior [20] . However, the original PIM for manifold dimension minimization in [20] is not applicable to the point cloud setting due to the lack of regular structure of surface patches to define coordinate functions. Even if the coordinate functions are provided, PIM is time-consuming because the linear systems derived from PIM are asymmetric and inefficient to solve. In contrast, thanks to GLR, our approach eliminates the need for coordinate functions and can be efficiently implemented, outperforming existing schemes with better feature preservation.
LR [19] and the proposed method both seek to find a lowdimensional space to represent the patches but expressed in different mathematical priors. LR approximates the patches as a linear combination of dictionary atoms with a much smaller number than the original patch size. In contrast, in the proposed method patches are considered samples on a manifold with a dimension much lower than its Euclidean space dimension, assuming patch smoothness. Moreover, during implementation, LR requires a grid-like data kernel for the patches to obtain a patch matrix, using which matrix factorization is performed. However, projecting patches to a regular grid entails rounding, which leads to loss of original fine structure and over-smoothing. In contrast, our approach does not enforce any change to the irregular structure of the point cloud, thus can better preserve the structural details.
In [23] , PIM is approximated with the weighted nonlocal graph Laplacian (WNLL) to reduce computational complexity. The WNLL also preserves the symmetry of the linear systems with a graph Laplacian to speed up the implementation, but the Laplacian matrix is derived from the Laplace-Beltrami equation in PIM thus different from our GLR. Nevertheless, similar to PIM, the WNLL approach is designed for image restoration and solves each coordinate function separately, thus cannot be directly applicable to point clouds.
III. PATCH MANIFOLD
We first define the notion of patch manifold given a point
, v i ∈ R 3 , which is a (roughly uniform) discrete sampling of a 2D surface of a 3D object. Let V = [v 1 , . . . , v N ] ∈ R N×3 be the position matrix for the point cloud. Noise-corrupted V can be simply modeled as:
where U contains the true 3D positions, E is a zero-mean signal-independent noise (we assume Gaussian noise in our experiments), and U, E ∈ R N×3 . To recover the true position U, we consider the low-dimensional manifold model prior (LDMM) [20] as a regularization term for this ill-posed problem.
A. Surface Patch
We first define a surface patch in a point cloud. We select a subset of M points from V as the patch centers, i.e., {c m } M m=1 ⊂ V. Then, patch p m centered at a given center c m is defined as the set of k nearest neighbors of c m in V, in terms of Euclidean distance.
The union of the patches should cover the whole point cloud, i.e., M m=1 p m = V. There can be different choices of patch centers, and the degree of freedom can be used to trade off computation cost and denoising performance. Let p m ∈ R 3k be the patch coordinates, composed of the k points in p m .
B. Patch Manifold
Here we adopt the basic assumption in [20] that the patches sample a low-dimensional smooth manifold embedded in R 3k , which is called the patch manifold M(U) associated with the point cloud U. In order to evaluate similarity among patches, we first need to align the patches; i.e., the coordinates p m should be translated with respect to c m , so that c m lies on the origin (0, 0, 0). Hereafter we set {p m } M m=1 to be the translated coordinates.
C. Low Dimensional Patch Manifold Prior
The LDMM prior assumes that the solution contains patches that minimize the patch manifold dimension. We can thus formulate a maximum a posteriori (MAP) problem with prior and fidelity terms as follows:
where λ is a parameter that trades off the prior with the fidelity term, and . 2 F is the Frobenius norm. Note that given a certain strategy of patch selection, the patches are determined by the point cloud U, and the patches in turn define the underlying manifold M. Hence we view M as a function of U.
The patches can be very different and sampled from different manifolds of different dimensions. For example, a flat planar patch belongs to a manifold of lower dimension than a patch with corners. The dimension of the patch manifold, dim(M(U)) becomes a function of the patch, and the integration of dim(M(U)) over M is used as the regularization term,
where dim(M(U))(p) is the dimension of M(U) at p. Here p ∈ R 3k is a point on M. The question that remains is how to compute dim(M(U))(p). In the next section, the dimension computation is mathematically defined and approximated with GLR.
IV. PROBLEM FORMULATION
In this section, we first briefly review the calculation of the manifold dimension in continuous domain, then approximate this computation with the GLR so as to efficiently adopt LDMM to discrete point cloud patches.
A. Manifold Dimension Computation in Continuous Domain
Here we overview how the manifold dimension is computed in [20] . First, let α i , where i = 1, . . . , 3k, be the coordinate functions on the manifold M embedded in R 3k , i.e.,
According to [20] , the dimension of M at p is given by:
where
The formula in (6) is a sum of integrals on continuous manifold M along different dimensions, but our observations {p m } M m=1 of the manifold M(U) are discrete and finite. In [20] , the solution to the dimension minimization is given by a partial derivative equation (PDE) for each α i separately, which is discretized at the patch observations using PIM, solved via a linear system. However, PIM requires the patch coordinates {p m } M m=1 to be ordered so that the α i 's can be defined. For example, if the patches are image patches of the same size, then the patch coordinates are naturally ordered according to pixel location, i.e., the i -th entry in p m is the pixel value at the i -th location in the image patch. However, surface patches in the 3D point cloud are unstructured, and there is no natural way to implement global coordinate ordering for all patches.
This motivates us to discretize the manifold dimension with GLR, eliminating the need for global ordering and can be implemented efficiently.
B. Dimension Discretization With GLR
We first introduce the graph construction on a manifold, which induces the GLR. Then we discuss how the GLR approximates the manifold dimension and avoids global coordinate ordering.
1) Constructing Graph on a Manifold:
We construct a discrete graph G whose vertex set is the observed surface
. Let E denote the edge set, where the edge between m-th and n-th patches is weighted as,
The kernel ψ(·) is a thresholded Gaussian function
and d mn is the Euclidean distance between the two patches p m and p n ,
The term (ρ m ρ n ) −1/γ is the normalization term, where
is the degree of p n before normalization.
The graph constructed in these settings is an r -neighborhood graph, i.e., no edge has a distance greater than r . Here r = C r , and C r is a constant.
2) Graph Laplacian Regularizer:
With the edge weights defined above, we define the symmetric adjacency matrix A ∈ R M×M , with the (m, n)-th entry given by w mn . D denotes the diagonal degree matrix, where entry D(m, m) = n w m,n . The combinatorial graph Laplacian matrix is L = D − A [24] .
For coordinate function α i on M in (4), sampling α i at positions of P leads to its discretized version, [31] , [32] . It can be shown that
2 . (10) 3) Approximation With Graph Laplacian Regularizer: We now show the convergence of the discrete graph Laplacian regularizer to the dimension of the underlying continuous manifold.
First, we declare the following theorem that relates 2 2 on M on the right side of (6): Theorem 1: Under conditions specified in Appendix for , M and function
where |M| is the volume of the manifold M, δ is the manifold dimension, and ∼ means there exists a constant depending on M, C r and γ , such that the equality holds. In other words, as the number of samples M increases and the neighborhood size r = C r shrinks, S L (α i ) approaches its continuous limit. Moreover, if the manifold dimension δ is low, we can ensure a good approximation of the continuous regularization functional even if the manifold is embedded in a high-dimensional space. Detailed proof for the above theorem is provided in Appendix.
Consequently, given a point cloud, one can approximate the dimension of M with the α i 's and the constructed graph Laplacian L following (6) and (11):
Note that Theorem 1 is derived based on the combinatorial Laplacian matrix and does not apply to other types of Laplacian, e.g., normalized Laplacian L = D −1/2 LD −1/2 . Further, a regularizer using L would penalize a constant signal, since the eigenvector corresponding to eigenvalue 0 is not constant [33] , which means it cannot handle constant signal. Experimental comparison between combinatorial and normalized Laplacian is provided in Section VI-B4.
C. From Global Coordinate Ordering to Local Correspondence
So far, we obtain the approximation in (12), but the above graph construction still requires the patch coordinates {p m } M m=1 to be ordered so that the α i 's can be defined and the patch distance d mn in (9) determines the patch similarity.
In the following, we argue that the computation of the regularization term can be accomplished based on local pairwise correspondence between connected patches, relieving the need for global ordering.
We modify the manifold dimension formula in (12):
where (15) follows from (14) according to the definition of d mn in (9) . From (15) we see that α i is not necessary to compute the graph Laplacian regularizer, and hence global coordinate ordering is not required. Moreover, since w mn is itself a function of d mn via (7), we can obtain the manifold dimension as long as d mn is given by finding the local pairwise correspondence between neighboring patches. To reformulate (15) into matrix form, we first consider the subgraphs composed of connected patch pair to reformulate w mn d 2 mn , then sum up the weights between patch pairs to give the final GLR.
For a connected patch pair p m and p n , let p mn = p m, p n, be the concatenation of p m and p n coordinates, where ∈ {x, y, z} denotes the 3D coordinates. Given the local correspondence between p m and p n , we connect corresponding points to construct the subgraph and multiply the edge weights with w mn , resulting in the graph Laplacian matrix L mn for this subgraph. w mn d 2 mn is then reformulated as:
Let S mn ∈ {0, 1} 2k×kM be the sampling matrix to extract p mn from P , where P is the coordinate vector of points in all patches, i.e., p mn = S mn P , so that w mn d 2 mn becomes:
Then the manifold dimension becomes:
where is the overall graph Laplacian matrix for the point-domain graph.
D. Objective Formulation With GLR Prior
With L p calculated as described above, the optimization is reformulated as:
, and ∈{x,y,z} P L p P can be combined as tr(P L p P). P is related to denoised 3D samples U ∈ R N×3 as follows:
where S ∈ {0, 1} kM×N is a sampling matrix to select points from point cloud V to form M patches of k 3D points each, and C ∈ R kM×3 is for patch centering. Hence, the objective function can be rewritten as:
Now the questions that remain are: i) how to find local correspondence between connected patch pairs for graph construction, and ii) how to implement the numerical optimization. They are addressed in the next section.
V. ALGORITHM DEVELOPMENT
In this section, we first propose a patch distance measure for graph construction, and then discuss the algorithm implementation. Then we show that, with GLR, the algorithm is guaranteed with numerical stability and can be solved efficiently.
A. Patch Distance Measure 1) Distance Measure in Continuous Domain:
To measure the distance between the m-th patch and n-th patch, ideally the two patches can be interpolated to two continuous surfaces, and the distance is calculated as the integral of the surface distance over a local domain around the patch center.
To define the underlying surface, we first define a reference plane. In Fig. 1(a) , we examine a 2D case for illustration. normal n m . Surface n is similarly defined as f m n (x). Note that because the patches are centered, c m = c n which is the origin, but their surface normals n m and n n are typically different.
The patch distance is then computed as
where m is the local neighborhood at c m . | m | is the area of
Note that different reference planes lead to different distance values, so we alternately use n m and n n to define the reference plane. Fig. 1(b) illustrates the computation of d− → nm with reference plane perpendicular to n n .
where functions f n m and f n n define surfaces m and n, respectively, and n the local neighborhood at c n .
d mn is then given as,
2) Distance Measure With Discrete Point Observation: Since we only have discrete observations of the points on the patches, we instead measure the sum of the distances between points with the same projection on the reference plane.
First, we compute d− → mn , where reference plane is perpendicular to the surface normal n m at c m . Specifically, patch m is composed of points
. The surface normal n m is given by,
It can be shown via Principal Component Analysis [34] that the solution is the normalized eigenvector according to the smallest eigenvalue of the covariance matrix Q given by,
The same normal estimation method is used in PCL Library [1] . We then project both {v i m } k i=1 and {v i n } k i=1 to the reference plane, and the projections are
respectively, where the second index in subscript Fig. 2(a) . However, in real dataset, v i m usually does not have a match in patch n with exactly the same projection, as illustrated in Fig. 2(b) . In this case, we replace the displacement value of v i n (the green point in Fig. 2(b) ), which has the same projection 
Similarly, to compute d− → nm , we define reference plane with n n , then compute the projections
For each v i n in patch n, we match it to the closest point in patch m in terms of projection distance. Then d− → nm is computed as,
The final distance is given as (28).
3) Planar Interpolation:
The pairwise correspondence is based on nearest neighbor replacement, though more accurate interpolation can be adopted. However, due to the large size of the point cloud, implementing interpolation for all the points can be expensive. Thus we use nearest-neighbor replacement when the distance between point pair is under a threshold τ . When the distance goes above τ , we apply the interpolation method described as follows.
As shown in Fig. 3(a) , for a point v, to find its corresponding interpolation on the other patch, we find the three nearest points (also in terms of projection distance) to form a plane, and the interpolation v is given by its projection along the normal vector n on the plane. It can be easily derived that the distance between v and v is n v+d n n 0 where n 0 = ab × ac is the normal vector for the plane abc, and d = −n 0 a.
4) Relation to Hausdorff Distance:
Hausdorff distance [35] is a widely used measure for comparing point clouds, which is derived from the Hausdorff distance for comparing the metric spaces of two manifolds and extended to deal with point clouds [36] . The proposed patch distance measure is closely related to the modified Hausdorff distance (MHD) [37] , which is a variant of Hausdorff distance. It decreases the impact of outliers and is more suitable for pattern recognition tasks. Specifically, MHD from the m-th patch and n-th patch is given as:
where · is the Euclidean distance, v i n is the nearest neighbor of v i m in patch n in terms of point position. The major difference between MHD and our patch distance measure is that, we choose to use projection on the reference plane (e.g. x i m in Fig. 2(a) ) to find the correspondence, while MHD uses the point position (e.g. v i m in Fig. 2(a) ). Due to the use of projection, the proposed measure is more robust to noise than MHD. For example in Fig. 3(b) , the underlying surfaces for two patches are both planar, where the circle points belong to one patch and the star points belong to the other. The correct connections are between points along the vertical lines (in blue). This is accomplished by using projection on the reference plane. On the other hand, if the connection is decided by point position, then the resulting connections are erroneous (in orange) and thus lead to inefficient denoising. Therefore point connection based on projection is closer to the ground truth and more robust to noise.
B. Graph Construction
Based on the above patch distance measure strategy, the connection between m-th and n-th patch is implemented as follows. If no interpolation is involved, the points in the m-th patch are connected with the nearest points in the n-th patch in terms of their projections on the reference plane decided by surface normal of patch m. Also, the points in the n-th patch are connected with the nearest points in the m-th patch in terms of their projections on the reference plane decided by surface normal of patch n. The edges are undirected and assigned the same weight w mn decided by d mn in (7) .
If interpolation is involved, for example in Fig. 3(a) , the weight w va between v and a is given by,
where w mn is the weight between patch m and n. Point v lies on patch m and points a, b, c lie on patch n. d va is distance between v and a, and similarly for d vb and d vc . To simplify the implementation, we limit the search range to be patches centered at the K -nearest patch centers, and evaluate patch distance between these K -nearest patches instead of all the patches in the point cloud.
In this way, the local correspondence is generated and the point domain graph is constructed, giving the graph Laplacian L p in (25) .
C. Denoising Algorithm
The optimization in (25) is non-convex because of L p 's dependency on patches in P. To solve (25) approximately,
Algorithm 1 Graph Laplacian Regularized Point Cloud Denoising
we take an alternating approach, where in each iteration, we fix L p and solve for U, then update L p given U, and repeat until convergence.
In each iteration, graph Laplacian L p is easy to update using the previously discussed graph construction strategy. To optimize U for fixed L p , each of the (x, y, z) coordinate is given by,
where ∈ {x, y, z} is the index for (x, y, z) coordinates, and I is the identity matrix of the same size as L p . We iteratively solve the optimization until the result converges. The proposed algorithm is referred to as Graph Laplacian Regularized point cloud denoising (GLR). The algorithm is summarized in Algorithm 1.
D. Graph Spectral Analysis
To impart intuition and demonstrate stability of our computation, in each iteration we can compute the optimal x-, yand z-coordinates in (25) separately, resulting in the system of linear equations in (35) . In Section III, we assume that union of all M patches covers all points in the point cloud V, hence we can safely assume that k M > N.
Because S is a sampling matrix, we can define
N the eigenvalues of matrix L + μI. The solution to (35) can thus be written as:
where T is an eigen-decomposition 2 of matrix L + μI; i.e., contains as columns eigenvectors φ 1 , . . . , φ N , and is a diagonal matrix containing eigenvalues on its diagonal. In graph signal processing (GSP) [24] , eigenvalues and eigenvectors of a variational operator-L + μI in our caseare commonly interpreted as graph frequencies and frequency components.
is thus an operator (called graph Fourier basis) that maps a graph-signal x to its GFT coefficients ζ = x. Observing that −1 in (36) is a diagonal matrix:
we can thus interpret the solution U * in (36) as follows. The noisy observation V (offset by centering vector C ) is transformed to the GFT domain via and low-pass filtered per coefficient according to (37)-low-pass because weights 1/(λ μ i + μ) for low frequencies are larger than large frequencies 1/(λ μ j + μ), for i < j . The fact that we are performing 3D point cloud denoising via graph spectral lowpass filtering should not be surprising.
E. Numerical Stability via Eigen-Analysis
We can also estimate the stability of the system of linear equations in (36) via the following eigen-analysis. During graph construction, an edge weight w i, j is computed using (7), which is upper-bounded by 1. Denote by ρ max the maximum degree of a node in the graph, which in general ρ max N. According to the Gershgorin circle theorem [34] , given a matrix A, a Gershgorin disc i has radius r i = j | j =i |A i, j | and center at A i,i . For a combinatorial graph Laplacian L p , the maximum Gershgorin disc radius is the maximum node degree multiplied by the maximum edge weight, which is ρ max . Further, the diagonal entry L i,i = − j | j =i L i, j for positive edge weights, which equals r i . Thus all Gershgorin discs for a combinatorial graph Laplacian matrix have left-ends located at 0. By the Gershgorin circle theorem, all eigenvalues have to locate inside the union of all Gershgorin discs. This means that the maximum eigenvalue λ p max for L p is upperbounded by twice the radius of the largest possible disc, which is 2ρ max . Now consider principal sub-matrix L of original matrix L p . By the eigenvalue interlacing theorem, large eigenvalue λ max for L is upper-bounded by λ p max of L p . For matrix L + μI, the smallest eigenvalue λ μ min ≥ μ, because: i) μI shifts all eigenvalues of L to the right by μ, and ii) L is PSD due to eigenvalue interlacing theorem and the fact that L p is PSD. We can thus conclude that the condition number 3 C of matrix L + μI on the left-hand side of (35) can be upper-bounded as follows:
Hence for sufficiently small ρ max , the linear system of equations in (35) has a stable solution, and can be efficiently solved using indirect methods like preconditioned conjugate gradient (PCG).
F. Complexity Analysis
The complexity of the algorithm depends on two main procedures: one is the patch-based graph construction, and the other is in solving the system of linear equations.
For graph construction, for the M patches, the K -nearest patches to be connected can be found in O(K M log M) time. Then for k-point patch distance measure, each pair takes O(k log k); with M K pairs, the complexity is O(k M K log k) in total. For the system of linear equations, it can be solved efficiently with PCG based methods, with complexity of [38] . Finally, if GLR runs for a maximum of r iterations, the total time complexity will be O(r
The parameters that can be adjusted for the complexity reduction are patch center sampling density, patch graph neighborhood size and patch size. Details about the parameter setting and complexity comparison with other existing schemes are given in Section VI.
VI. EXPERIMENTAL RESULTS
The proposed scheme GLR is compared with existing works covering the four categories of point cloud denoising methods mentioned in Section II: APSS [9] and RIMLS [10] for MLS-based methods, AWLOP [12] for LOP-based methods, MRPCA [6] for sparsity-based methods, non-local denoising (NLD) algorithm [18] and LR [19] for non-local methods. APSS and RIMLS are implemented with MeshLab software [39] , AWLOP is implemented with EAR software [12] , MRPCA source code is provided by the author, NLD and LR are implemented by ourselves in MATLAB. We first empirically tune parameters on a small dataset with 8 models, then generalize the parameter setting learned from the small dataset to a larger dataset, i.e., 100 models from the ShapeNetCore dataset [40] for validation. Comparison with existing methods on both dataset are detailed as follows.
A. Evaluation Metrics
Before the discussion of experimental performance, we first introduce the three evaluation metrics for point cloud denoising. Suppose the ground-truth and predicted point clouds are
, where u i , v i ∈ R 3 . The point clouds can be of different sizes, i.e., N 1 and N 2 may be unequal. The metrics are defined as follows.
1) mean-square-error (MSE): We first measure the average of the squared Euclidean distances between ground truth points and their closest denoised points, and also between the denoised points and their closest ground truth points, then take the average between the two measures to compute MSE which is given as
2) signal-to-noise ratio (SNR): SNR is measured in dB given as
3) mean city-block distance (MCD): MCD is similar to MSE with l 2 norm replaced with l 1 norm, given as
B. Parameter Tuning 8 models are used for parameter tuning, including Anchor, Bimda, Bunny, Daratech, DC, Fandisk, Gargoyle and Lordquas provided in [5] and [6] . The models are around 50000 in size. Gaussian noise with zero-mean is added to the 3D positions of each point cloud, where the standard deviation is set proportional to the signal scale as commonly used in point cloud denoising works [5] , [6] . We first compute the diameter of the point cloud, which is the maximum distance among 200 points sampled from the point cloud using farthest point sampling [41] . Then the standard deviation of the additive Gaussian noise is the multiplication of the diameter and σ , where σ = 0.02, 0.03, 0.04.
1) Parameters in Optimization Formulation:
For implementation of the proposed GLR, we need to tune the parameter μ for balancing the data fidelity term and the regularization term in (23) , and for weighting the edge between connected patches in (8) .
In (23) , the GLR regularization reflects the prior expectation of signal smoothness on the graph [24] which can be estimated from the dataset for parameter tuning. Meanwhile, the data term measures the noise variance, and its ratio to expected signal smoothness is found to be similar for different models given the same noise level σ . Therefore, given noise level σ , μ is tuned on the 8 models and generalizes to other models. Specifically, μ = 25(exp(iteration/r ) − 1) which increases along the iterations, where r = 4, 7, 12 for σ = 0.02, 0.03, 0.04, respectively. From (8), we can see should be proportional to square root of standard deviation of the patch distances, i.e., ξ = std(d 2 ) with a moderate scale, where std is the standard deviation, d denotes the distance of patch pair. Through testing on the 8 models, we empirically set = 0.5ξ .
2) Parameters for Performance and Speed Balance: To speed up the implementation, we take 50% of the points as the patch centers, with the farthest point sampling [41] to assure spatially uniform selection. The planar interpolation threshold τ is set to 1, which is large enough to ensure most points are connected using nearest-neighbor replacement for efficient implementation. The maximum iteration number r is set to 15. To find the proper value for the search window size K and the patch size k, we study the performance sensitivity to K and k. We set K = 4, 8, 12, 16, 20 and k = 15, 30, 60, 120 , and test on the 8 models. The average MSE results are shown in Table I and II. With larger search range K , each patch is more likely to find similar patches to get connected, so the results get better but converge when K reaches 16. On the other hand, the runtime increases as K gets larger, so we set K = 16 to balance the performance and runtime. With small k, the patch size is too small to capture salient features, so the filtering cannot distinguish patch similarity; with large k, the patch contains too many salient features and the dimension of the patch manifold increases, thus the low-dimensional manifold model assumption is invalid. Therefore we set k = 30 as a suitable patch size which provides the best results in Table II. 3) Objective Comparison With Existing Methods: MSE, SNR and MCD results comparison with different methods on the 8 models are shown in Table IV , VIII, and IX, where the best results are highlighted in bold. For parameter settings, NLD and LR follow the default settings in the corresponding papers, while the others require manual parameter tuning and follow the settings in Table III . GLR achieves the best results on average in all three metrics and all noise levels. In terms of MSE, GLR outperforms the second best scheme by 0.009, 0.008 and 0.009 for σ = 0.02, 0.03, 0.04; for SNR, GLR outperforms the second best by 0.72 dB, 0.96 dB, 0.75 dB for σ = 0.02, 0.03, 0.04; for MCD, GLR outperforms the second best by 0.013, 0.013, 0.011 for σ = 0.02, 0.03, 0.04.
4) Visual Comparison With Existing Methods:
Here we demonstrate the results using the model Daratech in Fig. 5(a) with σ = 0.02 shown in Fig. 4(a) . For better visualization, we demonstrate surfaces created from the point clouds with screened Poisson surface reconstruction algorithm [42] , and colorize the points using the mean curvature calculated from APSS implemented in MeshLab software.
The surface reconstruction of GLR denoising results after 1st and 3rd iteration are shown in Fig. 4(b) and (c) , which demonstrate the iterative recovery of the point cloud. The result converges fast and we do not show the result after iteration 3 since it already converges. The surface patches in black and blue rectangles are enlarged and placed at the upper-right and lower-right corners to show structural details. The underlying plane (with curvature in green) and fold (with curvature in blue) are gradually recovered, smoothing out the noise on the plane while maintaining the edges. The comparison with other schemes is shown in Fig. 5 . APSS in Fig. 5(b) generates relatively smoother surface than others as shown in the blue rectangles. However, the underlying true structure is not recovered due to the limitation of local operation, resulting in uneven planes and over-smoothed folds. RIMLS shows similar results as APSS thus is not shown over-smoothed in the blue rectangle. For the proposed GLR in Fig. 4(c) , the result is visually better, preserving the plane and folding structures without over-smoothing.
Denoising results of the Fandisk model are shown in Fig. 6 . The corner part is highlighted by a black rectangle, enlarged and placed at the lower-right corner. APSS in Fig. 6(b) is over-smoothed with noise unremoved. AWLOP and NLD in Fig. 6 (c)(d) also fail to remove the noise. MRPCA in Fig. 6(e) generates extra surface as shown in the black rectangle. The patch-based LR and GLR in Fig. 6 (f)(g) are visually better, without over-smoothing or extra feature generated.
5) Comparison With GLR Variants:
We further compare GLR approach using combinatorial and normalized Laplacian matrix for the regularization. As discussed in Section IV-B3, normalized Laplacian cannot handle constant signal, e.g., a flat surface, as shown in Fig. 7(a) . For numerical evaluation in term of MSE, combinatorial Laplacian outperforms normalized Laplacian by 0.014, 0.020, 0.080 for σ = 0.02, 0.03, 0.04.
Additionally, we compare GLR using the proposed similarity measure and MHD. MHD in Fig. 7(b) shows uneven plane and large noise along the edge and is not as competitive as the proposed measure in Fig. 7(c) . For numerical evaluation in term of MSE, the proposed measure outperforms MHD by 0.010, 0.012, 0.013 for σ = 0.02, 0.03, 0.04.
C. Generalization to ShapeNetCore Dataset
We now test the parameter setting learned in Section VI-B1 and VI-B2 with ShapeNetCore dataset [40] . ShapeNetCore dataset is a subset of ShapeNet dataset containing 55 object categories with 52491 unique 3D models. The 10 categories with the largest number of models are used. We then randomly select 10 models from each category for testing, so 100 models are used in total. Moreover, the 3D models in ShapeNetCore dataset are low poly meshes, so we sample approximately 30000 points on each mesh to obtain the point cloud using Poisson-disk sampling [43] .
We add Gaussian noise with σ = 0.02, 0.03, 0.04 to the models, then apply different denoising methods. The parameter setting for GLR is the same as used in Section VI-B. For APSS and RIMLS, we try each filter scale in {5, 6, 7, 8, 9, 10} and choose the one with the best result. For other methods, we empirically set the parameters as shown in Table V based on the results of previous 8 models since it is too timeconsuming to tune parameters for each of the 100 models. Parameters not in Table V follow the default setting. The MSE, SNR and MCD results are compared with competing methods in Table X, XI and XII where GLR provides TABLE IX   MCD RESULTS OF DIFFERENT METHODS ON SMALL DATASET WITH THREE NOISE LEVELS   TABLE X MSE (×10 −3 ) RESULTS OF DIFFERENT METHODS FOR 10 CATEGORIES OF SHAPENETCORE DATASET the best results, and the patch-based LR is the second best. At high noise level, e.g., Fig. 8(b) , the points distract from the surface and tend to fill the bulk of the object, so for methods based on plane fitting, the denoising leads to erroneous results, e.g., APSS in Fig. 8(c) . The noise in results of AWLOP and MRPCA in Fig. 8(d) and (f) is not fully removed with noticeable outliers. NLD in Fig. 8 (e) provides smooth results without outliers. Patch-based LR and GLR in Fig. 8(g ) and (h) provide the best results, where the shape of the rifle model is well preserved, validating the effectiveness of patch-similarity based filtering. However, LR tends to over-smooth, and fine details are lost such as the ramrod and the muzzle, while the proposed GLR preserves the salient features without oversmoothing. In sum, the generalization to ShapeNetCore dataset validates the robustness of parameter setting in Section VI-B as well as the superiority of patch-based filtering.
D. Complexity Analysis
The computational complexity of different algorithms are summarized in Table VI . N is the number of points, r is the number of iterations of implementing the algorithm since all algorithms except NLD and LR adopt iterative restoration, K is the neighborhood size chosen for different operation in different schemes. The parameter ranges in Table VI are suggested in the original papers.
As shown in Table VI , APSS, RIMLS and NLD have the lowest complexity. MRPCA and GLR are of similar complexity; MRPCA's can be higher due to large K and t. The complexity of LR is high due to complexity in solving low-rank matrix factorization for dictionary learning.
GLR have relatively high complexity, but provides the best performance as shown in the above evaluation, so GLR is favorable if the requirement for denoising accuracy is high.
We additional include the runtime of different methods implemented on Intel i7-8550U CPU at 1.80GHz and 8GB RAM. Since the methods are implemented with different programming language and C++ is known to far surpass the speed of Matlab [44] , we cannot directly use the runtime for complexity comparison. Nevertheless, the runtime of NLD is more than 10 times that of APSS while the complexity is approximately the same as APSS, thus if implemented in C++, the runtime of GLR can be reduced by 10 times potentially.
VII. CONCLUSION
In this paper, we propose a graph Laplacian regularization based 3D point cloud denoising algorithm. To utilize the self-similarity among surface patches, we adopt the lowdimensional manifold prior, and collaboratively denoise the patches by minimizing the manifold dimension. To compute manifold dimension with discrete patch observations, we approximate the manifold dimension with a graph Laplacian regularizer, and construct the patch graph with a new measure for the discrete patch distance. The proposed scheme is shown to have graph spectral low-pass filtering interpretation and numerical stability in solving the linear equation system, and is efficient to solve with methods like PCG. Experimental results suggest that our proposal outperforms existing schemes with better structural detail preservation.
APPENDIX
Assume that M is a Riemannian manifold with boundary, equipped with the probability density function (PDF) h(p) describing the distribution of the vertices on M, and that α i belongs to the class of κ-Hölder functions [45] , (42) where S (α i ) is induced by the 2(1−γ )-th weighted LaplaceBeltrami operator on M, which is given as
2(1−γ ) dp.
Assuming that the vertices are uniformly distributed on M, then M h(p)dp = 1,
where |M| is the volume of the manifold M. For implementation, similar to the setting in [31] , we set γ = 0.5, then S (α i ) becomes
2 dp.
From (42) and (45) , the convergence in (11) is readily obtained by weakening the uniform convergence of (42) to point-wise convergence.
