Abstract. This paper is devoted to the study of a reaction-diffusion Lyme disease model with seasonality. In the case of a bounded habitat, we obtain a threshold result on the global stability of either disease-free or endemic periodic solution. In the case of an unbounded habitat, we establish the existence of the disease spreading speed and its coincidence with the minimal wave speed for time-periodic traveling wave solutions. We also estimate parameter values based on some published data and use them to study the Lyme disease transmission in Port Dove, Ontario. Our numerical simulations are consistent with the obtained analytic results.
is the Laplacian operator on R 2 . All constant parameters are positive, and r(t), α 1 (t), σ(t), and α 2 (t) are nonnegative ω-periodic functions. The biological interpretations for the parameters are listed in Table 1 .1. We further assume that r M > μ M , β ∈ (0, 1), and β T ∈ (0, 1). It is worth mentioning that the term γn(t, x) represents the local risk of Lyme disease to humans under the assumption that nymphs biting humans do not feed long enough to mature into adults, and the diffusion coefficient D H models dispersal of adult ticks while they infest deer. However, deer do not disperse the pathogen and cannot be infected. This also explains why we have ignored the dynamics for humans and deer in model (1.1). Downloaded 11/13/13 to 134.153.184.170. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Our main purpose in this paper is to study the global dynamics of system (1.1) in both bounded and unbounded spatial domains. In section 2, we obtain a threshold result on the global dynamics of (1.1) in a bounded domain Ω. In section 3, we establish the existence of the spreading speed of the disease and its coincidence with the minimal wave speed for periodic traveling waves of system (1.1) when Ω is unbounded. In section 4, we present a case study on the transmission of Lyme disease in Port Dove, Ontario. A short discussion section completes the paper.
Threshold dynamics in a bounded domain.
In this section, we consider system (1.1) in a bounded domain Ω ⊂ R 2 with smooth boundary ∂Ω. We assume that all populations remain confined to the domain Ω for all time, and hence the model system (1.1) is subject to the Neumann boundary conditions 
. σ(t)
Individual development rate of nymph at time t. α 1 (t) Individual biting rate of larva to mice at time t. α 2 (t)
Individual biting rate of nymph to mice at time t.
where ∂ ∂ν represents the differentiation along the outward normal ν to ∂Ω. For the convenience of mathematical analysis, we make a change of variables M = M + m, V = V + v, N = N + n, A = A + a for system (1.1). It then follows that system (1.1) is equivalent to the following:
Note that the first five equations in (2.1) do not depend on the last four equations. In addition, by the condition r M > μ M and a standard convergence result on the logistic type reaction-diffusion equation (see, e.g., Theorem 3.1.5 and the proof of Theorem 3.1.6 in [23] ), it follows that for any 
, and Γ(t, x, y) be the Green function associated with the Laplacian operator Δ and the Neumann boundary condition, and define
Then system (2.2) can be written as the following integral equations:
By the theory of abstract semilinear integral equations in [14] , it follows that for any φ ∈ X + , system (2.3) admits a unique nonnegative and noncontinuable solution
Moreover, it follows from [14, Proposition 1 and Remark 1.4] that system (2.3) admits the comparison principle. Note that the spatially homogeneous system of (2.2) is the following periodic system of ordinary differential equations (ODEs): 
It then follows that solutions of (2.4) are ultimately bounded in R
4
+ and exist for all t ∈ [0, ∞). Linearizing system (2.4) at (0, 0, 0, 0), we get the following linear cooperative system:
Let r 1 be the principal Floquet multiplier of system (2.5), that is, the spectral radius of the Poincaré map associated with system (2.5). Then we have the following result. Lemma 2.1. The following statements are valid:
It is easy to verify that f i ≥ 0 for any x = (x 1 , x 2 , x 3 , x 4 ) ∈ R 4 + with x i = 0, and the Jacobian matrix of f (x 1 , x 2 , x 3 , x 4 ) is cooperative for any x ∈ R 4 + . Thus, the solution semiflow {Π t } t≥0 determined by (2.4) is monotone in the sense that
+ . Next, we show that Π t is strongly monotone for all t ≥ 3ω, that is, Π t (x) Π t (y) whenever t ≥ 3ω and x > y. Let
Then z(t) satisfies the following equations:
Now it suffices to prove z(t) 0 for all t ≥ 3ω, whenever z(0)
, is the coefficient matrix of the righthand side of (2.6). Since 
which implies that Π ω (u * (0)) is also a fixed point of Π 3ω . By the uniqueness of the fixed point of Π 3ω , it follows that Π ω (u * (0)) = u * (0). Thus, u * (t) is an ω-periodic solution of (2.4) and statement (ii) is valid.
By Lemma 2.1 and the comparison principle, we know that solutions of system (2.2) are ultimately bounded in X + , and hence σ φ = ∞ for all φ ∈ X + . Let Φ t :
By the same decomposition argument as in the proof of [24, Lemma 3.1] , it follows that Φ t is an α-contraction operator for any given t > 0. Combining the arguments in Lemma 2.1 and the positivity result for reaction-diffusion equations, we can further show that Φ t is strongly positive for all t ≥ 3ω, that is, Φ t (φ) 0 for any t ≥ 3ω and initial data φ > 0 in X + . Note that solutions of system (2.4) are also solutions of the reaction-diffusion system (2.2) subject to Neumann boundary conditions. Thus, Lemma 2.1 and the standard comparison principle arguments give rise to the following result.
Theorem 2.2. For any given φ ∈ X + , let u(t, ·, φ) be the solution of (2.2) with u(0, ·, φ) = φ. Then the following two statement are valid: 
Moreover, by the ultimate boundedness of V, N , A, we see that w(t, x, φ) is also ultimately bounded.
Note that the spatially homogeneous system associated with (2.7) is the following system:
and (0, 0, 0, 0) is an ω-periodic solution of (2.8). Linearizing system (2.8) at (0, 0, 0, 0), we get the linear system
In order to introduce the basic reproduction ratio for system (2.8), we follow the procedure in [21] . We rewrite system (2.9) as 
where I is the 4 × 4 identity matrix. Let C ω be the Banach space of all ω-periodic functions from R to R 2 , equipped with the maximum norm. Suppose φ(s) ∈ C ω is the initial distribution of infectious individuals in this periodic environment; then F (s)φ(s) is the rate of new infections produced by the infected individuals who were introduced at time s, and Y (t, s)F (s)φ(s) represents the distribution of those infected individuals who were newly infected at time s and remain in the infected compartments at time t for t ≥ s. Hence,
gives the distribution of accumulative new infection at time t produced by all those infected individuals φ(s) introduced at the previous time. Define a linear operator
According to [2, 21] , we define the basic reproduction ratio to be
Let r 2 be the principal Floquet multiplier of the linear system (2.9). Then [21, Theorem 2.2] implies that R 0 − 1 has the same sign as r 2 − 1. Thus, (0, 0, 0, 0) is asymptotically stable if R 0 < 1 and unstable if R 0 > 1.
Since the first three equations in system (2.8) do not depend on the fourth, we consider the following subsystem of system (2.8):
Let r 3 be the principal Floquet multiplier of the following periodic linear system:
Comparing systems (2.9) and (2.11), it is easy to see that r 3 − 1 has the same sign as r 2 − 1. Then we have the following threshold result for system (2.8) in terms of R 0 . Lemma 2.3. The following statements are valid: 
where A(t) = (a ij (t)) 3×3 is the Jacobian matrix of the right-hand side of system
We further prove that x ij (t) > 0 for all t ≥ 2ω. Note that x ij (t), i = j, satisfy the following equations:
Since x ii (t) > 0 for all t ≥ 0, 1 ≤ i ≤ 3, and α 1 (t), α 2 (t), σ(t) are periodic but not identically zero, it follows from a contradiction argument that there exists t 1 ∈ [0, ω] such that x 13 (t), x 21 (t), x 32 (t) > 0 for all t ≥ t 1 . Then we can prove that there exists
provided t ≥ 2ω. This implies thatw t (w 2 ) w t (w 1 ) for all t ≥ 2ω. In particular, we have thatw 2ω (·) is strongly monotone. By the same argument as in the proof of Lemma 2.1, we see that statements (a) and (b) hold.
By the theory of chain transitive sets (see [7] or [23, section 1.2]) and arguments similar to those in the proof of Theorem 2.5, it follows that lim t→∞ a(t) = 0 in the case where r 3 ≤ 1, and lim t→∞ (a(t) − a * (t)) = 0 in the case where r 3 > 1, where a * (t) is the unique positive ω-periodic solution of the limiting equation
Since r 3 − 1 has the same sign as R 0 − 1, we then complete the proof.
The following result shows that R 0 is also the threshold value for the global dynamics of system (2.7).
Theorem 2.4. For any given φ ∈ Y , let w(t, ·, φ) be the solution of (2.7) with w(0, ·, φ) = φ. Then the following two statement are valid: Downloaded 11/13/13 to 134.153.184.170. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Proof. Since the first three equations in (2.7) do not depend on the fourth, it suffices to prove that the threshold result is valid for the following subsystem:
Letŵ(t, ·,φ) be the unique solution of (2.12) with the initial dataφ
. By the positivity result for reaction-diffusion equations, it follows that w(t, ·,φ) 0 for all t ≥ 2ω. Note that solutions of system (2.10) are also solutions of the reaction-diffusion system (2.12) subject to Neumann boundary conditions. Thus, Lemma 2.3, together with the standard comparison argument, implies that the threshold result is valid for system (2.12).
In the rest of this section, we use the theory of chain transitive sets (see [7] or [23, section 1.2]) to establish the following threshold result on the global dynamics for system (2.1).
Theorem 2.5. Let r 1 > 1. Then the following statements are valid:
which is globally attractive for system
Proof. Let {Ψ t } t≥0 be the periodic semiflow associated with system (2.1). That is,
is the unique solution of (2.1) with initial data ψ ∈ C(Ω, 
Thus, there exists a subset 
where {Υ t } t≥0 is the solution semiflow associated with system (2.7) on Y . Since L is an internally chain transitive set for Ψ ω , it follows that L 1 is an internally chain transitive set for Υ ω .
In the case where R 0 ≤ 1, it follows from Theorem 2.4(i) that (0, 0, 0, 0) is globally asymptotically stable. By [7 
We further claim that
Thus, lim t→∞ (m(t, x), v(t, x), n(t, x)) = 0 uniformly for x ∈Ω, and for any > 0, there exists T > 0 such that

|(M(t, x), L(t, x), V(t, x), N (t, x), A(t, x)
) − (Q, L * (t), V * (t), N * (t), A * (t))| <
for all t ≥ T and x ∈Ω. Hence, for any t ≥ T , we have
By the assumption on ψ in statement (ii), we further have (
Let r be the principal Floquet multiplier of the periodic linear system dm dt
Since r 3 > 1, we can fix 0 < < min (Q, min 0≤t≤ω L * (t)) small enough such that r > 1. By a result similar to Theorem 2.4(ii), we see that the Poincaré map of 
, a * (0))}. This implies that statement (ii) is valid.
Spreading speed and traveling waves.
In this section, we consider the spreading speed and traveling waves for system (2.7) in an unbounded spatial habitat Ω. Since all coefficients in (2.7) are spatially homogeneous, it suffices to study the spreading speed in any given direction of R 2 . Without loss of generality, we then assume that the spatial domain Ω = R. In view of Theorems 2.2(ii) and 2.4(ii), we assume that r 1 > 1 and R 0 > 1 throughout this section.
Since the first three equations in system (2.7) do not depend on the fourth equation, we first analyze the subsystem (2.12). By the proof of Lemma 2.3, we know that the spatially homogeneous system (2.10) associated with (2.12) admits a globally attractive ω-periodic solutionŵ
In what follows, we appeal to the theory of spreading speeds and traveling waves developed in [8] for periodic evolution systems to study the spreading speed and monotone traveling waves connecting 0 andŵ * (t) for system (2.
7). Let C := BC(R, R
3 ) be the set of all bounded and continuous functions from R to R 3 equipped with the compact open topology; that is, a sequence ψ n converges to ψ in C if and only if ψ n (x) converges to ψ(x) in R 3 uniformly for x in any compact subset of R. For any Let Q be an operator from C β to C β . In order to use the results in [8, 10] , we need the following assumptions on Q: . Let {Q t } t≥0 be the solution semiflow associated with system (2.12) on Cŵ * (0) , that is, Note that the results of spreading speeds and traveling waves in [8] are still valid provided that the assumption (A5) in [8] is replaced by the standing assumption (A4) (see [10] 
) be a solution of (3.1). Then (ū 1 (t),ū 2 (t),ū 3 (t)) satisfies the following ODE system with the initial dataū(0) ∈ R 3 :
Let {M t } t≥0 be the solution map associated with (3.1). Define B t μ : 
is a solution of (3.2), we see that
It follows that
Integrating the above inequality from 0 to ω, we get
Then we have
as μ → ∞. Therefore, Φ(μ) attains its positive minimum at some finite value μ * . Then we have the following result. Proof. It is easy to verify that the map M t satisfies all conditions (C1)-(C7) in [9] for all t > 0. Comparing systems (2.12) and (3.1), we see that Q t is a lower solution of linear system (3.1) for all t ≥ 0. Then we have
By the continuity of the solution on the initial data, we know that for any ∈ (0, Q), there exists η > 0 such that the solutionŵ(t,η) of system (2.10) withŵ(0,η) = η satisfiesŵ(t,η) <¯ for all t ∈ [0, ω], whereε = ( , , ),η = (η, η, η). Then the comparison principle implies that
Thus, for any x ∈ R, t ∈ [0, ω], and φ ∈ Cη,ŵ(t, x, φ) satisfies
Let {M t } t≥0 be the solution semiflow associated with the linear system 
Letting t = ω and 0 < < Q small enough, we can perform an analysis on {M t } t≥0 similar to that for {M t } t≥0 . It follows from [ Recall that U (t, x−ct) is said to be an ω-periodic traveling wave of (2.12) provided that U (t, z) is ω-periodic in t andŵ(t, x) = U (t, x − ct) satisfies (2.12), and we say
The existence and nonexistence of traveling waves are straightforward consequences of Lemma 3.1; see [8 
* , system (2.12) has an ω-periodic traveling wave U (t, x − ct) connectingŵ * (t) to 0, and U (t, z) is continuous and nonincreasing in z ∈ R. Note that we can regard the fourth equation in system (2.7) as the following nonhomogeneous reaction-diffusion equation:
By an argument similar to that in the proof of [6, Theorems 3.1 and 3.2], it follows that similar results in Theorems 3.3 and 3.4 are also valid for a(t, x). Thus, c * is the spreading speed and the minimal wave speed for monotone periodic traveling waves of system (2.7). of the temperature effects on the transmission of Lyme disease. Using the published data in [13, 15, 16, 17] and mean monthly temperature normals at Port Dover from the Canadian meteorological website [19] , we can evaluate the temperature-dependent coefficients r(t), α 1 (t), σ(t), and α 2 (t) and other constant coefficients in our model. In this study, we let the period ω = 12 months. First, we estimate the constant coefficients in our model. Note that in [13, 15, 16, 17] , the authors determined some realistically feasible constant coefficients in Lyme disease models based on the valuable data from laboratory study and field observation. We refer the reader to their work and list values of constants coefficients for the Lyme disease models (1.1) in Table 4 .1. According to Table 2 in [13] , we know that the maximum number of ticks of a given life stage that a mouse and a deer can feed in one year is 595.35 and 521.12, respectively. We suppose that the number of mice and deer is Q and 42, respectively, in the region. Then we estimate
Next, we use the monthly mean temperatures at Port Dover, temperaturedependent questing activity rate for immature ticks, and the relationship between the temperature and the development rate to estimate the periodic coefficients r(t), α 1 (t), σ(t), and α 2 (t). In this case study, we take January to be the starting point and assume that tick development is zero for all stages when the air temperature is 0 o C or below [16] . We list the monthly mean temperature for Port Dover in Table 4 .2 according to the temperature statistics in [19] .
It follows from Figure 1 in [15] that the preoviposition period of female adults, preeclosion period for egg masses, and premolt period of larvae are given in days, Downloaded 11/13/13 to 134.153.184.170. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php respectively, by
where C > 0 is the temperature in o C. We assume that five percent of adult ticks are pregnant females, and per-capital egg production by pregnant females is 3000 [17] . Then the temperature-dependent developmental rates for larvae and nymphs per month can be expressed as Using the temperature data in Table 4 .2 and the curve fitting tool (CFTOOL) in MATLAB, we can fit the time-dependent individual birth rate of tick r(t) and the individual development rate of nymph σ(t) (see Table 1 . According to [16, 17] , the biting rate of larvae and nymphs to mice are dependent on the mice-finding probability (see Table 1 in [17] ) and the activity proportion, where the activity proportion is temperature-dependent (see Figure 3 in [16] ). In [17] , the daily mice-finding probability of questing larvae and nymphs is expressed as λ ql = 0.0013m 0.515 and λ qn = 0.002m
where m is the total number of mice. The relationship between the temperature and the activity proportion of immature ticks is given in Figure 3 of [16] . Combining the temperature data in Table 4 Thus, in this case study, the monthly biting rate of larvae and nymphs to one mouse (see Table 1 .1) can be given by
With the above temperature-dependent coefficients and constants parameters in Table 4 .1, we numerically calculate the principal Floquet multiplier of system (2.5) r 1 = 3870.6 > 1. Then we use solver ODE45 and the CFTOOL package in MATLAB to find the periodic solution (L * (t), V * (t), N * (t), A * (t)) for system (2.4). Thanks to [21, Theorem 2.1], we can further numerically compute the basic reproduction ratio R 0 for system (2. In order to simulate the global dynamics of system (2.1) in a bounded domain, we apply the difference method to the system with the Neumann boundary condition and I = 10, and choose the initial data as
Using the parameter values in Table 4 .1 and the periodic coefficients, we numerically calculate the basic reproduction ratio R 0 = 3.625 > 1. Figure 4 .1 shows the evolution of v(t) and n(t) in system (2.1). If the susceptibility to infection in mice and ticks is, respectively, reduced to β = 0.2 and β T = 0.22 due to some preventive measures, we numerically get R 0 = 0.825 < 1. In this situation, Figure 4 .2 shows that v(t) and n(t) will eventually approach zero. The simulation results for m(t) and a(t) are also consistent with our analytic result in Theorem 2.5.
In the case of unbounded domain, using the given parameters such that R 0 = 3.625 > 1, we numerically estimate the spreading speed c * ω /ω = 0.2644. To simulate Then the evolution of the solution is as shown in Figure 4 .4.
Discussion.
In this paper, we incorporated seasonal forcing into a reactiondiffusion Lyme disease model. Since seasonal variations are critical for the development of ticks and their activities, we assume that the developmental rate of ticks and their biting rates are time-periodic. We investigated the global dynamics of this model in a bounded and an unbounded habitat. In the case of a bounded habitat, we introduced the basic reproduction ratio R 0 for Lyme disease, and further proved that R 0 can serve as the threshold parameter for the global stability of either disease-free or positive periodic solution. Biologically, this means that the disease will die out when R 0 < 1, and the disease will stabilizes at a positive periodic solution when R 0 > 1. In the case of an unbounded habitat, we consider the spatial spread of the disease and the existence of time-periodic traveling waves. We established the existence of the spreading speed of infection and its coincidence with the minimal wave speed for limiting system (2.7). Moreover, we got an implicit formula for the spreading speed in Lemma 3.2, which may be used to compute the spreading speed numerically.
For our model, we picked some feasible coefficients and estimated the timeperiodic coefficients using some published data. We numerically calculated the basic reproduction ratio R 0 . Since R 0 = 3.625 > 1, we can see from Figure 4 .1 that the disease stabilizes at a positive periodic state. If the infection susceptibilities β and β T decrease such that the basic reproduction ratio R 0 = 0.825 < 1, then Figure 4 .2 shows that the disease will die out eventually. In order to consider the spatial propagation of Downloaded 11/13/13 to 134.153.184.170. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the disease in an unbounded domain, we calculated the spreading speed numerically. Figure 4 .3 shows that the disease spreads at a certain speed. To control the disease, we may use some strategies to reduce the spreading speed. For example, we may use some chemical methods to reduce the infection susceptibilities or the total number of hosts. Our analytic results and the numerical values of the basic reproduction ratio and the spreading speed may provide some helpful suggestions for disease control.
When the spatial domain Ω is bounded, we can also study the global dynamics of model (1.1) under the Robin-type or Dirichlet boundary conditions. In such a case, we can show that solution maps of reaction-diffusion systems (2.2) and (2.12) and their linearizations at zero are α-contractions by a decomposition argument similar to that in [24, Lemma 3.1] . Thus, the abstract threshold type result for monotone and subhomogeneous systems (see [23, Theorem 2.3.4] ), together with the generalized Krein-Rutman theorem, can be applied directly to (2.2) and (2.12), respectively. It then follows that the analogues of Theorems 2.2-2.5 still hold true. In these results, however, two numbers r 1 and R 0 should be replaced by the spectral radii of the Poincaré (period) maps of the linearized systems of (2.2) and (2.12) at zero solution, respectively.
We should point out that our model ignores the time delays between tick life stages. It would be more interesting to incorporate time delays into the model. Another challenging problem is to study the spreading speeds and traveling waves in the case where some parameters are spatially dependent. We leave these problems for future investigation.
