Reliability analysis of structures using neural network method by Hosni Elhewy A et al.
 1 
The definitive version of this article is published as: 
Elhewy, A. H, Mesbahi, E, Pu, Y.C. Reliability analysis of structures using neural network 
method. Probabilistic Engineering Mechanics 2006, 21(1), 44-53. 
 
Reliability analysis of structures using neural network method 
 
A.Hosni Elhewy, E.Mesbahi and Y.Pu 1 
School of Marine Science and Technology, University of Newcastle Upon Tyne,  
Newcastle upon Tyne, NE1 7RU, UK 
 
Abstract 
In order to predict the failure probability of a complicated structure, the 
structural responses usually need to be estimated by a numerical procedure, such 
as finite element method. To reduce the computational effort required for reliability 
analysis, response surface method could be used. However the conventional 
response surface method is still time consuming especially when the number of 
random variables is large. In this paper, an artificial neural network (ANN)–based 
response surface method is proposed.  In this method, the relation between the 
random variables (input) and structural responses is established using ANN 
models.  ANN model is then connected to a reliability method, such as first order 
and second moment (FORM), or Monte Carlo simulation method (MCS), to predict 
the failure probability.  The proposed method is applied to four examples to 
validate its accuracy and efficiency. The obtained results show that the ANN-
based response surface method is more efficient and accurate than the 
conventional response surface method.  
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1. Notations and Abbreviations 
1.1 Notations 
E1  Young’s modulus in the longitudinal direction. 
E2  Young’s modulus in the transverse direction. 
fx  Joint probability density function. 
F  Activation function. 
F1  Longitudinal tensile strength 
F2  Transverse tensile strength. 
F12  In-plane shear strength. 
g(X)ANN Limit state function predicted by ANN models. 
g(X)  Limit state function. 
G12  In-plane shear modulus. 
L  Load. 
M  safety margin. 
NX  In-plane longitudinal load. 
NY  In-plane transverse load. 
n  Number of random variables.  
R  Strength. 
sig(x)  Sigmodial transfer function. 
T  Number of Training trials 
t  Plate thickness. 
W1  ANN weight factors between the input and hidden layer. 
W2  ANN weight factors between the hidden layer and output layer. 
X
 
=   Vector of random variables.  
 3 
(X1, X2,.., Xn)  
Xann=  Real ANN input vector. 
(x1, x2,…, xn) 
Yann=  Real ANN output vector. 
(y1, y2,…,ym)  
β  Reliability index. 
ν12  Poisson’s ratio in x-y plane. 
θ  Angle of orientation.
 
σ1  Longitudinal stress 
σ2  Transverse stress. 
σ12  In-plane shear stress 
 
1.2 Abbreviations 
ANNs  Artificial neural networks. 
BBM  A response surface method proposed by Bucher and Bourgund. 
CCD  Central composite design. 
FORM First-order and second moment method.  
MCS  Monte Carol simulation. 
MSE  Mean Square error. 
RSM  Response surface method. 
SORM Second-order reliability method. 
 
2. Introduction 
Structural reliability can be expressed by defining functional relations 
between strength (R) and load (L) parameters as follows, 
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M=R – L = g(X1, X2,……., Xn) (1) 
M is the limit state function and is sometimes referred to as safety margin or 
performance function. X
 
= (X1,…, Xi…., Xn) (i=1,.., n) denote n basic design 
random variables, g(.) denotes a function of all design variables.  In general, the 
function g(X) can take any form provided that the failure of the structure is defined 
when M≤0, and the survival of the structure is defined when M>0. Therefore, the 
probability of failure of the structure can be calculated by performing the following 
integration over the region where M≤0. 
 
 
( )
∫ ∫ ∫=
≤0g
n21n21xf dx......dx.dx)x,...,x,x(f...P
X
 (2) 
 
Where fx is the joint probability density function for the basic random variables X1, 
X2, …., Xn. 
For most practical structures (or systems), the structural responses have to 
be calculated by a numerical procedure such as finite element analysis. This 
brings another level of complexity to reliability analysis because the limit state 
function g(X) is not available as an explicit, closed –form function of the input 
variables. Several computational approaches could be pursued for the reliability 
analysis of structures with implicit limit state functions. These can be broadly 
divided into three categories, based on their essential philosophy: (1) Monte Carlo 
Simulation (including efficient sampling methods and variance reduction 
techniques), (2) Response Surface approach, and (3) Sensitivity-Based analysis. 
As long as an algorithm is available to compute the structural response 
Monte Carlo Simulation (MCS) can be used for problems with implicit limit state 
function. The inherent disadvantage of MCS is the tremendous computational 
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effort for problems involving low probability of failure or problems that require a 
considerable amount of computation in each sampling cycle. To defeat this 
problem, numerous variance reduction techniques have been proposed, for 
example, importance sampling [1], [2], directional simulation [3], conditional 
expectation [4]. Even with these improvements, the calculation is still quite time-
consuming. 
 With the response surface approach, a first- or second-order polynomial 
approximation of g(X) is determined through (1) a few selected simulations in the 
neighbourhood of the most likely failure point, and (2) regression analysis of these 
results or solving a set of linear equations [5]. The obtained closed-form 
(polynomial) expression of limit state function is then used to calculate probability 
of failure of the structure. This approach will be called ‘polynomial-based response 
surface method’ in order to distinguish it from the proposed method, which will be 
called ‘ANN-based response surface method’. The main limitation of polynomial-
based response surface methods is that when the number of random variables is 
increased, the number of deterministic analysis increases greatly, thus making 
them expensive. 
In the sensitivity-base approach, the sensitivity of the structural response to 
the input variables is computed and used in the FORM/SORM. The value of the 
performance function is calculated from deterministic analysis and the gradient is 
computed using sensitivity analysis. The sensitivity-based reliability analysis 
approach is more elegant and more efficient [6] than the simulation or response 
surface methods.  
The above methods are still not widely applied to large practical structures 
because they require too much effort and computational time. The artificial neural 
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networks can be used to derive a good approximation of limit state functions. The 
motivation of applying ANN in reliability analysis is to develop a method with 
improved efficiency and/or accuracy over the above methods. 
Shao and Murotsu [7, 8] developed a method to use ANN in reliability 
analysis. The network was trained using orthogonal factorial designs data with an 
active learning algorithm.  So the number of training data required in this method 
is as large as polynomial-based response surface method. Similarly ANN is 
applied to approximate the limit state function and failure probability is then 
predicted by a reliability method, such as, FORM, SORM, and MCS in reliability 
analysis [9, 10, 11]. These pioneer works demonstrate the capacity of ANN in its 
application to structural reliability analysis. However the efficiency of ANN-based 
response surface method was not addressed in those papers. Gomes and 
Awruch [12] have compared the polynomial-based response surface method with 
ANN-based response method in term of CPU time and the number of limit state 
function evaluation without distinguishing whether or not a numerical method, 
such as finite element method (FEM), is needed in the evaluation of the limit state 
function. The examples used in the comparison are fairly simple with small 
number of random variables.  So more work needs to be done in this aspect.  
The aim of this paper is to develop a procedure in which ANN will be 
combined with some reliability methods so that the computational efficiency may 
be improved. An ANN model is used to approximate the limit state function so that 
the number of finite element runs can be dramatically reduced. This ANN model 
will then be connected to a reliability method. In the current work, ANN model has 
been successfully connected with both FORM and Monte Carlo Simulation (MCS). 
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The efficiency and accuracy of ANN-based response surface method will be 
compared with that of polynomial-based response surface method. 
3. The ANN-based Response Surface Method 
As described in the previous sections, when reliability analysis is applied to 
a complicated structural system, the responses of the structure need to be 
calculated by sophisticated numerical methods, such as finite element method. 
This process could be so computationally time consuming that it is not possible to 
use this method. In order to improve the efficiency in the reliability analysis, an 
ANN-based response surface method is developed. In the proposed method 
artificial neural network is applied to approximate the limit state function, in which 
the responses of the structure are included. The role of ANN is similar to the 
polynomial function used in polynomial-based response surface method. The 
difference between the proposed method and the polynomial-based response 
surface method is that a polynomial function is used in conventional response 
surface method, while a series of activation functions, which could have various 
expressions, are used in ANN model. For this reason, the proposed method will 
be called as ANN-based response surface method. A mathematical expression of 
ANN models will be briefly described in the following sections.  
A schematic presentation of ANN-based response surface method is 
shown in figure 1. As can be seen in the figure, this method has two major steps. 
Firstly, an ANN model is created to replace the limit state function in the reliability 
analysis. Secondly, the created ANN model is linked to a reliability method so that 
the failure probability can be estimated. 
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Figure 1.The procedure of the proposed method 
 
 
In the first step, the inputs of the ANN model are the basic random 
variables while the output is used to construct the predicted limit state function. 
Training data, which is a set of data showing the relation of input and output, is 
needed to create the model. The accuracy of the output depends on the 
architecture of the model, the nature of the relation between the input and output 
and its complexity. The factors that influence the ANN architecture are the number 
of hidden layers, number of processing elements inside each layer and type of 
activation function of each processing element for both the hidden and output 
layers. This model is subsequently tested to ensure the accuracy of the predicted 
output, limit state function, using another set of data. The accuracy of the 
predicted limit state function could be measured by using mean square error of 
the output, the difference between the desired and predicted output, and the 
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correlation factor between the input and output. The details of how to train and 
cross validate ANN models will be presented in the following sections. 
In the second step, the reliability analysis is carried out by connecting the 
ANN model, which provides the value of the limit state function, to a reliability 
method. In theory, any reliability method can be used for this purpose. In the 
present study both of FORM and MCS are successfully linked to ANN model.     
 
3.1 Establishing an ANN model 
In this section some basic concept of ANN methodology is briefly presented. More 
details of this procedure can be seen in the reference [13].  
3.1.1 Introduction to ANN 
Artificial Neural Networks (ANNs) are relatively crude electronic models 
based on the neural structure of the brain. The advances in biological research 
promise an initial understanding of the natural thinking mechanism [14]. Research 
in this area shows that brain stores information as patterns; some of these 
patterns are very complicated. This process of storing information as patterns, 
utilizing those patterns, and then solving problems encompasses a new field in 
computing. This field does not utilize traditional programming but involves the 
creation of massively parallel networks and the training of those networks to solve 
specific problems. ANNs have the capability of establishing a functional 
relationship between two data spaces during a learning process and 
reproduce/generalise these data during a recall process. Mesbahi and Atlar [15] 
demonstrated this ability for some engineering applications.  
 10 
ANNs, in one of their basic applications and after successful training, can 
provide the correlating mathematical relationship between multi-dimensional 
input/output data sets as: 
YX →:f  
where f is the relationship fucntion, Xann=(x1,x2,…,xn) is real input vector, 
Yann=(y1,y2,…,ym) is real output vector. 
A multi-layer feed-forward neural network structure, trained by back-
propagation, is used in this study. In general, an ANN structure consists of several 
layers and each layer consists of several neurons, which is also called processing 
elements (PE). Figure 2 shows a typical structure of a feed-forward ANN model , 
in which the left column is input layer, the right most column is output layer, in 
between input layer and output layer is a hidden layer. Generally there could be 
more than one hidden layer.  
 
 
 
Figure 2 General structure of an artificial neural network 
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Where jpw  are multiplying factors (or weights), ap is a constant (normally referred 
to as threshold or bias), T is the number of inputs, )(f ⋅  is called activation function, 
which is normally selected from a list of S-shaped functions such as sigmoid, 
hyperbolic tangent or similar. Data flow in this type of network is from the Input 
layer to the hidden layer and there on to the output layer. So is the reason for the 
name for this group of ANN to be feed-forward. 
 Suppose that the transpose of the vector of input variables is 
( )
n21
T x,...,x,x=X , and the transpose of the vector of output variables are 
( )L21T y,...,y,y=Y .  For an ANN model with one hidden layer, as shown in Fig. 2, 
with m number of PEs in the hidden layer, the mathematical expression of the jth 
output variable is: 
 ( ) 



 +∑ ψ=
=
j
m
1i
i
i
jj cwhofy X     (j = 1, …, L) (4) 
where ijwho  is weight of ith PE in the hidden layer to jth PE in output layer, cj is a 
constant, ( )Xiψ  is the output of ith PE in the hidden layer, which is expressed as: 
 ( ) 



 +∑=ψ
=
i
n
1k
k
k
ii bxwihfX    (i = 1, …, m)        (5) 
where kiwih  is the weight of kth input variable in the input layer to ith PE in the 
hidden layer, bi is a constant. 
  
Eqs.(4) and (5) can be expressed in a matrix form as: 
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in which I is a one by one unit matrix, the expressions of matrices 1W  and 2W  are: 
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So development of an ANN model (during training) is to determine the values of 
matrices 1W  and 2W . 
 
3.1.2 Procedure to establish an ANN model 
The procedure to establish an ANN model is as follows: 
(a) Determine the topology (architecture) of the model; 
(b) Train the model with a sub-set of available data; 
(c) Cross-validate and test the model with all remaining data. 
 
3.1.2.1 Determine topology of the model 
At this stage, the number of hidden layers and the number of processing 
elements in each hidden layers need to be determined. In this study, all models 
have one hidden layer because this kind of model has sufficient accuracy and less 
demand on the amount of training data, which affects the efficiency of the method 
[16]. Both of the hidden layer and output layer use sigmoid activation function in 
examples 1-3 but hyperbolic tangent (Tanh) activation functions in example 4 
because Tanh produces slightly better results than sigmoid function in the last 
example. The number of PEs in the hidden layer is a very important parameter, 
which determines the accuracy of ANN models. Unfortunately there is not a rule 
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(or algorithm) to determine this number. It is normally determined by a trial-and-
error process. So this number will be optimised during the training process. 
Different numbers of PEs in the hidden layer will initially be used. The model with 
the most accurate results will be saved. 
3.1.2.2 ANN Training 
To start the training process the initial weights are randomised (typically 
between 0 to 0.1). In this study, back-propagation training algorithm, has been 
used to train all models.  
During the training of a network the same set of data is processed many 
times as the connection weights are adjusted by back-propagation.  The training 
stops when the model reaches some statistically desired level of accuracy. If a 
training procedure is not successful, we may repeat the procedure whilst varying 
the randomised weights, number of neurons in the hidden layer or the activation 
function.  
In this work, a set of input and output data is prepared for developing ANN 
models. A sub-set of data is used for training, while the other for cross-validation 
and testing the model.  
 
3.1.2.3 ANN Cross-Validation and Test 
We divided the data into three different sub-sets: a- Training, b- Cross 
validation and c- Test. Corresponding error when the network was presented with 
the cross-validation sub-set during the training procedure is used as a measure of 
models accuracy and as a signal to stop the training.  Consequently, the ANN 
model accuracy is verified by introducing the test sub-set. If the error with respect 
to this sub-set is not acceptable, the training may be repeated. Indeed, this testing 
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is critical to insure that the network has successfully learned the correct functional 
relationship within the whole set of data. This may be considered as an advantage 
of using ANN when compared with polynomial-based response surface method. 
 
3.2 Linking ANN model to a Reliability Method 
Once the ANN model is created, it will be linked with a reliability method. At 
this stage all the weight factors in ANN model are fixed. Both FORM and MCS are 
successfully linked with ANN model in this study. The FORM Method is based 
upon the algorithm developed by Rackwitz and Fiessler [17]. The MCS is based 
on the algorithm described by Thoft-Christensen and Baker [18]. Both methods 
are developed in the environment of LABVIEW [19], in which a graphical 
programming language is used. The reason for developing the methods in 
LABVIEW is that the ANN model created in ‘Neural Solution’ can be transferred to 
a ‘Virtual Instrument’, which can be used in LABVIEW. A ‘Virtual Instrument’ in 
LABVIEW is similar to the function of a SUBROUTINE in FORTRAN programming 
language. As illustrated in Fig.1, the role of the ANN model in the context of 
reliability analysis is to provide a value of limit state function as in examples 1 – 3 
or to provide values to construct the limit state function as in example 4 for given 
values of the random variables (input).  For instance when FORM is linked with 
ANN, the main steps relating to linkage between ANN and reliability module for 
reliability analysis are: (1) set initial design point at the first iteration; (2) when a 
value of limit state function is required at the given design point, the trained ANN 
is called to provide the value of the limit state function; (3) repeat the calculation 
until it converges. Similarly when MCS is linked with ANN, the main steps are: (1) 
randomly generate a set of values for all random variables; (2) when a value of 
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limit state function is required at the randomly generated values of the variables, 
the trained ANN is called to provide the value of the limit state function; (3) repeat 
the calculation until the stop criterion is satisfied. 
 
4. Application of the Proposed Method 
The ANN-based response surface method is applied to several cases to assess 
its accuracy and efficiency.  In order to fairly compare the efficiency of ANN-based 
response surface method with that of polynomial-based response surface method, 
the criterion for comparison needs to be carefully determined. As pointed out in 
the introduction, the reason for using response surface methods to approximate 
limit state functions in reliability analysis is to reduce the number of runs of a 
numerical method, such as finite element method (FEM), to predict structural 
responses of complicated structures. CPU time spent on FEM is far more than 
that on developing response surface for large structures. (However, the CPU 
spent on FEM for small structures could be in a similar order to that on developing 
response surface). So the criterion to measure the efficiency should be the 
number of runs of FEM in developing response surface. The number of runs of 
FEM is normally equal to the number of training datasets needed for developing 
response surface. Hence the number of training datasets for establishing an ANN 
model is used to measure the efficiency of ANN-based RSM in this study.    
 It is desirable to have as many training data as possible for developing an 
accurate ANN model. So the generation of training data needs to be carefully 
planned to balance the demand on efficiency and accuracy. As pointed out by 
Zhang and Subbarayan [20], there are three options for training data generation. 
Firstly a full factorial design could be used. Obviously while this method can cover 
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the entire design space uniformly, its efficiency is the same as polynomial-based 
response surface method. Alternatively the training data can be randomly 
generated by a random generator given the limits for each variable and the 
desired number of training datasets. The concern with this method is that it does 
not guarantee that the generated data covers the entire design space uniformly, 
especially when the number of variables is large and the number of training 
datasets is relatively small. Fortunately the ability of ANN to generalise may partly 
offset the disadvantage. The third option is to use a partial factorial design like 
Taguchi design [21]. This method is in between the first two methods. In the 
present study, training data were randomly generated to fully explore the ability of 
ANN to generalise. 
   
4.1 Linear Limit State Function 
Consider a simple linear limit state function with variables in standard 
normal distributions, which is also in [22] 
 ∑
=
−=
n
1i
ixn3)x(g  (9) 
In this case, the theoretical safety index is β=3.0 which corresponds to the 
failure probability Pf = 1.35x10-3, irrespective of the number of dimensions. 
The number ‘n’ is set to 4 in this study. In ANN model there are three layers, 
namely, input, hidden and output layer. In input layer, there are 4 PEs, which 
correspond to each random variable. In the hidden layer, the optimum number of 
PEs is 5. In the output layer, there is one PE, which provides value of the limit 
state function.  
In order to compare the efficiency of ANN-based response surface method 
with that of polynomial-based response surface method, different numbers of 
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training datasets are used to establish the ANN model. Figure 3 shows the 
relation between the number of training datasets used to train the ANN (horizontal 
axis) and the probability of failure estimated by connecting the developed ANN 
with FORM method (vertical axis). It shows that at four samples the failure 
probability is 0.00128. This means that the number of samples is not enough to 
build an accurate ANN model. When the number of training samples is increased 
to greater or equal to eight the estimated probability of failure is 0.00135, which is 
equal to the theoretical result estimated by using MCS. This proves that ANN 
model steadily converge to accurate result with the increase of the number of 
training data. 
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Figure 3.The failure probability for different number of sets of training data 
 
 
Because there are several methods to determine a polynomial-based 
response surface, it is very difficult to compare efficiency of all these methods with 
ANN-based response surface. Hence only central composite design (CCD) and 
the method proposed by Bucher and Bourgund [23] (BBM) will be discussed here. 
For central composite design, the number of data sets required for developing a 
polynomial-based response surface is N = 122 ++ nn , while for the method of 
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Bucher and Bourgund, N = 4n+3. In this example, the number of random variable 
is 4, so N is 25 and 17 respectively for CCD and BBM. Therefore ANN-based 
response surface method is more efficient than CCD and BBM in this case.  It 
should be pointed out that the limit state function in this case is linear. So the 
demand on the amount of data sets is not as high as if limit state function is non-
linear.  
Presented in Table 1 is the probability of failure by using both ANN-based 
and polynomial-based RSM. The number of training data for ANN model is 8. 
Table 1 shows that the results from ANN model are identical to the theoretical 
results. However polynomial-based response surface method combining with 
MCS is not as accurate as ANN-based response surface method. It is also 
interesting to note that when a second-order polynomial is used to approximate a 
linear function, it can not produce the exact value. 
 
Table 1 Estimated failure probability (X10-3)   
n Theoretical Polynomial-based RSM ANN-based RSM 
  FORM MCS FORM MCS 
2 1.35 1.35 1.34 1.35 1.35 
4 1.35 1.35 1.34 1.35 1.35 
 
 
4.2 A Second order function 
In order to check the ability of ANNs for more general cases, a non-linear 
function, which is expressed in equation (10), is considered [24], in which all 
random variables have standard normal distribution.  
 7xxxxxxxxx)x(g 31212322321 ++−+−++=     (10) 
Monte Carlo simulation with 106 samples with the original limit state 
function yields a reliability index of 2.038, which corresponds to a failure 
probability of 0.02078.  
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In ANN model there is only one hidden layer. In input layer there are three 
PEs, and one PE in the output layer. The optimum number of PEs in the hidden 
layer is determined in the same way as in example 1, which is 6.  
 Figure 4 demonstrates the estimated probability of failure with different 
sets of training data. The figure indicates that for a set of three training data the 
estimated probability of failure is much smaller than the theoretical result. When 
the number of data sets for training is 6 the predicted failure probability is greater 
than the theoretical results by 0.00572. However, this prediction is already more 
accurate than that of polynomial-based RSM. When the number of training data 
sets is increased to 12, the predicted failure probability is 0.0217. The relative 
error is only 4.4%.  The number of data sets required for developing a polynomial-
based response surface is 15 for both CCD and BBM. Therefore the ANN-based 
RSM is more accurate and efficient than polynomial-based RSM in this case. 
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Figure 4. The failure probability for different number of sets of training data 
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Figure 5 shows that the predicted limit state function g(x)ANN by ANN is very 
close to the original limit state function g(x).  
 
 
Figure 5. Comparison of the predicted and the original limit state function 
of the second order function 
 
 
4.3 An Exponential Function 
 In this example, a limit state function with exponential function as 
expressed in Eq. (11), in which both random variables have standard normal 
distribution, was used  [24]. 
 2
)4.1x2.0( xe)x(g 1 −= +  (11) 
Directional simulation with 106 samples with the original limit state function 
yields a reliability index of 3.38. The ANN model has 2 PEs in its input layer, one 
hidden layer with 5 PEs, and one PE in output layer. Because there are only two 
random variables it won’t make much sense to address efficiency. Only accuracy 
is discussed for this example. The results are tabulated in Table 2, in which the 
value of polynomial-based RSM is taken from reference [24]. It is clear that ANN-
based RSM is slightly more accurate than polynomial-based RSM. Fig. 6 shows 
the original and predicted limit state function values, which are in good agreement. 
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Figure 6 Comparison of the original and predicted limit state function  
               of the exponential function 
 
 
Table 2 Failure probabilities for an exponential function 
 MCS   Polynomial-based 
RSM with FORM 
ANN-based RSM 
with FORM 
ANN-based RSM 
with MCS 
Pf 0.00036 0.000406 0.00037 0.00036 
β 3.38 3.35 3.36 3.38 
 
 
4.4 Composite plate  
In this example an orthotropic plate subjected to axial in-plane loads Nx and NY, 
which is shown in Figure 7, is studied. The maximum stress criterion is used to 
define the failure of the plate, so the limit state functions are expressed as: 
 ( ) iii Fg σ−=X     (i=1, 2, 12)  (12) 
 
 
Figure 7. Geometry of orthotropic plate 
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Z 
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Where Fi are the material strengths in the in-plane directions and σ1, σ2 and σ12 
are the maximum longitudinal, transverse and in-plane shear stresses. The final 
probability of failure of the plate will be the largest failure probability of the three 
failure modes. There could be different ways to apply ANN to the reliability 
analysis of this structure. In this study, σ1, σ2 and σ12 are predicted by ANN 
models. The functional relationships to define the maximum stresses are:  
 σ1 = f1 (E1, E2, G12, ν12, θ, t, NX, NY) (13) 
 σ2 = f2 (E1, E2, G12, ν12, θ, t, NX, NY) (14) 
 σ12 = f12 (E1, E2, G12, ν12, θ, t, NX, NY) (15) 
So the limit state functions are further expressed as: 
 ( ) =Xig   Fi –   f i (E1, E2, G12, ν12, θ, t, NX, NY) (16) 
ANN models with different architectures have been created for the 
determination of the maximum stresses on the orthotropic plate. The input data of 
each ANN model are the mechanical properties of the plate’s material, thickness, 
angle of orientation and in-plane loads. So the input layer contains 9 PEs. The 
output layer includes 3 PEs, which are the maximum longitudinal, transverse and 
in-plane shear stresses.  There is one hidden layer with an optimum number of 10 
PEs. 
For each input variables its minimum and maximum values, which are 
collected from different materials specification [25], [26], are used to create 
training data sets. The actual number of training data sets is 120, and 55 data 
sets for testing the ANN model. The classical laminate theory, which is also 
developed in LABVIEW, is used to compute the maximum stresses. MCS is 
connected to both ANN-based response surface and the program for classical 
laminate theory to obtain the predicted and theoretical results.  
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The maximum stresses predicted from the ANN model are compared with 
the theoretical stresses in Figure 8. The ANN results are quite close to theoretical 
results. The correlation factors for maximum longitudinal stress, maximum 
transverse stress and maximum in-plane shear stress are 0.999, 0.999 and 0.998 
respectively.    
 
Figure 8-a. The predicted and the theoretical longitudinal stress. 
 
Figure 8-b. The predicted and the theoretical transverse stress. 
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Figure 8-c. The predicted and the theoretical in-plane shear stress 
Figure 8. Comparison of the theoretical and predicted maximum stresses 
The probabilistic characteristics of the basic random variables of the plate 
material are presented in Table 3. Figure 9 shows that the predicted and 
theoretical probability of failure.  When the number of samples in MCS is 105, the 
predicted and theoretical failure probabilities are 0.639 and 0.641. The relative 
error is 0.3%. The result is reasonably accurate. If polynomial-based RSM was 
used, the total number of data required would be 531, which is much greater than 
120 used by ANN-based RSM. So this example again shows that the ANN-based 
RSM is more efficient than polynomial-based RSM. 
 
 
Figure 9 Comparison of the predicted and the theoretical probability of failure  
0 . 1 
0 . 2 
0 . 3 
0 . 4 
0 . 5 
0 . 6 
0 . 7 
0 . 8 
0 . 9 
0 10 20 30 40 50 60 70 80 90 100 110 Thousands 
No. of Samples 
Pr
o
ba
bi
lity
 
o
f f
a
ilu
re
 
Predicted probability of failure 
Theoretical probability of failure 
- 5000 
- 4000 
- 3000 
- 2000 
- 1000 
0 
1000 
2000 
3000 
4000 
5000 
1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 
No of testing data 
In
-
pl
an
e
 
sh
e
a
r 
st
re
ss
 
M
Pa
 
Predicted In-plane shear stress 
Theoretical In-plane shear stress 
 25 
Table 3 Probabilistic characteristics of the basic random variables of the 
composite plate 
Basic design variable Mean Coefficient of variance COV Distribution 
Type 
E1 166.9 GPa 1.08 Normal 
E2 9.4 GPa 0.585 Normal 
G12 5.27 GPa 0.841 Normal 
ν12 0.286 0.276 Normal 
Nx 9.40E6 N/m 0.842 Normal 
NY 2.7E5 N/m 0.838 Normal 
F1 1883.6 MPa 0.972 Normal 
F2 53.760 MPa 0.651 Normal 
F12 106.93 MPa 0.02434 Normal 
Thickness t 0.005 m Deterministic Deterministic 
Angle of orientation  θ 0° Deterministic Deterministic 
 
 
5. Conclusions  
In order to reduce the computational effort required for reliability analysis of 
complicated structures to an acceptable level, several techniques, such as 
response surface method and artificial neural network, may be used in 
conjunction with the reliability method such as FORM and simulation techniques. 
In this paper, artificial neural network is applied to establish relation between input 
variables and important output parameters so that limit state functions could be 
constructed based on ANN model. The output of ANN model can be the limit state 
function like in the examples 1, 2 and 3, or other controlling parameters such as 
maximum stresses in example 4. The developed ANN models are then 
successfully connected with reliability methods, such as FORM and MCS, to 
predict the failure probability of structures. The proposed method is applied to 
several examples to validate the method.  It is found out that the ANN-based 
response surface method is more accurate and efficient than polynomial-based 
response surface method. When the limit state function is linear, the requirement 
on the number of training data sets for establishing ANN model is quite modest. 
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So it is very efficient for this case.  When the limit state function is non-linear, the 
demand on training data is increased. However it is still more efficient than the 
polynomial-based response surface method. In the case of large number of input 
random variables, as in example 4, the ANN dramatically reduces the number of 
required data sets, and shows good ability to predict the maximum stresses in the 
orthotropic plate and then a good estimation of the probability of failure when 
connected with MCS method. The ANN may be used to predict the stresses on 
more complicated composite application such as laminated plates with different 
plate layers.   
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