Data integrated from multiple sources may contain inconsistencies that violate integrity constraints. The constraint repair problem attempts to find "low cost" changes that, when applied, will cause the constraints to be satisfied. While in most previous work repair cost is stated in terms of tuple insertions and deletions, we follow recent work to define a database repair as a set of value modifications. In this context, we introduce a novel cost framework that allows for the application of techniques from record-linkage to the search for good repairs. We prove that finding minimal-cost repairs in this model is NP-complete in the size of the database, and introduce an approach to heuristic repair-construction based on equivalence classes of attribute values. Following this approach, we define two greedy algorithms. While these simple algorithms take time cubic in the size of the database, we develop optimizations inspired by algorithms for duplicate-record detection that greatly improve scalability. We evaluate our framework and algorithms on synthetic and real data, and show that our proposed optimizations greatly improve performance at little or no cost in repair quality.
Introduction
When overlapping or redundant information from multiple sources is integrated, inconsistencies or conflicts in the data may emerge as violations of integrity constraints on the integrated data (see, e.g., [1, 3, 5, 6, 8, 11, 14, 28] ). One important example of this situation is in the enterprise, where different departments such as sales, billing, and order-or service-fulfillment often have separate applications storing overlapping data. Conflicts in this data may be introduced for many reasons [25] , including misspellings or differing conventions used during data entry (e.g., a person's name may appear as "John Smith" and "J. Smith"), different processes and time-scales for performing updates (e.g., address changes may take a few days to a few months to propagate), and so on. This problem becomes particularly evident with data warehousing or other integration scenarios because combining data makes conflicts visible: errors in a single database can seldom be detected without inspection of the real world or other manual effort. Yet the consequences of poor enterprise data can be severe-for telecommunication serSupported in part by EPSRC GR/S63205/01, GR/T27433/01, and NSFC 60228006.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. vice providers, for instance, errors routinely lead to problems like failure to bill for provisioned services, delay in repairing network problems, unnecessary leasing of equipment, and so on [23] . As a result, data sources may be integrated in order to reconcile and correct the source data. For example, revenue recovery applications [19, 20] compare billing and service databases to ensure that all services are billed (and presumably vice-versa). We now introduce our running example to illustrate these issues.
Example 1:
Consider a hypothetical provider of network services to residential users (e.g., a phone or cable company). Customer and equipment information is maintained by separate databases in the Billing and Maintenance departments. Data from these two databases is merged according to the following target schema with two tables, ¡ £ ¢ ¥ ¤ § ¦ and© ¢ :
The ¡ $ ¢ ¥ ¤ § ¦ (1) ensures that every piece of equipment is associated with a valid customer in ¡ £ ¢ ¥ ¤ ( ¦ , while FDs (2) and (5) are key dependencies specifying that phone number and serial number are keys for the customer and equipment tables, respectively. FD (6) is not a traditional key dependency, but asserts (perhaps somewhat arbitrarily) that a given customer will have only one instance of a given piece of equipment.
The wt column in the figure does not appear in the original data, and instead reflects the confidence placed by the user in the accuracy of the data. In this example, a greater confidence is placed in records from Billing.
An example of a source database inconsistency is differing spellings for "Alice Smith" in tuples E F (from Billing) and E ' S (from Maintenance), which violates FD (2) . Other constraint-violating discrepancies include a) the tuples E G and E 5 T for Bob Jones with different phone numbers and states which violate FDs (3) and (4) , and b) the tuple E ' U which violates the inclusion dependency IND (1) between the© ¢ and ¡ £ ¢ ¥ ¤ § ¦ tables. V While substantial previous work has explored query answering and constraint repair in inconsistent databases, the bulk of that work [1, 3, 5, 6, 8, 14, 15] restricts repair actions to inserting and deleting tuples. However, in these models, repairs of inclusion de- pendencies may lose important information. For example, deletion of tuple E U to repair the violation of inclusion dependency ID (1) in Figure 1 would lose information about a piece of equipment, and inserting a new tuple in the ¡ £ ¢ ¥ ¤ § ¦ table would not help the user resolve the location of that equipment accurately. Recent work [11, 28] has introduced repairs in which attribute values are modified to restore the database to a consistent state, allowing more satisfying resolution of common constraint violations.
Record linkage is a broad field (see, e.g., [10, 21, 29] ), also known as "duplicate removal" or "merge-purge", and refers to the task of linking pairs of records that refer to the same entity in different data sets. This is commonly applied to household information in census data, mailing lists or medical records as well as many other uses. While to our knowledge not observed by prior work, there are in fact strong connections between record linkage and constraint repair. First, individual repairs of Inclusion and Functional Dependencies involve entity matching. Consider IND (1) in the above example: repairing this constraint requires matching customer entities, in this case represented by their phone numbers. If this constraint were specified on several attributes including name and address information, the task of finding the appropriate repair for an unmatched tuple in the equipment table would exactly correspond to a record linkage task. Second, specific record linkage tasks for a set of tables can be accomplished by specifying inclusion and functional dependencies and then invoking constraint repair. Consider the task of removing approximate duplicates between tables e and f . This may be accomplished by specifying a pair of inclusion constraints from e to f and back on the set of attributes which should match (perhaps all the attributes).
While there is a compelling need to help users correct conflicting data, it may be difficult to see what sort of automatic support will be helpful. Clearly, it would be helpful to a user to enumerate constraint violations, but it may still be exceedingly onerous for the user to manually correct all the problems. In this situation, it may be more helpful to automatically propose a repair [1, 2, 8] , which can be informally thought of as a database that is "close" to the original but which satisfies integrity constraints.
Our Contributions. The first contribution of this paper is a repair framework that focuses, like [11, 28] , on value modification, but which improves on previous work in several ways. First, we offer a general framework that deals with both FDs and INDs, unlike [11] , which focuses on the specific domain of census data, and [28] , in which cleaning is restricted to relatively simple constraints that cannot express INDs, for example. Furthermore, we propose a novel cost model for repairs based on two factors, accuracy and similarity, which we now define. The accuracy of data is reflected in a weight g E 6 for each tuple and represents the confidence placed by the user in the values therein. For example, the tuples in Fig. 1 from the Billing department are given weight h , reflecting greater confidence in their accuracy than records from the Maintenance department, which are given a weight i . In this work, we assume that the weights default to 1 but may be given by the user, and leave to future work the development of techniques for automatically setting them. A variety of similarity of data is available at the attribute or tuple level, for example, string-edit distance. While we use a relatively simple similarity function in our experiments, our goal is to allow a variety of attribute-similarity metrics (see [9, 29] ) from the data linkage community to be applied.
Our second contribution consists of complexity results for minimum-cost constraint repair based on value-modification. We show that value-modification complicates the analysis of the problem: it becomes NP-complete in the size of the data, even with a small, constant number of either FDs or INDs. In contrast, the corresponding problems in which a database is repaired by deleting a minimal set of tuples is in PTIME; the problem only becomes intractable if arbitrary FDs and INDs are both present [3, 8] . In this context, we find that simple heuristic repair approaches based on repairing one constraint at a time suffer from a number of problems including a failure to terminate.
In light of the intractability results and problems with simple heuristics, our third contribution is an approach to repair construction based on equivalence classes of (tuple, attribute) pairs that are assigned identical values in the repair. The introduction of equivalence classes has three benefits. First, it is fundamental to ensuring termination of the algorithm, even when tuple inserts are allowed. Second, it separates the relationship among attribute values (represented by the equivalence classes) from the choice of value assigned to each attribute in the suggested repair (dictated by a cost metric). This separation has the potential to improve value selection by delaying it until a larger group of related values is knownfor example, the phone number "555-8145" is the highest weighted value of all the numbers for Bob Jones, while locally in the© ¢ table "555-8195" may look like a better choice. Third, equivalence classes potentially ease user interaction by illustrating the relationships between parts of a proposed repair and allowing the user to validate updates one equivalence-class at a time.
In this framework, we first consider straightforward use of the greedy method. In the example of Figure 1 , our repair procedure will group the phone-number attributes of E G and E T in a single equivalence class, and pick one of the values as the value proposed in the repair. We consider different cost models for the greedy step, as well as a variant of the greedy method which resolves FDs aggressively. While naive implementations of our greedy methods require time cubic in the size of the data in practical cases, we introduce two optimizations, one relaxing the greedy method by sometimes taking a step which is not locally optimal, and another inspired by optimizations for duplicate elimination [16] . Together and under reasonable assumptions, these optimizations improve our algorithm's running time to j @ k m l n T k p o r q Q qT 6 , where k is the size of the database including inserted tuples, and Q is the set of constraints to be enforced.
Our fourth and final contribution is an experimental study of our heuristic constraint repair methods. We evaluate the quality and scalability of our methods with both synthetic data from the TPC-H benchmark and real-world data scraped from Web pages. We further evaluate the effectiveness of our two optimizations on running time and result quality. We find that the optimizations seldom degrade quality, but improve the performance significantly and hence allow the approach to be applied to real-world size problems. Based on these results, we contend that heuristic constraint repair based on tuple-attribute equivalence classes is a promising tool for constraint repair in data integration and reconciliation scenarios.
Organization.
In the next section, we introduce our repair model. We prove intractability results in Section 3 and introduce our heuristic approach in Section 4, giving detailed algorithms in Section 5. We present our experimental results in Section 6, discuss related work in Section 7 and conclude in Section 8.
System Model and Problem Formulation
In this section, we present our cost-based constraint repair problem formulation. [3] , and thus our model supports both value modifications and tuple insertions. We modify the values of tuples in D rather than simply deleting them as in other models (e.g., [8] ) in order to minimize loss of information.
Repair Cost. The cost of an attribute-level modification in a repair is essentially the weight g E 6 m z | of the changed tuple times the distance according to a similarity metric between the original value of the attribute and its value in the repaired database. Similarity measurement for strings and other structured values is itself a broad field (see, e.g., [9] ), and our setting does not depend on a particular approach. Rather This cost is a user-defined parameter closely related to the threshold set for a good match by the similarity metric. We find that an effective setting for ¥ ¤ ¡ ! ¤ § ¦ is a value slightly higher than the distance between two "similar" strings (see Section 6.1 for details).
In our examples, the cost of a repair is the sum of the cost of the tuples in the repair. To summarize
. We are now ready to formally state our database cleaning problem in terms of computing a minimum-cost repair.
Problem Statement.
Given 
Constraint Repair Approach Overview
In this section, we investigate solutions to the constraint repair problem defined in the last section. We begin by outlining our approach to repairing individual constraint violations. We then consider the problem of finding minimum-cost repairs, but show that optimal solutions are generally intractable to find.
Constraint Repairs
In Interestingly, the corresponding repair problems (when Q contains only FDs or only INDs) are shown to be tractable for a deleteonly repair model by [8] . This demonstrates that the repair problem becomes much more difficult when we consider value modifications. 
Using Equivalence Classes for Constraint Repair
is not necessarily minimum. In fact, we found it non-trivial to develop such a heuristic. The key difficulty, of course, is that repairing one constraint can break another, and most simple heuristics we considered could fail to terminate in the presence of complex, inter-related dependencies.
Equivalence Classes
To overcome these problems, our approach to constraint repair for FDs and INDs is built around the notion of equivalence classes of attribute value coordinates E " 5 ¾ in . A key observation here is that it is useful to separate the decision of which attribute values need to be equivalent from the decision of exactly what value should be assigned to the eventually-produced equivalent set. Delaying value assignment allows poor local decisions to be improved-for example, consider a name that is sometimes spelled correctly and sometimes incorrectly. If the correct spelling is more frequent and/or has higher weight, then the accumulation of versions of the name in an equivalence class over time will allow the correct spelling to be chosen in many cases. Further, we believe that the equivalence class abstraction will be valuable to a user who needs to check or modify a repair. The classes help expose the structure of data relationships, and if the user wants to override a value chosen by the repair algorithm, it can be accomplished on the whole equivalence class in one step. 
. Thus, all attributes in a class á â are assigned the value of ¦ ' # ) h å r á â 6 in the repair.
Equivalence Class Cost. The cost of the equivalence class for a particular target value is defined as the contribution of elements in the equivalence class to the cost of D (ignoring the cost of inserts); that is,
. Consistent with the goal of finding a low-cost repair, ä ¦ # ) å á ¥ â 6 is chosen to minimize the cost of á ¥ â , and unless specified otherwise, 
Merging Equivalence Classes.
Whenever two equivalence classes are merged, this may result in additional attribute modifications in D , increasing its cost. For a subset ô of equivalence classes from ã , we formalize this increase in cost as
; that is, the difference between the cost of the merged class and the sum of the costs of the individual classes. For instance, referring back to Fig. 1 , the cost of merging classes á â Fig. 2 shows how to resolve such a set f by merging, for each attribute~in , the equiv-
Repairing 
, is the sum of the attribute-wise costs,
since E is assigned 0 weight.) For example, in Fig. 1 
Repair Algorithms
In this section, provide detailed descriptions of equivalenceclass-based constraint repair. We present a general heuristic framework that guarantees termination, and develop two specific heuristic methods GREEDY-REPAIR and GREEDY-REPAIR-FDFIRST. Finally, we discuss optimizations and extensions.
At a high level, our repair algorithm begins by putting each tuple, attribute pair in its own equivalence class. It then greedily merges the equivalence classes of E " 5 x 6 pairs until all constraints in Q are satisfied. To illustrate, consider tuples E G and E 5 T for Bob Jones in Fig. 1 . In order to satisfy FD (4), we group tuples E G and E 5 T on phone number to form the equivalence class 
. Next, to ensure that IND (1) holds, we form two equivalence classes:
will have identical phone number values; as a result, these tuples will satisfy constraints FD (4) and IND (1). (Additional equivalence classes involving the other attributes will be needed to satisfy the remaining constraints -we list these in Example 3 ). We now present our heuristic algorithms in detail.
Tracking Unresolved Tuples. Our overall approach is to resolve (unresolved) tuples one at a time, until no unresolved tuples remain. While not strictly required for correctness, an important efficiency optimization is to keep track of potentially unresolved tuples for each dependency in Q . To accomplish this, we maintain a data structure 
; end It is easy to see that (1-3) above preserve the two invariants on ¢ ÷ ¤ ! C $ B sets, since this follows directly from the permanency and collision properties of INDs and FDs, respectively.
Repair with Equivalence Classes
In Fig. 4 , we present GEN-REPAIR, the overall driver for all of our constraint repair procedures. It is abstracted in terms of a function PICKNEXT, which selects the next tuple E to be resolved w.r. 
Two Flavors of Greedy Repair
In this subsection, we build our two proposed algorithms for constraint repair in this paper, GREEDY-REPAIR and GREEDY-REPAIR-FDFIRST by making simple changes to PICKNEXT. Our first algorithm, GREEDY-REPAIR, is built from GEN-REPAIR by replacing PICKNEXT with PICKGREEDY shown in Fig. 5 . This routine picks and returns an unresolved tuple to repair with the minimum ) ¤ ¡ ! ¤ § ¦ . In the case of an IND constraint, it also returns the lowest cost target of the resolution, which may be a tuple or & if an insert in the target relation is the lowest cost step.
To motivate our next algorithm, GREEDY-REPAIR-FDFIRST, we observe that there is a fundamental difference in the manner in which FDs and INDs are repaired in our framework. FD repair, in many respects, is more rigid than IND repair. For an FD § ¦ attribute, and E T 's target ¤ § ¦ # ¥ ¦ value to be updated to "ny".
3. Resolve tuples In the algorithm GREEDY-REPAIR-FDFIRST, we perform FD repair first to limit the effect of cross-tuple merging on the larger equivalence classes created by IND repair. Another approach to minimizing undue effects from IND repairs is to attempt to avoid bad repairs (that cause many FD violations) by adding some degree of lookahead to the cost model. In order to do this, we modify the )¤ ¡ ! ¤ § ¦ of tuples to include an approximation of the cost of resolving tuples added to the ¢ ÷ ¤ ! C $ B set of Functional Dependencies. Note that this is similar in spirit to the idea of preferring 1-1 entity matching [18] .
Improving Performance
We now analyze the running time of GREEDY-REPAIR and GREEDY-REPAIR-FDFIRST in an attempt to predict their practical behavior, and introduce three important heuristic optimizations.
Running Time. With very complicated overlapping constraints, a finite but exponential number of new tuples could be inserted in the course of a constraint repair. However, our experiments (which will be presented in the next section) demonstrate that when ò ¥ ¤ ' ¡ ! ¤ ( ¦ is correctly set, the number of tuples inserted is far fewer than the number of tuples in the original database. Accordingly, we assume below that the number of inserts is linear in the original database size, and for simplicity we use the parameter k as the number of original tuples in the database plus all the inserts.
Recall that 6 is the maximum number of attributes of any table in D , and that q Q q is the number of constraints. Another important parameter is % © , the largest size of any equivalence class encountered during a run. Of course, this is j @ k 6 in the worst case, but is practically much smaller. Given these parameters, the while loop of GEN-REPAIR (Figure 4) This clearly indicates that, while technically tractable, neither GREEDY-REPAIR nor GREEDY-REPAIR-FDFIRST will scale well to large data sets. We now introduce three optimizations which, as will be shown in the next section, make a substantial improvement in scalability without greatly affecting quality. 
Redundant
. This follows directly from the definitions, since X ¤ ( ¦ E " Á 6 was optimal at time 
. Thus, though the optimization is practically important, the worst-case running time is unchanged. Nearby Tuples. To further improve running time, when trying to satisfy inclusion dependencies, we limit the number of target tuples considered for each source tuple, based on techniques from duplicate elimination [12, 16, 22] . For each attribute~in relation e appearing on the right-hand side of some IND, we produce a set of indexes of e based on different features abstracted from the attribute [16] . In particular, we keep one list sorted by attribute value; and we create another list by first sorting the characters in the attribute and then using this attribute to sort the list. When looking for target tuples with which to resolve E w.r.t. IND Á e G È e T , we probe values from E 's attributes to access each sorted list for each attribute in . We then examine tuples, starting with the best-matching attribute according to the attribute-level similarity metric employed. This produces a candidate set of tuples, which we then order on our tuple-cost metric, and return the first P . We refer to the resulting optimization as NEARBY(P ). When combined with the last optimization, we intersect the NEARBY list with the recently changed list. This optimization improves the worst-case running time to
Relaxing Greedy. Our third optimization is to relax the PICK-GREEDY routine so that it is much more efficient, but does not always choose the lowest cost merge to do next. To this end, we initially create a queue of triples, 
As with the first optimization, if every tuple's best match is the same tuple, and that tuple changes on each step, this optimization does not improve running time. However, if we limit each step to resorting a constant number of tuples, then in conjunction with NEARBY the worst case running time is in
. As we will see in the next section, this optimization is also practically very important.
Experimental Evaluation
In this section, we present an experimental study of our constraint repair techniques. We investigate the utility, scalability and sensitivity to noise of our low-cost constraint repair heuristics on synthetic TPC-H data and a collection of real datasets.
Experimental Setting
We perform our experiments with 1) artificial datasets generated by the TPC-H [27] benchmark and 2) real-life datasets containing DVD information. All the experiments are run on similar machines, powered by either 933 MHz or 1 GHz Pentium 3 processors.
TPC Data. For TPC data, we create a clean TPC-H instance D e d by using the TPC B X å program with different scaling factors. We refer to this dataset by its size. For example, using a scaling factor of .0002, yielding approximately 2,000 tuples, is referred to as "TPC.2k". We then introduce noise to each attribute involved in an IND or appearing on the left-hand side of an FD with probability f h g p i qr ! s to produce D . When noise is introduced, with probability f u tv (the confusion metric) the value of the attribute is replaced with another value found in the same column. Otherwise, the noise introduced is a textual error guaranteed not to cause a collision (insertion of a "!" at a random location in the string). Note that noise may only be applied to those attributes that may cause constraint violations in D . Finally, one of our algorithms is used to repair constraint violations in D , producing a proposed repair D . The TPC model includes 10 FDs and 5 INDs generalizing the keys and foreign keys in the dataset. An FD on the supplier table is, e.g., the supplier key name, address, phone number, region.
DVD Data. For DVD datasets, we scrape information from three e-commerce web sites, AMAZON, DVD EMPIRE and DIGITAL EYES. Each dataset is obtained by searching each site for a single keyword, and filling in a table of information about the DVDs found. We consider 19 arbitrary search words to generate 19 different datasets. Each generated table has the following columns: title, DVD release year, theatrical release year, aspect ratio, length, rating, anamorphic ('y' or 'n'), and a unique ID where possible (AMAZON and DVD EMPIRE). The Title and DVD year columns form the key. Because there were many natural discrepancies between the three sites, no artificial errors were introduced. For each table we define an FD from its key to all of its other fields. Furthermore, we define an IND from the two key fields in each table to another table, such that the only way to satisfy all of the dependencies is for each table to have an identical set of movies.
Algorithms.
We have implemented prototypes in Java of the GREEDY-REPAIR (GR) and GREEDY-REPAIR-FDFIRST (GF) algorithms, with the redundant computation optimizations mentioned in Section 5.3. We also implemented the NEARBY and QUEUE optimizations, which can be used independently or together, as well as LOOKAHEAD FOR FD COSTS (FDL).
Cost Models. We now show the cost function used in these experiments. We start with a string edit distance function x y from Damerau-Levenshtein. For TPC data, we use a modified x h y that excludes character replacement operations, allowing only inserts and deletes. The distance between '!3' and '93' therefore increases from 1 to 2. We make this change because the key data in TPC consists of densely populated integers. Without the change, an k -digit string with a '!' noise character inserted (e.g. '!3') would have the same edit distance of 1 to many ( ḱ Ê i )-digit numbers (e.g. '13', '23', '33', etc.) as it would to the original string. Even with this change, however, '3' is just as close to '13', '23', etc., as it is to '!3', so errors are still often hard to correct.
We then define the attribute-level distance function B 7 ¤ as
to ensure that different strings can never have a vanishingly small cost. Longer strings with a 1-character difference are closer than shorter strings with a 1-character difference, but a 1-character difference in short strings does not cause a disproportionately high cost. The )¤ ' ¡ ! £ ¤ § ¦ used in PICKGREEDY (shown in Fig. 5 ) is then defined to be the sum of B 7 ¤ across all attributes being merged, multiplied by the percentage of attributes being merged that are not exact matches.
Another parameter that must be set is the insert cost ¥ ¤ ¡ ! ¤ § ¦ . For TPC, no entities are missing, so ¥ ¤ ¡ ! ¤ § ¦ for all tables is set to infinity. For the movie data, however, missing data is common. We find that a generally good setting for
, where`G and`T are short strings that differ by 1 character. We therefore use
Measuring Repair Quality. To measure repair quality, one approach is to consider the cost of the repair found by the algorithm, and compare this cost to some reference, such as the optimal (minimum cost) repair. Unfortunately, we know of no effective algorithm to find the optimal repair for non-trivial data sizes. Furthermore, since our cost metric is new, showing that a low cost solution is found does not prove that a good solution is found. For movie data, measuring quality is more problematic. One grade the quality of the results for this dataset and dependency set. Meanwhile, Figure 7 shows that the optimization techniques do have a significant effect on runtime (user-time).
DVD Result Quality. Figure 8 shows the percentage decrease in ADJSZ over naive for each algorithm for a subset of the databases we test. Whereas GREEDY-REPAIR was inferior to GREEDY-REPAIR-FDFIRST on TPC data with non-zero f tv , it is the same on the DVD dataset, and is not shown.
In these results, once again the QUEUE and NEARBY optimizations do not degrade the results, compared to GREEDY-REPAIR-FDFIRST (hollow bar). In fact, the NEARBY optimization improves the results, because for matches at equal edit distances, it prefers the match which is closer alphabetically. (This is consistent with research [29] that it is beneficial to include the length of the common prefix of two strings in a string matching score.)
For some movie datasets, our string matching function does poorly matching titles in the generated database. For example, the query "ball" generates many long similar titles that however refer to different movies, such as "Dragon Ball Z: Garlic Jr. -Vanquished" and "Dragon Ball Z: Garlic Jr. Saga". On such a data set, the results are in general poor, as is shown in the figure. Adding the FD lookahead heuristic, however, enables the algorithm to avoid many of the bad merges, greatly improving the quality of the result. Figure 9 shows the performance of the different algorithms. NEARBY and QUEUE are needed to scale, and adding FD Lookahead degrades performance, but not dramatically.
Furthermore, GF + NEARBY(h | ) is actually slower than GF by itself. The reason for this is that the Redundant Computation optimization is very effective when the set of changed tuples that needs reevaluation is small. When only one or two tuples have changed, the time needed to use NEARBY to determine if those tuples should be considered is greater than the time needed to simply recompute for those tuples. So, for small change sets, NEARBY actually degrades performance. For GREEDY-REPAIR-FDFIRST, when all tuples are considered after each change, only one new equivalence class can be created in a column between computations, and thus the change set is limited by the size of an equivalence class. (With the QUEUE optimization, multiple equivalence classes are created between computations on a given tuple, and thus change sets are bigger.) For DVD data, the equivalence classes are always small and so GF+NEARBY(h | ) performs poorly.
Scalability. In Fig. 10 we vary the size of the TPC instance from 1000 to 44,000 tuples, and compare the running time of GREEDY-REPAIR-FDFIRST alone with NEARBY, QUEUE, and with both NEARBY and QUEUE. Because the equivalence classes are larger than those in the DVD data, the NEARBY optimization is very effective, and is critical for the algorithm to scale with this dataset Impact of Constraint Sets. An advantage of the algorithms discussed in this paper is that they give the user flexibility in specifying the integrity constraints that need to be met. There are often many constraint sets with equivalent semantics. In Figure 11 , using GREEDY-REPAIR-FDFIRST with QUEUE and NEARBY(h | ), we compare two runs on the DVD data. In one run, we use a dependency set that consists of INDs across all of the attributes of all of the tables (instead of just the key fields). In the other run, for each table we add FDs from the key fields to all the other fields. Either dependency set could be reasonably used for matching up DVDs between the different databases. As the figure shows, much more consistent and better results are obtained with the FD presence.
Varying NEARBY. We also experiment with GREEDY-REPAIR-FDFIRST and QUEUE with 2% noise, while varying NEARBY. The results are shown in Fig. 12. (The right-hand Y-axis, used for the two movie datasets, is inverted so that better, lower values of AD-JSZ are higher.) It shows that for the DVD data, with real strings, even a nearby of 4 is sufficient for good results. For the TPC data, where the text data is actually integers, it shows that higher values of NEARBY are needed. In fact, as is shown for a Þ á e S i W p o ð in TPC.4k, values of NEARBY that are too low may cause the algorithm to fail dramatically, finding a repair with a very high cost. If the nearby string set frequently fails to include the correct choice, a good repair cannot be found. Moreover, because our NEARBY sort orders do not perform well on the integer keys seen in TPC, larger values of NEARBY are needed. For TPC.2k, NEARBY of approximately 8 is sufficient, whereas for TPC.4k, NEARBY of 20 is required to get optimal results. This graph also shows that for the same amount of noise in TPC data, a higher percentage of errors can be corrected in a larger database. This is because a larger TPC database has more redundant values, and hence more errors are correctable. Figure 13 shows that excluding the failed repair, performance scales linearly with NEARBY, as expected.
Summary.
We have presented several results from our experimental study of cost-based constraint repair. First, we find that our equivalence-class-based constraint repair heuristics, in almost all cases, substantially improve the quality of an inconsistent TPC or DVD data set. Second, we compare several heuristics and find that GREEDY-REPAIR-FDFIRST with NEARBY and QUEUE scales much better than other combinations yet produces repairs of similar quality. Finally, we note that the inclusion of FDs and FD Lookahead can significantly improve repair quality. While our experiments on the DVD dataset perform essentially a data-linkage task, we do not compare ourselves with other data linkage systems. These systems have rule-bases for matching and carefully tuned comparison metrics, and will presumably achieve better results if applied to matching movie titles. Instead, our goal is to show that a general constraint-repair facility can reasonably perform this wellknown task, and that our cost-based model affords the opportunity to integrate techniques from record linkage, like NEARBY, into a practical constraint repair system. Finally, it is easy to see that constraint repair generalizes data linkage, since constraint repair 1) has the added burden of suggesting a repair once linkage is accomplished, and 2) handles complex data models and can generalize to additional kinds of constraints.
Related Work
Data cleaning systems described in the research literature include the AJAX system [13] which provides users with a declarative language for specifying data cleaning programs, and the Potter's Wheel system [26] that extracts structure for attribute values and uses these to flag discrepancies in the data. Most commercial ETL tools for data warehouses have little built-in data cleaning capabilities covering mainly data transformation needs such as data type conversions, string functions, etc. [25] presents a comprehensive survey of commercial data cleaning tools, as well as a taxonomy of current approaches to data cleaning. While a constraint repair facility will logically become part of the cleaning process supported by these systems, we are not aware of analogous functionality currently in any of the systems mentioned.
Most closely related to our work is the line of research on inconsistent databases (e.g., [1, 3, 5, 6, 8, 11, 14, 15, 28] ), i.e., databases that violate given integrity constraints. A semantic notion of minimal repair was first introduced in [1] in terms of symmetric difference of the original database and its repair under set containment. Consistent information is obtained from an inconsistent database following two approaches: repair is to find another database that is consistent and minimally differs from the original database [8, 11, 14, 15] ; and consistent query answer, a notion also introduced by [1] , is to find an answer to a given query in every repair of the original database [1, 3, 5, 6, 15, 28] . Most earlier work (except [11, 28] ) either adopts tuple deletions as repair primitive and requires that a repair is a subset of the original database [8] , assuming that the database is complete yet not necessarily correct, or allows both tuple insertions and deletions [1, 3, 5, 6, 14, 15] , assuming that the database is neither sound nor complete. Recently tuple modifications were studied as repair actions for consistent conjunctive query answer [28] and census data repair [11] . In these settings, complexity results [1, 5, 8, 15, 28] , algorithms [1, 5, 6, 8, 28] , constraint rewriting techniques [15] , representations of all repairs with logic programming [3, 11] or tableau [28] , and constraint repair based on techniques from model-based diagnosis [14] were developed, for single database [1, 5, 8, 11, 14, 15, 28] and integration systems [3, 6, 15] (see recent surveys on consistent query answer [2] and on constraint repair [7] ).
While our work was inspired by prior work on constraint repair, it differs from earlier approaches in the following. First, our repair model allows attribute values to be modified for restoring constraints and introduces a cost-based notion of minimal repairs. While [11, 28] also allow value modifications, the applicability of their techniques is restricted to specific databases or certain constraints. Indeed, in contrast to the generic setting of data cleaning in the presence of both FDs and INDs studied in this paper, [11] considers detecting and solving conflicts for specific census databases of a fixed schema, and [28] studies consistent answer of (conjunctive) queries in the presence of universal (full) constraints, which cannot express INDs. Furthermore, our model introduces the novel and practical notion of minimality for repairs based on costs measured by tuple weights and value similarity for each modification, which was not considered by any previous work. While most of prior models focus on tuple deletions/insertions [1, 3, 5, 6, 8, 14] as repair actions, we would like to emphasize that an attribute-modification cost model seems preferable as discussed in Section 3.1. However, computing repair cost in terms of value modification rather than tuple insertion and deletion significantly complicates the repair problemin the presence of FDs and INDs. For instance, with modifications, an uncovered tuple that violates an IND can be covered by modifying any of the tuples in the covering table (In Example 1, tuple E 5 U that violates IND (1) can be covered by updating the phone number field in any of the tuples in the customer table to "949-2212".) Thus, with modifications, the search space for repairing constraint violations explodes, making the search techniques of the earlier work impractical. Second, our NP-completeness results (Section 3) extend the complexity results developed for constraint repair (and consistent query answer, due to the connection between the complexity of these two issues established in [8] : in the presence of foreign keys, the problem of constraint repair is logspace-reducible to the complement of the problem for consistent query answer). Indeed, our results show that in the presence of attribute value modifications as legitimate repair actions, the repair problem is intractable even when either INDs alone or only FDs are allowed, while in contrast, [8] shows that in a delete-only repair model, the corresponding problem is tractable, and it becomes Co-NP hard if arbitrary FDs and INDs are put together. Finally, to the best of our knowledge, our equivalenceclass-based approach yields the first effective heuristic algorithm for restoring the database to a consistent state, and leads to a practical tool for data reconciliation and data cleaning. In contrast, earlier approaches in the presence of value modifications require exponential time (combined complexity) for corrections [11] , or expensive tableau construction [28] (the termination problem for its chasebased process is undecidable when it is generalized to deal with both INDs and FDs).
A related topic of interest in data cleaning is the elimination of approximate duplicates, also referred to as the object identity or merge/purge problem; see, for example, [9, 12, 16, 21, 22, 29] . This problem frequently occurs during the integration of disparate data sources, such as medical records, address lists or census records. Previous work has focused on the statistical foundation of feature matching [29] , issues associated with string matching [9, 26] and the performance issues associated with avoiding pair-wise comparisons of every tuple in a large table. In [12] , the authors present the AJAX system for cleaning which includes approximate matching with an SQL-like syntax. For performance, [16] proposes a method which considers multiple sorts of the database using different combinations of attributes, which inspires our NEARBY optimization. It should be mentioned that the algorithms developed for detecting approximate duplicates [16, 21, 22] compute clusters (transitive closures) of records, which can also be understood as computing "equivalence classes" of "tuples". Our algorithms are more involved than theirs as we need to compute equivalence classes of attribute and tuple pairs in order to repair FDs and INDs across multiple tables of related entities, rather than to find approximately duplicate records in one or two tables.
Finally, there has been a considerable amount of work in recent years on schema matching (see, e.g., [24] for a survey) in the context of schema integration. This, along with value reformatting, is a necessary pre-step to database reconciliation by constraint repair.
Concluding Remarks
In this paper, we observe that an important use of data integration is database reconciliation, that is, to correct errors introduced by source databases. We model this problem as one of finding lowcost repairs of constraint violations in an integrated database. Having shown the intractability of the problem, we introduce a heuristic approach based on equivalence classes of (tuple, attribute) pairs. In this context we consider specific algorithms and a number of performance optimizations. We demonstrate the utility of the approach and the scalability of our algorithms with experimental evaluation on synthetic and real data. Not only does this approach help to suggest reasonable repairs, but it allows the reuse of match metrics developed for record linkage in the context of constraint repair.
For future work, we intend to investigate extensions within the relational model, since SQL allows more general "NOT EXISTS" style constraints. Second, we are looking to extend our results to cover semi-structured data as well; specifically, we intend to develop schemes for repairing constraint violations in the context of XML data integration. Finally, we intend to more explicitly address the interactive formulation of the problem since we believe user involvement will be important in constraint repair, as in any other area of data cleaning. This will involve giving the user appropriate control over the repair process as well as the development of appropriate visualization tools for the proposed repairs.
