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TAELMAN L-VALUES FOR DRINFELD MODULES OVER TATE
ALGEBRAS
OG˘UZ GEZMI˙S¸
Abstract. In the present paper, we investigate Taelman L-values corresponding to Drin-
feld modules over Tate algebras of arbitrary rank. Using our results, we also introduce
an L-series converging in Tate algebras which can be seen as a generalization of Pellarin
L-series.
1. Introduction
Let p be a prime number, and set q := pl where l is a positive integer. We denote the
finite field with q elements by Fq. Let θ be an indeterminate over Fq. We set A := Fq[θ]
and K := Fq(θ). We define A+ to be the set of monic polynomials in A, and A+,k to be
the subset of A+ comprising polynomials of degree k. We define ord∞ to be the valuation
on K corresponding to the point at ∞ defined so that ord∞(θ) = −1. We denote the
completion of K with respect to ord∞ by K∞, and the completion of the algebraic closure
of K∞ by C∞. We let | · |∞ be the normalized ∞-adic norm on C∞ such that |θ|∞ = q.
For any Fq-algebra R with an Fq-algebra homomorphism τ : R → R, we define the non-
commutative skew polynomial ring R{τ} and the formal power series ring R{{τ}} by the
relation τ · x = τ(x) · τ for all x ∈ R. Finally, for any field k and any finite k[θ]-module M ,
we denote the monic generator of the Fitting ideal of M by [M ]k[θ] (see §2.2 for the details
about Fitting ideals).
A Drinfeld A-module φ of rank r (over A) is an Fq-algebra homomorphism
φ : A→ A{τ}
defined by
(1) φθ = θ + φθ,1τ + · · ·+ φθ,rτ
r
such that φθ,r 6= 0. For any integer s, the dual Goss L-series L(φ
∨, s− 1) corresponding to
φ is defined by
L(φ∨, s− 1) =
∑
a∈A+
µ(a)
as
,
where µ : A+ → A is a multiplicative function depending on φ (eg. see [8, Lem.3.5]). As an
example, if φ is the Carlitz module C defined by Cθ = θ + τ , then µ(a) = 1 for all a ∈ A+.
In [22], Taelman defined a new type of L-value L(φ,A) by
L(φ,A) =
∏
f
[
A/fA
]
A[
φ(A/fA)
]
A
,
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where the product runs over irreducible polynomials f ∈ A+ (see §2.2 and 2.3 for the details).
Moreover, Taelman observed [22, Rem. 5] that L(φ,A) is also related to the dual Goss L-
series by
L(φ∨, 0) =
∑
a∈A+
µ(a)
a
= L(φ,A).
We define the Tate algebra Tn as the set of all elements of the form
∑
xi1,...,inz
i1
1 . . . z
in
n ∈
C∞[[z1, . . . , zn]] such that |xi1,...,in|∞ → 0 as i1+ · · ·+ in →∞. For g =
∑
xi1,...,inz
i1
1 . . . z
in
n ∈
Tn, the Gauss norm ‖ · ‖ on Tn is defined by ‖g‖ := sup{|xi1,...,in|∞ | ij ∈ N}. We denote
its associated valuation by ord such that ord(g) := min{ord∞(xi1,...,in) | ij ∈ N}. For any
f = g/h ∈ C∞(z1, . . . , zn) such that g, h ∈ C∞[z1, . . . , zn] with h 6= 0, we set ord(f) :=
ord(g)− ord(h) and denote the completion of C∞(z1, . . . , zn) with respect to the valuation
ord by T˜n. Now set A := Fq(z1, . . . , zn)[θ]. For 1 ≤ k ≤ n, define ℓ0(zk) := 1, and for i ≥ 1,
ℓi(zk) :=
∏i−1
j=0(zk − θ
qj ). Following the work of Angle`s and Tavares Ribeiro in [6, §3], we
define a Drinfeld A-module ϕ of rank r as an Fq(z1, . . . , zn)-algebra homomorphism
ϕ : A→ A{τ}
given by
(2) ϕθ =
r∑
i=0
ϕθ,iτ
i =
r∑
i=0
ℓi(z1) . . . ℓi(zn)φθ,iτ
i.
The infinite series
∑
i≥0 βiτ
i ∈ Tn[[τ ]] induces the exponential function of ϕ
expϕ : T˜n → T˜n
defined by expϕ(f) =
∑
i≥0 βiτ
i(f) for all f ∈ T˜n. Furthermore, the series
∑
i≥0 ξiτ
i ∈ Tn[[τ ]]
induces the logarithm function of ϕ
logϕ : T˜n → T˜n
defined by logϕ(f) =
∑
i≥0 ξiτ
i(f), and it satisfies expϕ(logϕ(f)) = logϕ(expϕ(f)) = f for any
f ∈ T˜n within the radius of convergence of logϕ (see §3.1 for more details about coefficients
βi and ξi).
After Taelman L-values were introduced for Drinfeld A-modules, Angle`s, Pellarin, and
Tavares Ribeiro developed the theory in [3, §5] for the deformation of the Carlitz module
C. Later on, Angle`s and Tavares Ribeiro extended the theory for a Drinfeld A-module ϕ of
arbitrary rank in [6], and defined the Taelman L-value corresponding to ϕ by the infinite
product
L(ϕ,A) =
∏
f
[
A/fA
]
A[
ϕ(A/fA)
]
A
,
where f is irreducible in A+ (see §4.1 for explicit definitions). Furthermore, Angle`s, Pellarin,
and Tavares Ribeiro [3, Prop. 5.9] proved that if C˜ is a Drinfeld A-module defined by
C˜θ = θ + (z1 − θ) . . . (zn − θ)τ , then
L(C˜,A) =
∑
a∈A+
a(z1) . . . a(zn)
a
.
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In the present paper, we generalize the work of Angle`s, Pellarin, and Tavares Ribeiro in
[3] to special Drinfeld A-modules of arbitrary rank which are defined by Angle`s and Tavares
Ribeiro in [6, §3]. Our first result is the following theorem (stated as Theorem 3.3 later).
Theorem 1.1. Let φ be a Drinfeld A-module defined as in (1) and ϕ be a Drinfeld A-module
defined as in (2). Let L(ϕ,A) be the Taelman L-value corresponding to ϕ. Then
L(ϕ,A) =
∑
a∈A+
µ(a)a(z1) . . . a(zn)
a
.
In order to prove Theorem 1.1, we need to analyze [ϕ(A/fA)]A for all monic irreducible
polynomials f ∈ A. For a Drinfeld A-module of arbitrary rank, this was done by using
Tate modules (see [8],[14]). The main difficulty in our case is that we do not yet understand
Tate modules for Drinfeld A-modules. Therefore, to prove the theorem, we follow a different
direction, and consider Drinfeld Fq(z)[θ]-modules (z an indeterminate over Fq) which were
first introduced by Angle`s and Tavares Ribeiro in [6, §2.2] (see §2.4).
Let ωn ∈ T
×
n be an Anderson-Thakur type element (see §2.1 for the definition). Angle`s and
Tavares Ribeiro [6, §3.2] proved that expϕ(L(ϕ,A)) ∈ A[z1, . . . , zn]. Combining this result
with Theorem 1.1 and by a small calculation (see Remark 4.4), we deduce the following
corollary.
Corollary 1.2. Let us set
Pφ(z1, . . . , zn) := expϕ
( ∑
a∈A+
µ(a)a(z1) . . . a(zn)
a
)
.
Then Pφ(z1, . . . , zn) ∈ A[z1, . . . , zn]. If Pφ(z1, . . . , zn) is within the radius of convergence of
logϕ, then ∑
a∈A+
µ(a)a(z1) . . . a(zn)
a
= logϕ(P (z1, . . . , zn)) =
logφ(ωnPφ(z1, . . . , zn))
ωn
.
As an immediate consequence of [3, Rem. 5.13], Angle`s, Pellarin, and Tavares Ribeiro
proved that if 0 ≤ n ≤ q − 1, then
(3) L(C˜,A) =
∑
a∈A+
a(z1) . . . a(zn)
a
=
logC(ωn)
ωn
.
In the following result (stated as Corollary 4.3 later), we generalize the identity in (3) by
analyzing when the polynomial Pφ(z1, . . . , zn) in Corollary 1.2 is equal to 1, and for which
Drinfeld A-modules ϕ as in (2), 1 is within the radius of convergence of logϕ. Before stating
the following result, we set β := max{degθ(φθ,i) | 1 ≤ i ≤ r}.
Corollary 1.3. Let φ be a Drinfeld A-module defined as in (1), and ϕ be a Drinfeld A-module
defined as in (2). If 0 ≤ n ≤ q/r − (1 + 2β), then
(4) L(ϕ,A) =
∑
a∈A+
µ(a)a(z1) . . . a(zn)
a
=
logφ(ωn)
ωn
.
The importance of Corollary 1.3 is that it links ωn, which can be defined in terms of the
exponential function of the Carlitz module C (see Example 4.6), and the logarithm function
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of a Drinfeld A-module φ of an arbitrary rank. In other words, the Taelman L-value reveals a
non-trivial link between Drinfeld A-modules over A of arbitrary rank and the Carlitz module.
The reader will no doubt observe that the special value in Theorem 1.1 is also the value
of a Pellarin L-series. In [20], Pellarin introduced the following L-series
L(z1, . . . , zn, s) =
∑
d≥0
∑
a∈A+,d
a(z1) . . . a(zn)a
−s
for any integer s > 0 which is called Pellarin L-series. Now, for any a ∈ A+, set 〈a〉 :=
aθ− degθ(a). In [17], Goss defined another type of Pellarin L-series
(5) L(z1, . . . , zn; x, y) =
∑
d≥0
x−d
∑
a∈A+,d
a(z1) . . . a(zn)〈a〉
y
for any (x, y) ∈ C×∞×Zp := S∞ where we call S∞ Goss’ upper half plane (see §4 for details).
One can observe that L(z1 . . . , zn, s) = L(z1, . . . , zn; θ
s,−s). Moreover, when n = 1, Goss
proved [17, Thm. 1] that L(z1, . . . , zn; x, y) is entire on C∞ × S∞, and Angle`s and Pellarin
[2, Prop. 6] proved the same result for arbitrary n.
Let φ be a Drinfeld A-module as in (1). We define
(6) L(φ∨, z1, . . . , zn; x, y) =
∑
d≥0
x−d
∑
a∈A+,d
µ(a)a(z1) . . . a(zn)〈a〉
y
for any (x, y) ∈ S∞. We further set
L(φ∨, z1 . . . , zn, s) := L(φ
∨, z1, . . . , zn; θ
s,−s) =
∑
a∈A+
µ(a)a(z1) . . . a(zn)
as
.
for any integer s > 0. Note that L(C∨, z1 . . . , zn, s) = L(z1, . . . , zn, s), and by Theorem 3.3,
we have L(φ∨, z1 . . . , zn, 1) = L(ϕ,A).
As a generalization of the results mentioned above for Pellarin L-series in (5), we prove
the following theorem (stated as Theorem 5.1 later).
Theorem 1.4. The infinite series L(φ∨, z1, . . . , zn; x, y) can be analytically continued to an
entire function on Cn∞ × S∞.
One of the reasons to prove Theorem 5.1 is that the process of the proof provides us
some remarkable results about Drinfeld A-modules over A of arbitrary rank. Our method
of proving Theorem 5.1 relies on a multivariable version of the log-algebraicity theorem for
Drinfeld A-modules over A of arbitrary rank which can be stated as follows (later stated as
Theorem 5.3).
Theorem 1.5. Let φ be a Drinfeld A-module as in (1), and let X1, . . . , Xn, w be indetermi-
nates. The infinite series
expφ
( ∑
a∈A+
µ(a)Ca(X1) . . . Ca(Xn)
a
wq
degθ(a)
)
∈ K[X1, . . . , Xn][[w]]
is actually in A[X1, . . . , Xn, w].
The proof of Theorem 1.5 depends on the method of Angle`s, Pellarin, and Tavares Ribeiro
given in [3, §8] to prove the multivariable log-algebraicity theorem for the Carlitz module
C. We also remark that the one variable version of Theorem 1.5 was proved by Chang,
El-Guindy, and Papanikolas in [8] using the method of Anderson in [1].
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One of the consequences of Theorem 1.5 is that we provide vanishing results on power
sums twisted by the function µ : A+ → A, such as the following one (stated as Lemma 5.5
later) used to prove Theorem 1.4.
Lemma 1.6. For k > r(n+ β)/(q − 1), the series
Hk,n−1 :=
∑
a∈A+,k
µ(a)a(z1) . . . a(zn−1)
vanishes.
The outline of the paper can be stated as follows. In § 2, we give further definitions which
will be used throughout the paper, and review Taelman L-values corresponding to Drinfeld
A-modules. In § 3, we calculate Taelman L-values corresponding to special Drinfeld modules
over Tate algebras introduced by Angle`s and Tavares Ribeiro in [6, §3]. In §4, we define the
L-series in (6) corresponding to Drinfeld A-module φ, and relate its values to Taelman L-
values. Finally, § 5 occupies the proof of Theorem 1.4.
Acknowledgement
The author is thankful to Matthew A. Papanikolas for useful suggestions and fruitful
discussions.
2. Notations and Preliminaries
We define the Tate algebra Tn,t by considering the extra indeterminate t, and denote the
completion of C∞(z1, . . . , zn, t) with respect to the valuation ord by T˜n,t .
We define τ : T˜n,t → T˜n,t as a homomorphism of Fq(z1, . . . , zn, t)-algebras such that τ(θ) =
θq, and its restriction on T˜n can be defined similarly. Finally, for any f ∈ A and any α ∈ C∞,
we denote the evaluation of f at θ = α by f(α), and when X is an indeterminate, we use
f(X) for the evaluation of f at θ = X .
2.1. Anderson-Thakur type elements. Let α = (z1−θ)(z2−θ) . . . (zn−θ) ∈ Tn. Choose
y = (−θ)n. Then we observe that ‖y − α‖ < ‖α‖, and that∥∥∥∥ yqjτ j(α) − 1
∥∥∥∥ = ∥∥∥∥τ j(y − α)τ j(α)
∥∥∥∥→ 0 as j →∞.
Now fix a (q − 1)st root of y, and let ξ = y
1
q−1 . Then we define an Anderson-Thakur type
element ωn by the infinite product
(7) ωn := ξ
∞∏
j=0
yq
j
τ j(α)
.
We refer the reader to [3] and [15] for further readings about Anderson-Thakur type elements.
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2.2. Fitting Ideals. Let k be any field, and set R := k[θ]. Let M be a finite R-module
given as the direct sum
⊕n
i=1R/fiR of the quotient modules where fi is monic in R for
1 ≤ i ≤ n. Then we set a monic polynomial
[
M
]
R
:= f1f˙2 . . . fn, and we call the principal
ideal generated by
[
M
]
R
in R the Fitting ideal of M . As an example, we observe that[
R/fR
]
R
= f for any monic polynomial f ∈ R. We also note that by [6, §2.1], [M ]R can be
also defined by [
M
]
R
= det
k[X]
((1⊗X)Id− (θ ⊗ 1) | M ⊗k k[X ])|X=θ,
which can be seen as the evaluation at X = θ of the characteristic polynomial of the action
of θ on the R-module M ⊗k k given by θ · (x ⊗ 1) = θ · x ⊗ 1 for all x ∈ M . We refer the
reader to [6] and [22] for details about Fitting ideals.
2.3. Drinfeld A-Modules. Let φ be a DrinfeldA-module defined as in (1). The exponential
series
expφ =
∑
j≥0
αjτ
j ∈ C∞[[τ ]]
is defined so that α0 = 1 and expφ a = φa expφ for all a ∈ A . The series induces an Fq-linear
endomorphism and also an entire function expφ : C∞ → C∞ defined by expφ(x) =
∑
j≥0 αjx
qj
for all x ∈ C∞.
On the other hand, the logarithm series corresponding to φ is defined by
logφ =
∑
j≥0
γjτ
j ∈ C∞[[τ ]]
such that γ0 = 1 and logφ φa = a logφ for all a ∈ A. It induces the logarithm function
logφ : C∞ → C∞ which is defined by logφ(x) =
∑
j≥0 γjx
qj for all x ∈ C∞ within the radius
of convergence of logφ. Furthermore, for any x ∈ C∞ where logφ(x) is defined, we have
expφ(logφ(x)) = logφ(expφ(x)) = x.
Example 2.1. The Carlitz module C defined by Cθ = θ + τ is an example of a rank 1
Drinfeld A-module. It has the exponential function expC so that Ker(expC) = π˜A where
π˜ ∈ C×∞.
Let f ∈ A+ be an irreducible polynomial. For any element a ∈ A, define a¯ such that a ≡ a¯
(mod f). We define φ : A→ A/fA[τ ] by
φθ =
r0∑
i=0
φθ,iτ
i
such that φθ,r0 6= 0. Observe that r0 depends on the Drinfeld A-module φ and the polynomial
f . Note also that 0 ≤ r0 ≤ r. We also set φ(A/fA) to A/fA whose A-module action given
by θ · f = φθ(f) for all f ∈ A/fA.
The Taelman L-value L(φ,A) corresponding to φ is defined by the following Euler product
L(φ,A) =
∏
f
[
A/fA
]
A[
φ(A/fA)
]
A
,
where the product is over irreducible polynomials of A+. Taelman proved [22, §5] that L(φ)
is convergent in K∞.
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We observe that
[
A/fA
]
A
= f. Assume further that r0 ≥ 1. Let h be an irreducible
polynomial in A+ which is not equal to f , and let
Pφ(x) := x
r0 + pr0−1x
r0−1 + · · ·+ p1x+ p0 ∈ A[x]
be the characteristic polynomial of the action of τd on the Tate module Th(φ) (see [14, §1] and
[16, §4.10] for details about the Tate module). By [8, Cor. 3.2(a)], we know that degθ pi < d
for 1 ≤ i ≤ r0 − 1, and p0 = c(f)
−1f for some c(f) ∈ F×q . By the work of Gekeler [14, Thm.
5.1(i)] (see also [8, Cor. 3.2(b)]), we know further that
[
φ(A/fA)
]
A
= c(f)Pφ(1).
Define the polynomial Dφf (x) := 1 + c(f)p1x + c(f)p2fx
2 + · · ·+ c(f)f r0−1xr0 . Following
[8, §3], for any s ∈ Z, the dual Goss L-series L(φ∨, s− 1) is given by
L(φ∨, s− 1) =
∏
f prime in A+
Dφf (f
−s)−1 =
∑
a∈A+
µ(a)
as
,
where the function µ : A+ → A is defined by the Euler product expansion above and has
the generating series (see also [8, §3])
(8)
∞∑
i=0
µ(f i)xi = Dφf (x)
−1.
Lemma 2.2 (Chang, El-Guindy, Papanikolas [8, Lem. 3.5]). Let a be an element in A+.
(a) The function µ : A+ → A is multiplicative.
(b) degθ µ(a) ≤
(
1− 1
r
)
degθ(a).
2.4. Drinfeld A˜-Modules. Throughout this section, we set z := z1, and abbreviate T1 by
T. We also fix the notation A˜ for Fq(z)[θ]. Let m ≥ 1 be an integer. Inspired by [6, §2.4],
we define the zm-deformation of Drinfeld A-module φ as an Fq(z)-algebra homomorphism
φ˜ : A˜→ A˜{τ} given by
(9) φ˜θ =
r∑
i=0
φ˜θ,iτ
i =
r∑
i=0
zmiφθ,iτ
i.
Note that if r0 = 0, we have that φ˜f,j ≡ 0 (mod f) for all j ≥ 0.
Lemma 2.3. Let f be an irreducible polynomial in A+ of degree d with r0 ≥ 1, and let φ˜f,k
be the kth coefficient of φ˜f . Then for all 0 ≤ j ≤ d− 1, we have
φ˜f,j ≡ 0 (mod f),
and for d ≤ j ≤ r0d, we have
φ˜f,j ≡
⌊j/d⌋∑
i=1
zmidφ˜−c(f)pi,j−id (mod f),
where ⌊ · ⌋ is the floor function.
Proof. Observe that for any k ≥ 0, we have φ˜f,k = z
mkφf,k. By [8, Lem. 5.4(a)], for 0 ≤ j ≤
d− 1, we get
(10) φf,j ≡ 0 (mod f).
8 OG˘UZ GEZMI˙S¸
Thus, the first part follows from (10). By [8, Lem. 5.4(b)], we see that for d ≤ j ≤ r0d,
φf,j ≡
⌊j/d⌋∑
i=1
φ−c(f)pi,j−id (mod f).
Therefore,
(11) φ˜f,j = z
mjφf,j ≡
⌊j/d⌋∑
i=1
zmidzmj−midφ−c(f)pi,j−id ≡
⌊j/d⌋∑
i=1
zmidφ˜−c(f)pi,j−id (mod f).

We define φ˜(A˜/fA˜) as an A˜-module A˜/fA˜ with the induced action of φ˜ on A˜/fA˜. Note
that
(12)
[
φ˜(A˜/fA˜)
]
A˜
= det
Fq(z)[X]
(X − φ˜θ | A˜/fA˜⊗Fq(z) Fq(z)[X ])|X=θ.
In other words,
[
φ˜(A˜/fA˜)
]
A˜
is the evaluation at X = θ of the characteristic polynomial of
the action of θ on the A˜-module A˜/fA˜⊗Fq(z)Fq(z). The monic generator
[
φ˜(A˜/fA˜)
]
A˜
of the
Fitting ideal of φ˜(A˜/fA˜) is an element in A˜. By definition, it is a polynomial in θ of degree
d, and is a polynomial in zm of degree at most r0d. One can observe that if r0 = 0, then[
φ˜(A˜/fA˜)
]
A˜
=
[
A˜/fA˜]A˜ = f.
Proposition 2.4. For any irreducible polynomial f ∈ A+ of degree d with r0 ≥ 1, we have
[φ˜(A˜/fA˜)]A˜ = f + c(f)p1z
md + c(f)p2z
2md + · · ·+ c(f)zr0md.
Proof. To ease the notation, let us define Q(z) :=
[
φ˜(A˜/fA˜)
]
A˜
. Note that if we set z = 0
in (9), then φ˜ becomes the trivial Drinfeld A-module meaning that the A-module action on
φ˜(A˜/fA˜) is given by multiplying elements in A/fA by θ. Therefore, by (12), we have that
Q(0) = f . Now let Ai ∈ A for 1 ≤ i ≤ r0d, and set Q(z) = f+A1z
m+A2z
2m+· · ·+Ar0dz
r0md.
Since Q(z) is a monic polynomial in θ of degree d, we have that degθ(Ai) < d for all i. On
the other hand, considering A˜-action on the module A˜/fA˜ shows that all elements in A˜/fA˜
is annihilated by Q(z). That is, for any x ∈ A˜/fA˜, we have by Lemma 2.3 that
Q(z) · x = zmφ˜A1(x) + · · ·+ z
mdφ˜Ad(x) + · · ·+ z
r0mdφ˜Ar0d(x) + φ˜f(x)
≡ zmφ˜A1(x) + · · ·+ z
mdφ˜Ad(x) + · · ·+ z
r0mdφ˜Ar0d(x) +
r0d∑
j=d
⌊j/d⌋∑
i=1
zmidφ˜−c(f)pi,j−id(x)
≡ 0 (mod f).
(13)
Since degθ(Ai) < d for all i, we have that z
mφ˜A1,0(x) = z
mA1x = 0. This implies that
A1 = 0. By induction, we see that Ai = 0 for all 1 ≤ i ≤ d − 1. Now, the coefficient of
zmd term in Q(z) · x becomes (φ˜−c(f)p1,0 + φ˜Ad,0)x. But this term is equal to zero for all
x ∈ A˜/fA˜. Thus, we have φ˜−c(f)p1,0 = −φ˜Ad,0 by the fact the degrees of p1 and Ad are less
than d. Therefore, we have c(f)p1 = Ad. Moreover, the coefficient of z
m(d+1) term in Q(z) ·x
appears as (φ˜−c(f)p1,1+ φ˜Ad,1)x
q+ φ˜Ad+1,0x. Notice that the first two terms cancel out, and the
expression is equal to 0 for all x. This implies that Ad+1 = 0. Similar calculation as above
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shows that Ad+j = 0 for all 1 ≤ j ≤ d − 1. If we apply the same logic to other coefficients
of Q(z), we see that Q(z) = f + c(f)p1z
md + c(f)p2z
2md + · · ·+ c(f)zr0md as desired. 
Remark 2.5. (See also proof of [5, Prop. 6.2].) Let f be an irreducible polynomial in A+
defined by f = a0+ a1θ+ a2θ
2 + · · ·+ θd such that r0 ≥ 1. Let Fq be the algebraic closure of
Fq. Since the characteristic polynomial is invariant under the extension of scalars, without
loss of generality, we can replace the field A˜/fA˜⊗Fq(z)Fq(z) in (12) by F = A˜/fA˜⊗Fq(z)Fq(z).
Let Gal(A˜/fA˜/Fq(z)) be the Galois group of the field extension A˜/fA˜ of Fq(z). We have
the isomorphism
F ∼=
∏
g∈Gal(A˜/fA˜/Fq(z))
Fq(z)
via a map sending a ⊗ b ∈ F to (g(a)b)g∈S where S is the set of embeddings of A˜/fA˜ into
Fq(z). Observe that {1⊗ 1, θ¯⊗ 1, θ¯2⊗ 1, . . . , θ¯
d−1⊗ 1} is an Fq(z)-basis for F . Furthermore,
we have that
θ ·

1⊗ 1
θ¯ ⊗ 1
...
...
θ¯d−1 ⊗ 1
 = P

1⊗ 1
θ¯ ⊗ 1
...
...
θ¯d−1 ⊗ 1
 =

0 1 0 . . . 0
0 0 1
. . .
...
...
...
. . .
. . . 0
...
...
... 0 1
−a0 −a1 . . . . . . −ad−1


1⊗ 1
θ¯ ⊗ 1
...
...
θ¯d−1 ⊗ 1
 ,
where P is the transpose of a companion matrix defined above. Let η ∈ Fq be a fixed root
of f . Then, there exists Q ∈ GLd(Fq) such that
QPQ−1 =

η 0 0 0 0
0 ηq 0
. . . 0
0 0
. . .
. . .
...
...
...
. . .
. . . 0
0 0 0 0 ηq
d−1
 .
Now, define {v1, v2, . . . , vd} by 
v1
v2
...
vd
 = Q

1⊗ 1
θ¯ ⊗ 1
...
θ¯d−1 ⊗ 1
 .
Therefore, the set {v1, . . . , vd} is an Fq(z)-basis for F and Fq(z)[X ]-basis for F [X ]. Moreover,
considering indices modulo d, we have θ · vi = mivi where mi ∈ F
×
q such that f(z) =∏d
i=1(z −mi), and m
q
i = mi+1. Furthermore, we have that
(14) τ · vi = vi−1.
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Thus, for any basis element vj , we have that
(X − φ˜θ) · vj =
(
X −
r0∑
k=0
zmkφθ,kτ
k
)
· vj
=
(
X −mj −
∑
i≥1, r0−di≥0
zmdiφθ,di(mj)
)
vj +
(
− φθ,1(mj−1)z
m −
∑
i≥1, r0−di≥1
zmdi+mφθ,di+1(mj−1)
)
vj−1
+ · · ·+
(
− φθ,d−1(mj−(d−1))z
md−m −
∑
i≥1, r0−di≥d−1
zmdi+md−mφθ,di+d−1(mj−(d−1))
)
vj−(d−1).
(15)
3. Taelman L-values
In this section, we analyze Taelman L-values corresponding to special Drinfeld modules
over Tate algebras which were introduced by Angle`s and Tavares Ribeiro in [6, §3]. For more
information about Drinfeld modules over Tate algebras, we direct the reader to [3] and [15].
3.1. Drinfeld A-Modules. In this section, we investigate the Taelman L-value correspond-
ing to the Drinfeld A-module ϕ defined in (2).
We note that the Drinfeld A-module ϕ has an exponential function expϕ : T˜n → T˜n which
is defined by
expϕ(g) =
∑
j
ℓj(z1) . . . ℓj(zn)αjτ
j(g),
for all g ∈ T˜n where αj’s are coefficients of expφ. Note that by [15, Prop. 3.2.3], expϕ
converges everywhere on Tn. Its logarithm function logϕ : T˜n → T˜n is given by
logϕ(g) =
∑
j
ℓj(z1) . . . ℓj(zn)γjτ
j(g)
for all g ∈ T˜n where γj’s are coefficients of logφ and g within the radius of convergence of
logϕ. Let f be an irreducible element in A+, and let ϕ(A/fA) be the A-module A/fA with
the induced action of ϕ on A/fA. Note that
(16)
[
A/fA
]
A
= f,
and
(17)
[
ϕ(A/fA)
]
A
= det
Fq(z1,...,zn)[X]
(X − ϕθ | A/fA⊗Fq(z1,...,zn) Fq(z1, . . . , zn)[X ])|X=θ.
The Taelman L-value L(ϕ,A) corresponding to ϕ is defined by the following Euler product
(18) L(ϕ,A) =
∏
f
[
A/fA
]
A[
ϕ(A/fA)
]
A
,
where the product is over irreducible polynomials of A+. By [9, Thm. 2.7] (see also [6, §3.1]),
L(ϕ,A) converges in the ring Fq(z1, . . . , zn)((θ
−1)).
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Remark 3.1. Let f be a prime in A+ of degree d with r0 ≥ 1. As in Remark 2.5, since
the characteristic polynomial is invariant under the extension of scalars, without loss of
generality, we can replace the ring A/fA⊗Fq(z1,...,zn) Fq(z1, . . . , zn) in (17) by the ring
(19) F = A/fA⊗Fq(z1,...,zn) Fq(z1, . . . , zn)
∼=
∏
g∈Gal(A/fA/Fq(z1,...,zn))
Fq(z1, . . . , zn).
Moreover, by the similar calculations in Remark 2.5, we can pick the Fq(z1, . . . , zn)-basis
{v1, . . . , vn} for F such that (14) holds. Furthermore, θ · vi = mivi where mi ∈ F
×
q with the
property that for 1 ≤ k ≤ n,
(20) f(zk) =
d∏
i=1
(zk −mi)
and mqi = mi+1 so that the indices are modulo d. For 1 ≤ k ≤ n and 1 ≤ i ≤ d, let us define
(21) tk,i = zk −mi.
Thus, for any basis element vj , we have that
(X − ϕθ) · vj =
(
X −
r0∑
i=0
ℓi(z1) . . . ℓi(zn)φθ,iτ
i
)
· vj
=
(
X −mj −
∑
i≥1, r0−di≥0
φθ,di(mj)
n∏
k=1
f(zk)
i
)
vj+
(
− φθ,1(mj−1)
n∏
k=1
tk,j−1 −
∑
i≥1, r0−di≥1
φθ,di+1(mj−1)
n∏
k=1
tk,j−1f(zk)
i
)
vj−1 + . . .
+
(
− φθ,d−1(mj−(d−1))
n∏
k=1
tk,j−(d−1) . . . tk,j−1
−
∑
i≥1, r0−di≥d−1
φθ,di+d−1(mj−(d−1))
n∏
k=1
tk,j−(d−1) . . . tk,j−1f(zk)
i
)
vj−(d−1).
(22)
We now recall the definition of r0 from §2.3 and observe that if r0 = 0, then[
ϕ(A/fA)
]
A
=
[
A/fA
]
A
= f.
Proposition 3.2. Let ϕ be a Drinfeld A-module of rank r defined in (2). Then for all
irreducible f ∈ A+ of degree d with r0 ≥ 1, we have[
ϕ(A/fA)
]
A
= f + c(f)p1
n∏
k=1
f(zk) + c(f)p2
n∏
k=1
f(zk)
2 + · · ·+ c(f)
n∏
k=1
f(zk)
r0 .
Proof. We extend the idea of Angle`s and Taelman in the proof of [5, Prop. 6.2]. Assume
that n = 1, and fix an irreducible polynomial f ∈ A+ of degree d with r0 ≥ 1. Set ti := t1,i.
We see from (20) and (21) that
(23) f(z1) =
d∏
i=1
ti.
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Let F = A/fA⊗Fq(z1) Fq(z1) and Rϕ be the matrix representing the map X − ϕθ on F [X ]
with respect to the Fq(z1)[X ]-basis {v1, . . . , vd}. We claim that det(Rϕ) is a polynomial in
f(z1) which has constant coefficient equal to f(X). By (22), it is enough to look at det(Rϕ)
when r0 < d. Let R be the matrix defined by
R = [ai,j] :=

X −m1 −φθ,1(m1) . . . −φθ,d−1(m1)
−φθ,d−1(m2) X −m2 . . .
...
... −φθ,d−1(m3) . . .
...
...
... . . . −φθ,2(md−2)
−φθ,2(md−1)
... . . . −φθ,1(md−1)
−φθ,1(md) −φθ,2(md) . . . X −md

,
and set
(24) bi,j :=

aijtiti+1 . . . tj−1+d if i > j
aij
∏j−1
k=i tk if i < j
aij if i = j
.
By (22), one can show that Rϕ = [bi,j] when r0 < d. Let Sd be the symmetric group of
degree d and sgn(σ) be the sign of a permutation σ ∈ Sd. Then by Leibniz formula, we have
(25) det(Rϕ) =
∑
σ∈Sd
sgn(σ)
( d∏
i=1
bσ(i),i
)
.
Notice that
(26) f(X) =
d∏
i=1
(X −mi) =
d∏
i=1
bii.
Thus, the identity permutation corresponds to the term f(X) in det(Rϕ). By (24) and (25),
we observe that for any permutation σ ∈ Sd, it is enough to look at images of 1 ≤ i ≤ d
which are not fixed by σ to prove the claim. Now let σ = (i1i2 . . . ij) be a j-cycle in Sd. We
have
∏
i∈{i1,...,ij}
bσ(i),i = tσ(ij )tσ(ij )+1 . . . tij−1tσ(ij−1)tσ(ij−1)+1 . . . tij−1−1 . . . tσ(i1) . . . ti1−1
∏
i∈{i1,...,ij}
aσ(i),i
= ti1ti1+1 . . . tij−1tij tij+1 . . . tij−1−1 . . . ti2 . . . ti1−1
∏
i∈{i1,...,ij}
aσ(i),i
(27)
so that the indices are modulo d. Therefore, we see from (23) and the last line of (27) that
there exists a positive integer kσ such that
(28)
∏
i∈{i1,...,ij}
bσ(i),i = f(z1)
kσ
∏
i∈{i1,...,ij}
aσ(i),i.
Thus, the claim follows from (25), (26), and (28) together with the fact that every permu-
tation of Sd is a product of disjoint cycles [10, § 1.3].
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Using (15) and (22) after choosing m = 1, we see that the coefficient of f(z1)
i term in
det(Rϕ) is the coefficient of z
di term in
[
φ˜(A˜/fA˜)
]
A˜
. Therefore, by Proposition 2.4, we have
that
det(R) = f(X) + c(f)p1(X)f(z1) + c(f)p2(X)f(z1)
2 + · · ·+ c(f)f(z1)
r0.
The proposition follows from evaluating det(R) at X = θ when n = 1.
Now for arbitrary n, we replace the field F by A/fA ⊗Fq(z1,...,zn) Fq(z1, . . . , zn). Then,
to finish the proof, we apply the same argument above by choosing m = n in (15) and
noticing that the coefficient of
∏n
k=1 f(zk)
i term in det(Rϕ) is the coefficient of z
ndi term in[
φ˜(A˜/fA˜)
]
A˜
. 
Theorem 3.3. Let ϕ be a Drinfeld A-module as in (2), and L(ϕ,A) be the Taelman L-value
corresponding to ϕ defined in (18). Then
L(ϕ,A) =
∏
f
[
A/fA
]
A[
ϕ(A/fA)
]
A
=
∑
a∈A+
µ(a)a(z1) . . . a(zn)
a
,
where the product runs over irreducible polynomials f of A+.
Proof. For any irreducible polynomial f ∈ A+ with r0 ≥ 1, define the polynomial
Dϕf (x) := D
φ
f (f(z1) . . . f(zn)x)
= 1 + c(f)p1
n∏
i=1
f(zi)x+ c(f)p2f
n∏
i=1
f(zi)
2x2 + · · ·+ c(f)f r0−1
n∏
i=1
f(zi)
r0xr0 .
For s ≥ 1, define the following L-series by
(29) L(ϕ∨, s− 1) :=
∏
f
Dϕf (f
−s)−1 =
∑
a∈A+
µϕ(a)
as
,
where the product is over irreducible polynomials f in A+, and µϕ : A+ → A is a function
satisfying (29). Using (16) and Proposition 3.2, we see that[
A/fA
]
A[
ϕ(A/fA)
]
A
=
f
f + c(f)p1
∏n
i=1 f(zi) + c(f)p2
∏n
i=1 f(zi)
2 + · · ·+ c(f)
∏n
i=1 f(zi)
r0
=
1
1 + c(f)p1f−1
∏n
i=1 f(zi) + · · ·+ c(f)f
r0−1f−r0
∏n
i=1 f(zi)
r0
= Dϕf (f
−1)−1.
Thus, by (18) and (29), L(ϕ,A) = L(ϕ∨, 0). Observe that (8) implies
(30)
∞∑
i=0
(f(z1) . . . f(zn))
iµ(f i)xi = Dφf (f(z1) . . . f(zn)x)
−1 = Dϕf (x)
−1.
Since by Lemma 2.2(a), µ : A+ → A is a multiplicative function, (30) implies that µϕ(a) =
µ(a)a(z1) . . . a(zn) for all a ∈ A+. Thus,
L(ϕ,A) = L(ϕ∨, 0) =
∏
f irreducible in A+
Dϕf (f
−1)−1 =
∑
a∈A+
µ(a)a(z1) . . . a(zn)
a
.

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3.2. Drinfeld A˜-Modules. Let φ be a Drinfeld A-module as in (1) and t be an indeter-
minate over C∞. Let A˜ be the polynomial ring Fq(z1, . . . , zn, t)[θ]. We define the Drinfeld
A˜-module ψ as an Fq(z1, . . . , zn, t)-algebra homomorphism ψ : A˜→ A˜{τ} by
(31) ψθ =
r∑
i=1
ψθ,iτ
i =
r∑
i=1
tiℓi(z1) . . . ℓi(zn)φθ,iτ
i.
It has the exponential series expψ =
∑
i≥0 αjℓj(z1) . . . ℓj(zn)t
jτ j ∈ Tn,t[[τ ]] which induces the
exponential function expψ : T˜n,t → T˜n,t that converges on Tn,t by [15, Prop. 3.2.3], and is
defined by
expψ(g) =
∑
j
ℓj(z1) . . . ℓj(zn)t
jαjτ
j(g),
for all g ∈ T˜n,t. Similarly, it has the logarithm series logψ =
∑
i≥0 γjℓj(z1) . . . ℓj(zn)t
jτ j ∈
Tn,t[[τ ]], and it induces the logarithm function logψ : T˜n,t → T˜n,t which is defined by
logψ(g) =
∑
j
ℓj(z1) . . . ℓj(zn)t
jγjτ
j(g)
for all g ∈ T˜n,t in the domain of logψ. We construct the Taelman L-value L(ψ, A˜) by
(32) L(ψ, A˜) =
∏
f
[
A˜/f A˜
]
A˜[
ψ(A˜/f A˜)
]
A˜
,
where the product runs over irreducible polynomials f of A+. We remark that by [9,
Thm. 2.7] (see also [6, §3.1]), L(ψ, A˜) converges in the ring Fq(z1, . . . , zn, t)((θ
−1)). We
observe that
(33)
[
ψ(A˜/f A˜)
]
A˜
= det
Fq(z1,...,zn,t)[X]
(X − ψθ | A˜/f A˜⊗Fq(z1,...,zn,t) Fq(z1, . . . , zn, t)[X ])|X=θ.
Remark 3.4. Let f be a monic irreducible polynomial in A of degree d with r0 ≥ 1. Fol-
lowing the same idea in Remark 2.5 and 3.1, we can replace the field A˜/f A˜ ⊗Fq(z1,...,zn,t)
Fq(z1, . . . , zn, t) in (33) with F := A˜/f A˜ ⊗Fq(z1,...,zn,t) Fq(z1, . . . , zn, t). Since t is an inde-
terminate over Fq(z1, . . . , zn), the Fq(z1, . . . , zn)-basis {v1, . . . , vd} in Remark 3.1 is also an
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Fq(z1, . . . , zn, t)-basis for F with the same properties. Thus, we conclude that for 1 ≤ j ≤ d,
(X − ψθ) · vj =
(
X −
r0∑
i=0
ℓi(z1) . . . ℓi(zn)t
iφθ,iτ
i
)
· vj
=
(
X −mj −
∑
i≥1, r0−di≥0
φθ,di(mj)
n∏
k=1
tdif(zk)
i
)
vj+
(
− φθ,1(mj−1)t
n∏
k=1
tk,j−1 −
∑
i≥1, r0−di≥1
φθ,di+1(mj−1)
n∏
k=1
tk,j−1t
di+1f(zk)
i
)
vj−1 + . . .
+
(
− φθ,d−1(mj−(d−1))t
d−1
n∏
k=1
tk,j−(d−1) . . . tk,j−1
−
∑
i≥1, r0−di≥d−1
φθ,di+d−1(mj−(d−1))
n∏
k=1
tk,j−(d−1) . . . tk,j−1t
di+d−1f(zk)
i
)
vj−(d−1).
(34)
Theorem 3.5. Let ψ be the Drinfeld A˜-module defined in (31). Then
L(ψ, A˜) =
∑
a∈A+
µ(a)a(z1) . . . a(zn)t
degθ(a)
a
.
Proof. We do the proof for n = 1, and the multivariable version follows similarly. Let f be
an irreducible in A+ of degree d. One can observe that if r0 = 0, then[
ψ(A˜/f A˜)
]
A˜
=
[
A˜/f A˜
]
A˜
= f.
Assume that r0 ≥ 1. To calculate
[
ψ(A˜/f A˜)
]
A˜
, by using Remark 3.4 and the similar idea
of the proof of Proposition 3.2, we see that it is enough to evaluate the determinant of the
matrix Q defined by
Q :=

X −m1 −φθ,1(m1)t1t . . . −φθ,d−1(m1)t1 . . . td−1t
d−1
−φθ,d−1(m2)t2 . . . tdt
d−1 X −m2 . . .
...
...
... . . .
...
...
... . . .
...
−φθ,2(md−1)td−1tdt
2 ... . . . −φθ,1(md−1)td−1t
−φθ,1(md)tdt −φθ,2(md)tdt1t
2 . . . X −md

where t1,i = ti. Using the same argument in the proof of Proposition 3.2, we see that[
ψ(A˜/f A˜)
]
A˜
= det(Q)
= f + c(f)p1t
df(z1) + c(f)p2t
2df(z1)
2 + · · ·+ c(f)tr0df(z1)
r0.
Now let us define
Dψf (x) : = D
φ
f (t
df(z1)x)
= 1 + c(f)p1t
df(z1)x+ c(f)p2t
2df(z1)
2fx2 + · · ·+ c(f)tdr0f(z1)
dr0f r0−1xr0 ,
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and for s ≥ 1, define
(35) L(ψ∨, s− 1) :=
∏
f
Dψf (f
−s)−1 =
∑
a∈A+
µψ(a)
as
,
where f runs over primes of A+ and µψ : A+ → A˜ is a function satisfying (35). We have[
A˜/f A˜
]
A˜[
ψ(A˜/f A˜)
]
A˜
=
f
f + c(f)p1tdf(z1) + c(f)p2t2df(z1)2 + · · ·+ c(f)tdr0f(z1)r0
=
1
1 + c(f)p1tdf(z1)f−1 + · · ·+ c(f)tr0df r0−1f(z1)r0f−r0
= Dψf (f
−1)−1.
Thus, by (32), L(ψ, A˜) = L(ψ∨, 0). Note that by (8), we get
∞∑
i=0
(f(z1)t
d)iµ(f i)xi = Dφf (f(z1)t
dx)−1 = Dψf (x)
−1.
Therefore, Lemma 2.2(a) implies that µψ(a) = a(z1)t
degθ(a)µ(a) for all a ∈ A+ and that
L(ψ, A˜) = L(ψ∨, 0) =
∑
a∈A+
µ(a)a(z1)t
degθ(a)
a
.

Combining Theorem 3.5 with the result of Angle`s and Tavares Ribeiro [6, Prop. 5], we
deduce the following proposition.
Proposition 3.6. We have
expψ(L(ψ, A˜)) = expψ
( ∑
a∈A+
µ(a)a(z1) . . . a(zn)t
degθ(a)
a
)
∈ A[z1, . . . , zn, t].
4. L-Series L(φ∨, z1, . . . , zn; x, y)
We consider the topological group S∞ := C
×
∞ × Zp where the group action is given by
addition componentwise. For any element a ∈ A, we set
〈a〉 := aθ− degθ(a) ∈ 1 +
1
θ
Fq
[
1
θ
]
.
For any y ∈ Zp, we define the exponentiation of 〈a〉 by
〈a〉y :=
∑
i≥0
(
y
i
)
(〈a〉 − 1)i,
where the binomial
(
y
i
)
is defined by the Lucas’ formula (See [13, Thm. 1]). In particular, as
one can also see in [7, § 7], if the p-adic expansion of y is
∑
βjp
j where βj ∈ {0, 1, . . . , p−1},
and the p-adic expansion of i is
∑n
k=0 ikp
k where ik ∈ {0, 1, . . . , p− 1}, then we define
(36)
(
y
i
)
:=
n∏
j=0
(
βj
ij
)
.
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We also remark that since 〈a〉 is a 1-unit for any a ∈ A, 〈a〉y converges in K∞ for any y ∈ Zp.
Let φ be a Drinfeld A-module of rank r defined as in (1). For any (x, y) ∈ S∞, consider
the series
L(φ∨, z1, . . . , zn; x, y) :=
∑
d≥0
Ld,n(x, y)(z1, . . . , zn),
where we set
Ld,n(x, y)(z1, . . . , zn) := x
−d
∑
a∈A+,d
µ(a)a(z1) . . . a(zn)〈a〉
y.
For any integer s > 0, we construct the following L-Series by
L(φ∨, z1, . . . , zn, s) := L(φ
∨, z1, . . . , zn; θ
s,−s) =
∑
a∈A+
µ(a)a(z1) . . . a(zn)
as
.
Note that by Lemma 2.2(b), L(φ∨, z1, . . . , zn, s) converges in Tn for any integer s ≥ 1 .
4.1. The Value of L(φ∨, z1, . . . , zn, s) at s = 1. Let φ be a Drinfeld A-module of rank r as
in (1), ϕ be the Drinfeld A-module as in (2) and ψ be the Drinfeld A˜-module defined as in
(31). Recall that β = max{degθ(φθ,i) | 1 ≤ i ≤ r}. By Theorem 3.3, we have
L(φ∨, z1, . . . , zn, 1) = L(ϕ,A).
In this section, our aim is to relate the Taelman L-value L(ϕ,A) to the logarithm function
logϕ. First, we need a proposition.
Proposition 4.1. If 0 ≤ n ≤ q/r − (1 + 2β), then
(37) expψ
( ∑
a∈A+
µ(a)a(z1) . . . a(zn)t
degθ(a)
a
)
= 1.
In particular,
expϕ
( ∑
a∈A+
µ(a)a(z1) . . . a(zn)
a
)
= 1.
Proof. We adapt the ideas in [6, Lem. 7]. Let αj and α
′
j be the coefficients of expφ and expψ
respectively. By [11, Eq. 28], we have for all j ≥ 1 that
ord∞(αj) ≥ q
j
(
j
r
−
β
q − 1
)
.
This means that
(38) ord(α′j) = ord(αjℓj(z1) . . . ℓj(zn)t
j) ≥ qj
(
j
r
−
β + n
q − 1
)
+
n
q − 1
.
Let h : R≥1 → R be a function defined by
h(x) = qx
(
x
r
−
β + n
q − 1
)
+
n
q − 1
.
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Note that h is an increasing function on R≥1 when β + n ≤ (q − 1)/r. Moreover, if β + n ≤
−1 + (n + 1)/q + (q − 1)/r and q > n, then for all x ≥ 1, we have
h(x) = qx
(
x
r
−
β + n
q − 1
)
+
n
q − 1
≥ q
(
1
r
−
β + n
q − 1
)
+
n
q − 1
≥ q
(
1
r
+
1
q − 1
−
n+ 1
q(q − 1)
−
1
r
)
+
n
q − 1
= 1.
(39)
Since q ≥ 2 and r ≥ 1, if 0 ≤ n ≤ q/r − (1 + 2β), we note that
n ≤
q
r
− (1 + 2β)⇐⇒ q − (rn+ r + βr) ≥ βr
=⇒ (q − (rn+ r + βr))(q − 1)− βr ≥ 0
⇐⇒ q2 − q(rn+ r + βr + 1) + r(n+ 1) ≥ 0
⇐⇒ −1 +
n+ 1
q
+
q − 1
r
≥ β + n,
(40)
and q > n so that (39) follows. Thus, (38) and (39) imply that ord(α′j) ≥ 1 for all j ≥ 1.
On the other hand, by Lemma 2.2(b), we know that
ord
( ∑
a∈A+
µ(a)a(z1) . . . a(zn)t
degθ(a)
a
− 1
)
≥ 1.
Thus,
(41) ord
(
expψ
( ∑
a∈A+
µ(a)a(z1) . . . a(zn)t
degθ(a)
a
)
− 1
)
≥ 1.
But by Proposition 3.6, we know that the left hand side of (37) is in A[z1, . . . , zn, t]. There-
fore, by the inequality in (41), we get the first part of the theorem. Evaluating (37) at t = 1
gives the second part of the theorem. 
Recall that logφ =
∑
j≥0 γjτ
j is the logarithm series corresponding to φ, and logψ(g) =∑
j≥0 γjℓj(z1) . . . ℓj(zn)t
jτ j(g) for any g ∈ T˜n,t in the domain of logψ. We define a positive
integer i(φ) which satisfies
degθ(φθ,i(φ))− q
i(φ)
qi(φ) − 1
≥
degθ(φθ,s)− q
s
qs − 1
where s runs over all the indices such that φθ,s 6= 0. By [12, Cor. 6.9], we have that
|γj|∞ ≤ q
qj−1
qi(φ)−1
(degθ(φθ,i(φ))−q
i(φ))
.
Since ‖ℓ1(zk)‖ = q, ‖ℓj(zk)‖ = q
1+q+···+qj−1 for all j ≥ 2, and 1 ≤ k ≤ n, we have
(42) ‖γ′j‖ = ‖γjℓj(z1) . . . ℓj(zn)t
j‖ ≤ q
qj−1
qi(φ)−1
(degθ(φi(φ))−q
i(φ)+n(1+q+···+qi(φ)−1))
for all j ≥ 1. Using (42) and properties of non-archimedian norm ‖ · ‖, we deduce the
following proposition.
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Proposition 4.2. The logarithm function logψ converges for all f ∈ T˜n,t such that
‖f‖ < q
qi(φ)−degθ(φθ,i(φ))−n(1+q+···+q
i(φ)−1)
qi(φ)−1 .
Now, we analyze the value of L(φ∨, z1, . . . , zn, 1) in the following result.
Corollary 4.3. If 0 ≤ n ≤ q/r − (1 + 2β), then
(43)
∑
a∈A+
µ(a)a(z1) . . . a(zn)t
degθ(a)
a
= logψ(1).
In particular,
(44)
∑
a∈A+
µ(a)a(z1) . . . a(zn)
a
= logϕ(1) =
logφ(ωn)
ωn
.
Proof. First we show that 1 is within the radius of convergence of logψ. We again note by
(40) that if 0 ≤ n ≤ q/r − (1 + 2β), then β + n ≤ −1 + (n + 1)/q + (q − 1)/r and q > n.
Thus, by the choice of β and the inequality q > n, we have that
degθ(φθ,i(φ)) + n(1 + q + · · ·+ q
i(φ)−1) ≤
q − 1
r
− (n+ 1) +
n
q
+
1
q
+ n + n(q + · · ·+ qi(φ)−1)
< q + n(q + · · ·+ qi(φ)−1)
≤ q + (q − 1)(q + · · ·+ qi(φ)−1) = qi(φ).
(45)
Therefore, by Proposition 4.2, we see that 1 is within the radius of convergence of logψ.
Finally, applying logψ to both sides of (37) finishes the first part. We now prove the last
assertion. If we evaluate (43) at t = 1, then we get the first equality in (44). Now, recall the
infinite product expansion of ωn in (7), and observe that τ
i(ωn) = ℓi(z1)ℓi(z2) · · · ℓi(zn)ωn for
all i ≥ 1. Thus,
logφ(ωn) = γ0ωn + γ1τ(ωn) + γ2τ
2(ωn) + . . .
= γ0ωn + γ1ℓ1(z1)ℓ1(z2) . . . ℓ1(zn)ωn + γ2ℓ2(z1)ℓ2(z2) . . . ℓ2(zn)ωn + . . .
= ωn logϕ(1),
(46)
which gives the second equality in (44). 
Remark 4.4. Observe that the second equality in Corollary 1.2 follows from the same
calculation in (46) replacing 1 by Pφ(z1, . . . , zn).
Remark 4.5. One can note that dealing with logψ which is not an entire function is one
of the obstacles which bounds us from understanding (44) for any n and any Drinfeld A-
module φ over A. It would be interesting to understand the value of L(φ∨, z1, . . . , zn, 1) and
the polynomial Pφ(z1, . . . , zn) in general.
Example 4.6. If we choose φ = C˜ in Corollary 4.3 which is defined by C˜θ := θ + ℓ1(z1)τ ,
then we recover an immediate consequence of [3, Prop. 5.9] which can be stated as
L(C˜,A) =
∑
a∈A+
a(z1)
a
= logC˜(1) =
logC(ω1)
ω1
= −
π˜
(z1 − θ)ω1
,
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where the last equation follows from the fact that ω1 = expC(π˜/(θ − z1)) which was proved
by Pellarin in [20, § 4].
Remark 4.7. Let ψ be a Drinfeld A˜-module as in Corollary 4.3 and recall that logψ =∑
i≥0 γiℓi(z1) . . . ℓi(zn)t
iτ i is the logarithm series corresponding to ψ. If we compare the
coefficients of ti for all i on both sides of (43), we get
(47)
∑
a∈A+,i
µ(a)a(z1) . . . a(zn)
a
= γiℓi(z1) . . . ℓi(zn).
We note that (47) can be seen as the generalization of the formulas obtained by Perkins [21,
Thm. 4.16] which relates the coefficients of the logarithm function logC to Pellarin L-Series.
Remark 4.8. We recall the definition of the Carlitz module C from Section 2, and for any
x ∈ C∞ in the domain of logC , let logC(x) =
∑
i≥0Liτ
i(x). For integers k, i ≥ 0, the power
sum Si(k) is defined by
Si(k) :=
∑
a∈A+,i
ak.
Then, Lee proved [18, Thm. 4.1] (see also [23, Cor. 5.6.4(1)]) that
(48) Si(q
k − 1) =
∑
a∈A+,i
aq
k−1 =
{
Li(θ
qk − θ) . . . (θq
k
− θq
i−1
) if k ≥ i
0 if k < i.
We refer the reader to [19] and [23, § 5] for more details about the sum Si(k).
Now, let φ be a Drinfeld A-module of rank r defined as in (1) such that 0 ≤ β ≤ q/(2r)−1,
and consider the logarithm series logφ =
∑
i≥0 γiτ
i corresponding to φ. If we define the
Drinfeld A˜-module ψ by ψθ =
∑r
i=0 φθ,iℓi(z1)t
i, and evaluate logψ(1) =
∑
i≥0 γiℓi(z1)t
i at
z1 = θ
qk for some k ∈ N, then comparing coefficients of ti on both sides of (43) for all i ≥ 0
implies that ∑
a∈A+,i
µ(a)aq
k−1 =
{
γi(θ
qk − θ) . . . (θq
k
− θq
i−1
) if k ≥ i
0 if k < i
which can be seen as a generalization of (48).
5. Entireness of the L-series L(φ∨, z1, . . . , zn; x, y)
Before we state the main result of this section, we need a definition due to Goss.
Definition. [16, §8.5] For each y ∈ Zp, let gy(z) be a power series in z such that gy converges
at all values of z ∈ C∞. Let (x, y) ∈ S∞. We call the entire power series f(x, y) := gy(1/x)
an entire function on S∞ if for any bounded subset H ⊂ C∞ and ǫ > 0, there exists δH > 0
such that if y0, y1 ∈ Zp and |y0 − y1|p < δH , then |gy0(z)− gy1(z)|∞ < ǫ for all z ∈ H .
This section occupies the proof of the following result.
Theorem 5.1. The infinite series L(φ∨, z1, . . . , zn; x, y) can be analytically continued to an
entire function on Cn∞ × S∞. In particular, the L-series L(φ
∨, z1, . . . , zn, s) converges in Tn
for all s ∈ Z.
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In order to prove Theorem 5.1, we first introduce the following setting in [3, § 8] which
was given by Angle`s, Pellarin, and Tavares Ribeiro. We also use Proposition 3.6 to prove
Theorem 5.3.
Let Y1, . . . , Yn be indeterminates. We set
Bn := C∞[Y1, . . . , Yn, τ(Y1), . . . , τ(Yn), . . . ],
where the action of τ on Bn is given by τ ·τ
i(Yj) = τ
i+1(Yj). LetW be another indeterminate.
We define Dn to be the ring of elements of the form
∑
i≥0 biτ
i(W ), where bi ∈ Bn. For
elements F =
∑
fiτ
i(W ) and G =
∑
giτ
i(W ) in Dn, the multiplication F · G is given by∑
k≥0
∑
i+j=k fiτ
i(gj)τ
k(W ), and the action of τ on τ i(W ) is equal to τ i+1(W ). Using the
Drinfeld A-module φ in (1), define
Eφ(Y1, . . . , Yn,W ) :=
∑
a∈A+
µ(a)Ca(Y1) . . . Ca(Yn)
a
τdegθ(a)(W ).
The multiplication rule of the elements in Dn by any element γ ∈ K, zj for all 1 ≤ j ≤ n,
and t is given as follows:
γ · f = γf for any f ∈ Dn
zj · τ
m(Yi) = τ
m(Yi) if i 6= j
zj · τ
m(Yj) = τ
m(Cθ(Yj)) for all 1 ≤ j ≤ n
t · τm(Yj) = τ
m(Yj) for all 1 ≤ j ≤ n
zj · τ
m(W ) = τm(W ) for all 1 ≤ j ≤ n
t · τm(W ) = τm+1(W ).
(49)
Moreover, for any f ∈ Dn and g ∈ K[z1, . . . , zn, t] given by
g =
∑
j1,...,jn,jn+1≥0
gj1...jn+1z
j1
1 . . . z
jn
n t
jn+1,
we define the K[z1, . . . , zn, t]-action on Dn by
g · f =
∑
j1,...,jn,jn+1≥0
(zj11 · f) . . . (z
jn
n · f)(t
jn+1 · f).
Thus, the ring Dn is now a K[z1, . . . , zn, t]-algebra. Using (49), we conclude that for any
a = a(θ) ∈ A and any m ≥ 1, we have
(50) (a(z1) . . . a(zn)) · τ
m(Y1 . . . Yn) = τ
m(Ca(Y1) . . . Ca(Yn)).
The action of K[z1, . . . , zn] to Dn extends to an action of K[z1, . . . , zn][[t]] in a following way:
If G =
∑
Git
i ∈ K[z1, . . . , zn][[t]], we set
G · (Y1 . . . YnW ) :=
∑
Gi · (Y1 . . . Ynτ
i(W )).
We have the following useful lemma for the action defined above.
Lemma 5.2 (Angle`s, Pellarin, Tavares Ribeiro [4, Lem. 3.11(2)]). The map g : K[z1, . . . , zn, t]→
Dn defined by
g(f) = f · (Y1 . . . Yn)
is injective for all f ∈ K[z1, . . . , zn, t].
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By Theorem 3.5, the Taelman L-value L(ψ, A˜) corresponding to Drinfeld A˜-module ψ
defined in (31) is given by
L(ψ, A˜) =
∑
a∈A+
µ(a)a(z1) . . . a(zn)t
degθ(a)
a
,
and by (49) and (50), we get L(ψ, A˜) · (Y1 . . . YnW ) = Eφ(Y1, . . . , Yn,W ). By the action
defined in (49), we notice that for any 1 ≤ j ≤ n,
tiℓi(zj) · YjW = t
i((zj − θ
qi−1) . . . (zj − θ
q)(zj − θ)) · YjW
= ti(zj − θ
qi−1) . . . (zj − θ
q2)(zj − θ
q) · (Cθ(Yj)− θYj)W
= ti(zj − θ
qi−1) . . . (zj − θ
q2)(zj − θ
q) · τ(Yj)W
= ti(zj − θ
qi−1) . . . (zj − θ
q2) · (τ(Cθ(Yj))− θ
qYj)W
= ti(zj − θ
qi−1) . . . (zj − θ
q2) · τ 2(Yj)W
...
= tiτ i(Yj)W
= τ i(YjW ),
(51)
and therefore (51) implies that
tiℓi(zj) · (Y1Y2 . . . Yj−1YjYj+1 . . . YnW ) = t
iℓi(zj) · (YjY1 . . . Yj−1Yj+1 . . . YnW )
= ti · τ i(Yj)Y1 . . . Yj−1Yj+1 . . . YnW
= τ i(YjW )Y1 . . . Yj−1Yj+1 . . . Yn.
(52)
Combining (51) and (52) gives that
(53) tiℓi(z1) . . . ℓi(zn) · (Y1Y2 . . . Yj−1YjYj+1 . . . Yn) = τ
i(Y1 . . . YnW ).
Since expψ =
∑
i αit
iℓi(z1) . . . ℓi(zn)τ
i, (50) and (53) imply that
expφ(Eφ(Y1, . . . , Yn,W )) = expψ(L(ψ, A˜)) · (Y1 . . . YnW ).
But by Proposition 3.6, expψ(L(ψ, A˜)) ∈ A[z1, . . . , zn, t]. Therefore, we have that
(54) expφ(Eφ(Y1, . . . , Yn,W )) ∈ A[Y1, . . . , Yn,W ].
Now for any m ∈ N and indeterminates X1, X2, . . . , Xn, w, choose a suitable C∞-algebra
homomorphism sending τm(Yj) to X
qm
j for all 1 ≤ j ≤ n and τ
m(W ) to wq
m
. Rewriting (54)
with this homomorphism, we get the following theorem.
Theorem 5.3. Let φ be a Drinfeld A-module as in (1), and let X1, . . . , Xn, w be indetermi-
nates. The series
expφ
( ∑
a∈A+
µ(a)Ca(X1) . . . Ca(Xn)
a
wq
degθ(a)
)
∈ K[X1, . . . , Xn][[w]]
is actually in A[X1, . . . , Xn, w].
TAELMAN L-VALUES FOR DRINFELD MODULES OVER TATE ALGEBRAS 23
We define
Sφk =
∑
a∈A+,k
µ(a)Ca(X1) . . . Ca(Xn)
a
and
φ =
∑
a∈A+
µ(a)Ca(X1) . . . Ca(Xn)
a
wq
deg(a)
=
∑
k≥0
Sφkw
qk .
For expφ =
∑
j≥0 αjτ
j , we set Zφk =
k∑
i=0
(Sφk−i)
qiαi, and therefore
(55) expφ(
φ) =
∑
k≥0
Zφkw
qk .
By Theorem 5.3 and (55), we have Zφk ∈ A[X1, . . . , Xn] for all k ≥ 0, and for k arbitrarily
large, Zφk = 0.
We recall the definition of the Carlitz module C from Section 2 and that Ker(expC) =
π˜A where π˜ ∈ C×∞. Let X˜ be the set of indeterminates X1, . . . , Xn. For indeterminates
X1, . . .Xn, we denote the polynomial ring C∞[X1, . . . , Xn] by C∞[X˜ ]. Following the work of
Angle`s, Pellarin, and Tavares Ribeiro in [4, § 3], for any G ∈ C∞[X˜], we define a function
‖ · ‖X˜ : C∞[X˜ ]→ R by
‖G‖X˜ = sup{|G(x1, . . . , xn)|∞ | xi ∈ expC(K∞π˜) for 1 ≤ i ≤ n},
so that ‖ · ‖X˜ defines a well-defined and ultrametric norm on C∞[X˜ ] (see [4, § 3]).
Proposition 5.4. Let φ be a Drinfeld A-module of rank r as in (1) and β = max{degθ(φθ,i) |
1 ≤ i ≤ r}. Then Zφk = 0 when k > r(n+ β)/(q − 1).
Proof. We apply the similar methods in the proof of [8, Thm. 6.2]. We know by [4,
Lem. 3.1(1)] that ‖X1 . . .Xn‖X˜ = q
n/q−1. Note that by [4, §3.1], for all a ∈ A and G ∈ C∞[X˜ ],
the action a ·G = G(Ca(X1), . . . , Ca(Xn)) is isometric with respect to the norm ‖ · ‖X˜. Thus,
we have
(56) ‖Ca(X1)Ca(X2) . . . Ca(Xn)‖X˜ = ‖X1 . . .Xn‖X˜ = q
n/q−1.
By [11, Eq. 28], we get
(57) |αk|∞ ≤ q
qk(β/(q−1)−k/r).
The definition of Sφk , Lemma 2.2(b) and (56) imply
(58) ‖Sφk‖X˜ ≤ max
a∈A+,k
{∥∥∥∥µ(a)a
∥∥∥∥‖X1 . . .Xn‖X˜} ≤ q−k/rqn/q−1.
Therefore, (57) and (58) imply that
‖Zφk ‖X˜ ≤ max
0≤i≤k
{‖Sφk−i‖
qi
X˜
|αi|∞} ≤ (q
n/q−1)q
k
qq
k(β/(q−1)−k/r) = qq
k(n+β
q−1
− k
r
).
Finally, when k > r(n + β)/(q − 1), we have ‖Zφk ‖X˜ < 1 which implies that Z
φ
k = 0 by [4,
Lem. 4.3]. 
Lemma 5.5. For k > r(n + β)/(q − 1), the series Hk,n−1 :=
∑
a∈A+,k
µ(a)a(z1) . . . a(zn−1)
vanishes. In particular, L(φ∨, z1, . . . , zn−1, 0) ∈ A[z1, . . . , zn−1].
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Proof. The proof is using the ideas of the proof of [4, Lem. 4.13]. If we see Sφk as a polynomial
of Xn without any constant term, and note that Ca(Xn) ≡ aXn (mod X
q
n), we have
Zφk ≡ S
φ
k ≡
∑
a∈A+,k
µ(a)Ca(X1) . . . Ca(Xn)
a
(mod Xqn)
≡
∑
a∈A+,k
µ(a)Ca(X1) . . . Ca(Xn−1)aXn
a
(mod Xqn)
≡ Xn
∑
a∈A+,k
µ(a)Ca(X1) . . . Ca(Xn−1) (mod X
q
n).
(59)
For k > r(n+ β)/(q − 1), we know by Proposition 5.4 that Zφk = 0 which gives us that
(60)
∑
a∈A+,k
µ(a)Ca(X1) . . . Ca(Xn−1) = 0.
Moreover by (50), we have that
(61)
∑
a∈A+,k
µ(a)Ca(X1) . . . Ca(Xn−1) =
∑
a∈A+,k
µ(a)a(z1) . . . a(zn−1) · (X1 . . .Xn−1).
By Lemma 5.2, (60) and (61), we conclude that∑
a∈A+,k
µ(a)a(z1) . . . a(zn−1) = 0
for k > r(n+ β)/(q − 1). On the other hand, we have
L(φ∨, z1, . . . , zn−1, 0) =
∑
k≥0
∑
a∈A+,k
µ(a)a(z1) . . . a(zn−1).
Therefore, the second part of the proposition follows from the first part. 
Remark 5.6. We note that Lemma 5.5 can be seen as a corollary of Simon’s Lemma [2,
Lem. 4] when φ = C.
Lemma 5.7. For d ≥ 3r + r(n+ 1 + β)/(q − 1) and n > 0, we have
‖Ld,n(x, y)‖ ≤ |x|
−d
∞ q
d(1− 1
r
)q−q
[
d
r−
n+1+β
q−1
]
−2
,
where [ · ] is the integer part function.
Proof. We adapt the ideas in [2, Lem. 7]. Recall from Section 1 that p = ql. For any
w ∈ Zp such that w =
∑
wiq
i where 0 ≤ wi ≤ q − 1, set ℓq(w) :=
∑
wi. Let y ∈ Zp, and∑
j≥0 bjp
j be the p-adic expansion of y such that 0 ≤ bj ≤ p− 1 for all j, and for m ≥ 1, set
ym :=
∑lm−1
i=0 bkp
k such that
∑m
j=0 vjq
j be the q-adic expansion of ym where 0 ≤ vj ≤ q − 1.
We have that
Ld,n(x, ym) =
1
xdθdym
Hd,n+ℓq(ym)(z1, . . . , zn, θ, . . . , θ, . . . , θ
qm , . . . , θq
m
),
where θq
i
appears vi many times. By the bound on coefficients vj , it is easy to see that
ℓq(ym) =
m∑
j=0
vj ≤ (m+ 1)(q − 1).
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By Lemma 5.5, if d > r(n+1+(m+1)(q−1)+β)/(q−1) = r(m+1)+ r(n+β+1)/(q−1),
then Hd,n+ℓq(ym)(x, ym) = 0. Notice that by the definition of ym and (36), we have that(
y
j
)
=
(
ym
j
)
for j = 0, 1, . . . , qm − 1. Therefore, for any a ∈ A+,d,
(62)
∣∣∣∣∑
j≥0
((
y
j
)
−
(
ym
j
))
(〈a〉 − 1)j
∣∣∣∣
∞
≤ q−q
m
.
Thus by Lemma 2.2(b) and (62), we have that
‖Ld,n(x, y)−Ld,n(x, ym)‖ =
∥∥∥∥x−d ∑
a∈A+,d
µ(a)a(z1) . . . a(zn)
∑
i≥0
((
y
i
)
−
(
ym
i
))
(〈a〉 − 1)i
∥∥∥∥
≤ |x|−d∞ q
d(1− 1
r
)q−q
m
.
(63)
If we choose m+ 2 = [d/r − (n+ β + 1)/(q − 1)] ≥ 3, then
Ld,n(x, ym) =
1
θdym
Hd,n+ℓq(ym)(z1, . . . , zn, θ, . . . , θ, . . . , θ
qm , . . . , θq
m
) = 0.
Therefore, the result follows from (63) and our choice for m above. 
Proof of Theorem 5.1. Let (x, y) ∈ S∞. For any ξi ∈ C∞ and arbitrarily large d, we have by
Lemma 5.7 that
(64)
∥∥∥∥ ∑
a∈A+,d
µ(a)a(ξ1) . . . a(ξn)〈a〉
y
∥∥∥∥ ≤ |ξ1 . . . ξn|d∞qd(1− 1r )q−q
[
d
r−
n+1+β
q−1
]
−2
.
Thus, we see that as d goes to ∞, the right hand side of (64) approaches to 0. On the other
hand, we have that
L(φ∨, z1, . . . , zn; x, y) =
∑
d≥0
x−d
∑
a∈A+,d
µ(a)a(z1) . . . a(zn)〈a〉
y.
Therefore, by [16, Thm. 8.5.7], the series L(φ∨, z1, . . . , zn; x, y) is entire on C
n
∞ × S∞ which
proves the theorem. 
Remark 5.8. A natural direction at this point would be understanding the zeros of the
L-series L(φ∨, z1, . . . , zn; x, y). When φ is the Carlitz module C, we refer the reader to
results explained in [16]. For a Drinfeld A-module of higher rank, studying zeroes of
L(φ∨, z1, . . . , zn; x, y) seems challenging because of the function µ : A+ → A whose nature
has not been discovered deeply yet. We hope to turn back this problem in future.
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