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On Exact Triangles Consisting of Stable Vector
Bundles on Tori
Kazushi Kobayashi∗
Abstract
In this paper, we consider the exact triangles consisting of stable vector
bundles on one-dimensional complex tori, and give a geometric interpre-
tation of them in terms of the corresponding Fukaya category via the
homological mirror symmetry.
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1 Introduction
Mirror symmetry is a symmetry between symplectic geometry and complex ge-
ometry, and homological mirror symmetry conjectured by M. Kontsevich [8] is
one of the most important conjectures as a mathematical formulation of mir-
ror symmetry. The homological mirror symmetry is an equivalence between
triangulated categories which are obtained by the Fukaya categories (a Fukaya
category is an A∞ category) [4] and the derived categories of coherent sheaves (a
derived category is a triangulated category). In this mathematical formulation,
a certain triangulated category is constructed from an A∞ category in order
to compare the Fukaya category with the derived category of coherent sheaves.
∗Department of Mathematics and Informatics, Graduate School of Science, Chiba Univer-
sity, Yayoicho 1-33, Inage, Chiba, 263-8522 Japan. E-mail : afka9031@chiba-u.jp
1
Here, exact triangles in a triangulated category obtained by this construction
are defined as exact triangles associated to mapping cones. Thus, the notion
of a mapping cone is one of the fundamental tools in the formulation of the
homological mirror symmetry.
One of the most fundamental examples of mirror pairs is a pair (T 2, Tˇ 2)
of tori. In particular, for an affine Lagrangian submanifold L a
n
, i.e., a line of
rational slope a
n
∈ Q on a covering space of a symplectic torus T 2, we can
define a holomorphic vector bundle E(L a
n
) whose rank and degree are n and
a, respectively on the mirror dual complex torus Tˇ 2 of T 2. Note that those
holomorphic vector bundles are stable. There are many studies of the homolog-
ical mirror symmetry for tori ([14], [5], [12], [1] etc.). In this paper, we discuss
the structures of exact triangles consisting of those stable vector bundles in the
triangulated category.
In the homological mirror symmetry setting, we usually consider the derived
category of coherent sheaves in the complex geometry side, but in the present
paper we instead consider a DG-category consisting of holomorphic vector bun-
dles corresponding to Lagrangian submanifolds as in [9], [1]. Then, as expressed
above, we can construct a triangulated category from this DG-category. For two
stable vector bundles E(L a
n
) andE(L b
m
), we assume dimExt1(E(L b
m
), E(L a
n
)) =
1. For a non-trivial morphism ψ ∈ Ext1(E(L b
m
), E(L a
n
)), there exists the short
exact sequence
0 −−−−→ E(L a
n
) −−−−→ C(ψ) −−−−→ E(L b
m
) −−−−→ 0.
Here, C(ψ) denotes the mapping cone of ψ, and we see that C(ψ) is stable (see
[13]). Then, we obtain the following exact triangle consisting of stable vector
bundles, where T is the shift functor in the triangulated category.
· · ·E(L a
n
) −−−−→ C(ψ) −−−−→ E(L b
m
)
ψ−−−−→ TE(L a
n
) · · · . (1)
On the other hand, the isomorphism classes of indecomposable holomorphic
vector bundles over an elliptic curve are classified by Atiyah [2]. This Atiyah’s
result implies that the set of isomorphism classes of indecomposable holomor-
phic vector bundles are parametrized by µ ∈ Tˇ 2 = C/2pi(Z ⊕ τZ), where
τ ∈ H. So we denote by E(L a
n
)µ the representative of the isomorphism class
[E(L a
n
)µ] of E(L a
n
) corresponding to µ. Note that this E(L a
n
)µ corresponds
to E( a
n
, µ
n
) in the body of this paper. Now we turn to the case of the exact
triangle (1). We see that C(ψ) is a holomorphic vector bundle whose rank
and degree are m + n and a + b, respectively, so we expect that there ex-
ists a µ ∈ Tˇ 2 such that [C(ψ)] = [E(L a+b
m+n
)µ] by Atiyah’s result. In this
paper, we determine the value µ such that [C(ψ)] = [E(L a+b
m+n
)µ] in the case
dimExt1(E(L b
m
), E(L a
n
)) = 1 as the most fundamental example of exact trian-
gles such that ψ ∈ Ext1(E(L b
m
), E(L a
n
)) is non-trivial, and construct an isomor-
phism C(ψ) ∼= E(L a+b
m+n
)µ explicitly by employing theta functions. In particular,
the Lagrangian submanifolds corresponding to C(ψ) intersect at one point, and
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they become a single Lagrangian submanifold corresponding to E(L a+b
m+n
)µ by
an isomorphism C(ψ) ∼= E(L a+b
m+n
)µ. We expect that this can be regarded as
an analogue of the Dehn twist (see [15], [1]). Furthermore, we give a geometric
interpretation of the exact triangles consisting of stable vector bundles in terms
of the corresponding Fukaya category via the homological mirror symmetry.
This paper is organized as follows. In section 2, we define holomorphic
vector bundles associated to Lagrangian submanifolds. In section 3, we discuss
the DG-category consisting of those holomorphic vector bundles, and comment
the stability of them. In section 4, we discuss the structures of an exact triangle
consisting of stable vector bundles (1) in the case dimExt1(E(L b
m
), E(L a
n
)) = 1,
where ψ is non-trivial. Then, without loss of generality we may discuss the
case (n, a) = (1, 0), (m, b) = (1, 1) only, because E(L a
n
) is associated to L a
n
,
and L a
n
is transformed by the SL(2;Z) action on T 2. We explain details of
this fact in section 6. So in section 4, we consider two stable line bundles
E(L0) and E(L1), and we take the mapping cone of ψ : E(L1) → TE(L0).
Then C(ψ) is a holomorphic vector bundle whose rank and degree are 2 and 1,
respectively. Hence, we determine the value µ such that [C(ψ)] = [E(L 1
2
)µ], and
in particular, for E(L 1
2
)µ, compute non-trivial morphisms φ : C(ψ) → E(L 1
2
)µ
and φ˜ : E(L 1
2
)µ → C(ψ) explicitly. In fact, we can check φφ˜ = c · idE(L 1
2
)µ and
φ˜φ = c·idC(ψ) with a complex number c 6= 0, and which implies C(ψ) ∼= E(L 1
2
)µ.
In these arguments, theta functions play an important role. The value µ such
that [C(ψ)] = [E(L 1
2
)µ] is given in Theorem 4.10. In section 5, we discuss a
geometric interpretation of the mapping cone C(ψ) from the viewpoint of the
corresponding symplectic geometry. In particular, for the isomorphisms φ, φ˜,
we interpret the value c as the structure constant of an A∞ product in the
corresponding Fukaya category. In section 6, we explain the SL(2;Z) action on
T 2.
2 Holomorphic vector bundles and Lagrangian
submanifolds
In this section, we define Lagrangian submanifolds on T 2, and define holomor-
phic vector bundles associated to those Lagrangian submanifolds on the dual
torus Tˇ 2 of T 2. Here, Tˇ 2 is a complex torus. These are based on the SYZ
construction [16] (see also [10]).
First, we explain Tˇ 2. Let us denote the coordinates of the covering space R2
of Tˇ 2 by (x, y). We also regard (x, y) as a point of Tˇ 2 by identifying x ∼ x+2pi
and y ∼ y + 2pi. We fix an ε0 > 0 small enough and define
Oij :=
{
(x, y) ∈ Tˇ 2 | 2
3
pi(i − 1)− ε0 < x < 2
3
pii+ ε0,
2
3
pi(j − 1)− ε0 < y < 2
3
pij + ε0, ε0 > 0
}
,
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where i, j = 1, 2, 3. We can regard Oij as a open set of R
2, and we define
the local coordinates of Oij by (x, y) ∈ R2. Furthermore, we define the complex
coordinate of Tˇ 2 as follows. Let τ be a complex number which satisfies Imτ > 0,
and for Tˇ 2, we locally define the complex coordinate by z = x + τy. Namely,
for the lattice generated by 1 and τ , Tˇ 2 is isomorphic to C/2pi(Z⊕ τZ).
On the other hand, we consider the dual symplectic torus (T 2, ω) whose
complexified symplectic form ω is defined by
ω := − 1
τ
dx ∧ dy
as the mirror pair of Tˇ 2 ∼= C/2pi(Z⊕ τZ). We also denote the local coordinates
of (T 2, ω) by the same notation (x, y) since it may not cause any confusion. We
define a map s( a
n
,µ
n
) : R→ C by
s( a
n
,µ
n
)(x) :=
a
n
x+
µ
n
.
Here, we assume n ∈ N and a ∈ Z are relatively prime and µ ∈ C. We denote
µ = p+ qτ with p, q ∈ R. Removing the term q
n
τ from the above s( a
n
,µ
n
)(x), the
graph of
y =
a
n
x+
p
n
defines a Lagrangian submanifold L( a
n
, p
n
) in R
2. Then, for the covering map
pi : R2 → T 2, the image pi(L( a
n
, p
n
)) is a cycle which winds n times in the base
space direction and a times in the fiber direction. This pi(L( a
n
, p
n
)) is an example
of a (special) Lagrangian submanifold in (T 2, ω). Hereafter, for simplicity, we
denote by L( a
n
, p
n
) a Lagrangian submanifold in (T
2, ω) instead of pi(L( a
n
, p
n
)),
too. Here, we explain the term q
n
τ in the formula of s( a
n
, µ
n
) briefly. In the
homological mirror symmetry setting, we consider the Fukaya category in the
symplectic geometry side (see section 5). Note that an object of the Fukaya
category is a Lagrangian submanifold L endowed with a local system (L ,∇L ).
Now, for L( a
n
, p
n
), we consider a flat complex line bundle L( a
n
, µ
n
) → L( a
n
, p
n
) whose
U(1)-connection ∇L( a
n
,
µ
n
)
is defined by
∇L( a
n
,
µ
n
)
:= d− i
2pi
q
n
dx,
where i =
√−1 and d denotes the exterior derivative. Then, the number q corre-
sponds to the U(1) holonomy of (L( a
n
, µ
n
),∇L( a
n
,
µ
n
)
) along L( a
n
, p
n
)
∼= S1. In this
sense, we call the number q the U(1) holonomy or simply the holonomy. Thus,
giving a map s( a
n
,µ
n
) is equivalent to giving an object (L( a
n
, p
n
),L( a
n
,µ
n
),∇L( a
n
,
µ
n
)
)
of the Fukaya category Fuk(T 2, ω).
For s( a
n
,µ
n
), we can associate the following holomorphic vecter bundle E( a
n
,µ
n
)
whose rank and degree are n and a, respectively, on Tˇ 2. Let U and V be
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following square matrices of order n.
U :=


1
ω
. . .
ωn−1

 , V :=


0 1
. . .
. . .
1
1 0

 .
Here, ω is the n-th root of 1. Using these matrices, the transition functions of
E( a
n
, µ
n
) are defined as follows. Let ψ(i,j) : Oij → Cn be a smooth section of
E( a
n
, µ
n
), where i, j = 1, 2, 3. We define the transition function on O3j ∩O1j by
ψ(3,j)
∣∣
O3j∩O1j = e
a
n
iyV ψ(1,j)
∣∣
O3j∩O1j .
Similarly, we define the transition function on Oi3 ∩Oi1 by
ψ(i,3)
∣∣
Oi3∩Oi1 = U
−a ψ(i,1)
∣∣
Oi3∩Oi1 ,
where U−a := (U−1)a. Note that the transition functions which are defined on
O1j ∩ O2j , O2j ∩ O3j , Oi1 ∩ Oi2 and Oi2 ∩ Oi3 are trivial. Moreover, when we
define
ψ(3,3)
∣∣
O33∩O11 = U
−a ψ(3,1)
∣∣
O33∩O11 =
(
U−a
) (
e
a
n
iyV
)
ψ(1,1)
∣∣
O33∩O11 ,
we can check that they satisfy the cocycle condition. We define a connection on
E( a
n
, µ
n
) locally as
D = d+A := d− i
2pi
s( a
n
, µ
n
)(x)dy · In = d−
i
2pi
( a
n
x+
µ
n
)
dy · In,
where In is the identity matrix of order n. In fact, D is compatible with the
transition functions and so defines a global connection. Strictly speaking, we
should denote by D( a
n
,µ
n
) a connection of E( a
n
,µ
n
), but we denote by D a con-
nection of E( a
n
,µ
n
) here, because we do not use the notation D so much in this
paper. Exceptionally, sometimes we denote D a
n
instead of D in section 3. Then
its curvature form F is
F = − i
2pi
a
n
dx ∧ dy · In.
Since Tˇ 2 = C/2pi(Z⊕τZ) is a 1-dimensional complex manifold, the (0,2)-part of
this curvature form vanishes automatically. Thus, for a complex vector bundle
E( a
n
, µ
n
) of rank n, D defines the structure of a holomorphic vector bundle. In
particular, the case (n, a) = (1, 0) with µ ∈ 2pinZ corresponds to the trivial line
bundle in this definition. Since∫
Tˇ 2
c1(E( a
n
, µ
n
)) =
a
4pi2
∫
Tˇ 2
dx ∧ dy = a
4pi2
4pi2 = a,
the degree of E( a
n
,µ
n
) is a. Here, c1(E( a
n
, µ
n
)) denotes the first chern class of
E( a
n
, µ
n
).
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Remark 2.1. All diagonal components of A are defined by − i2π ( anx + µn )dy
in order to maintain the compatibility of the connection 1-form with respect
to the transition functions. In fact, when we define the (i, i) components of
a connection 1-form A˜ (1 ≤ i ≤ n) by − i2π ( anx + µiin )dy, the relation µ11 =
· · · = µnn holds by the condition such that A˜ is compatible with the transition
functions.
In general, a smooth section ψ(x, y) of E( a
n
,µ
n
) is expressed locally as follows.
For each x ∈ S1, ψ(x, ·) gives a smooth function on the fiber S1. Thus, ψ(x, y)
can be Fourier-expanded locally as
ψ(x, y) =


∑
I1∈Z
ψλ,I1(x)e
i
n
I1y
...∑
In∈Z
ψλ,In(x)e
i
n
Iny

 .
3 The DG-category consisting of holomorphic
vector bundles
In this section, we construct a DG-category DGTˇ 2 consisting of holomorphic
vector bundles defined in section 2. This is an extension of the DG-category of
holomorphic line bundles in [7]. The objects of DGTˇ 2 are holomorphic vector
bundles E( a
n
,µ
n
) with U(n)-connections D. Hereafter sometimes we denote D an
instead of D in order to specify that D is associated to E( a
n
,µ
n
). We often label
these objects as s( a
n
,µ
n
) instead of (E( a
n
,µ
n
), D an ), because E( an ,
µ
n
) is associated to
s( a
n
,µ
n
). For any two objects s( a
n
, µ
n
) = (E( a
n
, µ
n
), D an ), s( bm ,
ν
m
) = (E( b
m
, ν
m
), D b
m
) ∈
Ob(DGTˇ 2), the space DGTˇ 2(s( an ,
µ
n
), s( b
m
, ν
m
)) of morphisms is defined by
DGTˇ 2(s( an ,
µ
n
), s( b
m
, ν
m
)) := Γ(E( an ,
µ
n
), E( b
m
, ν
m
))⊗C∞(Tˇ 2) Ω0,∗(Tˇ 2),
where Ω0,∗(Tˇ 2) is the space of anti-holomorphic differential forms, and Γ(E( a
n
,µ
n
),
E( b
m
, ν
m
)) is the space of homomorphisms from E( an ,
µ
n
) to E( b
m
, ν
m
). The space
DGTˇ 2(s( an ,
µ
n
), s( b
m
, ν
m
)) is a Z-graded vector space, where the grading is de-
fined as the degree of the anti-holomorphic differential forms. The degree
r part is denoted DGr
Tˇ 2
(s( a
n
,µ
n
), s( b
m
, ν
m
)). We define a linear map d( a
n
, b
m
) :
DGr
Tˇ 2
(s( a
n
, µ
n
), s( b
m
, ν
m
)) → DGr+1Tˇ 2 (s( an , µn ), s( bm , νm )) as follows. We decompose
D a
n
into its holomorphic part and anti-holomorphic part D a
n
= D
(1,0)
a
n
+D
(0,1)
a
n
,
and set d a
n
:= 2D
(0,1)
a
n
. Then, for ψ ∈ DGr
Tˇ 2
(s( a
n
,µ
n
), s( b
m
, ν
m
)), we set
d( a
n
, b
m
)(ψ) := d b
m
ψ − (−1)rψd a
n
.
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Furthermore, for any ψ ∈ DGr
Tˇ 2
(s( a
n
,µ
n
), s( b
m
, ν
m
)), d
2
( a
n
, b
m
)
(ψ) is expressed as
follows.
d2
( a
n
, b
m
)
(ψ) = d( a
n
, b
m
)(d b
m
ψ − (−1)rψd a
n
)
= d2b
m
ψ − ψd2a
n
.
Here, d2a
n
= 0 because d a
n
= 2D
(0,1)
a
n
and E( a
n
,µ
n
) is holomorphic. Similarly one
has d2b
m
= 0. Thus d2
( a
n
, b
m
)
(ψ) = 0, so d( a
n
, b
m
) defines a differential. Sometimes
we denote by Hr(E( a
n
,µ
n
), E( b
m
, ν
m
)) the r-th cohomology with respect to the
differential d( a
n
, b
m
), and in particular, H
0(E( a
n
,µ
n
), E( b
m
, ν
m
)) is the space of holo-
morphic maps. Furthermore, when s( a
n
,µ
n
) is the zero section, s( a
n
, µ
n
) = s(0,0),
the differential d(0, b
m
) : DG
r
Tˇ 2
(s(0,0), s( b
m
, ν
m
)) → DGr+1Tˇ 2 (s(0,0), s( bm , νm )) is also
denoted d b
m
:= d(0, b
m
). The product structure m : DGTˇ 2(s( b
m
, ν
m
), s( cl ,
η
l
)) ⊗
DGTˇ 2(s( an ,
µ
n
), s( b
m
, ν
m
)) → DGTˇ 2(s( an , µn ), s( cl , ηl )) is defined by the composition
of homomorphisms of vector bundles together with the wedge product for the
anti-holomorphic differential forms. We can check that d( a
n
, b
m
) and m satisfy
the Leibniz rule. Thus, DGTˇ 2 forms a DG-category.
For later convenience, we give the local expression of d( a
n
, b
m
) explicitly. Since
z = x+ τy and z¯ = x+ τ¯ y, one has
dx = − τ¯
τ − τ¯ dz +
τ
τ − τ¯ dz¯, dy =
1
τ − τ¯ (dz − dz¯).
Using these, we decompose D a
n
= d − i2π s( an ,µn )(x)dy · In into its holomorphic
part and anti-holomorphic part.
D a
n
= d− i
2pi
s( a
n
, µ
n
)(x)dy · In
= ∂ +
i
2pi(τ¯ − τ)s( an , µn )(x)dz · In + ∂¯ −
i
2pi(τ¯ − τ)s( an ,µn )(x)dz¯ · In.
Since d a
n
= 2D
(0,1)
a
n
, so d a
n
= 2∂¯ − i
π(τ¯−τ)s( an , µn )(x)dz¯ · In. Thus, for any ψ ∈
DGr
Tˇ 2
(s( a
n
, µ
n
), s( b
m
, ν
m
)), d( a
n
, b
m
)(ψ) is expressed locally as
d( a
n
, b
m
)(ψ) = 2∂¯(ψ)−
i
pi(τ¯ − τ) (s( bm , νm )(x)− s( an , µn )(x))dz¯ · In ∧ ψ.
On the other hand, for two objects s( a
n
,µ
n
), s( b
m
, ν
m
) ∈ Ob(DGTˇ 2 ),DG0Tˇ 2(s( an ,µn ),
s( b
m
, ν
m
)) is the space of sections of E( b
m
, ν
m
) if s( an ,
µ
n
) is the zero section, s( a
n
,µ
n
) =
s(0,0). Furthermore, in section 2, we saw that smooth sections of E( a
n
, µ
n
) can
be Fourier-expanded locally. In fact, any morphism ψ ∈ DGr
Tˇ 2
(s( a
n
,µ
n
), s( b
m
, ν
m
))
can be Fourier-expanded locally in a similar way.
Recall that H0(E( a
n
,µ
n
), E( b
m
, ν
m
)) is the space of holomorphic maps. For two
holomorphic vector bundles whose ranks and degrees are same, i.e., (n, a) =
(m, b), the following proposition holds.
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Proposition 3.1. Let n be a natural number and a an integer. We assume n
and a are relatively prime. Then for µ and ν (µ, ν ∈ C), dimH0(E( a
n
, µ
n
), E( a
n
, ν
n
))
= 1 if and only if µ ≡ ν (mod 2pi(Z ⊕ τZ)), and, dimH0(E( a
n
,µ
n
), E( a
n
, ν
n
)) = 0
otherwise. Furthermore, in the case of dimH0(E( a
n
,µ
n
), E( a
n
, ν
n
)) = 1, a non-
trivial element in H0(E( a
n
, µ
n
), E( a
n
, ν
n
)) gives an isomorphism E( a
n
,µ
n
)
∼= E( a
n
, ν
n
).
Proof. We look for a non-trivial holomorphic map Φ ∈ H0(E( a
n
,µ
n
), E( a
n
, ν
n
)). By
definition, rankE( a
n
, µ
n
)=rankE( a
n
, ν
n
)=n, so Φ is expressed locally as
Φ =


Φ11(x, y) · · ·Φ1n(x, y)
...
. . .
...
Φn1(x, y) · · ·Φnn(x, y)

 .
As discussed in section 2, the transition function for a smooth section ψ(i,j) :
Oij → Cn (i, j = 1, 2, 3) of E( a
n
, µ
n
) is defined by
ψ(3,j)
∣∣
O3j∩O1j = e
a
n
iyV ψ(1,j)
∣∣
O3j∩O1j , ψ(i,3)
∣∣
Oi3∩Oi1 = U
−a ψ(i,1)
∣∣
Oi3∩Oi1 ,
where the transition functions on O1j ∩O2j , O2j ∩O3j , Oi1 ∩Oi2 and Oi2 ∩Oi3
are trivial. The same thing holds also for E( a
n
, ν
n
). Then Φij(x, y) (1 ≤ i, j ≤ n)
can be Fourier-expanded as
Φij(x, y) = e
j−i
n
aiy
∑
Iij∈Z
Φij,Iij (x)e
iIijy,
by considering the transition functions of E( a
n
,µ
n
) and E( an ,
ν
n
) in the y direc-
tion. Here, we consider the holomorphic structures of E( a
n
,µ
n
) and E( a
n
, ν
n
). The
holomorphic structure of E( a
n
, µ
n
) is defined by
d a
n
:=
(
2∂¯ − i
pi(τ¯ − τ)
( a
n
x+
µ
n
)
dz¯
)
· In,
and similarly, the holomorphic structure of E( a
n
, ν
n
) is defined by
d′a
n
:=
(
2∂¯ − i
pi(τ¯ − τ)
( a
n
x+
ν
n
)
dz¯
)
· In.
Since Φ ∈ H0(E( a
n
,µ
n
), E( a
n
, ν
n
)) = Ker{d( a
n
, a
n
) : DG
0
Tˇ 2
(s( a
n
, µ
n
), s( a
n
, ν
n
))→ DG1Tˇ 2
(s( a
n
, µ
n
), s( a
n
, ν
n
))}, Φ satisfies the differential equation d( a
n
, a
n
)(Φ) = d
′
a
n
Φ−Φd a
n
=
0. Hence Φij(x, y) (1 ≤ i, j ≤ n) is given by
Φij(x, y) = e
j−i
n
aiy
∑
Iij∈Z
Cij,Iij e
− i
pinτ
( ν2−µ2−πnIij−πa(j−i))xeiIijy,
where Cij,Iij is an arbitrary constant. On the other hand, we obtain the follow-
ing relations for any i, j (1 ≤ i, j ≤ n),
Φij(x+ 2pi, y) = Φ(i+1)(j+1)(x, y),
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by considering the transition functions of E( a
n
,µ
n
) and E( a
n
, ν
n
) in the x direction.
Namely, for each l = 1, · · · , n, the following relations hold.
Φ1l(x+ 2pi, y) = Φ2(l+1)(x, y),Φ2(l+1)(x + 2pi, y) = Φ3(l+2)(x, y), · · · ,
Φ(n−l)(n−1)(x+ 2pi, y) = Φ(n−l+1)n(x, y),Φ(n−l+1)n(x+ 2pi, y) = Φ(n−l+2)1(x, y),
Φ(n−l+2)1(x+ 2pi, y) = Φ(n−l+3)2(x, y), · · · ,Φ(n−1)(l−2)(x+ 2pi, y) = Φn(l−1)(x, y),
Φn(l−1)(x+ 2pi, y) = Φ1l(x, y).
These relations imply that the arbitrary constants satisfy the following relations.
C1l,I1le
− i
nτ
(ν−µ−2πnI1l−2πa(l−1)) = C2(l+1),I1l ,
C2(l+1),I2(l+1)e
− i
nτ
(ν−µ−2πnI2(l+1)−2πa(l−1)) = C3(l+2),I2(l+1) , · · · ,
C(n−l)(n−1),I(n−l)(n−1)e
− i
nτ
(ν−µ−2πnI(n−l)(n−1)−2πa(l−1)) = C(n−l+1)n,I(n−l)(n−1) ,
C(n−l+1)n,I(n−l+1)ne
− i
nτ
(ν−µ−2πnI(n−l+1)n−2πa(l−1)) = C(n−l+2)1,I(n−l+1)n+a,
C(n−l+2)1,I(n−l+2)1+ae
− i
nτ
(ν−µ−2πnI(n−l+2)1−2πa(l−1)) = C(n−l+3)2,I(n−l+2)1+a, · · · ,
C(n−1)(l−2),I(n−l)(l−2)+ae
− i
nτ
(ν−µ−2πnI(n−l)(l−2)−2πa(l−1)) = Cn(l−1),I(n−l)(l−2)+a,
Cn(l−1),In(l−1)+ae
− i
nτ
(ν−µ−2πnIn(l−1)−2πa(l−1)) = C1l,In(l−1) .
Hence we obtain
C1l,I1l = e
i
τ
(ν−µ−2πnI1l−2πa(l−1))C1l,I1l .
Here, if e
i
τ
(ν−µ−2πnI1l−2πa(l−1)) 6= 1 then C1l,I1l = 0 (I1l ∈ Z), so we consider
the case e
i
τ
(ν−µ−2πnI1l−2πa(l−1)) = 1. We set that µ = p + qτ and ν = p′ +
q′τ (p, p′, q, q′ ∈ R), and one has
1 = e
i
τ
(ν−µ−2πnI1l−2πa(l−1)) = e
i
τ
(p′−p−2πnI1l−2πa(l−1))ei(q
′−q).
Therefore p, p′, q, q′ must satisfy the conditions p′ − p = 2pi(nI1l + a(l − 1)),
q ≡ q′ (mod 2piZ). In particular, if we fix a value l (clearly, there are n ways
how to fix a value l), we see that C1l,I1l = c ∈ C (c 6= 0) for an I1l ∈ Z, and
C1l,I = 0 for any I 6= I1l (I ∈ Z). Thus, when we set 2pik := q′ − q (k ∈ Z),
C2(l+1),I1l = cω
−k, · · · , C(n−l+1)n,I1l = cω−(n−l)k,
C(n−l+2)1,I1l+a = cω
−(n−l+1)k, · · · , Cn(l−1),I1l+a = cω−(n−1)k,
and C2(l+1),I = · · · = C(n−l+1)n,I = C(n−l+2)1,I+a = · · · = Cn(l−1),I+a = 0
for any I 6= I1l (I ∈ Z). Here, n and a are relatively prime and I1l ∈ Z, so
p ≡ p′ (mod 2piZ) holds. Furthermore, all other components of Φ are zero
by the conditions of transition functions in the x direction for the values l′ 6=
l, l′ = 1, · · · , n. Thus, for µ and ν (µ, ν ∈ C), the condition E( a
n
, µ
n
)
∼= E( a
n
, ν
n
)
is equivalent to the condition µ ≡ ν (mod 2pi(Z ⊕ τZ)), and when p′ − p =
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2pi(nI1l+a(l−1)) (I1l ∈ Z) and q′−q = 2pik (k ∈ Z), the non-trivial holomorphic
map Φ : E( a
n
,µ
n
) → E( a
n
, ν
n
) is expressed locally as
Φ = e−
k
n
ix+iI1ly+
l−1
n
aiy
(
0 Φ1
Φ2 0
)
,
Φ1 :=


c
. . .
cω−(n−l)k

 , Φ2 :=


cω−(n−l+1)k
. . .
cω−(n−1)k

 ,
where Φ1 and Φ2 are square matrices of order n− l + 1 and l − 1, respectively
(c ∈ C, c 6= 0). Since Φ has its inverse, it is an isomorphism.
Thus, the isomorphism Φ : E( a
n
, µ
n
) → E( a
n
, ν
n
) belongs toH
0(E( a
n
, µ
n
), E( a
n
, ν
n
)).
By Proposition 3.1, we obtain the following corollary.
Corollary 3.2. For E( a
n
, µ
n
), a holomorphic map Φ : E( a
n
,µ
n
) → E( a
n
,µ
n
) is ex-
pressed locally as Φ = cIn, where c ∈ C.
Proof. We consider in the Proposition 3.1 in the case µ = ν, where l = 1, I11 = 0
and k = 0.
Hence E( a
n
,µ
n
) is simple, so it is indecomposable. In fact, it is known that
an indecomposable vector bundle E on an elliptic curve is stable if and only if
the rank of E and the degree of E are relatively prime (see [13], p.178). Thus
E( a
n
, µ
n
) is stable.
Moreover, for E( a
n
, µ
n
) and E( b
m
, ν
m
) with (n, a) 6= (m, b), the following propo-
sition is known (see [13], p.179).
Proposition 3.3. For E( a
n
, µ
n
) and E( b
m
, ν
m
), if bn−am > 0 then dimH0(E( an ,µn ),
E( b
m
, ν
m
)) = bn − am and dimH1(E( an ,µn ), E( bm , νm )) = 0, if bn − am < 0 then
dimH0(E( a
n
,µ
n
), E( b
m
, ν
m
)) = 0 and dimH
1(E( a
n
,µ
n
), E( b
m
, ν
m
)) = am− bn.
In Proposition 3.3, if bn− am > 0, then we see dimH0(E( a
n
,µ
n
), E( b
m
, ν
m
)) =
bn − am by a direct calculation, so one has dimH1(E( a
n
, µ
n
), E( b
m
, ν
m
)) = 0 by
Riemann-Roch theorem. We can also prove in the case of bn−am < 0 similarly.
The arguments of Proposition 3.3 correspond to the discussions of slope stability
for E( a
n
, µ
n
) and E( b
m
, ν
m
) (see [13]). By Proposition 3.3, for E( an ,
µ
n
) and E( b
m
, ν
m
)
with (n, a) 6= (m, b), either H0(E( a
n
,µ
n
), E( b
m
, ν
m
)) or H
0(E( b
m
, ν
m
), E( an ,
µ
n
)) is zero.
Thus, when (n, a) 6= (m, b), E( a
n
, µ
n
) is not isomorphic to E( b
m
, ν
m
).
4 The construction of the isomorphism
In this section, we construct the mapping cone of a morphism between holo-
morphic vector bundles on Tˇ 2, and discuss the structures of an exact triangle
associated to the mapping cone
· · ·E( a
n
, µ
n
) −−−−→ C([ψ]) −−−−→ E( b
m
, ν
m
)
[ψ]−−−−→ TE( a
n
,µ
n
) · · ·
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in the case dimExt1(E( b
m
, ν
m
), E( an ,
µ
n
)) = 1, where
a
n
< b
m
. Here, for a morphism
ψ ∈ DG1
Tˇ 2
(s( b
m
, ν
m
), s( an ,
µ
n
)), the cohomology class [ψ] ∈ Ext1(E( b
m
, ν
m
), E( an ,
µ
n
)) =
H1(E( b
m
, ν
m
), E( an ,
µ
n
)) is non-trivial, and C([ψ]) denotes the mapping cone of [ψ].
Hereafter, we also denote by ψ a cohomology class of ψ instead of [ψ]. Then,
without loss of generality we may discuss the case (n, a) = (1, 0), (m, b) = (1, 1)
only, because we can consider the SL(2;Z) action on (T 2, ω). As discussed
in section 2, E( a
n
,µ
n
) is associated to s( a
n
,µ
n
), and s( a
n
,µ
n
) is transformed by the
SL(2;Z) action on (T 2, ω). We explain this fact in section 6. Thus, we con-
sider the mapping cone of ψ = ψ˜dz¯ ∈ DG1
Tˇ 2
(s(1,ν), s(0,µ)), where µ = p + qτ ,
ν = s+tτ (p, q, s, t ∈ R). First, we recall the Atiyah’s result on the classification
of the isomorphism classes of indecomposable holomorphic vector bundles over
an elliptic curve.
Theorem 4.1 (Atiyah, 1957, [2]). The set of isomorphism classes of indecom-
posable holomorphic vector bundles over an elliptic curve can be identified with
the elliptic curve when the rank and degree of holmorphic vector bundles are
relatively prime.
We explain how to apply this Theorem 4.1 to our discussions. Since E( a
n
,µ
n
)
∼=
E( a
n
, ν
n
) holds if and only if µ ≡ ν (mod 2pi(Z⊕τZ)) by Proposition 3.1, the set of
isomorphism classes of E( a
n
, µ
n
) is parametrized by µ ∈ C/2pi(Z⊕τZ). Now C(ψ)
is a holomorphic vector bundle whose rank and degree are 2 and 1, respectively.
So if C(ψ) is indecomposable, we expect that there exists an η ∈ C such that
C(ψ) ∼= E( 12 , η2 ) by Theorem 4.1. In fact, for E( 12 , η2 ), where η = u+vτ (u, v ∈ R),
C(ψ) ∼= E( 12 , η2 ) holds if and only if η ≡ µ+ν+pi+piτ (mod 2pi(Z⊕τZ)) (Theorem
4.10). This is our main theorem which we will show in this section.
Generally, for a given DG-category, we can construct a DG-category consist-
ing of one-sided twisted complexes from the original DG-category, and obtain a
triangulated category as the 0-th cohomology of the DG-category of one-sided
twisted complexes [3]. Here, we denote by Tr(DGTˇ 2) the triangulated cate-
gory obtained by this construction from DGTˇ 2 . In Tr(DGTˇ 2), there exists the
following exact triangle associated to the mapping cone,
· · ·T−1E(1,ν) T
−1ψ−−−−→ E(0,µ) ι−−−−→ C(ψ) π−−−−→ E(1,ν) ψ−−−−→ TE(0,µ) · · · ,
where T is the shift functor. We discuss the conditions when there exist
non-trivial holomorphic maps such that φ˜ : E( 12 ,
η
2 )
→ C(ψ) (φ˜ 6= 0) and
φ : C(ψ)→ E( 12 , η2 ) (φ 6= 0). We apply the covariant cohomological functor F :=
Hom(E( 12 ,
η
2 )
, ·) and contravariant cohomological functor G := Hom(·, E( 12 , η2 )) to
it, and obtain the following long exact sequence.
· · ·F (E(0,µ)) F (ι)−−−−→ F (C(ψ)) F (π)−−−−→ F (E(1,ν)) F (ψ)−−−−→ F (TE(0,µ)) · · · ,
· · ·G(E(1,ν)) G(π)−−−−→ G(C(ψ)) G(ι)−−−−→ G(E(0,µ)) G(T
−1ψ)−−−−−−→ G(T−1E(1,ν)) · · · .
Then we obtain the following lemma.
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Lemma 4.2. If F (ψ) = 0 then dimF (C(ψ)) = 1 and if F (ψ) 6= 0 then
F (C(ψ)) = 0.
Proof. We assume F (ψ) = 0. By Proposition 3.3, F (E(0,µ)) = 0 and so F (ι) =
0. Thus, F (pi) is the isomorphism because of the exactness of the sequence,
and dimF (E(1,ν)) = 1 by Proposition 3.3. Hence there is a morphism which is
not zero in F (C(ψ)), too, so it is clear that dimF (C(ψ)) = 1. If F (ψ) 6= 0,
then F (ψ) is the isomorphism because dimF (E(1,ν)) = dimF (TE(0,µ)) = 1, so
F (pi) = 0. Thus, it can be seen that F (C(ψ)) = 0.
Similarly as above, we obtain the following lemma.
Lemma 4.3. If G(T−1ψ) = 0 then dimG(C(ψ)) = 1 and if G(T−1ψ) 6= 0 then
G(C(ψ)) = 0.
Note that C(ψ) does not depend on the choice of a non-trivial ψ. We consider
the local expression of the morphism ψ = ψ˜(x, y)dz¯ as follows. For ψ˜(x, y), it
can be Fourier-expanded as
ψ˜(x, y) =
∑
H∈Z
ψH(x)e
iHy ,
and we see that ψH(x) satisfies
ψH(x+ 2pi) = ψH+1(x) (2)
by the conditions of transition functions of E(0,µ) and E(1,ν). So we need to
define ψH(x). Here, as a non-trivial morphism in Ext
1(E(1,ν), E(0,µ)), we take a
bump function ψH(x) as described in Figure 1, where ε ∈ R satisfies 0 < ε < pi.
The bump function ψH : R→ Rmonotonically increases from−2piH+p−s−ε to
−2piH+p−s, and monotonically decreases from−2piH+p−s to −2piH+p−s+ε,
and otherwise it takes value zero. Note that we can extend ψ˜(x, y) defined
locally to a function defined on R2 by using the relation (2). In this sense, we
often treat ψ˜(x, y) as a function on R2. For this ψ, in the symplectic geometry
side, the values −2piH + p− s (H ∈ Z) correspond to the x coordinates of the
intersection points of the Lagrangian submanifolds L(0,p), L(1,s) and their copies
in the covering space of T 2.
We examine the condition for η to satisfy dimF (C(ψ)) = dimG(C(ψ)) = 1,
i.e., the condition to exist non-trivial holomorphic maps φ˜ : E( 12 ,
η
2 )
→ C(ψ) and
φ : C(ψ)→ E( 12 , η2 ). For φ˜ : E( 12 , η2 ) → C(ψ), we obtain the following theorem.
Theorem 4.4. For E( 12 ,
η
2 )
, dimF (C(ψ)) = 1 holds if and only if η ≡ µ + ν +
pi + piτ (mod 2pi(Z⊕ τZ)).
Proof. We recall the definition of the mapping cone of ψ. It is defined by
C(ψ) := E(0,µ) ⊕ E(1,ν),
d˜ :=
(
d0 ψ
0 d1
)
=
(
2∂¯ − i
π(τ¯−τ)µdz¯ ψ˜dz¯
0 2∂¯ − i
π(τ¯−τ)(x + ν)dz¯
)
.
12
−2piH + p− s
x
−2piH + p− s− ε −2piH + p− s+ ε
ψH(x)
Figure 1: An example of the bump function ψH(x)
Here, the transition functions of C(ψ) on O1j∩O2j , O2j∩O3j , Oi1∩Oi2, Oi2∩Oi3
and Oi3 ∩Oi1 are trivial, but are non-trivial on O3j ∩O1j (i, j = 1, 2, 3). They
are expressed as
(
s˜0
s˜1
)
(3,j)
∣∣∣∣∣
O3j∩O1j
=
(
1 0
0 eiy
) (
s˜0
s˜1
)
(1,j)
∣∣∣∣∣
O3j∩O1j
, (3)
where (s˜0, s˜1)
t
(i,j) ∈ Γ(C(ψ)). Note that Γ(C(ψ)) denotes the set of sections of
C(ψ). On the other hand, the holomorphic structure of E( 12 ,
η
2 )
(η = u+vτ, u, v ∈
R) is defined by
d :=
(
d 1
2
0
0 d 1
2
)
=
(
2∂¯ − i
π(τ¯−τ)(
1
2x+
η
2 )dz¯ 0
0 2∂¯ − i
π(τ¯−τ)(
1
2x+
η
2 )dz¯
)
.
The transition functions of E( 12 ,
η
2 )
are trivial on O1j ∩O2j , O2j ∩O3j , Oi1 ∩Oi2
and Oi2∩Oi3, but are non-trivial on O3j∩O1j and Oi3∩Oi1. They are expressed
as (
s0
s1
)
(3,j)
∣∣∣∣∣
O3j∩O1j
=
(
0 e
i
2y
e
i
2y 0
) (
s0
s1
)
(1,j)
∣∣∣∣∣
O3j∩O1j
, (4)
(
s0
s1
)
(i,3)
∣∣∣∣∣
Oi3∩Oi1
=
(
1 0
0 −1
) (
s0
s1
)
(i,1)
∣∣∣∣∣
Oi3∩Oi1
, (5)
where (s0, s1)
t
(i,j) ∈ Γ(E( 12 , η2 )). By definition, rankC(ψ) = rankE( 12 , η2 ) = 2, so
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φ˜ is expressed locally as
φ˜ =
(
φ˜11(x, y) φ˜12(x, y)
φ˜21(x, y) φ˜22(x, y)
)
.
For the transition function of C(ψ) on Oi3 ∩Oi1, we see that
(
s˜0
s˜1
)
(i,3)
∣∣∣∣∣
Oi3∩Oi1
=
(
s˜0
s˜1
)
(i,1)
∣∣∣∣∣
Oi3∩Oi1
, (6)
so by using the relations (5), (6), it can be seen that φ˜11, φ˜12, φ˜21 and φ˜22 satisfy
φ˜11(x, y + 2pi) = φ˜11(x, y), −φ˜12(x, y + 2pi) = φ˜12(x, y),
φ˜21(x, y + 2pi) = φ˜21(x, y), −φ˜22(x, y + 2pi) = φ˜22(x, y).
Hence they can be Fourier-expanded as
φ˜11(x, y) =
∑
I∈Z
φ˜11,I(x)e
iIy , φ˜12(x, y) = e
i
2y
∑
J∈Z
φ˜12,J(x)e
iJy ,
φ˜21(x, y) =
∑
K∈Z
φ˜21(x)e
iKy, φ˜22(x, y) = e
i
2y
∑
L∈Z
φ˜22,L(x)e
iLy.
Furthermore, by using the relations (3), (4), we obtain
φ˜11,I(x+ 2pi) = φ˜12,I(x), φ˜12,J(x + 2pi) = φ˜11,J+1(x),
φ˜21,K(x + 2pi) = φ˜22,K−1(x), φ˜22,L(x + 2pi) = φ˜21,L(x).
Now φ˜ belongs to H0(E( 12 ,
η
2 )
, C(ψ)), namely, φ˜ satisfies the differential equation
d˜φ˜− φ˜d = 0. We see
d˜φ˜− φ˜d
=
(
d0 ψ
0 d1
)(
φ˜11 φ˜12
φ˜21 φ˜22
)
−
(
φ˜11 φ˜12
φ˜21 φ˜22
)(
d 1
2
0
0 d 1
2
)
=
(
d0φ˜11 − φ˜11d 1
2
+ ψ˜φ˜21dz¯ d0φ˜12 − φ˜12d 1
2
+ ψ˜φ˜22dz¯
d1φ˜21 − φ˜21d 1
2
d1φ˜22 − φ˜22d 1
2
)
.
Each component of this matrix is expressed locally as follows.
d0φ˜11 − φ˜11d 1
2
+ ψ˜φ˜21dz¯
= − 2τ
τ¯ − τ
∑
I∈Z
{ d
dx
φ˜11,I(x) − i
τ
( x
4pi
− p
2pi
+
u
4pi
− q
2pi
τ +
v
4pi
τ + I
)
φ˜11,I(x)
− τ¯ − τ
2τ
∑
H∈Z
ψH(x)φ˜21,I−H(x)
}
eiIydz¯,
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d0φ˜12 − φ˜12d 1
2
+ ψ˜φ˜22dz¯
= − 2τ
τ¯ − τ e
i
2 y
∑
J∈Z
{ d
dx
φ˜12,J (x)
− i
τ
(
x
4pi
− p
2pi
+
u
4pi
+
1
2
− q
2pi
τ +
v
4pi
τ + J
)
φ˜12,J (x)
− τ¯ − τ
2τ
∑
H∈Z
ψH(x)φ˜22,J−H (x)
}
eiJydz¯,
d1φ˜21 − φ˜21d 1
2
= − 2τ
τ¯ − τ
∑
K∈Z
{ d
dx
φ˜21,K(x)
+
i
τ
(
x
4pi
+
s
2pi
− u
4pi
+
t
2pi
τ − v
4pi
τ −K
)
φ˜21,K(x)
}
eiKydz¯,
d1φ˜22 − φ˜22d 1
2
= − 2τ
τ¯ − τ e
i
2 y
∑
L∈Z
{ d
dx
φ˜22,L(x)
+
i
τ
(
x
4pi
+
s
2pi
− u
4pi
− 1
2
+
t
2pi
τ − v
4pi
τ − L
)
φ˜22,L(x)
}
eiLydz¯.
During these calculations, we put K +H = I and L+H = J . The solutions of
the differential equations for φ˜21,K(x) and φ˜22,L(x) which satisfy φ˜21,K(x+2pi) =
φ˜22,K−1(x) and φ˜22,L(x+ 2pi) = φ˜21,L(x) are given by
φ˜21,K(x) = C˜21,Ke
− i
τ
( x
2
8pi+(
s
2pi− u4pi+ t2pi τ− v4pi τ−K)x),
φ˜22,L(x) = C˜22,Le
− i
τ
( x
2
8pi+(
s
2pi− u4pi− 12+ t2pi τ− v4pi τ−L)x).
Here C˜21,K and C˜22,L are arbitrary constants and they satisfy
C˜21,Ke
i
τ
(2πK−s+u2−pi2−tτ+ v2 τ) = C˜22,K−1,
C˜22,Le
i
τ
(2πL−s+u2 +pi2−tτ+ v2 τ) = C˜21,L.
Hence, C˜21,K and C˜22,L are given by
C˜21,K = e
− i
τ
(2πK2−(2s−u+2tτ−vτ)K),
C˜22,L = e
− i
τ
(2πL2−(2s−u−2π+2tτ−vτ)L−s+u2 +pi2−tτ+ v2 τ).
Thus, φ˜21,K(x) and φ˜22,L(x) are expressed locally as
φ˜21,K(x) = e
− i4pi (2t−v)x+ i8piτ (u−2s)2+i(2t−v)K− i8piτ (x−4πK+2s−u)2 ,
φ˜22,L(x) = e
− i4pi (2t−v)x+ i8piτ (u−2s)2+ i2 (2t−v)+i(2t−v)L− i8piτ (x−4πL+2s−u−2π)2 ,
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so φ˜21(x, y) and φ˜22(x, y) are expressed locally as follows.
φ˜21(x, y) = e
− i4pi (2t−v)x+ i8piτ (u−2s)2
∑
K∈Z
ei(2t−v)K−
i
8piτ (x−4πK+2s−u)2eiKy,
φ˜22(x, y) = e
− i4pi (2t−v)x+ i2y+ i8piτ (u−2s)2+ i2 (2t−v)
×
∑
L∈Z
ei(2t−v)L−
i
8piτ (x−4πL+2s−u−2π)2eiLy.
The solutions of the differential equations for φ˜11,I(x) and φ˜12,J(x) are given by
φ˜11,I(x) =
{ τ¯ − τ
2τ
∑
H∈Z
C˜21,I−H
∫ x
−∞
e−
i
τ
( x
2
4pi+(− p2pi+ s2pi− q2pi τ+ t2pi τ+H)x)ψH(x)dx
+ C˜11,I
}
e
i
τ
( x
2
8pi+(− p2pi+ u4pi− q2pi τ+ v4pi τ+I)x),
φ˜12,J (x) =
{ τ¯ − τ
2τ
∑
H∈Z
C˜22,J−H
∫ x
−∞
e−
i
τ
( x
2
4pi+(− p2pi+ s2pi− q2pi τ+ t2pi τ+H)x)ψH(x)dx
+ C˜12,J
}
e
i
τ
( x
2
8pi+(− p2pi+ u4pi+ 12− q2pi τ+ v4pi τ+J)x),
where C˜11,I and C˜12,J are arbitrary constants. Here, we introduce a function
θε(x− (−2piH + p− s)) by
λτ,Hθε(x− (−2piH + p− s)) :=
∫ x
−∞
e−
i
τ
(x
2
4pi+(− p2pi+ s2pi− q2pi τ+ t2pi τ+H)x)ψH(x)dx,
where ε ∈ R satisfies 0 < ε < pi and λτ,H ∈ C. We assume that for any
x ≥ −2piH + p− s+ ε, θε(x− (−2piH + p− s)) = 1. Then from the periodicity
constraints φ˜11,I(x+ 2pi) = φ˜12,I(x) and φ˜12,J (x+ 2pi) = φ˜11,J+1(x), we obtain
the following conditions.
λτ,H = e
i
τ
(2πH−p+s−π−qτ+tτ)λτ,H−1,
C˜11,Ie
i
τ
(2πI−p+2u+ pi2−qτ+2vτ) = C˜12,I ,
C˜12,Je
i
τ
(2πJ−p+2u+ 32π−qτ+2vτ) = C˜11,J+1.
Hence, it can be seen that λτ,H = e
i
τ
(πH2+(−p+s−qτ+tτ)H+λ), where λ ∈ C.
Thus, we obtain the following formula.∫ x
−∞
e−
i
τ
( x
2
4pi+(− p2pi+ s2pi− q2pi τ+ t2pi τ+H)x)ψH(x)dx
= e
i
τ
(πH2+(−p+s−qτ+tτ)H+λ)θε(x− (−2piH + p− s)).
We put λ = q2τ +
t
2τ − v2 τ − π4 . The solutions φ˜11,I(x) and φ˜12,J(x) must satisfy
lim
x→±∞
φ˜11,I(x) = 0, lim
x→±∞
φ˜12,J(x) = 0, (7)
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because, for any (α, β) ∈ R2, the values of φ˜11(α, β) and φ˜12(α, β) must not
diverge under the conditions φ˜11,I(x + 2pi) = φ˜12,I(x) and φ˜12,J (x + 2pi) =
φ˜11,J+1(x). We examine when u and v satisfy the convergence conditions (7).
First, for φ˜11,I(x), one has
φ˜11,I(x) =
τ¯ − τ
2τ
e
i
4pi (v−2q)x−i(v−2t)I− iτ ( p
2
4pi− s
2
4pi−u
2
8pi− ps2pi+us2pi+pi4 )
×
{∑
H∈Z
e
i
2 (v−q−t)(2H−1)− piiτ (H−2I+ p2pi+ s2pi− u2pi )2θε(x − (−2piH + p− s))
+
2τ
τ¯ − τ e
− i
τ
{2πI2+(−2p+u+2tτ−vτ)I+ p24pi+ s
2
4pi+
u2
4pi+
ps
4pi− pu2pi− us2pi−pi4 }C˜11,I
}
× e i8piτ (x+4πI−2p+u)2 .
Here, the function∑
H∈Z
e
i
2 (v−q−t)(2H−1)− piiτ (H−2I+ p2pi+ s2pi− u2pi )2θε(x− (−2piH + p− s))
converges to 0 when x → −∞. Thus, it can be seen that C˜11,I = 0 for any
I ∈ Z, so we check the conditions for u and v to satisfy
lim
x→∞
∑
H∈Z
e
i
2 (v−q−t)(2H−1)− piiτ (H−2I+ p2pi+ s2pi− u2pi )2θε(x− (−2piH + p− s)) = 0.
This limiting value is calculated as
lim
x→∞
∑
H∈Z
e
i
2 (v−q−t)(2H−1)− piiτ (H−2I+ p2pi+ s2pi− u2pi )2θε(x− (−2piH + p− s))
= ei(v−q−t)(2I+
1
2 )
∑
n∈Z
e2πin(−
q
2pi− t2pi+ v2pi )−piiτ (n+1+ p2pi+ s2pi− u2pi )2
= ei(v−q−t)(2I−
p
2pi− s2pi+ u2pi− 12 )
∑
n∈Z
e−
pii
τ
(n+ p2pi+
s
2pi− u2pi+1)2
× e2πi(n+ p2pi+ s2pi− u2pi+1)(− q2pi− t2pi+ v2pi− 12+ 12 )
= ei(v−q−t)(2I−
p
2pi− s2pi+ u2pi− 12 )ϑ 1
2+(
p
2pi+
s
2pi− u2pi+ 12 ), 12
(
− q
2pi
− t
2pi
+
v
2pi
− 1
2
,− 1
τ
)
= ei(v−q−t)(2I−
p
2pi− s2pi+ u2pi− 12 )−piiτ ( p2pi+ s2pi− u2pi+ 12 )2+2πi( p2pi+ s2pi− u2pi+ 12 )(− q2pi− t2pi+ v2pi− 12 )
× eπi( p2pi+ s2pi− u2pi+ 12 )
× ϑ 1
2 ,
1
2
(
− q
2pi
− t
2pi
+
v
2pi
− 1
2
+
(
p
2pi
+
s
2pi
− u
2pi
+
1
2
)(
− 1
τ
)
,− 1
τ
)
.
Here ϑ 1
2 ,
1
2
(z, τ) is the theta function. It is known that the zeros of ϑ 1
2 ,
1
2
(z, τ)
are z = ατ + β (α, β ∈ Z). Thus, the condition
lim
x→∞
∑
H∈Z
e
i
2 (v−q−t)(2H−1)− piiτ (H−2I+ p2pi+ s2pi− u2pi )2θε(x− (−2piH + p− s)) = 0
17
is equivalent to that − q2π − t2π + v2π − 12 ∈ Z and p2π + s2π − u2π + 12 ∈ Z, namely,
u ≡ p+s+pi (mod 2piZ) and v ≡ q+ t+pi (mod 2piZ). To calculate similarly as
above, we can check that lim
x→±∞
φ˜12,J (x) = 0 holds true if and only if C˜12,J = 0
for any J ∈ Z and u, v satisfy the relations u ≡ p+s+pi (mod 2piZ), v ≡ q+ t+
pi (mod 2piZ). Clearly, for any I, J ∈ Z, C˜11,Ie iτ (2πI−p+2u+pi2−qτ+2vτ) = C˜12,I
and C˜12,Je
i
τ
(2πJ−p+2u+ 32π−qτ+2vτ) = C˜11,J+1 hold in the case of C˜11,I = 0
and C˜12,J = 0. Thus, for E( 12 ,
η
2 )
(η = u + vτ), dimF (C(ψ)) = 1 holds if
and only if u ≡ p + s + pi (mod 2piZ), v ≡ q + t + pi (mod 2piZ), namely,
η ≡ µ+ ν + pi + piτ (mod 2pi(Z⊕ τZ)).
We obtain the following corollary by setting u = p+ s+ pi and v = q+ t+ pi
in the proof of Theorem 4.4.
Corollary 4.5. Under the condition of Theorem 4.4, we can take the base of
F (C(ψ)) locally expressed as
φ˜ :=
(
φ˜11 φ˜12
φ˜21 φ˜22
)
=
(
φ˜11(x, y) φ˜12(x, y)
φ˜21(x, y) φ˜22(x, y)
)
,
φ˜11(x, y)
= − τ¯ − τ
2τ
ie−
i
4pi (q−t−π)x− i8piτ (p−s−π)2
∑
I∈Z
∑
H∈Z
(−1)I+He−i(q−t)I−piiτ (H−2I− 12 )2
× θε(x− (−2piH + p− s))e i8piτ (x+4πI−p+s+π)
2
eiIy,
φ˜12(x, y)
= − τ¯ − τ
2τ
e−
i
4pi (q−t−π)x+ i2y− i8piτ (p−s−π)2− i2 (q−t)
×
∑
J∈Z
∑
H∈Z
(−1)J+He−i(q−t)J−piiτ (H−2J− 32 )2
× θε(x− (−2piH + p− s))e i8piτ (x+4πJ−p+s+3π)
2
eiJy,
φ˜21(x, y)
= e
i
4pi (q−t+π)x+ i8piτ (p−s+π)2
∑
K∈Z
(−1)Ke−i(q−t)K− i8piτ (x−4πK−p+s−π)2eiKy,
φ˜22(x, y)
= −ie i4pi (q−t+π)x+ i2y+ i8piτ (p−s+π)2− i2 (q−t)
×
∑
L∈Z
(−1)Le−i(q−t)L− i8piτ (x−4πL−p+s−3π)2eiLy.
Similarly, for φ : C(ψ) → E( 12 , η2 ), we obtain the followings by setting u =
p+ s+ pi and v = q + t+ pi.
Theorem 4.6. For E( 12 ,
η
2 )
, dimG(C(ψ)) = 1 holds if and only if η ≡ µ + ν +
pi + piτ (mod 2pi(Z⊕ τZ)).
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Corollary 4.7. Under the condition of Theorem 4.6, we can take the base of
G(C(ψ)) locally expressed as
φ :=
(
φ11 φ12
φ21 φ22
)
=
(
φ11(x, y) φ12(x, y)
φ21(x, y) φ22(x, y)
)
,
φ11(x, y)
= e
i
4pi (q−t−π)x+ i8piτ (p−s−π)2
∑
M∈Z
(−1)Me−i(q−t)M− i8piτ (x−4πM−p+s+π)2eiMy,
φ12(x, y)
=
τ¯ − τ
2τ
ie−
i
4pi (q−t+π)x− i8piτ (p−s+π)2
∑
N∈Z
∑
H∈Z
(−1)N+He−i(q−t)N−piiτ (H−2N+ 12 )2
× θε(x− (−2piH + p− s))e i8piτ (x+4πN−p+s−π)
2
eiNy,
φ21(x, y)
= ie
i
4pi (q−t+π)x+ i2y+ i8piτ (p−s−π)2− i2 (q−t)
×
∑
P∈Z
(−1)P e−i(q−t)P− i8piτ (x−4πP−p+s−π)2eiPy,
φ22(x, y)
= − τ¯ − τ
2τ
e−
i
4pi (q−t+π)x+ i2 y− i8piτ (p−s+π)2− i2 (q−t)
×
∑
Q∈Z
∑
H∈Z
(−1)Q+He−i(q−t)Q−piiτ (H−2Q− 12 )2
× θε(x− (−2piH + p− s))e i8piτ (x+4πQ−p+s+π)
2
eiQy.
The holomorphic maps obtained by Theorem 4.4 (Corollary 4.5) and Theo-
rem 4.6 (Corollary 4.7) actually satisfy φφ˜ = cτI2 (cτ 6= 0, cτ ∈ C). Namely,
1√
cτ
φ and 1√
cτ
φ˜ give the isomorphism C(ψ) ∼= E( 12 , η2 ). In order to show this
fact, we propose the following lemmas. Note that φ˜11(x, y) can be written as∑
H∈Z
(−1)He−piiτ (H−2I− 12 )2θε(x − (−2piH + p− s))
=
∑
H∈Z
(−1)He−piiτ (H−2I− 12 )2
×
{
θε(x − (−2piH + p− s))− θε(x− (−4piI + p− s− pi))
}
,
since
∑
H∈Z
(−1)He−piiτ (H−2I− 12 )2 = 0. Similar facts hold true also for φ˜12(x, y),
φ12(x, y) and φ22(x, y).
19
Lemma 4.8. Let a be a integer and a 6= 0. Then the following identity holds.∑
k∈Z
e
2piika
τ
∑
l∈Z
(−1)le−piiτ (l+ 12 )2
×
{
θε(x− (−2pik − 2pil+ p− s))− θε(x− (−2pik + p− s+ pi))
}
= 0. (8)
Proof. The holomorphic map φ˜ : E( 12 ,
η
2 )
→ C(ψ) satisfies the following differ-
ential equations.
d0φ˜11 − φ˜11d 1
2
+ ψφ˜21dz¯ = 0,
d0φ˜12 − φ˜12d 1
2
+ ψφ˜22dz¯ = 0,
d1φ˜21 − φ˜21d 1
2
= 0,
d1φ˜22 − φ˜22d 1
2
= 0.
They are expressed locally as follows by using d0 = 2∂¯ − iπ(τ¯−τ)µdz¯, d1 =
2∂¯ − i
π(τ¯−τ)(x + ν)dz¯ and d 12 = 2∂¯ −
i
π(τ¯−τ)(
1
2x +
η
2 )dz¯ (µ = p + qτ, ν =
s+ tτ, η = u+ vτ, u = p+ s+ pi, v = q + t+ pi).
2∂¯(φ˜11)− i
pi(τ¯ − τ)
(
−1
2
x+ µ− η
2
)
φ˜11dz¯ + ψφ˜21dz¯ = 0, (9)
2∂¯(φ˜12)− i
pi(τ¯ − τ)
(
−1
2
x+ µ− η
2
)
φ˜12dz¯ + ψφ˜22dz¯ = 0, (10)
2∂¯(φ˜21)− i
pi(τ¯ − τ)
(
1
2
x+ ν − η
2
)
φ˜21dz¯ = 0, (11)
2∂¯(φ˜22)− i
pi(τ¯ − τ)
(
1
2
x+ ν − η
2
)
φ˜22dz¯ = 0. (12)
We obtain the following differential equations by multiplying φ˜22, φ˜21, φ˜12, φ˜11
to the differential equations (9), (10), (11), (12), respectively.
φ˜222∂¯(φ˜11)− i
pi(τ¯ − τ)
(
−1
2
x+ µ− η
2
)
φ˜11φ˜22dz¯ + ψφ˜21φ˜22dz¯ = 0, (13)
φ˜212∂¯(φ˜12)− i
pi(τ¯ − τ)
(
−1
2
x+ µ− η
2
)
φ˜12φ˜21dz¯ + ψφ˜21φ˜22dz¯ = 0, (14)
φ˜122∂¯(φ˜21)− i
pi(τ¯ − τ)
(
1
2
x+ ν − η
2
)
φ˜12φ˜21dz¯ = 0, (15)
φ˜112∂¯(φ˜22)− i
pi(τ¯ − τ)
(
1
2
x+ ν − η
2
)
φ˜11φ˜22dz¯ = 0. (16)
The sum (13) + (16) − (14) − (15) turns out to be the following differential
equation.
2∂¯(φ˜11φ˜22 − φ˜12φ˜21) + i
pi(τ¯ − τ) (pi + piτ)(φ˜11φ˜22 − φ˜12φ˜21)dz¯ = 0. (17)
20
We Fourier-expand φ˜11, φ˜12, φ˜21, φ˜22 as
φ˜11 =
∑
I∈Z
φ˜11,I(x)e
iIy , φ˜12 = e
i
2y
∑
J∈Z
φ˜12,J (x)e
iJy ,
φ˜21 =
∑
K∈Z
φ˜21,K(x)e
iKy, φ˜22 = e
i
2y
∑
L∈Z
φ˜22,L(x)e
iLy,
and calculate detφ˜ = φ˜11φ˜22 − φ˜12φ˜21.
detφ˜
=
(∑
I∈Z
φ˜11,I(x)e
iIy
)(
e
i
2y
∑
J∈Z
φ˜12,J(x)e
iJy
)
−
(∑
K∈Z
φ˜21,K(x)e
iKy
)(
e
i
2y
∑
L∈Z
φ˜22,L(x)e
iLy
)
= e
i
2y
∑
I∈Z
∑
L∈Z
φ˜11,I(x)φ˜22,L(x)e
i(I+L)y − e i2y
∑
J∈Z
∑
K∈Z
φ˜12,J(x)φ˜21,K (x)e
i(J+K)y
= e
i
2y
∑
a∈Z
∑
I∈Z
φ˜11,I(x)φ˜22,a−I(x)eiay − e i2y
∑
a∈Z
∑
J∈Z
φ˜12,J (x)φ˜21,a−J (x)eiay
= e
i
2y
∑
a∈Z
{∑
I∈Z
φ˜11,I(x)φ˜22,a−I(x)−
∑
J∈Z
φ˜12,J (x)φ˜21,a−J (x)
}
eiay.
In the third equality, we put I + L = J +K = a. Here, we define the function
Φ˜a(x) as follows.
Φ˜a(x) :=
∑
I∈Z
φ˜11,I(x)φ˜22,a−I(x)−
∑
J∈Z
φ˜12,J (x)φ˜21,a−J (x).
Namely, detφ˜ is given by e
i
2y
∑
a∈Z
Φ˜a(x)e
iay . By substituting φ˜11φ˜22 − φ˜12φ˜21 =
e
i
2 y
∑
a∈Z
Φ˜a(x)e
iay into the differential equation (17), one obtains
− 2τ
τ¯ − τ e
i
2y
∑
a∈Z
{ d
dx
Φ˜a(x)− i
τ
(
a+ 1 +
τ
2
)
Φ˜a(x)
}
eiaydz¯ = 0.
Thus, we solve the differential equation
d
dx
Φ˜a(x) − i
τ
(
a+ 1 +
τ
2
)
Φ˜a(x) = 0.
The general solution of this differential equation is expressed as
Φ˜a(x) = C˜ae
i
τ
(a+1+ τ2 )x,
where C˜a is an arbitrary constant. Recall that φ˜11,I(x), φ˜12,J (x), φ˜21,K(x) and
φ˜22,L(x) satisfy the relations
φ˜11,I(x+ 2pi) = φ˜12,I(x), φ˜12,J(x + 2pi) = φ˜11,J+1(x),
φ˜21,K(x + 2pi) = φ˜22,K−1(x), φ˜22,L(x + 2pi) = φ˜21,L(x).
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Therefore,
Φ˜a(x + 2pi) =
∑
I∈Z
φ˜11,I(x+ 2pi)φ˜22,a−I(x+ 2pi)−
∑
J∈Z
φ˜12,J(x+ 2pi)φ˜21,a−J (x+ 2pi)
=
∑
I∈Z
φ˜12,I(x)φ˜21,a−I(x)−
∑
J∈Z
φ˜11,J+1(x)φ˜22,a−J−1(x)
=
∑
I∈Z
φ˜12,I(x)φ˜21,a−I(x)−
∑
J∈Z
φ˜11,J (x)φ˜22,a−J (x)
= −
(∑
J∈Z
φ˜11,J (x)φ˜22,a−J (x) −
∑
I∈Z
φ˜12,I(x)φ˜21,a−I(x)
)
= −Φ˜a(x).
Since
Φ˜a(x+ 2pi) = C˜ae
i
τ
(a+1+ τ2 )(x+2π)
= C˜ae
i
τ
(a+1+ τ2 )x(−e iτ (2πa+2π))
= −e 2piiτ (a+1)Φ˜a(x),
one has e
2pii
τ
(a+1) = 1, namely, a = −1. Therefore, C˜a satisfies C˜a = 0 (a 6= −1).
By Corollary 4.5, detφ˜ is expressed locally as
detφ˜ =
τ¯ − τ
2τ
e
i
2y− i2τ (p−s+2π)− i2 (q−t)
∑
a∈Z
∑
k∈Z
∑
l∈Z
(−1)a+le−i(q−t)a−piiτ (l+ 12 )2
×
{
θε(x− (−2pik − 2pil+ p− s))− θε(x− (−2pik + p− s+ pi))
}
× e iτ ((a+1+ τ2 )x−2πa2+2πka−(p−s+5π)a+2πk−2π)eiay,
C˜a =
τ¯ − τ
2τ
e−
i
2τ (p−s+2π)− i2 (q−t)
∑
k∈Z
∑
l∈Z
(−1)a+le−i(q−t)a−piiτ (l+ 12 )2
×
{
θε(x− (−2pik − 2pil+ p− s))− θε(x− (−2pik + p− s+ pi))
}
× e iτ (−2πa2+2πka−(p−s+5π)a+2πk−2π).
Clearly, the formula detφ˜ = e
i
2y
∑
a∈Z
C˜ae
i
τ
(a+1+ τ2 )xeiay, C˜a = 0 (a 6= −1) is
equivalent to the formula detφ˜ = e
i
2y
∑
a∈Z
C˜a−1e
i
τ
(a+ τ2 )xei(a−1)y, C˜a−1 = 0 (a 6=
0), and C˜a−1 is given by
C˜a−1 = − τ¯ − τ
2τ
(−1)ae i2τ (p−s)+ i2 (q−t)+ iτ (−2πa2−(p−s+π)a)−i(q−t)a
×
∑
k∈Z
e
2piika
τ
∑
l∈Z
(−1)le−piiτ (l+ 12 )2
×
{
θε(x− (−2pik − 2pil+ p− s))− θε(x− (−2pik + p− s+ pi))
}
.
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Thus, the condition C˜a−1 = 0 (a 6= 0) implies the identity (8).
Lemma 4.9.
∑
l∈Z
(−1)l(2l + 1)e−piiτ (l+ 12 )2 6= 0.
Proof. We consider the following theta function, where β ∈ C.
ϑ 1
2 ,
1
2
(
β,− 1
τ
)
=
∑
l∈Z
eπi(l+
1
2 )
2(− 1
τ
)+2πi(l+ 12 )(β+
1
2 ).
We differentiate it with respect to β.
∂
∂β
ϑ 1
2 ,
1
2
(
β,− 1
τ
)
=
∑
l∈Z
2pii
(
l +
1
2
)
eπi(l+
1
2 )
2(− 1
τ
)+2πi(l+ 12 )(β+
1
2 )
= pii
∑
l∈Z
(2l + 1)eπi(l+
1
2 )
2(− 1
τ
)+2πi(l+ 12 )(β+
1
2 ).
Hence, it can be seen that
∂
∂β
ϑ 1
2 ,
1
2
(
β,− 1
τ
)∣∣∣∣
β=0
= pii
∑
l∈Z
(2l + 1)eπi(l+
1
2 )
2(− 1
τ
)+πi(l+ 12 )
= −pi
∑
l∈Z
(−1)l(2l + 1)eπi(l+ 12 )2(− 1τ ).
Thus, we can prove this lemma if we show ∂
∂β
ϑ 1
2 ,
1
2
(β,− 1
τ
)
∣∣∣
β=0
6= 0. By the
Jacobi’s differential formula (see [11], p.64),
∂
∂β
ϑ 1
2 ,
1
2
(
β,− 1
τ
)∣∣∣∣
β=0
= −piϑ0,0
(
0,− 1
τ
)
ϑ0, 12
(
0,− 1
τ
)
ϑ 1
2 ,0
(
0,− 1
τ
)
holds. Since the zeros of ϑ0,0(β, τ), ϑ0, 12 (β, τ) and ϑ
1
2 ,0
(β, τ) are
The zeros of ϑ0,0(β, τ) :
{((
p+
1
2
)
τ +
(
q +
1
2
)
, τ
)
∈ C×H
}
,
The zeros of ϑ0, 12 (β, τ) :
{((
p+
1
2
)
τ + q, τ
)
∈ C×H
}
,
The zeros of ϑ 1
2 ,0
(β, τ) :
{(
pτ +
(
q +
1
2
)
, τ
)
∈ C×H
}
,
where p, q ∈ Z, we see ϑ0,0(0,− 1τ ) 6= 0, ϑ0, 12 (0,−
1
τ
) 6= 0 and ϑ 1
2 ,0
(0,− 1
τ
) 6= 0,
which implies ∂
∂β
ϑ 1
2 ,
1
2
(β,− 1
τ
)
∣∣∣
β=0
6= 0.
Now, we consider the composition φφ˜ : E( 12 ,
η
2 )
→ E( 12 , η2 ). By Corollary 3.2,
the diagonal components of φφ˜ are same, and the off-diagonal components are
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0. Thus, we calculate the (1,1) component of φφ˜. Using the identity (8), it
turns out to be
φ11(x, y)φ˜11(x, y) + φ12(x, y)φ˜21(x, y)
=
(
e
i
4pi (q−t−π)x+ i8piτ (p−s−π)2
∑
M∈Z
(−1)Me−i(q−t)M− i8piτ (x−4πM−p+s+π)2eiMy
)
×
(
− τ¯ − τ
2τ
ie−
i
4pi (q−t−π)x− i8piτ (p−s−π)2
∑
I∈Z
∑
H∈Z
(−1)I+He−i(q−t)I−piiτ (H−2I− 12 )2
×
{
θε(x− (−2piH + p− s))− ϑε(x− (−4piI + p− s− pi))
}
e
i
8piτ (x+4πI−p+s+π)2eiIy
)
+
(
τ¯ − τ
2τ
ie−
i
4pi (q−t+π)x− i8piτ (p−s+π)2
∑
N∈Z
∑
H∈Z
(−1)N+He−i(q−t)N−piiτ (H−2N+ 12 )2
×
{
θε(x− (−2piH + p− s))− ϑε(x− (−4piN + p− s+ pi))
}
e
i
8piτ (x+4πN−p+s−π)2eiNy
)
×
(
e
i
4pi (q−t+π)x+ i8piτ (p−s+π)2
∑
K∈Z
(−1)Ke−i(q−t)K− i8piτ (x−4πK−p+s−π)2eiKy
)
= − τ¯ − τ
2τ
i
∑
a∈Z
∑
I∈Z
∑
H∈Z
(−1)a+He−i(q−t)a−piiτ (H−2I− 12 )2
×
{
θε(x− (−2piH + p− s))− θε(x− (−4piI + p− s− pi))
}
× e iτ (ax−2πa2+4πIa+(−p+s+π)a)eiay
+
τ¯ − τ
2τ
i
∑
a∈Z
∑
N∈Z
∑
H∈Z
(−1)a+He−i(q−t)a−piiτ (H−2N+ 12 )2
×
{
θε(x− (−2piH + p− s))− θε(x− (−4piN + p− s+ pi))
}
× e iτ (ax−2πa2+4πNa+(−p+s−π)a)eiay
=
τ¯ − τ
2τ
i
∑
a∈Z
∑
k∈Z
∑
l∈Z
(−1)a+le−i(q−t)a−piiτ (l+ 12 )2
×
{
θε(x− (−2pik − 2pil + p− s))− θε(x− (−2pik + p− s+ pi))
}
× e iτ (ax−2πa2+2πka+(−p+s−π)a)eiay
=
τ¯ − τ
2τ
i
∑
k∈Z
∑
l∈Z
(−1)le−piiτ (l+ 12 )2
×
{
θε(x− (−2pik − 2pil + p− s))− θε(x− (−2pik + p− s+ pi))
}
=
τ¯ − τ
4τ
i
∑
l∈Z
(−1)l(2l+ 1)e−piiτ (l+ 12 )2 .
This value is not zero by Lemma 4.9. We denote this value by cτ . Thus, we
obtain the following theorem.
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Theorem 4.10. The mapping cone C(ψ) is isomorphic to E( 12 ,
η
2 )
with η ≡
µ+ ν+pi+piτ (mod 2pi(Z⊕ τZ)), where 1√
cτ
φ and 1√
cτ
φ˜ give the isomorphism.
5 Geometric interpretation
In this section, we discuss a geometric interpretation of the mapping cone C(ψ)
from the viewpoint of the corresponding symplectic geometry. First we recall
the Fukaya category [4] Fuk(M) following [14].
Let (M, Mˇ) be a mirror pair. The objects of Fuk(M) are special La-
grangian submanifolds of M endowed with flat local systems. We denote by
Ui = (Li, Ei,∇Ei) an object of Fuk(M) where Li denotes a special Lagrangian
submanifold and (Ei,∇Ei) denotes a local system. The space of morphisms
C(Ui,Uj) are defined as
C(Ui,Uj) := C♯{Li∩Lj} ⊗Hom(Ei, Ej),
where the Hom represents homomorphisms of vector spaces at the points of
intersection. There is a Z-grading on the morphisms by considering the Maslov
index at the points of intersection. The degree r part is denoted Cr(Ui,Uj). The
A∞ structure {mk} in Fuk(M) is given by summing over holomorphic maps
from the disk D2, which take the components of the boundary S1 = ∂D2 to the
special Lagrangian objects. An element uj of C(Uj ,Uj+1) is represented by a
pair uj = tj ·aj , where aj ∈ Lj∩Lj+1, and tj is a matrix in Hom(Ej |aj , Ej+1|aj ).
Here, we assume that Lj and Lj+1 are transversal to each other (j = 1, 2, · · · , k),
and L1 and Lk+1 are also transversal to each other. The composition map
mk : C(U1,U2)⊗ · · · ⊗ C(Uk,Uk+1)→ C(U1,Uk+1) is defined by
mk(u1 ⊗ · · · ⊗ uk) :=
∑
ak+1∈L1∩Lk+1
c(u1, · · · , uk, ak+1) · ak+1,
where (notation explained below)
c(u1, · · · , uk, ak+1) =
∑
φ
± e2πi
∫
φ∗ω · Pe
∮
φ∗β
is a matrix in Hom(E1|ak+1 , Ek+1|ak+1). Here we sum over pseudo holomorphic
maps φ : D2 → M , up to equivalence, with the following conditions along
the boundary : there are k + 1 points pj = e
2πiαj such that φ(pj) = aj and
φ(e2πiα) ∈ Lj for α ∈ (αj−1, αj) (see also Figure 2). In the above, ω is the
complexified Ka¨hlar form, and P represents a path-ordered integration, where
β is the connection of the flat bundle along the local system on the boundary
(we omit the expression of the sign). The path-ordered integration is defined by
Pe
∮
φ∗β := Pe
∫ αk+1
αk
φ∗βk+1dα · tk · Pe
∫
αk
αk−1
φ∗βkdα · tk−1 · · · · · t1 · Pe
∫
α1
αk+1
φ∗β1dα
.
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D2
φ
pj−1
pj
aj−1
aj
M
Lj
Lj+1
Lj−1
Figure 2: A rough picture of a pseudo holomorphic map φ : D2 →M
Now we turn to the case M = (T 2, ω) and consider the Fukaya category
Fuk(T 2, ω). The Lagrangian submanifolds defined in section 2 are actually
special Lagrangian submanifolds of (T 2, ω).
As we saw Lemma 4.2, the isomorphism φ˜ : E( 12 ,
η
2 )
→ C(ψ) exists if and only
if F (ψ) = 0, where F (ψ) is the composition of the morphism E( 12 ,
η
2 )
→ E(1,ν)
and ψ : E(1,ν) → TE(0,µ). So, let us first consider the corresponding product
m2 : C0(s( 12 , η2 ), s(1,ν))⊗ C1(s(1,ν), s(0,µ))→ C1(s( 12 , η2 ), s(0,µ)), where
s( 12 ,
η
2 )
= (L( 12 ,u2 ),L( 12 , η2 ),∇L( 12 , η2 )), s(1,ν) = (L(1,s),L(1,ν),∇L(1,ν)),
s(0,µ) = (L(0,p),L(0,µ),∇L(0,µ)),
and give a geometric interpretation of it. Here, note that the elements of
L( 12 ,u2 )∩L(1,s), L(1,s)∩L(0,p) and L( 12 ,u2 )∩L(0,p) are only one point, respectively.
We consider the following setting in the fundamental domain [0,2pi]×[0,2pi]
⊂ R2 of T 2. Let e1 be the intersection point of L( 12 ,u2 ) and L(1,s). Sim-
ilarly, let e2, e3 be the intersection points of L(1,s) and L(0,p), L( 12 ,u2 ) and
L(0,p), respectively. We regard e1, e2 and e3 as elements of C0(s( 12 , η2 ), s(1,ν)),
C1(s(1,ν), s(0,µ)) and C1(s( 12 , η2 ), s(0,µ)), respectively. Then, the product m2 :
C0(s( 12 , η2 ), s(1,ν))⊗ C
1(s(1,ν), s(0,µ))→ C1(s( 12 , η2 ), s(0,µ)) turns out to be
m2(e1 ⊗ e2)
= c(e1, e2, e3)e3
= ±
∑
n∈Z
e
i
2pi ·(− 1τ )·pi
2
2 (2n+1)
2+ i2 (q+t+π)(2n+1)− i2 t(2n+1)− i2 q(2n+1)e3. (18)
In the formula (18), the values − 1
τ
· π22 (2n+1)2 (n ∈ Z) are the symplectic areas
of the triangles surrounded by the Lagrangian submanifolds L(0,p), L(1,s), L( 12 ,u2 )
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xy
O
pi
3pi
−pi
−3pi
L(0,π)
L(1,0) L( 12 ,0)
π2
2
9
2pi
2
Figure 3: p = pi, s = 0, u = 0, v ≡ q + t+ pi (mod 2piZ)
and their copies in the covering space R2 of T 2 with the complexified symplectic
form ω = − 1
τ
dx ∧ dy. For example, in Figure 3, where p = pi, s = 0, u = 0,
v ≡ q + t + pi (mod 2piZ), both areas of triangles represented by shaded areas
are π
2
2 , and these values correspond to
π2
2 (2n + 1)
2 with n = 0,−1. Similarly,
both areas of triangles surrounded by the bold lines are 92pi
2, and these values
correspond to π
2
2 (2n+ 1)
2 with n = 1,−2. The remaining part
e
i
2 (q+t+π)(2n+1)− i2 t(2n+1)− i2 q(2n+1) (n ∈ Z)
in the formula (18) are the results of the calculations of the path-ordered in-
tegrations along the boundary of those triangles with the connections ∇L(0,µ) ,
∇L(1,ν) , ∇L( 1
2
,
η
2
)
(η ≡ µ+ ν + pi + piτ (mod 2pi(Z⊕ τZ))). Here, by comparing
the formula (18) to the theta function
ϑ 1
2 ,
1
2
(z, τ) =
∑
n∈Z
eπi(n+
1
2 )
2τ+2πi(n+ 12 )(z+
1
2 ),
we see that the structure constant in the formula (18) turns out to be
±
∑
n∈Z
eπi(n+
1
2 )
2·(− 1
τ
)+πi(n+ 12 ) = ±ϑ 1
2 ,
1
2
(
0,− 1
τ
)
= 0.
This fact can also be understood in the Fukaya category Fuk(T 2, ω) as the
cancellation of the signed sum of the exponentials of the symplectic areas of
those triangles. Actually, for two symmetric triangles described in Figure 3,
different signs are assigned, respectively. Thus, m2(e1 ⊗ e2) = 0.
Next, we consider an interpretation for the value cτ . Recall that the holo-
morphic maps φ˜ : E( 12 ,
η
2 )
→ C(ψ) and φ : C(ψ) → E( 12 , η2 ) satisfy the relation
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φφ˜ = cτ I2, where
cτ =
τ¯ − τ
4piτ
i
∑
l∈Z
(−1)l · pi (2l+ 1) e i2pi ·(− 1τ )·pi
2
2 (2l+1)
2
= − τ¯ − τ
4piτ
i
∂
∂β
ϑ 1
2 ,
1
2
(
β,− 1
τ
)∣∣∣∣
β=0
.
Similarly as in the case of the productm2(e1⊗e2), the values− 1τ · π
2
2 (2l+1)
2 (l ∈
Z) are the symplectic areas of the triangles surrounded by the Lagrangian sub-
manifolds L(0,p), L(1,s), L( 12 ,u2 ) and their copies in the covering space R2 of T 2
with the complexified symplectic form ω = − 1
τ
dx ∧ dy. We explain the values
pi(2l + 1) (l ∈ Z) by using Figure 3. In Figure 3, both length of edges which
are parallel to x-axis in the triangles represented by shaded areas are pi, and
these values correspond to |pi(2l + 1)| with l = 0,−1. Similarly, both length of
edges which are parallel to x-axis in the triangles surrounded by the bold lines
are 3pi, and these values correspond to |pi(2l + 1)| with l = 1,−2. Thus, the
values pi(2l + 1) (l ∈ Z) give the information about the length of edges which
correspond to self intersecting Lagrangian submanifolds. In fact, the value
∑
l∈Z
(−1)l · pi (2l+ 1) e i2pi ·(− 1τ )·pi
2
2 (2l+1)
2
= − ∂
∂β
ϑ 1
2 ,
1
2
(
β,− 1
τ
)∣∣∣∣
β=0
in cτ is the structure constant of the non-transversal A∞ product m3 of e1, e2,
e3 in [6] (eq.(19) in the case of n = 2 and b = 1).
6 The SL(2;Z) action
In section 4, we mentioned that the exact triangle
· · ·E( a
n
,µ
n
) −−−−→ C(ψ′) −−−−→ E( b
m
, ν
m
)
ψ′ 6=0−−−−→ TE( a
n
,µ
n
) · · · ,
where a
n
< b
m
, i.e., bn− am > 0 and dimExt1(E( b
m
, ν
m
), E( an ,
µ
n
)) = bn− am = 1
becomes the exact triangle
· · ·E(0,µ) −−−−→ C(ψ) −−−−→ E(1,ν) ψ 6=0−−−−→ TE(0,µ) · · ·
by considering the SL(2;Z) action on (T 2, ω). In this section, we explain this
fact by using the homological mirror symmetry of two tori, and check that
C(ψ′) ∼= E( a+b
m+n ,
η
m+n )
if and only if η ≡ µ+ ν + pi + piτ (mod 2pi(Z⊕ τZ)).
We explain the SL(2;Z) action on (T 2, ω). For an element(
g11 g12
g21 g22
)
(g11, g12, g21, g22 ∈ Z, g11g22 − g12g21 = 1)
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in SL(2;Z), the SL(2;Z) action on R2 is defined by(
x
y
)
∈ R2 7−→
(
g11 g12
g21 g22
)(
x
y
)
∈ R2.
This action induces the SL(2;Z) action on T 2 ∼= R2/Z2. By using the above
matrix, we define an automorphism ϕ : (T 2, ω)→ (T 2, ω) by
ϕ
(
x
y
)
=
(
g11 g12
g21 g22
)(
x
y
)
.
Then, we can check easily that the automorphism ϕ preserves the symplectic
structure ω, i.e., ϕ∗ω = ω. Therefore, the automorphism ϕ is a symplectic
automorphism. Moreover, by using this symplectic automorphism ϕ, we can
transform a pair (L, E ) of a Lagrangian submanifold L in (T 2, ω) and a (flat)
vector bundle E → L as follows. Now ϕ is invertible and ϕ−1(L) is also a
Lagrangian submanifold in (T 2, ω). Then, ϕ induces a vector bundle ϕ∗E →
ϕ−1(L).
ϕ∗E −−−−→ Ey y
ϕ−1(L) −−−−→
ϕ
L .
Therefore, by considering the symplectic automorphism ϕ, the pair (L, E ) is
mapped to the pair (ϕ−1(L), ϕ∗E ).
Let us consider the matrix (
n m− n
a b− a
)
.
Since we assume bn−am = 1, we see that this matrix is an element in SL(2;Z).
By using this matrix, we define a symplectic automorphism ϕ : (T 2, ω) →
(T 2, ω) by
ϕ
(
x
y
)
=
(
n m− n
a b− a
)(
x
y
)
.
By using this symplectic automorphism ϕ : (T 2, ω)→ (T 2, ω), the objects
s( a
n
,µ
n
) = (L( a
n
, p
n
),L( a
n
,µ
n
),∇L( a
n
,
µ
n
)
), s( b
m
, ν
m
) = (L( b
m
, s
m
),L( b
m
, ν
m
),∇L( b
m
, ν
m
)
)
of the Fukaya category Fuk(T 2, ω) are mapped to the objects
s(0,µ) = (L(0,p),L(0,µ),∇L(0,µ)), s(1,ν) = (L(1,s),L(1,ν),∇L(1,ν)),
respectively. Hence, in the triangulated category Tr(Fuk(T 2, ω)) obtained by
the A∞ category Fuk(T 2, ω), the exact triangle
· · · s( a
n
, µ
n
) −−−−→ C(Ψ′) −−−−→ s( b
m
, ν
m
)
Ψ′ 6=0−−−−→ Ts( a
n
, µ
n
) · · ·
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becomes the exact triangle
· · · s(0,µ) −−−−→ C(Ψ) −−−−→ s(1,ν) Ψ 6=0−−−−→ Ts(0,µ) · · ·
by this SL(2;Z) action. Note that the complex structure of the mirror dual
complex torus Tˇ 2 is also preserved when we consider the SL(2;Z) action on
(T 2, ω). Thus, by using the homological mirror symmetry Tr(Fuk(T 2, ω)) ∼=
Tr(DGTˇ 2) (see [14], [12], [1] etc.), the exact triangle
· · ·E( a
n
,µ
n
) −−−−→ C(ψ′) −−−−→ E( b
m
, ν
m
)
ψ′ 6=0−−−−→ TE( a
n
, µ
n
) · · ·
becomes the exact triangle
· · ·E(0,µ) −−−−→ C(ψ) −−−−→ E(1,ν) ψ 6=0−−−−→ TE(0,µ) · · ·
in Tr(DGTˇ 2). This fact implies that C(ψ
′) ∼= E( a+b
m+n ,
η
m+n )
if and only if η ≡
µ+ ν + pi + piτ (mod 2pi(Z⊕ τZ)).
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