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Abstract
Computer stereo vision technique has been prevalently used in various au-
tomotive applications for depth perception. This thesis mainly focuses on de-
veloping a computationally efficient and highly accurate disparity estimation al-
gorithm for three automotive applications, i.e., lane detection, road surface 3-D
reconstruction and pothole detection. Firstly, the real-time implementation of
an efficient stereo matching algorithm is proposed to acquire the dense dispar-
ity maps for road scenes, where the road disparities decrease gradually from the
bottom of the image to the top while the disparities of obstacles remain the
same. Due to the fact that the disparities on the road surface change gradually,
the disparities are estimated iteratively whereby the search range on each row
is propagated from three estimated neighbouring disparities on the lower row.
This not only minimises expensive computations but also reduces the ambigu-
ities in stereo matching. The process of dense vanishing point estimation in a
multiple lane detection system is then improved using the obtained disparity in-
formation. However, the outliers in the least squares fitting severely affect the
accuracy when estimating the vanishing point. Therefore, the author uses Ran-
dom Sample Consensus to update the parameters of the road model iteratively
until the percentage of the inliers exceeds a pre-set threshold. This significantly
helps the system to cope with some suddenly changing conditions. Furthermore,
a novel lane position validation approach is proposed to compute the energy of
each possible solution and select all satisfying lane positions for visualisation.
The proposed lane detection algorithm is then implemented on a heterogeneous
system for real-time purposes. Furthermore, the disparity estimation algorithm
is used to reconstruct the 3-D model of a road surface for the purpose of condi-
tion assessment and damage detection. This is achieved by first transforming the
perspective view of the target frame into the reference view, which not only in-
creases the accuracy of the stereo matching for the road surface but also improves
the processing speed. Since the search range is obtained from the previous iter-
ation, errors may occur when the propagated search is not sufficient. Therefore,
a correlation maxima verification is performed to address this issue. To achieve
the millimetre accuracy required for road condition assessment, a disparity map
with subpixel resolution needs to be used. This is achieved by performing a
parabola interpolation enhancement. Moreover, a novel disparity global refine-
ment approach developed from Markov Random Fields and Fast Bilateral Stereo
is introduced to further improve the accuracy of the estimated disparity map,
where disparities are updated iteratively by minimising the energy function that
is related to their interpolated correlation polynomials. Finally, the estimated
dense subpixel disparity maps and the reconstructed 3-D point clouds are used
in a pothole detection, classification and tracking system. The disparity map is
first transformed to better distinguish the potholes from the road surface and a
segmentation performed on the transformed disparity map can therefore separate
the distress and non-distress areas accurately. To achieve a higher processing effi-
ciency of the disparity map transformation, Golden Section Search and Dynamic
Programming are utilised to estimate the transformation parameters efficiently.
Then, a robust two-step disparity map modelling algorithm is proposed to fit a
quadratic surface to the disparities in the non-distress area. The surface coeffi-
cients are coarsely estimated in the first step which are then updated iteratively
in the following iterations to obtain fine estimates. The gradient information is
also integrated into the process of surface fitting when determining the inliers
and outliers in each iteration. Finally, different potholes are classified using Con-
nected Component Labelling and the same pothole in successive frames is tracked
using Discriminative Scale Space Tracking.
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1.1 Computer Stereo Vision
Humans live in a three-dimensional (3-D) world but our eyes can only perceive
objects in two dimensions. The miracle of our depth perception is due to our
brain’s ability to analyse the difference between the two two-dimensional (2-D)
images which are projected on the retinas of the eyes. In a broad sense, each pair
of corresponding points from the retinas sends signals to the binocular neurons
in the primary visual cortex [7]. The latter estimates the relative positional dif-
ference between each pair of corresponding points and this difference is generally
known as binocular disparity [7].
As for the digital images captured by cameras, they are only 2-D in nature.
In order to extrapolate the 3-D information from a given scene, multiple camera
views of the same scene are required [8]. These images can be captured using
either a single movable camera or an array of cameras [9]. In this thesis, the
images from different viewpoints are captured using a binocular vision system
which typically consists of a pair of synchronised digital cameras. The depth of the
real-world scenery can thus be estimated by comparing the difference between the
left and right digital images captured by each camera. This process is commonly




1.1.1 The State-of-the-Art in Computer Stereo Vision
The two key aspects of computer stereo vision are speed and accuracy [11]. A
lot of research has been carried out over the past decade to improve both the
precision of disparity maps and the execution speed of the algorithm. However,
the stereo vision algorithms which are designed to achieve better disparity accu-
racy usually have high computational complexity and low processing efficiency.
Hence, speed and precision are two desirable but conflicting properties, and it is
very challenging to achieve both of them simultaneously [12]. Therefore, the main
motivation of investigating a stereo vision algorithm is to improve the trade-off
between speed and accuracy. In most circumstances, a desirable trade-off entirely
depends on the target application [13]. For instance, a real-time performance is
required for the stereo vision systems applied in autonomous vehicles because the
other entities of the systems, e.g., lane detection and obstacle detection, take up
only a small portion of the processing time, and can be easily implemented in
real-time if the 3-D information is available [13]. Although the algorithm execu-
tion can be improved with future advances in hardware computational power, the
improvements performed on the algorithm side can further boost the processing
speed [12].
The algorithms for disparity estimation can be classified as local, global and
semi-global. Local algorithms simply match a series of blocks and select the cor-
respondence with the lowest cost or the highest correlation. This optimisation
is also known as winner-take-all (WTA). Unlike local algorithms, global algo-
rithms process the stereo matching using some more sophisticated optimisation
techniques, e.g., Graph Cut (GC) [14] and Belief Propagation (BP) [15]. These
algorithms are commonly developed based on the Markov Random Fields (MRF)
[16], where finding the best disparities is formulated as a probability maximisa-
tion problem. This is later addressed by energy minimisation approaches. Semi-
Global Matching (SGM) [17] approximates the MRF inference by performing
cost aggregation along all directions in the image and this greatly improves the
accuracy and efficiency of stereo matching. However, the occlusion problem al-
ways makes it difficult to find the optimum value for the smoothness parameters:
over-penalising the smoothness term can help avoid the ambiguities around dis-
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continuities but on the other hand can lead to errors for continuous areas [18].
Therefore, some authors have proposed to break down the global problem into
multiple local problems, each of which is affected by uncertainties to a lesser ex-
tent [19]. For instance, one alternative way of setting smoothness parameters is
to group pixels in the image into different slanted planes [19–21]. Disparities in
different plane groups are estimated with local constraints. However, this results
in high computational complexities, making real-time performance challenging.
In order to further improve the trade-off between speed and accuracy, seed-
and-grow local algorithms have been used extensively. In these algorithms, the
disparity map is grown from a selection of seeds to minimise expensive compu-
tations and reduce mismatches caused by ambiguities. For example, the authors
of [22–24] presented an efficient quasi-dense stereo matching algorithm, named
Growing Correspondence Seeds (GCS), to estimate disparities iteratively with
the search range propagated from a collection of reliable seeds. Similarly, var-
ious Delaunay Triangulation-Based Stereo Matching (DTSM) algorithms have
been proposed in [25–27] to estimate tunable semi-dense disparity maps with the
support of a piecewise planar mesh. The algorithm proposed in [11, 28] also pro-
vides an efficient strategy for local stereo matching whereby the search range is
propagated from three estimated neighbouring disparities on the lower row. The
algorithm [11] performs better than GCS and DTSM in terms of estimating dense
disparity maps for road scenes where the road disparities decrease gradually from
the bottom to the top, while the disparities of obstacles remain the same.
Furthermore, the deep neural networks have also been widely used in recent
years to estimate the dense disparity maps [1, 29–31]. An example of training
a deep neural network for stereo matching is illustrated in Figure 1.1. These
approaches consider the stereo matching as a binary classification problem and
learn a probability distribution over all disparity values [1]. When selecting a
patch from the left image, the stereo matching algorithm predicts whether a cor-
responding patch in the right image is the correct match [31]. Although these
approaches have achieved some impressive results on the benchmark of Middle-
burry [32–34] and KITTI [2, 35–38], the process of predicting the correct matches
is computationally intensive and usually takes seconds or even minutes to execute
on some state-of-the-art graphics cards, and therefore not suitable for real-time
3
1. INTRODUCTION
Efficient Deep Learning for Stereo Matching
Wenjie Luo Alexander G. Schwing Raquel Urtasun
Department of Computer Science, University of Toronto
{wenjie, aschwing, urtasun}@cs.toronto.edu
Abstract
In the past year, convolutional neural networks have
been shown to perform extremely well for stereo estima-
tion. However, current architectures rely on siamese net-
works which exploit concatenation followed by further pro-
cessing layers, requiring a minute of GPU computation per
image pair. In contrast, in this paper we propose a match-
ing network which is able to produce very accurate results
in less than a second of GPU computation. Towards this
goal, we exploit a product layer which simply computes the
inner product between the two representations of a siamese
architecture. We train our network by treating the problem
as multi-class classification, where the classes are all pos-
sible disparities. This allows us to get calibrated scores,
which result in much better matching performance when
compared to existing approaches.
1. Introduction
Reconstructing the scene in 3D is key in many applica-
tions such as robotics and self-driving cars. To ease this
process, 3D sensors such as LIDAR are commonly em-
ployed. Utilizing cameras is an attractive alternative, as it is
typically a more cost-effective solution. However, despite
decades of research, estimating depth from a stereo pair is
still an open problem. Dealing with cclusions, large satu-
rated areas and repetitive patterns are some of the remaining
challenges.
Many approaches have been developed that try to aggre-
gate information from local matches. Cost aggregation, for
example, averages disparity estimates in a local neighbor-
hood. Similarly, semi-global block matching and Markov
random field based methods combine pixelwise predictions
and local smoothness into an energy function. However
all these approaches employ cost functions that are hand
crafted, or where only a linear combination of features is
learned from data.
In the past few years we have witnessed a revolution in
high-level vision, where deep representations are learned di-
rectly from pixels to solve many scene understanding tasks
Figure 1: To learn informative image patch representations
we employ a siamese network which extracts marginal dis-
tributions over all possible disparities for each pixel.
with unprecedented performance. These approaches cur-
rently are the state-of-the-art in tasks such as detection, seg-
mentation and classification.
Very recently, convolutional networks have also been ex-
ploited to learn how to match for the task of stereo esti-
mation [31, 29]. Current approaches learn the parameters
of the matching network by treating the problem as binary
classification; Given a patch in the left image, the task is
to predict if a patch in the right image is the correct match.
While [30] showed great performance in challenging bench-
marks such as KITTI [12], it is computationally very expen-
sive, requiring a minute of computation in the GPU. This is
due to the fact that they exploited a siamese architecture
followed by concatenation and further processing via a few
more layers to compute the final score.
In contrast, in this paper we propose a matching network
which is able to produce very accurate results in less than a
second of GPU computation. Towards this goal, we exploit
a product layer which simply computes the inner product
between the two representations of a siamese architecture.
We train our network by treating the problem as multi-class
classification, where the classes are all possible disparities.
This allows us to get calibrated scores, which result in much
1
Figure 1.1: An example of deep l arnin for stereo matching [1].
applications.
1.1.2 Two Existing Problems in Computer Stereo Vision
To design an algorithm which is capable of providing highly accurate disparity
maps, two problems in computer stereo vision must be tackled. The first problem
is missing information, which is usually caused by occlusions or slanted surfaces
[12]. These make some parts of a 3-D scene only visible in one image and therefore
mismatches occur when estimating disparities. The other problem is the presence
of homogeneous areas or repeated textures in an image [39]. The pixels inside a
homogeneous area usually possess similar values which makes the stereo match-
ing ambiguous. The same applies in an area with similar textures. To address
the above problems, the stereo matching is usually processed using some more




The deployment of autonomous vehicles has been increasing rapidly since Google
first launched their self-driving car project in 2009 [41]. In recent years, with a
number of technology breakthroughs being witnessed in the world where science
fictions inventions are becoming a reality, the race to commercialise driver-less
vehicles by many companies like Google, Tesla and BMW is fiercer than ever
[11]. For instance, Volvo is planning to conduct self-driving experiments involving
around 100 cars in China [42]. The driver-less vehicles are also able to communi-
cate with each other via the 5G network which offers a higher speed internet access
to transfer a large amount of data approximately 50 times faster than the current
4G systems. Furthermore, the computer stereo vision has also been prevalently
used in prototype vehicle road tests to provide the depth information for various
automotive applications, e.g., automotive vehicle navigation, simultaneous local-
isation and mapping and road condition assessment. An example of the fully
equipped KITTI vehicle [2] is illustrated in Figure 1.2. The images from different
viewpoints are captured simultaneously by the multi-camera system mounted on
the KITTI vehicle. In this thesis, the automotive applications that the author
focuses on include multiple lane detection, road surface 3-D reconstruction and
pothole detection, classification and tracking. These will be discussed in the later
Figure 1.2: An example of the fully equipped KITTI vehicle [2].
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chapters of this thesis.
1.3 Thesis Outline
• Chapter 2 provides some mathematical preliminaries for multiple view ge-
ometry and computer stereo vision. This chapter also provides a compre-
hensive literature review on lane detection, 3-D reconstruction and pothole
detection. The heterogeneous system is briefly introduced at the end of this
chapter.
• Chapter 3 describes an efficient stereo matching algorithm for automotive
applications. The algorithm is implemented on a state-of-the-art graphics
card for real-time purpose. The estimated disparity map is used as the
input of the lane detection system presented in Chapter 4.
• Chapter 4 presents a real-time lane detection system based on dense van-
ishing point estimation. The disparity information acquired in Chapter 3
greatly helps to reduce redundant information and improve the robustness
of vanishing point estimation for a non-flat road surface.
• Chapter 5 describes a road surface 3-D reconstruction algorithm based on
dense subpixel disparity map estimation. The algorithm in this chapter
is developed based on the stereo matching algorithm described in Chapter
3. The estimated disparity map and reconstructed 3-D point cloud are
utilised as the inputs of the pothole detection, classification and tracking
system described in Chapter 6.
• Chapter 6 presents a stereo vision-based pothole detection, classification
and tracking system. The dense subpixel disparity map acquired in Chapter
3 serves as the input of this system. Different potholes are labelled with
different colours while the same pothole in a sequence of successive frames
is tracked with a scale adaptive tracker.
• Chapter 7 summarises the thesis and provides some recommendations for
future work.
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In this chapter, the author details the background information for the readers.
Firstly, some mathematical preliminaries are provided in Section 2.1. In Section
2.2 and Section 2.3, the author provides some basic but important concepts of
multiple view geometry and computer stereo vision, respectively. The state-of-
the-art lane detection algorithms are discussed in Section 2.4. The literature
review of road surface 3-D reconstruction is given in Section 2.5. In Section 2.6,
the author reviews the current pothole detection algorithms. Finally, some details
on the heterogeneous system are provided in Section 2.7.
2.1 Preliminaries
2.1.1 Skew-Symmetric Matrix
In linear algebra, a skew-symmetric matix is defined as a square matrix A sat-
isfying the condition that its transpose is equivalent to its negative, i.e., A> =
−A [43]. In 3-D computer vision, the skew-symmetric matrix [a]× of a vector
a = [a1, a2, a3]
> is formulated as [8]:
[a]× =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 (2.1)
The cross product of two vectors a = [a1, a2, a3]




equivalent to a matrix multiplication [8]:
a× b = [a]×b = −[b]×a (2.2)
Here, the author introduces two important properties of the skew-symmetric
matrix, as shown in Eq. 2.3 and Eq. 2.4, where 0 = [0, 0, 0]> is a zero vector.




[a]×a = 0 (2.4)
2.1.2 Lie group SO(3) and SE(3)
In mathematics, a 3-D point x1 = [x1, y1, z1]
> can be transformed to another
3-D point x2 = [x2, y2, z2]
> using a rotation matrix R ∈ R3×3 and a translation
vector t ∈ R3×1 as follows:
x2 = Rx1 + t (2.5)
The rotation matrix R ∈ R3×3 satisfies the conditions in Eq. 2.6, where I is
an identity matrix and det(R) represents the determinant of R. These rotation
matrices are also known as special orthogonal matrices. The group containing all
rotation matrices is denoted as a SO(3).
RR> = R>R = I, det(R) = 1 (2.6)
The transformation from x1 to x2 can also be realised using the following
equation:









>, 1]> and x̃2 = [x2
>, 1]> represent the homogeneous coordinates of x1
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and x2, respectively. 0 = [0, 0, 0]
> is a zero vector. P is a transformation matrix.
The group containing all transformation matrices P is defined as a SE(3).
2.2 Multiple View Geometry
2.2.1 Perspective Camera Model
The perspective (or pinhole) camera model is the most commonly used geometric
model to describe the relationship between a 3-D point pC = [XC , Y C , ZC ]> in the
Camera Coordinate System (CCS) and its projection p̄ = [x, y, z]> on the image
plane π [10]. An example of the perspective camera model is shown in Figure
2.1, where oC is the focus of the camera and the distance between π and oC is






, 1]> is an image point expressed in normalised
coordinates. The ray originating from oC and going perpendicularly through π is
known as the optical axis. o = [ou, ov]
>, and the intersection between π and the
optical axis is the principal point in pixels. Since the distance z between oC and
the image plane π is always equal to the focal length f , the relationship between









Since the lens distortion does not exist in a perspective camera model, the trans-
formation from a projection point p̄ on the image plane to a pixel p = [u, v]> in
the Image Coordinate System (ICS) is performed as follows:
u = ou + sxx
v = ov + syy
(2.10)
where sx and sy are the effective size measured in pixels per millimetre in the
horizontal and vertical directions, respectively [10]. To simplify the expression
of the intrinsic matrix K, two notations fx = fsx and fy = fsy are introduced.
Combining Eq. 2.9 and Eq. 2.10, a 3-D point pC in the CCS can be transformed
to a pixel p in the ICS using Eq. 2.11, where p̃ = [p>, 1]> = [u, v, 1]> denotes the
homogeneous coordinate of p = [u, v]>. It is to be noted that an arbitrary 3-D
point lying on the ray which goes from oC and through pC is always projected
at p in the ICS. ou, ov, f , sx and sy [8] are five intrinsic parameters.
Zp̃ = KpC =








Given an intrinsic matrix K, an image point can be expressed in normalised
coordinates as follows [8]:








To get a better imaging result, a lens is usually installed in front of the camera but
it introduces distortions into the images. The optical aberration caused by the
lens deforms the physically straight lines and makes them appear as curves in the
images. The lens distortions can be grouped into two main categories: radial and
tangential [44]. The presence of radial distortion is due to the fact that lens’s geo-
12
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metric shape affects the straight line transmission, while the tangential distortion
occurs because the lens installed in front of the camera is not perfectly parallel
to the image plane. In practical experiments, the image geometry is affected to
a much higher extent with radial distortion than with tangential distortion, and
therefore the latter is always neglected when correcting a distorted image. For the
calibration of a multi-camera system, the correction of lens distortion is usually
carried out before estimating the intrinsic and extrinsic parameters [45].
2.2.3.1 Radial Distortion
The radial distortion can mainly be classified as barrel and pincushion [46]. An
example of these two types of distortions is shown in Figure 2.2. It can be
observed that the radial distortions are symmetric about the image centre and
the lines are no longer straight in the distorted images. In barrel distortion,
the image magnification decreases with the distance from the image centre (lines
curve outwards). This type of radial distortion is commonly applied in fish-eye
lenses to produce wide-view panoramic images. In contrast to barrel distortion,
the pincushion distortion pinches the image (lines curve inwards) and it is widely
applied in telephoto lenses to eliminate the globe effects.
Fortunately, these two types of radial distortions can be corrected using Eq.
2.13 [46], where p = [u, v]> is a pixel in the distorted image and pcorrected =
[ucorrected, vcorrected]
> is the displacement of p in the corrected image. r = ||p−o||2
is the distance from p to the image centre. k1, k2 and k3 are three intrinsic
parameters used for correcting the radial distortion, and they can be estimated
Figure 2.2: Radial distortion.
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using several checkerboard images. An example of the distorted images containing
a checkerboard pattern is shown in Figure 2.3a.
ucorrected = (1 + k1r
2 + k2r
4 + k3r
6)(u− ou) + ou
vcorrected = (1 + k1r
2 + k2r
4 + k3r
6)(v − ov) + ov
(2.13)
2.2.3.2 Tangential Distortion
Similar to radial distortion, the tangential distortion can be corrected using Eq.
2.14 [47], where p1 and p2 are two intrinsic parameters which can be estimated
using several images containing a planar checkerboard pattern.
ucorrected = u+ 2p1(u− ou)(v − ov) + p2(r2 + 2(u− ou)2)
vcorrected = v + p1(r
2 + 2(v − ov)2) + 2p2(u− ou)(v − ov)
(2.14)
In practical experiments, radial and tangential distortions are usually corrected
simultaneously [47]. The corresponding correction result of Figure 2.3a is shown
in Figure 2.3b, where the bent checkerboard grids are now displayed linearly.
2.2.4 Epipolar Geometry
The generic geometry of a binocular vision system is known as epipolar geom-
etry [10]. An example of epipolar geometry is shown in Figure 2.4, where oCl
and oCr denote the focuses of the left and right cameras, respectively. p
W =
[XW , Y W , ZW ]> is a 3-D point in the World Coordinate System (WCS) and its
representations in the Left Camera Coordinate System (LCCS) and Right Camera
(a) (b)
Figure 2.3: Correcting lens distortion. (a) distorted image. (b) corrected image.
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Figure 2.4: Epipolar geometry.















respectively. πl and πr are two image planes. p
W is projected on πl at p̄l =
[xl, yl, fl]
> and on πr at p̄r = [xr, yr, fr]
>, where fl and fr are the focuses of the
left and right cameras, respectively. eCl and e
C
r denote the left and right epipoles,
respectively. The plane identified by oCl , o
C
r and p
W is known as an epipolar
plane. The latter intersects each plane in a line which is generally named as an
epipolar line. Based on Eq. 2.9, the transformation from a 3-D point in each











Similar to Eq. 2.12, pCl and p
C
r can be normalised using Eq. 2.16, where Kl
and Kr denote the intrinsic matrices of the left and right cameras, respectively.
p̃l = [pl
>, 1]> and p̃r = [pr
>, 1]> represent the homogeneous coordinates of the
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2-D points pl = [ul, vl]













Before going into more details on the extrinsic parameters of an epipolar
geometry, the author introduces a SO(3) matrix R ∈ R3×3 and a translation
vector t ∈ R3×1 to describe the transformation from pCl to pCr [8]:
pCr = Rp
C
l + t (2.17)
2.2.5 Extrinsic Parameters
2.2.5.1 Essential Matrix
The essential matrix E ∈ R3×3 was first introduced by Longuet-Higgins in 1981
to establish a link between the epipolar constraints and the extrinsic parameters
of a stereo system [48]. To introduce the defining equation of E, a simple way is
to multiply pCr
>











l + t) (2.18)
Using Eq. 2.2, Eq. 2.18 can be rewritten as follows:
−pCr
>











Applying Eq. 2.3 and Eq. 2.4 to Eq. 2.19 yields Eq. 2.20 where the essential









EpCl = 0 (2.20)
Using Eq. 2.16, where pCl and p
C
r are substituted by p̂l and p̂r respectively
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and replacing these in Eq. 2.20, a new equation can be formulated as follows:
p̂r
>Ep̂l = 0 (2.21)
Therefore, E depicts the relationship between each pair of normalised image
points p̂l and p̂r lying on the same epipolar plane. It is important to note here
that E has five degrees of freedom (both R and t have three degrees of freedom,
but the overall scale ambiguity causes the degrees of freedom to be reduced by
one) [8]. Hence in theory, E can be estimated with at least five pairs of pCl and
pCr . However, due to the non-linearity of E, its estimation using five pairs of
correspondences is always intractable. Therefore, E is commonly estimated with
at least eight pairs of pCl and p
C
r [10]. The algorithm for estimating E will be
discussed in Section 2.2.5.2.
2.2.5.2 Fundamental Matrix
As mentioned in Section 2.2.5.1, the essential matrix creates a link between each
pair of corresponding 3-D points in the LCCS and RCCS. When the intrinsic ma-
trix of each camera is known, the relationship between each pair of corresponding
2-D points pl = [ul, vl]
> and pr = [ur, vr]
> can also be established. This process
relates to a so-called fundamental matrix. It can be thought of as a generalisation
of the essential matrix where the assumption of calibrated cameras is removed [8].
Applying Eq. 2.16 to Eq. 2.21 yields Eq. 2.22, where the fundamental matrix





>F p̃l = 0 (2.22)
F has seven degrees of freedom: five are from E and the other two are from
Kl and Kr [8]. The most commonly used algorithm to estimate E and F is a
so-called “eight point algorithm” which was introduced by Hartley in 1997 [49].






>F p̃l = 0, where λE, λF 6= 0. By setting one element in E and F to
1, there are eight unknown elements that need to be estimated and this can be
done using at least eight pairs of correspondences. If the intrinsic matrices Kl
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and Kr of the two cameras are known, the eight point algorithm only needs to
be carried out once to estimate either E or F because the other one can be easily
worked out using the relationship between them.
2.2.5.3 Homograph Matrix
For an arbitrary 3-D point pW = [XW , Y W , ZW ]> lying on a planar surface
n>pW + β = 0, its projections pl = [ul, vl]
> and pr = [ur, vr]
> on the left
and right images can be linked with a so-called homograph matrix H ∈ R3×3,
where n = [n1, n2, n3]
> is the normal vector of the planar surface. The expression




Assuming that the LCCS and the WCS are identical and applying Eq. 2.15 and
Eq. 2.23 to Eq. 2.17, the following expression is obtained:













The homograph matrixH is generally used to distinguish obstacles from a planar
surface. For a well-calibrated stereo system, R, t, Kl and Kr are already known
and ZCl is always equal to Z
C
r . Therefore, H can be obtained by estimating n
and β. Generally, H can be estimated with at least four pairs of correspondences
pl and pr [8].
2.3 Stereopsis
2.3.1 Stereo Rectification
When using a pair of pinhole cameras to acquire images from multiple views, the
main task of 3-D reconstruction is to determine each pair of corresponding points
18
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Figure 2.5: Stereo rectification.
between the left and right images. For an un-calibrated stereo vision system,
finding the correspondence pairs usually involves a 2-D search, which is a compu-
tationally intensive task. Therefore, an image transformation process known as
stereo rectification is always performed beforehand to reduce the dimension of the
correspondence search. Each pair of conjugate epipolar lines becomes collinear
and parallel to the horizontal image axis [10], as shown in Figure 2.5, where πl
and πr are the original image planes and πl
′ and πr
′ are the rectified image planes.
After the rectification process, the left and right images appear as if they were
taken using a pair of parallel cameras. Hence, searching for the correspondence
pairs is simplified to a one dimensional (1-D) process.
2.3.2 Basic Stereo Vision Model
A well-calibrated binocular system can be represented by a basic stereo vision
model, as shown in Figure 2.6. The latter can be regarded as a specialisation of
the epipolar geometry, where the left and right cameras are perfectly parallel to
each other and the XCl axis and the X
C





focus points of the left and right cameras, respectively. Tc, the baseline of the
stereo rig, is defined as the distance between oCl and o
C
r . The focal length of
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Figure 2.6: Basic stereo vision model.
each camera is denoted as f . pW = [XW , Y W , ZW ]> is a point of interest in the















>, respectively. pW is projected on πl at p̄l = [xl, yl, f ]
> and
on πr at p̄r = [xr, yr, f ]
>. oW , the origin of the WCS, is at the centre of the line
segment L = {toCl + (1 − t)oCr | t ∈ [0, 1]}. The ZW axis is perpendicular to πl
and πr. Therefore, an arbitrary point p
W in the WCS can be transformed to pCl






where tl = [
Tc
2
, 0, 0]> and tr = [−Tc2 , 0, 0]
>. I is an identity matrix. Applying Eq.














Assuming Kl and Kr are identical and applying Eq. 2.27 to Eq. 2.10, the
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In general, sx is usually assumed to be 1 and therefore fx = fy = f . The
relationship between disparity d and depth ZW is as follows [50]:




According to Eq. 2.29, d is inversely proportional to ZW . Therefore, for a
distant 3-D point pW , the vertical coordinates of pl and pr are similar to each
other. On the other hand, when pW is lying near the stereo rig, the difference
between the vertical coordinates of pl and pr is large.
The depth error in the WCS is denoted as ∆ZW . The disparity error ∆d can









(ZW + ∆ZW )ZW
(2.30)





fTc − ZW ∆d
(2.31)
Eq. 2.31 shows that the depth error ∆ZW is proportional to the depth ZW but
inversely proportional to the baseline Tc. Therefore, the reconstruction precision
of a 3-D object decreases when it moves away from the stereo rig. This can
however be improved by increasing the baseline of the stereo rig.
2.3.3 Disparity Estimation
As mentioned in Section 2.3.2, for a well-calibrated stereo vision system, finding
the correspondence pairs only involves a 1-D search and therefore the disparity
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map can be obtained by simply computing the horizontal distance between each
pair of correspondences pl and pr. This process is generally referred to as dis-
parity estimation or stereo matching [32, 40]. The latter usually produces a left
disparity map `lf and a right disparity map `rt, as shown in Figure 2.7b and
Figure 2.7d, respectively. The left disparity map `lf is obtained by assigning the
left image (see Figure 2.7a) and the right image (see Figure 2.7c) as the refer-
ence and target, respectively. On the contrary, the right disparity map `rt can
be obtained by setting the right image (see Figure 2.7c) as the reference, which
is then compared with the left image (see Figure 2.7a). In general, a disparity






Figure 2.7: Left and right images and disparity maps. (a) left image. (b) left




However, the sequential use of these four steps depends entirely on the chosen
algorithm [32]. For instance, for most local block matching-based algorithms,
the first and second steps are used together and the desirable disparity can be
determined by simply finding the one which corresponds to the highest corre-
lation or the lowest cost [11]. However, for most global algorithms, finding the
desirable disparity is regarded as an optimisation problem which can be solved
by minimising a global energy [40]. The last step usually involves some disparity
map refinement techniques, e.g., Weighted Median Filtering, Left-Right Consis-
tency (LRC) Check and Subpixel Enhancement.
2.3.3.1 Cost Computation
The disparity d is a random variable withN possible discrete states. Each possible
state is associated with a cost c which can be computed using a cost function. The
most common pixel-wise matching costs include the Absolute Difference (AD) cAD
and the Squared Difference (SD) cSD [32]. These two types of matching costs can
be computed using the cost functions as follows [51]:
cAD(u, v, d) = |il(u, v)− ir(u− d, v)| (2.32)
cSD(u, v, d) = (il(u, v)− ir(u− d, v))2 (2.33)
where il(u, v) denotes the intensity of a pixel located at (u, v) in the left image
and ir(u− d, v) represents the pixel intensity at the position of (u− d, v) in the
right image. The left and right images are usually in gray-scale format. In global
algorithms, the pixel-wise matching costs are used to analyse the compatibility
between disparities and the corresponding intensity differences, while the local
algorithms usually perform an aggregation of pixel-wise matching costs over all




For local algorithms, the pixel-wise matching costs are usually aggregated over
all pixels within a certain support region to minimise the incorrect matches [39].
Since the support regions are usually rectangular blocks, these local algorithms
are also known as stereo block matching [11]. The general expression of the cost
aggregation is as follows [32]:
cagg(u, v, d) = w(u, v, d) ∗ C(u, v, d) (2.34)
where the centre of the support region is (u, v) and the corresponding disparity
is d. w is a kernel that represents the support region. cagg denotes the cost
aggregation result and C represents a neighbourhood system containing the pixel-
wise matching costs over all pixels within w. cagg can be obtained by performing
a convolution between w and C.
In general, square blocks are used as the support regions, and the convolution
process can be regarded as a box filtering [32]. The aggregations of cAD and cSD
within a square block are also known as the Sum of Absolute Difference (SAD)
and the Sum of Squared Difference (SSD), respectively. The cost functions of the
SAD and the SSD are as follows [39]:





|il(x, y)− ir(x− d, y))| (2.35)





(il(x, y)− ir(x− d, y))2 (2.36)
where cSAD and cSSD represent the costs of the SAD and the SSD, respectively.
The side length of the square block is 2ρ+ 1. Due to the fact that ρ is a positive
integer number, the side length of the square block is always an odd number. The
centres of the left and right blocks are (u, v) and (u, v, d), respectively.
Although the SAD and the SSD have low computational complexities, they
are very sensitive to the intensity difference [39]. In this regard, some other cost
functions, such as the Normalised Cross-Correlation (NCC), which are insensitive
to the intensity difference, are more popular for local algorithms [39]. The cost
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function of the NCC is as follows [11]:




















(ir(x− d, y)− µr)2/n (2.39)
The cost cNCC ∈ [−1, 1] reflects the similarity between each pair of left and
right blocks and a higher value of cNCC corresponds to a better matching. µl and
µr represent the means of the pixel intensities within the left and right blocks,
respectively. σl and σr denote the standard deviations of the left and right blocks,
respectively. n = (2ρ+ 1)2 represents the number of pixels within each block.
However, finding the correct disparity value is still a very intractable task
when the block size is fixed [39]. For example, choosing a large block size can
help reduce the ambiguities during the stereo matching but on the other hand can
lead to errors in discontinuous areas [40]. Therefore, some authors proposed to
aggregate the costs adaptively to improve the accuracy of the estimated disparity
map [52].
Since Tomasi et al. introduced the bilateral filter in [53], many authors have
investigated its applications to aggregate the matching costs adaptively [54–56].
These methods are also known as Fast Bilateral Stereo (FBS), where both inten-
sity difference and spatial distance provide a weight to adaptively constrain the
aggregation of discontinuities. A general representation of the cost aggregation
in FBS is represented as follows:




y=v−ρ ωd(x, y)ωr(x, y)c(x, y, d)∑u+ρ
x=u−ρ
∑v+ρ
y=v−ρ ωd(x, y)ωr(x, y)
(2.40)
where ωd and ωr are based on the spatial distance and the colour similar-




Although the FBS has shown a good performance in terms of matching accu-
racy, it usually takes a long time to process the whole cost volume [40]. Therefore,
it is usually implemented on powerful hardware to improve the trade-off between
accuracy and speed.
2.3.3.3 Disparity Optimisation
For local algorithms, the disparity costs are calculated by shifting a series of
blocks from the right image between dmin and dmax and matching them with a
constant square block from the left image. The disparity with the lowest cost or
the highest correlation is then selected as the correspondence. This optimisation
is also known as WTA, where dmin and dmax are decided by the furthest and the
closest objects, respectively.
Unlike the principle of WTA applied in local stereo matching algorithms, the
matching costs from neighbouring pixels are also taken into account in global
algorithms, e.g., GC and BP. The MRF is a commonly used graphical model in
these global algorithms. An example of the MRF model is depicted in Figure 2.8.
The graph G = (P,E ) is a set of vertices P connected by edges E , where
P = {p11,p12, · · · ,pmn} and E = {(pij ,pst) | pij ,pst ∈ P}. Two edges
sharing one common vertex are called a pair of adjacent edges [57]. Since the
MRF is considered to be undirected, (pij ,pst) and (pst,pij) refer to the same
edge here. Nij = {n1pij ,n2pij , · · · ,nkpij | npij ∈P} is a neighbourhood system
for pij .
For stereo vision problems, P is a m×n disparity map and pij is a vertex (or
node) at the site of (i, j) with a label of disparity dij. Because more candidates
taken into consideration usually make the inference of a true disparity intractable,
only the neighbours adjacent to pij are considered for stereo matching [16]. This
is also known as a pairwise MRF. In general, k = 4 and N is a four-connected
neighbourhood system. E1 = (pij ,n1pij ), E2 = (pij ,n2pij ), E3 = (pij ,n3pij ) and
E4 = (pij ,n4pij ) are adjacent edges sharing the vertex pij . The disparity of pij
tends to have a strong correlation with its vicinities, while it is linked implicitly
to any other random nodes in the disparity map. In [16], the joint probability of
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Figure 2.8: Markov random fields.
the MRF is written as:
P (p, q) =
∏
pij∈P
Φ(pij , qpij )
∏
npij∈Nij
Ψ(pij ,npij ) (2.41)
where qpij represents the intensity differences, Φ(·) expresses the compatibility
between possible disparities and the corresponding intensity differences, and Ψ(·)
expresses the compatibility between pij and its neighbourhood system. Now, the
aim of finding the best disparity is equivalent to maximising the probability in




D(pij , qpij ) +
∑
npij∈Nij
V (pij ,npij ) (2.42)
D(·) and V (·) are two energy functions. D(·) corresponds to the matching cost
and V (·) determines the aggregation from the neighbours. In the MRF model,
the method to formulate an adaptive V (·) is important because the intensity
in discontinuous areas usually varies greatly from that of its neighbours [58].
However, the process of minimising the energy function in Eq. 2.42 results in
high computational complexities, making real-time performance challenging.
2.3.3.4 Disparity Refinement
The process of disparity refinement usually involves several post-processing steps,
such as the LRC check, subpixel enhancement and weighted median filtering
[32]. The LRC check removes most of the occluded areas that are only visible
in one image and provides an outlier in the disparity map [11]. Furthermore,
for some applications which require millimetre accuracy in 3-D reconstruction,
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a disparity error larger than one pixel may result in a non-negligible difference
in the reconstruction result [40]. Therefore, subpixel enhancement provides an
easy way to increase the resolution of the disparity map by simply interpolating
the matching costs around the initial disparity [32]. Moreover, a median filter
is always applied to the disparity map to fill the holes and remove the incorrect
matches [32]. However, the above disparity refinement algorithms are not always
necessary and the sequential use of these steps depends entirely on the target
application.
2.3.3.5 Algorithm Evaluation Methods
In computer stereo vision, speed and accuracy are two key aspects and they are
always pitted against each other [40]. Therefore, the performance evaluation of
a disparity estimation algorithm usually involves both of these two aspects. The
overall performance of a proposed algorithm entirely depends on the trade-off
between speed and precision [13].
As for the evaluation in terms of accuracy, Barron et al. proposed two general
approaches to compute the error statistics of an estimated disparity map `et
with respect to the ground truth data `gt [59]. The functions of these two error
computing methods are shown in Eq. 2.43 and Eq. 2.44, where Nd represents
the total number of disparities used for evaluation.







|`et(u, v)− `gt(u, v)|2 (2.43)







|`et(u, v)− `gt(u, v)| > δd
)
(2.44)
Furthermore, Scharstein and Szeliski also proposed to compute the error
statistics in three different types of regions: texture-less, occluded, discontinu-





PEP . By comparing the average percentages of error pixels in differ-
ent regions, the accuracy performance of a disparity estimation algorithm can be
evaluated more comprehensively.
In addition to accuracy, the execution speed of a chosen disparity estimation
algorithm is also quantified in order to provide a complete evaluation of the
overall performance. However, due to the fact that image size and disparity range
are not constant among different datasets, a general way to depict the runtime






However, the runtime of a chosen disparity estimation algorithm greatly varies
on different platforms. Therefore, some authors mainly focus on the implemen-
tation of some complex stereo matching algorithms to achieve a real-time perfor-
mance, and the processing speed of these algorithms can be greatly boosted by
exploiting the parallel computing architecture [11].
2.4 Lane Detection
The state-of-the-art lane detection algorithms can be grouped into two main cate-
gories: feature-based and model-based [60]. The feature-based algorithms extract
the local, meaningful and detectable parts of an image, such as edges, texture and
Figure 2.9: Vanishing point
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colour, to segment lanes and road boundaries from the background [61]. On the
other hand, the model-based algorithms try to represent the lanes with a math-
ematical equation based upon some common road geometry assumptions [62].
The most commonly used lane models include: linear, parabolic, linear-parabolic
and spline. The linear model works well for the lanes with a low curvature, as
demonstrated in [42, 63]. However, a more flexible road model is inevitable when
the lanes with a higher curvature exist. Therefore, some algorithms [64–67] use a
parabolic model to represent the lanes with a constant curvature. For some more
complex cases, Jung et al. proposed a linear-parabolic combined lane model,
where the nearby lanes are represented as linear models, whereas the far ones
are modelled as parabolas [68]. In addition to the models mentioned above, the
spline model is an alternative way to interpolate the lane pixels into an arbitrary
shape [62, 69]. However, the more parameters introduced into a flexible model,
the higher will be the computational complexity of the algorithm. Therefore,
some authors turn their focus on some additional important properties of 3-D
imaging techniques instead of being limited to only 2-D information.
One of the most prevalently used methods is Inverse Perspective Mapping
(IPM). With the assumption that two lanes are parallel to each other in the WCS,
IPM is able to map a 3-D scenery into a 2-D bird’s eye view [70]. Furthermore,
many researchers [6, 71–74] proposed to use the vanishing point pvp = [uvp, vvp]
>
to model lane markings and road boundaries, where uvp and vvp represent the
vertical and horizontal coordinates of the vanishing point, respectively. An ex-
ample of vanishing point is illustrated in Figure 2.9, where l1 and l2 are two
straight lines which are parallel to each other. Two 3-D points p1
W and p2
W in
the WCS are projected on the image plane π and their corresponding points in
the ICS are p1 and p2, respectively. Therefore, the projections of l1 and l2 in
the image are two straight lines and they intersect at the vanishing point pvp.
However, their algorithms work well only if the road surface is assumed to be
flat or the camera parameters are known. Therefore, some researchers pay closer
attention to the disparity information which can be provided by either active
sensors, e.g., radar and laser, or passive sensors, e.g., stereo cameras [6]. Since
Labayrade et al. proposed the concept of “v-disparity” [75], disparity information
has been widely used to enhance the robustness of the lane detection systems.
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The work presented in [6] shows a particular instance where the disparity in-
formation is successfully combined with a lane detection algorithm to estimate
pvp for a non-flat road surface. At the same time, the obstacles contain a lot
of redundant information which can be eliminated by comparing the actual and
fitted disparity values. However, the estimation of pvp suffers from the outliers
when performing the Least Squares Fitting (LSF), and the lanes are sometimes
unsuccessfully detected because the selection of plus-minus peaks is not always
effective. Moreover, achieving real-time performance is still a challenging task in
[6] because of the intensive computational complexity of the algorithm.
2.5 Road Surface 3-D Reconstruction
3-D reconstruction methods can be classified as laser scanner-based, Microsoft
Kinect-based and passive sensor-based. The laser scanner (see Figure 2.10a) col-
(a)
(b) (c)
Figure 2.10: 3-D reconstruction equipments. (a) laser scanner [3]. (b) Microsoft
Kinect [4]. (c) ZED stereo camera.
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lects the reflected laser pulse from an object to construct its accurate 3-D model
[76]. Although it provides accurate modelling results, the laser scanner equipment
used for road condition analysis is still costly [77]. As for the methods based on the
Microsoft Kinect sensor (see Figure 2.10b), the depth measurement for the out-
door environment is somewhat ineffective, especially for materials which strongly
absorb the infrared light [78]. Therefore, the passive sensor-based methods, e.g.,
stereo vision (see Figure 2.10), are more capable of reconstructing the 3-D road
surface for condition assessment or damage detection.
To reconstruct a real-world environment with passive sensing techniques, mul-
tiple camera views are required [8]. Images from different viewpoints can be cap-
tured using either a single moveable camera or an array of cameras [9]. If the
stereo rig is well-calibrated, the main work of 3-D reconstruction turns out to be
disparity estimation.
2.6 Pothole Detection
The vision-based pothole detection techniques can be grouped into two main
categories: 2-D image processing-based and 3-D modelling-based. The state-of-
the-art algorithms for these two categories will be discussed in subsections 2.6.1
and 2.6.2, respectively.
2.6.1 2-D Image Processing-Based Pothole Detection Al-
gorithms
The pothole detection algorithms based on 2-D image processing usually consist
of three steps: image segmentation, shape extraction and object recognition [77].
Firstly, the gray-scale images are segmented using some histogram-based thresh-
olding algorithms, e.g., triangle [79] and Otsu’s [80]. Compared to the triangle
thresholding utilised in [79], Otsu’s thresholding which minimises the intra-class
variance, shows a better performance in terms of distinguishing a distress region
from the background [80]. Before extracting the region of a potential pothole,
the segmented images are processed with some commonly used image processing




Figure 2.11: Example of failed segmentation of distress and non-distress areas for
a gray-scale image. (a) gray-scale image. (b) segmentation result. The distress
and non-distress areas in (b) are shown in black and white colours, respectively.
duce the redundant information and clarify the outline of the target region [81],
[82]. Then, the extracted region around a potential pothole is interpolated into an
elliptical shape [79]. The texture inside the ellipse is compared with the texture
of the non-distress region. If the former is grainier and coarser than the latter,
the ellipse shape extracted in the second step is designated as a pothole [81].
However, the segmentation of a gray-scale image is always affected by the ac-
tual environmental conditions. An example of a failed segmentation is depicted in
Figure 2.11, where the water on the road surface makes the segmentation ambigu-
ous. Therefore, some authors proposed to carry out the segmentation algorithm
on the depth image, and thus the distress and non-distress areas can be separated
more accurately [83, 84]. Furthermore, the shapes of actual potholes are always
irregular, making the geometric and textural assumptions infeasible. But on the
other hand, 3-D modelling-based algorithms are capable of detecting irregular
shaped potholes. Moreover, the spatial structure of a detected pothole cannot be
illustrated explicitly in 2-D images [40], and therefore 3-D information is required
to measure pothole volumes. In general, 3-D modelling-based pothole detection
algorithms are more than capable of overcoming the disadvantages mentioned
above.
2.6.2 3-D Modelling-Based Pothole Detection Algorithm
The 3-D information used for pothole detection is mainly provided by: laser
scanner [83], Microsoft Kinect [84] and passive sensor [85–89]. Among them, the
laser scanning equipment mounted on Digital Inspection Vehicles (DIVs) is still
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cost-intensive for road condition assessment [77], and the Microsoft Kinect sensors
suffer from infrared saturation in direct sunlight in an outdoor environment [90].
Therefore, the passive sensors are more suitable for acquiring the 3-D road surface
for pothole detection.
When using passive sensors to reconstruct the road sceneries, multiple camera
views are required [8]. These can be obtained by using either a single movable
camera or multiple synchronised cameras. For example, Zhang and Elaksher
mounted a single camera on an Unmanned Aerial Vehicle (UAV) to reconstruct
the pavements for pothole detection [85]. In addition, stereo vision-based pot-
hole detection systems have also been developed since Barsi et al. first applied
a binocular system to detect potholes [86]. In [87], the 3-D point cloud acquired
using a stereo system is fitted to a quadratic surface using the LSF. The potholes
are identified by comparing the difference between the observed and interpolated
road surface. Different potholes are also labelled using Connected Component
Labelling (CCL). Ozgunalp et al. improved on the surface modelling method by
integrating the surface normal into the procedure of the LSF [88]. In [89], the
authors proposed to perform the surface fitting in the disparity domain instead
of the Euclidean domain, and the LSF is performed together with the Random
Sample Consensus (RANSAC). The work in [40] proposed an efficient road sur-
face 3-D reconstruction algorithm based on stereo vision technology, which can
provide highly accurate disparity maps and 3-D modelling results.
2.7 Heterogeneous System
2.7.1 Multi-Threading CPU
In order to improve the execution speed, Open Multi-Processing (OpenMP) can
be used to break a serial code into independent chunks for parallel processing
[11]. OpenMP consists of three main components: work sharing, data sharing
and synchronisation. Work sharing specifies which part of the serial code is going
to be parallelised, data sharing specifies an appropriate scheduling model, and
synchronisation determines how data is shared [91]. The process of OpenMP can




Graphics processors have been widely used in 3-D computer vision to accelerate
some computationally intensive but parallelly efficient algorithms for a real-time
purpose. The general architecture of the graphics processors is shown in Fig-
ure 2.13. Compared with a Central Processing Unit (CPU) which consists of a
low number of cores optimised for sequentially serial processing, the Graphics
Processing Unit (GPU) has a highly parallel architecture which is composed of
hundreds or thousands of lighter cores to handle multiple tasks concurrently.
As shown in Figure 2.13, a GPU consists of N Streaming Multi-Processors
(SMs) with M Streaming Processors (SPs) on each of them. The Single Instruc-
tion Multiple Data (SIMD) architecture allows the SPs on the same SM to execute
the same instruction but process different data at each clock cycle [92]. The de-
vice has its own Dynamic Random Access Memory (DRAM) which consists of
global memory, constant memory and texture memory. The latter can communi-
cate with the host memory via the Graphical/Memory Controller Hub (GMCH)
and the I/O Controller Hub (ICH) which are also known as the Intel northbridge
and the Intel southbridge, respectively. Each SM has four types of on-chip mem-
ories: register, shared memory, constant cache and texture cache. Since they are
on-chip memories, the constant cache and texture cache are utilised to speed up
the data fetching from the constant memory and texture memory, respectively.
Due to the fact that the shared memory is small, it is used for the duration of




different types of memories are illustrated in Table 2.7.2.
Table 2.1: GPU memory architecture.
Memory Location Cached Access Scope
register on-chip n/a r/w one thread
shared on-chip n/a r/w all threads in a block
global off-chip no r/w all threads + host
constant off-chip yes r all threads + host
texture off-chip yes r all threads + host
In CUDA C programming, the threads are grouped into a set of 3-D thread
blocks which are then organised as a 3-D grid. The kernels are defined on the host
using the CUDA C programming language. Then, the host issues the commands
that submit the kernels to devices for execution [93]. Only one kernel can be
executed at a given time. Once a thread block is distributed to an SM, the
threads are divided into groups of 32 parallel threads which are executed by SPs.
Figure 2.13: Brief overview of general GPU architecture.
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Each group of 32 parallel threads is known as a warp [92]. Therefore, the size









In recent years, computer stereo vision technique has been prevalently used in var-
ious prototype vehicle road tests to provide the depth information for autonomous
vehicles. This greatly helps to enhance the robustness of various subsystems,
e.g., lane detection and obstacle detection, in the Advanced Driver Assistance
Systems (ADAS). In this chapter, an efficient stereo matching algorithm based
on ground plane (GP) assumption is presented to acquire dense disparity maps
` for automotive applications. The estimated disparity maps are then utilised in
Chapter 4 to improve the process of dense vanishing point estimation. The pro-
posed algorithm is developed from [28], where the search range at the position of
(u, v) is propagated from three estimated neighbouring disparities `(u− 1, v+ 1),
`(u, v + 1) and `(u + 1, v + 1). Taking the advantage of search range propaga-
tion (SRP), only a small portion of disparity space needs to be taken into account,
which greatly reduces the expensive computations. In order to further improve
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the execution speed of the algorithm, the standard NCC cost function is factorised
into five independent parts. The computations of µl, µr, σl and σr are accelerated
using four integral images Il, Ir, Il2 and Ir2 and their values are stored in a static
program storage for direct indexing. The parallel computing architectures, i.e.,
OpenMP and CUDA, are also exploited for the real-time purpose. The experi-
mental results illustrate that the proposed stereo matching algorithm is capable
of providing dense disparity information with a low percentage of error pixels and
the implementation on GPU performs in real time. The main contributions of
this Chapter are published in [11] and [94].
The remainder of this chapter is organised as follows: Section 3.1 gives an
overview of the proposed system. Section 3.2 describes the proposed dispar-
ity estimation algorithm. Section 3.3 discusses the implementations on a multi-
threading CPU and a GPU. Section 3.4 illustrates the experimental results and
Section 3.5 concludes the chapter.
3.1 System Overview
As discussed in Section 2.3, matching speed and disparity accuracy are two key
aspects of computer stereo vision. Although the global algorithms can provide
some accurate disparity maps by solving the stereo matching problem using some
sophisticated optimisation techniques, e.g., GC and BP, it is very challenging for
them to achieve real-time performance without specialised hardware accelerators
[13]. On the other hand, some efficient local algorithms, e.g., SRP, GCS and
DTSM, are developed based on Search Range Constraints (SRC). These algo-
rithms not only greatly reduce the mismatches caused by ambiguities but also
ensure a good performance in terms of speed. To further boost the processing
speed and at the same time minimise expensive computations, the cost functions
can be simplified. For example, Lin et al. proposed an optimisation methodology
for the computation of the NCC by dividing the standard equation into four in-
dependent parts and accelerating their computations using sliding windows (SW)
[95]. Compared with the SW, integral image is a more efficient algorithm in terms
of computing µ and σ. Using an integral image, the sum of pixel intensities over a
rectangular region of the image can be calculated with only four operations [96].
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Therefore, the proposed system is developed from the algorithm in presented [28]
and the process of stereo matching is further accelerated using integral images.
The proposed algorithm in this chapter consists of three main steps: µ and
σ memorisation, disparity estimation for row vmax with a full search range, and
disparity estimation for the rest of image with a propagated search range. The
incorrect disparities in the occluded areas are also removed using the LRC check.
To yield a real-time performance, the proposed algorithm is implemented on an
eight-thread CPU using OpenMP and a state-of-the-art GPU using CUDA.
3.2 Algorithm Description
3.2.1 Memorisation
In this chapter, the input stereo image pairs are assumed to be well-rectified.
Due to the insensitivity to the intensity difference, the NCC is utilised as the
cost function to measure the similarity between two blocks, as shown in Eq. 2.37.
Each block chosen from the left image (see Figure 3.4a) is matched with a series
of blocks on the same epipolar line in the right image (see Figure 3.4b). The block
pair with the highest correlation cost is then selected as the best correspondence,
and the shifting distance between them is the desirable disparity d.
However, when the left block is selected, the computations of µl and σl are
always repeated because d is only used to select the positions of the right blocks




Figure 3.2: Integral image processing. (a) original image. (b) integral image.
for stereo matching, as shown in Figure 3.1. The computations of µr and σr
are also repeated because each right block needs to be compared with a set of d
left blocks on the same epipolar line. Therefore, the four independent parts µl,
µr, σl and σr can be pre-calculated and stored in a static program storage for
direct indexing. The integral images can be used to compute µl and µr efficiently
[97], which is illustrated in Figure 3.2. The integral image algorithm consists of
two steps: integral image initialisation and value indexing from the initialised
reference. In the first step, for a discrete image i whose pixel intensity at (u, v) is





Algorithm 1 details the implementation of the integral image initialisation,
where I is calculated serially based on its previous neighbouring results to min-
imise unnecessary computations.
After initialising an integral image, the sum s(u, v) of pixel intensities within a
square block whose side length is 2ρ+1 and centre is (u, v) can be computed using
four references r1 = I(u+ρ, v+ρ), r2 = I(u−ρ−1, v−ρ−1), r3 = I(u−ρ−1, v+ρ)
and r4 = I(u+ ρ, v − ρ− 1) as follows:
s(u, v) = r1 + r2 − r3 − r4 (3.2)
The mean µ(u, v) = s(u, v)/n of the intensities within the selected block is
41
3. REAL-TIME DISPARITY MAP ESTIMATION SYSTEM BASED
ON OPTIMISED NORMALISED CROSS-CORRELATION AND
PROPAGATED SEARCH RANGE
Algorithm 1: Integral image initialisation
Input : original image: i
Output: integral image: I
1 I(umin, vmin)← i(umin, vmin);
2 for u← umin + 1 to umax do
3 I(u, vmin)← I(u− 1, vmin) + i(u, vmin);
4 end
5 for v ← vmin + 1 to vmax do
6 I(umin, v)← I(umin, v − 1) + i(umin, v);
7 end
8 for u← umin + 1 to umax do
9 for v ← vmin + 1 to vmax do
10 I(u, v)← I(u, v − 1) + I(u− 1, v)
11 −I(u− 1, v − 1) + i(u, v);
12 end
13 end
then stored in a static program storage for the computations of σ and c. To
simplify the computations of σl and σr, we rearrange Eq. 2.38 and Eq. 2.39 as




























2 can be accelerated by initialising two integral images Il2 and Ir2 as the














Therefore, the standard deviations σl and σr can also be calculated and stored
in a static program storage for the efficient computation of cNCC as follows:








il(x, y)ir(x− d, y)− nµlµr
]
(3.6)
According to Eq. 3.6, only
∑
ilir needs to be calculated during the stereo
matching. Hence, with the values of µl, µr, σl and σr able to be indexed directly,
Eq. 2.37 is simplified as a dot product. The performance improvement achieved
by factorising the NCC equation will be discussed Section 3.4.
3.2.2 Search Range Propagation
In this paper, the disparities are estimated iteratively row by row from row vmax
to row vmin. In the first iteration, the stereo matching goes for a full search range
SR = {sr|sr ∈ [dmin, dmax]}. Then, the search range for stereo matching at
the position of (u, v) is propagated from three estimated neighbouring disparities
`(u−1, v+1), `(u, v+1) and `(u+1, v+1) using Eq. 3.7 [11], where τ is the bound
of the search range and it is set to 1 in the proposed system. The estimated left
and right disparity maps, i.e., `lf and `rt, are illustrated in Figure 3.4c and Figure
3.4d, respectively. More details on the SRP-based disparity estimation are given
in algorithm 2. The performance of the SRP-based stereo will be discussed in
Section 3.4.
Figure 3.3: Search range propagation.
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{sr|sr ∈ [`(k, v + 1)− τ, `(k, v + 1) + τ ]} (3.7)
Algorithm 2: SRP-based disparity map estimation
Input : left image, right image;
left mean map, right mean map;
left standard deviation map, right standard deviation map;
Output: disparity map
1 estimate the disparities for row vmax;
2 for v ← vmax − 1 to vmin do
3 for u← umin to umax do
4 propagate the search range from row v + 1 using Eq. 3.7;
5 estimate the disparity for (u, v);
6 end
7 end
3.2.3 Left-Right Consistency Check
For various disparity map estimation algorithms, the pixels that are only visible
in one disparity map are a major source of the matching errors. Due to the
uniqueness constraint of the correspondence, for an arbitrary pixel (u, v) in the left
disparity map `lf , there exists at most one correspondence in the right disparity
map `rt, namely [18]:
`lf (u, v) = `rt(u− `lf (u, v), v) (3.8)
Pixels that are only visible in one disparity map are marked as uncertainties.
A left-right consistency check is performed to remove these half-occluded areas.
Although the LRC check doubles the computational complexity by re-projecting
the computed disparity values from one image to the other one, most of the
incorrect half-occluded pixels can be removed and an outlier can be found. For
the estimation of `rt, the memorisation of µl, µr, σl and σr is unnecessary because
they have already been calculated when estimating `lf . More details on the LRC






Figure 3.4: Disparity map estimation. (a) left image. (b) right image. (c) left
disparity map `lf . (d) right disparity map `rt. (e) left disparity map processed
with the LRC check. (f) right disparity map processed with the LRC check.
Algorithm 3: LRC check
Input : left disparity map: `lf
right disparity map: `rt
Output: disparity map: `
1 for v ← vmin to vmax do
2 for u← umin to umax do
3 if abs(`lf (u, v)− `rt(u− `lf (u, v), v)) > trLRC then
4 `(u, v)← 0;
5 else
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this chapter. The corresponding LRC check results are shown in Figure 3.4e and
Figure 3.4f.
3.3 Implementations
The main purpose of this chapter is to improve the processing speed of the al-
gorithm proposed in [28]. To achieve a real-time performance, the proposed
algorithm is implemented on an Intel Core i7-4720HQ CPU and an NVIDIA
GTX 970M GPU using OpenMP and CUDA, respectively. The implementation
procedures are details in this section.
3.3.1 CPU Implementation
This subsection presents the details on the CPU implementation using eight
threads. The performance results with different number of threads will be dis-
cussed in Section 3.4.
The integral images are first initialised serially using one thread. Then, the
for loops in memorisation stage are divided among eight threads using omp for
clause. dynamic is selected as the scheduling model because it performs better
in terms of distributing unequal subtasks to each thread. When a thread finishes
the execution of a chunk of data, it retrieves the next chunk. Meanwhile, µl, µr,
σl and σr are declared as private variables to make each thread have its own copy.
As for the synchronisation, nowait clause is utilised to ignore the implicit barrier
of for pragma. The rest of the algorithm is parallelised using omp sections, and
the serial code is equally divided into eight sub-blocks to execute concurrently.
Finally, the result from each thread is combined to obtain the disparity map.
3.3.2 GPU Implementation
Graphics cards have been widely used to accelerate the processing of various 3-
D computer vision algorithms which are computationally intensive but can be
executed efficiently in parallel. In the GPU architecture, a thread is more likely
to fetch the memory from the closest addresses that its nearby threads accessed,
which makes the use of cache impossible [92]. Therefore, the author utilises the
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texture memory which is read-only and cached on-chip to optimise the caching for
2-D spatial locality during the stereo matching. Firstly, two 2-D texture objects
are created for the left and right images. Then, the texture objects are bound
directly to the address of the global memory. The value of a pixel il(x, y) or
ir(x, y) is then fetched from the texture memory to reduce the memory requests
from the global memory. In the memorisation stage, the images are divided into a
group of 32×8 thread blocks, and each of them is divided into eight warps which
are then processed in parallel by a set of SPs. Then the disparities on row vmax are
estimated in parallel using a set of 64 × 1 thread blocks. The image intensities
il and ir are also fetched from the texture references for the computation of∑
ilir, whereas the values of µl, µr, σl and σr are indexed directly from the
global memory to reduce the unnecessary computations. As for the disparity
estimation for the rest of the disparity map, the search range at the position of
(u, v) is independent to the horizontal neighbouring disparities at the position of
Figure 3.5: Experimental results of KITTI stereo 2012 dataset [5]. ρ and τ are
set to 5 and 1, respectively.
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Figure 3.6: Processing speed with respect to different number of threads.
(u − 1, v) and (u + 1, v), and only relies on the previously estimated disparities
located on row v + 1. Therefore, the proposed algorithm is performed iteratively
from row vmax to row vmin, and each row is processed in parallel using the strategy
described in algorithm 2.
3.4 Experimental Results
The proposed disparity estimation algorithm is evaluated using the KITTI stereo
2012 dataset [5]. Some examples of the experimental results are shown in Figure
3.5, where the first column illustrates the input left gray-scale images, the second
column shows the ground truth disparity maps, and the third column depicts our
experimental results. The overall percentage of the error pixels is approximately
6.82% (error threshold: two pixels), which is around half of the rate obtained
when using the GCS.
The proposed disparity estimation algorithm is implemented in C language on
an Intel Core i7-4720HQ CPU (frequency: 2.6 GHz, the number of cores: 4) and
an NVIDIA GTX 970M GPU (memory clock: 2500 MHz, the number of cuda
cores: 1280). Firstly, the CPU performance with different number of threads is
evaluated, as shown in Figure 3.6. It can be seen that the execution speed using
two threads is twice than that using a single thread. However, the performance
improvement becomes less distinct with increasing number of threads.
Next, the performance with respect to different values of ρ and τ is discussed.
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Table 3.1: Processing speed of the proposed algorithm.
Platform CPU threads τ ρ fps
CPU 8 1 3 18
CPU 1 1 3 4
GPU N/A 1 3 37
GPU N/A 1 5 32
GPU N/A 2 5 24
Table 3.2: Comparison between the algorithm in [28] and the proposed algorithm
in terms of processing speed (unit: fps).






The runtime of the algorithm on different platforms using different parameters is
shown in Table 3.1. It can be observed that the execution speed of the algorithm
decreases when either ρ or τ increases. Compared with the performance of CPU
implementation using a single thread, the implementation on GPU speeds up the
algorithm execution by around nine times. A speed of 37 fps is achieved when ρ
and τ are set to 3 and 1, respectively.
After the memorisation, the values of µ and σ can be accessed directly from
a static program storage for stereo matching, which greatly boosts the algorithm
execution. The performance improvement achieved by using memorisation is
shown in Figure 3.7, where tNCC and tNCCM represent the runtime of the conven-
tional NCC-based stereo and the runtime of NCC-based stereo optimised with
memorisation. From Figure 3.7, it can be seen that the memorisation speeds up
the algorithm execution by about two times.
Furthermore, the comparison between the algorithm in [28] and the proposed
algorithm in terms of processing speed is provided in Table 3.2, where both of
the two algorithms are run on the GTX 970M GPU.
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Figure 3.7: Runtime performance with respect to different values of ρ.
3.5 Conclusion
A real-time stereo vision system was presented in this chapter. To reduce the
computational complexity, the standard NCC equation was factorised into five
independent parts and their computations were accelerated using integral images.
Furthermore, the search range at the position of (u, v) was propagated from three
estimated neighbouring disparities `(u− 1, v + 1), `(u, v + 1) and `(u+ 1, v + 1).
This not only speeds up the algorithm execution but also reduces the ambiguities
during the stereo matching. The incorrect disparities in the occluded areas were
also removed by performing the LRC check, which further improves the accuracy
of the estimated disparity maps. The proposed algorithm was implemented on a
multi-threading CPU and a GPU using OpenMP and CUDA, respectively. The






System Based on Dense
Vanishing Point Estimation
The detection of multiple curved lane markings on a non-flat road surface is still
a challenging task for vehicular systems. To make an improvement, the depth
information can be used to enhance the robustness of the lane detection systems.
In this chapter, the proposed lane detection system is developed from [6] where
the estimation of the dense vanishing point pvp = [uvp, vvp]
> is further improved
using the disparity information. However, the outliers in the LSF severely affect
the accuracy when estimating the vanishing point. Therefore, in this chapter
the RANSAC is used to update the parameters of the road model iteratively
until the percentage of the inliers exceeds a pre-set threshold. This significantly
helps the system to overcome some suddenly changing conditions. Furthermore,
the author proposes a novel lane position validation approach which computes
the energy of each possible solution and selects all satisfying lane positions for
visualisation. The proposed system is implemented on a heterogeneous system
which consists of an Intel Core i7-4720HQ CPU and an NVIDIA GTX 970M
GPU, and a processing speed of 143 fps has been achieved. Moreover, in order to
evaluate the detection precision, 2495 frames including 5361 lanes are tested. It is
shown that the overall successful detection rate is 99.5%. The main contributions
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Figure 4.1: The block diagram of the proposed lane detection system.
of this chapter are published in [6] and [94].
4.1 System Overview
The proposed multiple lane detection system is composed of four main compo-
nents: disparity map estimation, dense vvp estimation, dense uvp estimation and
lane position validation. The block diagram of the proposed system is illustrated
in Figure 4.1, where procedures 1 to 5 are processed on a GPU because they are
more efficient for parallel processing but the serially-efficient procedures 6 to 12
are executed on a CPU.
Firstly, a disparity map is estimated using the algorithm described in Chapter
3. The disparity map is mainly used for:
• estimation of dense vvp,
• road surface estimation, and
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• elimination of the redundant information.
In this chapter, the road surface is not assumed to be flat and the projection of
the road disparities on the v-disparity map is modelled as a parabola. Compared
with some quadratic pattern detectors, Dynamic Programming (DP) is a more
efficient way to extract the path with the highest accumulations from the v-
disparity map. The extracted path is then interpolated into a parabola using the
LSF. However, the outliers in the LSF severely affect the accuracy of the vanishing
point estimation. Therefore, the author proposes to update the parabola function
iteratively using the RANSAC until the percentage of the inliers exceeds a pre-
set threshold. This greatly improves the robustness of the proposed system.
Since the bilateral filter performs better than the median filter in terms of edge
preservation and noise elimination, it is utilised to reduce the unnecessary edges
before estimating uvp. vvp and the orientation of each edge point in the road
surface area are then used to estimate uvp, where the RANSAC is employed to
minimise the influence of the outliers on the LSF. An arbitrary lane marking
or road boundary can thus be extracted using the vanishing point information.
Finally, the author proposes a novel lane position validation approach which
computes the energy of each possible solution and selects all satisfying lanes for
visualisation.
The remainder of this chapter is structured as follows: Section 4.2 describes
the proposed lane detection system. Section 4.3 evaluates the experimental re-
sults. Section 4.4 summarises the chapter.
4.2 System Description
4.2.1 Disparity Map Estimation
Since the stereo vision system presented in Chapter 3 greatly improves the trade-
off between accuracy and speed, it is employed in this chapter to acquire the
disparity information for the proposed lane detection system.
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4.2.2 Dense vvp Estimation
Since Labayrade et al. proposed the concept of “v-disparity” in 2002 [75], dispar-
ity information has been widely used to improve the detection of either obstacles
or lanes. The v-disparity map is created by computing the histogram of each
horizontal row of the disparity map. An example of the v-disparity map is shown
in Figure 4.2a, which has two axes: disparity d and row number v. The value
mv(d, v) represents the accumulation at the position of (d, v) in the v-disparity
map. In [50], Hu et al. proved that the disparity projection of a flat road on the
v-disparity map is a straight line: d = f(v) = α0 + α1v. The parameter vector
α = [α0, α1]
> can be obtained by using some linear pattern detectors, such as
the Hough Transform (HT) [42, 98]. In this chapter, the disparity projection of a
non-flat road surface on the v-disparity map is represented by a parabola model
d = f(v) = β0 + β1v + β2v
2. In this case, the DP is more efficient than some
quadratic pattern detectors in terms of searching for every possible solution. The
path with the highest accumulations can be extracted by minimising the energy
in Eq. 4.1, where the term Edata penalises the solutions that are inconsistent
with the observed data, Esmooth enforces the piecewise smoothness and λ is the
smoothness parameter.
E = Edata + λEsmooth (4.1)
Eq. 4.1 is solved iteratively starting from d = dmax and going to d = 0. In
the first iteration, Esmooth = 0 and Edata = −mv(dmax, v). Then, E is computed
based upon the previous iterations:
E(v)d = −mv(d, v) + min
τv
[E(v − τv)d+1 − λvτv], s.t. τv ∈ [0, 6] (4.2)
In each iteration, the index position of the minimum is saved into a buffer
for the extraction of the desirable path. The buffer has the same size as the
v-disparity map. The solution Mv = [d,v]
> ∈ Rk×2 with the minimal energy
is then selected as the optima, which is plotted in blue as shown in Figure 4.2.
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The blue path includes k points. The two column vectors v = [v0, v1, . . . , vk−1]
>
and d = [d0, d1, . . . , dk−1]
> record the row numbers and the disparity values,
respectively. Therefore, the parameter vector β = [β0, β1, β2]
> can be estimated
by solving the least squares problem in Eq. 4.3. The parabola: f(v) = β0 +β1v+
β2v
2 is plotted in red, as shown in Figure 4.2b and Figure 4.2c.




(dj − (β0 + β1vj + β2vj2))2 (4.3)
From Figure 4.2b, it can be observed that the outliers severely affect the
accuracy of the LSF. To improve vvp estimation, the RANSAC is utilised to
update the inlier set I and the parameter vector β iteratively. This procedure
is detailed in algorithm 4.
To determine whether a given candidate [dj, vj]
> belongs to I , the corre-
sponding squared residual rj = (dj − f(vj))2 needs to be computed. If rj is
smaller than a pre-set tolerance trv, the candidate is marked as an inlier and I
(a) (b) (c)
Figure 4.2: DP and β estimation. (a) v-disparity map. (b) target solution
obtained in [6]. (c) target solution obtained in the proposed system. The blue





Algorithm 4: β estimation with the assistance of the RANSAC.
Input : optimal solution: Mv = [d,v]
>
Output: parameter vector: β
1 do
2 randomly select a specified number of candidates [dj, vj]
>;
3 fit a parabola to the selected candidates and get β;
4 determine the numbers of inliers and outliers: nI and nO ,
respectively;
5 remove the outliers from Mv;
6 while nI /(nI + nO) < εv;
7 interpolate the candidates in the updated Mv into a parabola and get β;
is updated, where trv is set to 4 in this chapter. Otherwise, it will be marked as an
outlier and removed from Mv. The iteration works until the percentage of the in-
liers exceeds a pre-set threshold εv, where εv is set to 99%. Finally, the candidates
in the updated Mv are used to estimate the parameter vector β = [β0, β1, β2]
>.
Compared with the parabola obtained in [6], the parabola estimation with the
assistance of the RANSAC is more reliable and less affected by the outliers (an
example is shown in Figure 4.2c). vvp can be computed as follows:
vvp(v) = v −




4.2.3 Dense uvp Estimation
4.2.3.1 Sparse uvp Estimation
Before estimating uvp, the road surface area is first estimated by comparing the
difference between the actual and fitted disparity values. A pixel at (u, v) in the
disparity map ` is considered to be in the road surface area if it satisfies the
conditions |`(u, v) − f(v)| ≤ trRSE and f−1(0) ≤ v ≤ vmax, where f−1 is the
inverse function of f(v) = β0 + β1v + β2v
2 and trRSE = 3 is a threshold set to
remove the obstacles and potholes. The estimated road surface area is illustrated
in green as shown in Figure 4.3a. This greatly reduces the unnecessary edge
information used for dense uvp estimation. The procedures in the later sections
only focus on the road surface area.
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Figure 4.3: Sparse uvp estimation. (a) road surface estimation. (b) bilateral fil-
tering for Figure 3.4a. (c) edge detection result of Figure 3.4a. (d) edge detection
result of (b). (e) edge detection result of the median filtering output. (f) edges
in the road surface area. The green area in (a) illustrates the road surface. For
the process of the bilateral filtering, σs and σr are empirically set to 300 and 0.3,
respectively. The window sizes of the bilateral filter and the median filter are
11 × 11. The thresholds of the Sobel edge detection in (c), (d), (e) and (f) are
100. In the following procedures, only the edge pixels in (f) are considered.
Furthermore, the noise introduced in the imaging procedure makes the edge
detectors such as Sobel very sensitive to the blobs [99]. Therefore, a bilateral filter
is used to reduce the noise before detecting edges. Compared with the median
filter which was utilised in [6], the bilateral filter is more capable of preserving
edges when smoothing an image. The expression of a bilateral filter is shown as
follows [100]:















ωs(x, y) = exp
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i(x, y) is the intensity of the input image at (x, y) and ibf (u, v) is the intensity
of the filtered image at (u, v). The block size of the filter is (2% + 1)× (2% + 1),
and its centre is (u, v). The coefficients ωs and ωr are based on spatial distance
and colour similarity, respectively. σs and σr are the parameters of ωs and ωr,
respectively. In order to preserve only the edge information required for lane
detection, σs and σr are set to 300 and 0.3, respectively. The output of bilateral
filtering is shown in Figure 4.3b. The edge detection results of Figure 4.3b and
Figure 3.4a are illustrated in Figure 4.3d and Figure 4.3c, respectively. As for the
edge detection result of the median filtering output, it is depicted in Figure 4.3e.
Obviously, although the median filter has removed a lot of redundant edges, the
bilateral filter still achieves a better performance in terms of noise elimination
and edge preservation.
In the following procedures, only the pixels in the road surface area are con-
sidered. The edge map in the road surface area is shown in Figure 4.3f. The
sparse uvp of each edge pixel pe = [ue, ve]
> can be estimated using the following
equation:




where ∇(pe) = [gu, gv]> is the gradient of pe that can be approximated using a
Sobel operator, as shown in Eq.
gu =
+1 0 −1+2 0 −2
+1 0 −1
 ∗ ibf , gv =
+1 +2 +10 0 0
−1 −2 −1
 ∗ ibf (4.8)
gu and gv represent the vertical and horizontal gradients of pe, respectively.
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usvp(ue, ve) at the position of (ue, ve) is recorded in a 2-D sparse uvp map. It is to
be noted that usvp represents sparse uvp in this chapter.
Next, some details on the implementation are provided. As discussed in Sec-
tion 2.7, the constant memory is read-only and beneficial for the data that will
not change over the course of a kernel execution [92], therefore, two lookup ta-
bles are created on it to store the values of ωs and ωr, and the execution of the
bilateral filtering can be highly accelerated. As for the implementation of the
edge detection, due to the fact that the address of ibf (u, v) is always accessed
repeatedly when determining whether a neighbour of ibf (u, v) belongs to an edge
or not. Thus, a group of data ibf is first loaded into the shared memory for each
thread block. All threads within the same thread block will access the shared
data instead of fetching them repeatedly from the global memory. In order to
avoid the race conditions among different threads which run logically in parallel
instead of executing physically concurrently, the threads within the same thread
block need to be synchronised after they finish the data loading. Compared with
the implementation on a Core-i7 4720HQ CPU processing with a single thread,
the implementation on a GTX 970M GPU speeds up the execution of sparse usvp
estimation by over 74 times.
4.2.3.2 Dense uvp Accumulation
To acquire udvp information, the votes of u
s
vp within a rectangle of width 2w+1 are
accumulated, where w is set to 25 to accumulate as many votes as possible without
compromising the execution speed. It is to be noted here that udvp represents the
dense uvp. More details on the process of u
d
px accumulation are given in algorithm
5.
The initial step is to form a 1-D udvp histogram by accumulating the votes
from each edge pixel pe on row vmax−w. In order to ensure energy minimisation
rather than energy maximisation, the parameter m has to be a positive number
and it is simply set to 1 in this chapter. Then, the votes of usvp from each edge
pixel pe on row v − 1 are accumulated with the 1-D udvp histogram on row v to
form the 1-D udvp histogram on row v − 1. This works until the width of the
rectangle is able to reach 2w + 1. Then, the current rectangle is shifted slightly
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up to create another 1-D udvp histogram. In order to improve the computational
efficiency, SW algorithm is used to create 1-D udvp histograms. The votes that
appear on row v − w above from the current rectangle are subtracted and those
that appear on the bottom row of the previous rectangle are added. It is to be
noted here that more usvp votes correspond to a negatively higher value in the 2-D
udvp accumulator. This ensures the energy minimisation in the DP.
Furthermore, due to that the far field of the road may contain a higher lane
curvature, a thinner rectangle is more desirable for the top rows of the image [6].
Therefore, only the votes on row v + w + 1 are added to update the 1-D udvp his-
togram without the subtractions from the current rectangle. The SW algorithm
makes the 1-D udvp histogram update more efficiently by simply processing the
bottom row and the top row. The result of dense uvp accumulation is illustrated
Algorithm 5: Dense uvp accumulation.
Input : 2-D usvp map
Output: 2-D udvp accumulator
1 set all elements in udvp accumulator to 0;
2 for v ← vmax − 2w to vmax do
3 for u← umin to umax do
4 udvp(u
s
vp(u, v), vmax − w)← udvp(usvp(u, v), vmax − w)−m
5 end
6 end
7 for v ← vmax − w − 1 to f−1(0) + w do
8 for u← umin to umax do
9 udvp(u, v)← udvp(u, v + 1);
10 udvp(u
s
vp(u, v − w), v)← udvp(usvp(u, v − w), v)−m;
11 udvp(u
s
vp(u, v + w + 1), v)← udvp(usvp(u, v + w + 1), v) +m;
12 end
13 end
14 for v ← f−1(0) + w − 1 to f−1(0) do
15 for u← umin to umax do
16 udvp(u, v)← udvp(u, v + 1);
17 udvp(u
s









Figure 4.4: Dense uvp accumulation and estimation. (a) dense uvp accumulator.
(b) target solution obtained in [6]. (c) target solution obtained in the proposed
system. The blue paths are the optimal solutions obtained using the DP. g(v) =
γ0 + γ1v + γ2v
2 + γ3v
3 + γ4v
4 is plotted in red.
in Figure 4.4, where mu(u, v) represents the votes of uvp = u on row v.
4.2.3.3 uvp estimation
Similarly, udvp accumulator is optimised using the DP to extract the path with
the minimal energy, as shown in Eq. 4.1. In the first iteration, Esmooth = 0 and
Edata = mu(u, vmax). Then, E is computed based on the previous iterations:
E(u)v = mu(u, v) + min
τu
[E(uvp + τu)v+1 + λuτu], s.t. τu ∈ [−5, 5] (4.9)
The solution Mu = [u,v]
> ∈ Rt×2 with the minimal energy is then se-
lected as the optima, which is plotted in blue, as shown in Figure 4.4. The
blue path includes t points. The two column vectors u = [u0, u1, . . . , ut−1]
> and
v = [v0, v1, . . . , vt−1]
> record the column and row numbers, respectively. The
parameter vector γ = [γ0, γ1, γ2, γ3, γ4]
> can be estimated by solving the least
squares problem in Eq. 4.10. Here, the author uses the same strategy as the es-
timation of β. I and Mu are updated using the RANSAC until the percentage
of the inliers exceeds a pre-set threshold. Then, γ is obtained by fitting a quartic
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polynomial to the candidates in the updated Mu. Algorithm 6 provides more
details on γ estimation.




(uj − (γ0 + γ1vj + γ2vj2 + γ3vj3 + γ4vj4))2 (4.10)
Algorithm 6: γ estimation with the assistance of the RANSAC.
Input : optimal solution: Mu = [u,v]
>
Output: parameter vector: γ
1 do
2 randomly select a specified number of candidates [uj, vj]
>;
3 fit a quartic polynomial to the selected candidates and get γ;
4 determine the numbers of inliers and outliers: nI and nO ,
respectively;
5 remove the outliers from Mu;
6 while nI /(nI + nO) < εu;
7 fit a quartic polynomial to the candidates in the updated Mu and get γ;
To determine whether a given candidate [uj, vj]
> belongs to I , the corre-
sponding squared residual rj = (uj − g(vj))2 needs to be computed. If rj is
smaller than a pre-set threshold tru, the candidate is marked as an inlier and I
is updated, where tru is set to 16 in this chapter. Otherwise, it will be marked
as an outlier and removed from Mu. The iteration works until the percentage of
the inliers exceeds the pre-set threshold εu, where εu is set to 99% in this chapter.
Finally, γ can be estimated by fitting a quartic polynomial to the updated Mu.
Compared with the target solution obtained in [6], as shown in Figure 4.4b, the
target solution obtained in the proposed system is less affected by the outliers
(an example is shown in Figure 4.4c). In practical implementation, Eq. 4.10











1 v0 · · · v04





1 vt−1 · · · vt−14
 (4.12)
P is a Vandermonde matrix. κ0 is used to avoid the data overflow problem
caused by the higher order polynomials (e.g., when v = 375, v8 ≈ 4× 1020 which
is far beyond the significand range of long double type in C language). After
estimating γ, uvp can be computed as follows:




4.2.4 Lane Position Validation
pvp provides the tangential direction and the curvature information of lanes,
which can help to validate the lane positions. In [6], the authors formed a likeli-
hood function V (pe) = ∇(pe) ·cos(θpe−θpvp) for each edge point pe and selected
the plus-minus peak pairs for visualisation, where θpe is the angle between the
u-axis and the orientation of the edge point pe, and θpvp is the angle between the
u-axis and the radial from an edge pixel pe to pvp(ve). Although the peak pair
selection algorithm presented in [6] has achieved some impressive experimental
results, some inaccurate detections still occurred. In this chapter, the energy of
each possible solution is computed and all satisfying lane positions are selected
for visualisation. Algorithm 7 provides more details on the proposed approach.
For the dark-light transition of a lane marking, the value of gu is positive and
higher than the ones at the non-edge positions. As for the light-dark transition
of a lane marking, the value of gu is negative but its absolute value is still higher
than the ones at the non-edge positions [6]. Therefore, the task to validate lane
positions now only involves the estimation of the centre position of each pair
of dark-light and light-dark transitions. To reduce gu accumulation from the
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Algorithm 7: Lane position validation.
Input : pvp and gu
Output: lane position vector: δ
1 create two 2-D maps M0, M1 with the same size as the input image i;
2 set all elements in M0, M1 to 0;





y=−κ2 gu(u+ x, v + y)ωg(u+ x, v + y);
5 approximate the horizontal gradient of each point in M0 using the Sobel
operator and save the results in M1;
6 for k ← −tumax to tumax do
7 aggregate M1 from row vmax to row f
−1(0) to get the energy E;
8 H(k + tumax)← E;
9 end
10 if H(k) < min{H(k − 1),H(k + 1)} then
11 put k − tumax into δ;
12 end
13 remove the elements which are smaller than the threshold trLPV from δ;
14 remove the nearby candidates from δ;
15 multiple lanes visualisation;









, |θpe − θVp| ≤ π6
0, otherwise
(4.14)
where the step θs is set to π/36. The portion |θpe − θpvp |/θs is used to provide a
Gaussian weight so as to decrease the magnitude of noise pixels, where σg is set to
3.5 to ensure that the value of ωg can reach around 0.85 when |θpe − θpvp | = π/2.
Then, the values of guωg are summed within a shifting box to further reduce the
noise, where the box size is (2κ1 + 1)× (2κ2 + 1). Since a larger box size requires
more processing time, κ1 and κ2 are empirically set to 1 and 3, respectively.
The accumulation output is then saved in a 2-D map M0, where the horizontal
gradient from a dark-light peak to a light-dark peak is negative. To approximate
the horizontal gradients, the Sobel horizontal kernel is convoluted with M0 and
the convolution result is saved in M1. Then, the values of M1 are aggregated for
each possible solution from row vmax to row f
−1(0) as follows:
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E(v)uv = M1(uv, v) + λgE(v + 1)uv+1 (4.15)
where
uv =
uvp(v + 1) + vuv+1 − vvp(v + 1)uv+1
v + 1− vvp(v + 1)
(4.16)
In order to find all possible lane positions, t is set to 0.5. This implies that
u starts from −0.5umax and ends at 1.5umax. In the first iteration, a possi-
ble position (uvmax , vmax) is selected and the total energy E is simply set to
M1(uvmax , vmax). Then, pvp information is used to estimate the next position
(uvmax−1, vmax − 1) on the selected track. The energy E is updated using Eq.
4.15. Here, λg has been used for test purpose and the value of 1 has been found
to provide the good results during the experiments. The aggregation of M1 works
until v reaches f−1(0). For each lane starting from (uvmax , vmax), its total energy
is saved in a 1-D histogram H. Then, the local minima which are smaller than
a pre-set threshold trLPV are picked out. At the same time, if two local minima
are quite close to each other, the minima with a larger energy is ignored. Finally,
the lanes can be visualised by iterating Eq. 4.16. The lane detection results will
be discussed in section 4.3.
4.3 Experimental Results
Currently, it is impossible to access a satisfying ground truth dataset for the
evaluation of lane detection algorithms because accepted test protocols do not
usually exist [101]. Therefore, many publications related to lane detection only
focus on the quality of their experimental results [6]. For this reason, the author
compares the performance of the proposed system with [6] and [74] in terms
of both accuracy and speed. Some successful detection examples are shown in
Figure 4.5.
Firstly, the accuracy of the proposed algorithm is evaluated. The lane detec-
tion results of the proposed algorithm and the algorithms described in [6] and
[74] are detailed in Table 4.1, Table 4.2 and Table 4.3, respectively. To evalu-
ate the robustness of the proposed algorithm, eight sequences are selected from
the KITTI database (including two additional sequences) for tests: 2495 frames
66
4.3. EXPERIMENTAL RESULTS
containing 5361 lanes [35] (1637 lanes more than what were used in [6] and [74]).
The image resolution is 1242× 375 in sequences 1 to 6, 1241× 376 in sequence 7,
and 1238× 374 in sequence 8. From Table 4.1, it can be seen that the proposed
algorithm presents a better detection ratio, where 99.9% lanes are successfully
detected in sequences 1 to 7 (including all the sequences in Table 4.2 and Table
4.3), while the detection ratios of [6] and [74] are only 98.7% and 89.2%, respec-
tively. The comparison between some failed examples in [6] and the corresponding
results obtained using the proposed algorithm is illustrated in Figure 4.6.
Figure 4.5: Lane detection results. The red lines illustrate the detected lanes.
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Table 4.1: Detection results of the proposed algorithm.
Sequence Lanes Incorrect detection Misdetection
1 860 0 0
2 594 0 0
3 376 0 0
4 156 0 0
5 678 0 0
6 1060 1 2
7 644 0 0
8 993 18 7
Total 5361 19 9
Table 4.2: Detection results of [6].
Sequence Lanes Incorrect detection Misdetection
1 860 0 0
2 594 0 0
3 376 0 0
4 156 0 9
5 678 0 17
6 1060 14 7
Total 3724 14 33
Table 4.3: Detection results of [74].
Sequence Lanes Incorrect detection Misdetection
1 860 12 0
2 594 44 0
3 376 44 0
4 156 17 0
5 678 107 0
6 1060 180 0
Total 3724 404 0
In Figure 4.6a, it can be seen that the obstacle areas occupy a larger portion
than the road surface area, which severely affects the accuracy of vvp estimation.
When both inliers and outliers are used in the LSF, pvp differs too much from the







Figure 4.6: Comparison between some failed examples in [6] and the correspond-
ing results in this chapter. The green areas in the first column illustrate the road
surface. The red lines are the detected lanes. The first column illustrates the
failed examples in [6], and the second column shows the corresponding results of
the proposed system.
imprecise detection and a misdetection. In Figure 4.6b, it can be seen that the
LSF considering only inliers increases the precision of vvp estimation significantly.
Moving to the second row, an over-curved lane can be seen in Figure 4.6c. When
we estimate β and γ with the assistance of the RANSAC, the improvement can
be observed in Figure 4.6d, where a more reasonable lane is detected. In Figure
4.6e, the lane near the left road boundary is misdetected because the low contrast
between lane and road surface reduces its magnitude in the stage of lane position
validation. In Figure 4.6g, an incorrect detection occurs because a road marking
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is more contrastive to the road surface. In Section 4.2.4, a more effective piecewise
weighting ωg is proposed to update gu for the edge pixels. Then, gu of the non-
lane edges reduces significantly, which therefore greatly helps the system to avoid
the incorrect detections of some lane markings. Also, guωg within a shifting box
is summed for each position. This increases the magnitude of the lanes which
are lowly contrastive to the road surface. The misdetections in Figure 4.6e and
Figure 4.6g are thus detectable, and the failed detection in Figure 4.6g is also
corrected. The corresponding results are shown in Figure 4.6f and Figure 4.6h.
In practical experiments, the failed cases consist of misdetections and incor-
rect detections. The misdetections are mainly caused by: image over-exposure,
partially occluded by the obstacles, forks on the road. The corresponding exam-
ples are illustrated in Figure 4.7a, Figure 4.7b and Figure 4.7c, respectively. In
Figure 4.7a, due to the image over-exposure, the edges pixels on lane 1 are rare,
which leads to its misdetection. In Figure 4.7b, it can be seen that the vehicles




Figure 4.7: Examples of the failed detections in this chapter.
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of guωg when trying to validate the lane positions, which makes lane 1 and lane
2 undetectable. In Figure 4.7c, lane 2 forks from lane 1, and thus, has a different
curvature information from lane 1, which therefore causes the misdetection.
For the factors leading to incorrect detections, the author groups them into
three main categories: ambiguous disparity projection of a road surface on the
v-disparity map; pvp that does not exist in the image; different roadways, which
are presented in Figure 4.7d, Figure 4.7e and Figure 4.7f, respectively. In Figure
4.7d, the obstacles, e.g., vehicles and trees, take a big portion in the image.
Therefore, when d is around 0, mv is mainly accumulated by the pixels on the
obstacles and sky, which affects the accuracy of vvp estimation. This further
makes the detected lane markings slightly above the ground truth when they
move to the boundary between the road surface and sky. In Figure 4.7e, pvp
does not exist, which affects the detection results. In Figure 4.7f, there are two
different roadways: roadway between lane 1 and lane 2; roadway between lane
2 and lane 3. The second roadway turns right and therefore has a different pvp
from the first roadway, which leads to an imprecise detection of lane 3.
Finally, the processing speed is discussed. The algorithm is implemented
on a heterogeneous system consisting of an Intel Core i7-4720HQ CPU and an
NVIDIA GTX 970M GPU. The GPU has 10 Streaming Multiprocessors with 128
CUDA cores on each of them. The runtime of the proposed system is around 7
ms (excluding the runtime of the disparity estimation), which is approximately
38 times faster than the lane detection algorithm proposed in [6] where 263 ms
was achieved on an Intel i5-5300U CPU (frequency: 2.3GHz, the number of
cores: 2). The authors believe that the failed cases can be reduced in the future
by adding a lane tracking algorithm. The demo videos are available at: http:
//www.ruirangerfan.com
4.4 Conclusion
A multiple lane detection system was presented in this chapter. The novelties
include: an improved dense vanishing point estimation method, a novel lane po-
sition validation algorithm and a real-time implementation on a heterogeneous
system. To evaluate the performance, 5361 lanes from eight datasets were tested.
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The experimental results illustrate that the proposed algorithm works more accu-
rately and robustly than the state-of-the-art lane detection algorithm presented
in [6]. By highly exploiting the GPU architecture and allocating different parts
of the proposed algorithm on different platforms for execution, a high processing





Road Surface 3-D Reconstruction
Based on Dense Subpixel
Disparity Map Estimation
Various 3-D reconstruction methods have enabled civil engineers to detect dam-
age on a road surface. To achieve the millimetre accuracy required for road
condition assessment, a disparity map with subpixel resolution needs to be used.
However, none of the existing stereo matching algorithms are specially suitable
for the reconstruction of the road surface. Hence in this chapter, a novel dense
subpixel disparity estimation algorithm with high computational efficiency and
robustness is proposed. This is achieved by first transforming the perspective
view of the target frame into the reference view, which not only increases the
accuracy of the block matching for the road surface but also improves the pro-
cessing speed. The disparities are then estimated using the algorithm presented
in Chapter 3. Since the search range is obtained from the previous iteration,
errors may occur when the propagated search range is not sufficient. Therefore,
a correlation maxima verification is performed to rectify this issue, and the sub-
pixel resolution is achieved by conducting a parabola interpolation enhancement.
Furthermore, a novel disparity global refinement approach developed from the
Markov Random Fields and Fast Bilateral Stereo is introduced to further im-
prove the accuracy of the estimated disparity map, where disparities are updated
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Figure 5.1: Stereo vision-based road surface 3-D reconstruction system workflow.
iteratively by minimising the energy function that is related to their interpolated
correlation polynomials. The algorithm is implemented in C language with a
near real-time performance. The experimental results illustrate that the absolute
error of the reconstruction varies from 0.1 mm to 3 mm. The main contributions
of this chapter are published in [40].
5.1 System Overview
The aim of this chapter is to reconstruct the road scenes for pothole detection.
In this regard, the proposed disparity estimation algorithm is developed from the
work presented in Chapter 3. To assess the condition of a road surface, millimetre
accuracy is desired in 3-D reconstruction and thus disparities in subpixel resolu-
tion are inevitable. Therefore, the correlation costs around the initial disparity
are interpolated into a parabola and the position of the extrema is selected as the
subpixel disparity. However, the subpixel disparity maps obtained from parabola
interpolation are still unsatisfactory because the correlation costs of neighbour-
hood systems are not aggregated before finding the best disparities. To aggregate
neighbouring costs adaptively, some authors have proposed to filter the whole cost
volume with a bilateral filter since it provides a feasible solution for the initial
message passing problem on a fully connected MRF [18]. These algorithms are
also known as FBS [54–56]. However, the intensive computational complexity in-
troduced when filtering the whole cost volume severely impacts on the processing
speed. In this regard, the author believes that only the candidates around the
best disparities need to be processed and a novel disparity refinement approach is
proposed in this work. The workflow of the proposed road surface 3-D reconstruc-
tion system is depicted in Figure 5.1. Firstly, the perspective view of the road
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surface in the target image is transformed into its reference view, which greatly
enhances the similarity of the road surface between the two images. Since the
propagated search range is sometimes insufficient, the desirable disparities have
to be further verified to ensure they possess the highest correlation costs. The
latter ensures the feasibility of parabola interpolation-based subpixel enhance-
ment. To further optimise the obtained subpixel disparity map, the interpolated
parabola functions f(d) are set as the labels in the MRF because they contain
the information of both disparity values and correlation costs. By updating the
parabola functions f(d) and subpixel disparities ds iteratively, a disparity in a
continuous area becomes smooth but it is preserved when discontinuities occur.
Finally, each 3-D point on the road surface is computed based on its projections
on the left and right images. The reconstruction accuracy is evaluated using three
sample models (see subsection 5.3.1 for more details). The datasets are publicly
available at: http://www.ruirangerfan.com.
The rest of the chapter is structured as follows: Section 5.2.1 presents a novel
perspective transformation (PT) method. Section 5.2.2 describes a subpixel dis-
parity estimation algorithm. A disparity map global refinement approach is intro-
duced in section 5.2.3. In Section 5.2.4, the disparity map is post-processed and
the 3-D road surface is reconstructed. In Section 5.3, the experimental results are
illustrated and the performance of the proposed algorithm is evaluated. Finally,
Section 5.4 summarises the chapter.
5.2 Algorithm Description
5.2.1 Perspective Transformation
In this chapter, the proposed algorithm focuses entirely on the road surface which
can be treated as a GP. To enhance the accuracy of stereo matching, the author
first draws on the concept of ground plane constraint in [102] and [103] to trans-
form the perspective views of two images before estimating their disparities. GP
constraint is commonly used in a wide range of obstacle detection systems, where
the image on one side is set as the reference and the other image is transformed
into the reference view. Pixels arising from the GP satisfy the same affine trans-
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formation while an object above the GP will not be transformed successfully
[102]. Referring to the experimental results in [103], pixels from an obstacle are
distorted in the transformed image. Nevertheless, the GP in the transformed
image looks more similar to its reference view. Therefore, a perspective transfor-
mation makes the obstacle areas noisy and unreliable but greatly enhances the
similarity of the road surface between two images.
As discussed in Section 2.2.5.3, a homograph matrix H can be used to distin-
guish obstacles from the ground plane [102]. Generally, H can be estimated with
at least four pairs of correspondences pl = [ul, vl]
> and pr = [ur, vr]
> [8]. Hattori
et al. proposed a pseudo-projective camera model where several assumptions are
made about road geometry to simplify the estimation of H [102]. In this chapter,
the author improves on their algorithm by considering the following hypotheses:
• Kl and Kr in Eq. 2.25 are identical.
• R in Eq. 2.25 is an identity matrix.
• t in Eq. 2.25 is in the same direction as the XW -axis.
• the road surface in Eq. 2.23 is a horizontal plane: n1Y W + β = 0.
• rotation of the stereo rig is only about the XW -axis.
For a perfectly-calibrated stereo rig, vl = vr = v. The disparity is defined as




(f sin θ − v0 cos θ)− v
Tcn1
β
cos θ = α0 + α1v (5.1)
where θ is the pitch angle between the stereo rig and the road surface (an example
can be seen in Figure 5.6a), f is the focus length of the cameras, Tc is the base-
line, and (u0, v0) is the principal point in pixel. When θ = π/2, d = −fTcn1/β
is a constant. Otherwise, d is proportional to v [50]. This implies that a per-
spective distortion always exists for the GP in two images, which further affects
the accuracy of block matching. Therefore, the PT aims to make the GP in the
transformed image similar to that in the reference frame.
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Figure 5.2: BRISK-based on-road keypoints detection and matching between the
left and right images.
Algorithm 8: Perspective transformation.
Data: πl and πr
Result: α = [α0, α1]
>
1 detect and match the keypoints in the left and right images;
2 if |vli − vri| > ε or uli − uri < 0 then
3 remove pli and pri from Ql and Qr, respectively;
4 estimate α using the least squares fitting;
5 all points in the target image are shifted α0 + α1v − δ pixels to the
reference view;
Now, the PT can be straightforwardly realised using parametersα = [α0, α1]
>.
The proposed PT is detailed in algorithm 8. α can be estimated by solving a least
squares problem with a set of reliable correspondences Ql = [pl1,pl2, . . . ,plm]
>
andQr = [pr1,pr2, . . . ,prm]
>. In this chapter, Binary Robust Invariant Scalable
Keypoints (BRISK) is utilised to detect and match Ql and Qr. It allows a faster
execution to achieve approximately the same number of correspondences as Scale-
Invariant Feature Transform (SIFT) and Speeded-Up Robust Features (SURF)
[104]. An example of on-road keypoints detection and matching is illustrated in
Figure 5.2.
Since outliers can severely affect the accuracy of least squares fitting, the
less reliable correspondences are first removed before estimating α, where ε is
proposed to be 1. For the left disparity map `lf estimation, each point on row v
in πr is shifted α0 + α1v − δ pixels to the right, where δ is a constant set to 20
(for dataset 1 and 2) or 30 (for dataset 3) to guarantee that all the disparities





Figure 5.3: Perspective transformation. (a) left image. (b) right image. (c)
transformed right image. (d) transformed left image. (a) and (c) are used as the
input left and right images for the left disparity map estimation. (d) and (b) are
used as the input left and right images for the right disparity map estimation.
when πr is served as the reference. An example of perspective transformation is
presented in Figure 5.3. The performance improvements achieved by using the
PT will be discussed in Section 5.3.
5.2.2 Subpixel Disparity Map Estimation
As compared to many other stereo matching algorithms which aim at automotive
applications, the trade-off between speed and precision has been greatly improved
in the stereo vision system presented in Chapter 3. The left and right disparity
maps, `lf and `rt are shown in Figure 5.4a and Figure 5.4b. The left disparity
map after the LRC check processing is illustrated in Figure 5.4c.
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5.2.2.1 CMV
Since the search range propagates using Eq. 3.7, errors may occur in subpixel
enhancement when cNCC(u, v, d − 1) or cNCC(u, v, d + 1) is not computed and
compared with cNCC(u, v, d). Therefore, CMV will run until the correlation cost
of the disparity is a local maxima. More details are provided in algorithm 9.
Algorithm 9: Correlation maxima verification
Data: disparity map `
Result: correlation maxima verified disparity map `cmv
1 if cNCC(u, v, d) > max{cNCC(u, v, d− 1), cNCC(u, v, d+ 1)} then
2 `cmv(u, v)← `(u, v);
3 else if cNCC(u, v, d− 1) < cNCC(u, v, d) < cNCC(u, v, d+ 1) then
4 repeat
5 compute cNCC(u, v, d+ k), k ≥ 2;
6 until cNCC(u, v, d+ k) < cNCC(u, v, d+ k − 1);
7 `cmv(u, v)← d+ k − 1;
8 else
9 repeat
10 compute cNCC(u, v, d− k), k ≥ 2;
11 until cNCC(u, v, d− k) < cNCC(u, v, d− k + 1);
12 `cmv(u, v)← d− k + 1;
13 end
5.2.2.2 Subpixel Enhancement
In this chapter, the road surface application requires a millimetre accuracy in
3-D reconstruction. A disparity error larger than one pixel may result in a non-
neglected difference in the reconstructed road surface [105]. Therefore, subpixel
resolution is inevitable to achieve a highly accurate result.
For each pixel whose disparity d is `(u, v), a parabola is fitted to three cor-
relation costs cNCC(u, v, d − 1), cNCC(u, v, d) and cNCC(u, v, d + 1) around the
initial disparity d. The centreline of the parabola is selected as the subpixel
displacement ds as follows [56]:
ds = d+
cNCC(u, v, d− 1)− cNCC(u, v, d+ 1)






Figure 5.4: Subpixel disparity map estimation. (a) left disparity map. (b) right
disparity map. (c) left disparity map processed with the LRC check. (d) subpixel
disparity map.
Since the CMV guarantees that cNCC(u, v, d) is larger than both cNCC(u, v, d−
1) and cNCC(u, v, d+ 1), ds will be between d− 1 and d+ 1. Figure 5.4c after the
subpixel enhancement is given in Figure 5.4.
5.2.3 Disparity Map Global Refinement
In this chapter, the local algorithm proposed in Section 5.2.2 greatly minimises the
trade-off between accuracy and speed. A precise subpixel disparity map can be
estimated with a near real-time performance. Compared to conventional MRF-
based algorithms, the proposed global refinement method in this chapter only
aggregates the costs around the best disparity and updates the disparity map in
a more efficient way. The proposed disparity refinement algorithm is developed
based on the following assumptions:
• the subpixel disparity map obtained in section 5.2.2 is acceptable.
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• for an arbitrary pixel, its neighbours (excluding discontinuities) in all di-
rections have similar disparities.
• the interpolated parabola f(d) = β0+β1d+β2d2 in Section 5.2.2.2 is locally
smooth.
Before going into further details about the proposed disparity refinement ap-
proach, the author first rewrites the energy function in Eq. 2.42 in a more general
way as follows [106]:
E(p) = Edata(pij) + λEsmooth(pij ,npij ) (5.3)
For conventional MRF-based stereo matching algorithms, Edata denotes the
matching cost and Esmooth is the cost aggregation from the neighbourhood system.
By minimising the global energy of the whole random field, a disparity map can
be estimated.
In Section 5.2.2.2, a parabola f(d) = β0 + β1d + β2d
2 is fitted to three cor-
relation costs cNCC(u, v, d − 1), cNCC(u, v, d) and cNCC(u, v, d + 1) to get the
subpixel disparity ds. The parabola function f(d) contains the information of
both subpixel disparity and correlation costs. Since f(d) is assumed to be lo-
cally smooth, the neighbouring pixels tend to have similar parabola parameters.
However, when an abrupt change occurs, they vary significantly and in this case,
the condition for uniform smoothness is no longer valid. Therefore, the function
f(dpij ) is used as the label in MRF. By adaptively aggregating functions f(dnpij )
of the neighbourhood system to f(dpij ), f(dpij ) is updated iteratively.
In order to ensure energy minimisation rather than energy maximisation as
widely presented in literature, the term Edata is defined as:
Edata(pij) = −f(dpij ) (5.4)
λ has a value of 1/
√
2 in this chapter. Using the same strategy of adaptive
aggregation in FBS, the author defines the smoothness energy Esmooth(pij ,npij )
as the adaptive sum of negative interpolated parabolas −f(dnpij ) of spatially




Figure 5.5: Disparity map global refinement and post-processing. (a) subpixel
disparity map after the third iteration. (b) post-processed disparity map.
Esmooth(pij ,npij ) = −
k∑
m=1
ω(pij ,nmpij )f(dnmpij ) (5.5)
where















The weighting coefficient ω is determined by both the spatial distance ||Em||2
between nmpij and pij and the difference between dnmpij and dpij . σd and σr are
two parameters used to control ω and they are respectively set to 1 and 5 in this
chapter. If dnmpij is similar to dpij , the weight for cost aggregation is higher. The
energy function with respect to the correlation costs is updated iteratively. The
subpixel disparity map is optimised by approximating the minima of the updated
energy functions. In this chapter, the proposed process is iterated three times,
and the result after the third iteration is shown in Figure 5.5a.
5.2.4 Post-Processing and 3-D reconstruction
Due to the fact that the perspective views have been transformed in subsection
5.2.1, the estimated subpixel disparities on row v should be added α0 + α1v − δ
to obtain the post-processed disparity map which is illustrated in Figure 5.5b.
Then, the intrinsic and extrinsic parameters of the stereo system are used to
compute each 3-D point PW = [XW , Y W , ZW ]> from its projections pl = [ul, vl]
>
and pr = [ur, vr]
>, where vr is equivalent to vl, and ur is associated with ul by
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(a)
(b) (c)
Figure 5.6: Extrinsic rotations. (a) pitch angle θ. (b) roll angle γ. (c) yaw angle
ψ. h is the height of the proposed binocular system.
disparity d.
For many state-of-the-art road model estimation algorithms, the effects caused
by the non-zero roll angle (Figure 5.6b) are always ignored because the stereo cam-
eras will not change significantly over time [6]. However, the experimental set-up
in this chapter is installed manually and the roll angle may introduce a distortion
on the v-disparity histogram. Therefore, the roll angle needs to be estimated for
the initial frame to minimise its impact on the perspective transformation for the
rest of the sequences. As in [6], the roll angle γ can be estimated by fitting a
linear plane (d(u, v) = γ0 + γ1u + γ2v) to a small patch from the near field in
84
5.3. EXPERIMENTAL RESULTS
the disparity map and γ = arctan(−γ1/γ2). The pitch angle θ can be estimated
by rearranging Eq. 5.1 as Eq. 5.7, where the parameters [α0, α1]
> have been



















using Eq. 5.8 [107]. The rotation matrix R = RψRθRγ is a SO(3) matrix. The
rotation with R makes pothole detection much easier. The 3-D reconstruction of














 cosψ 0 sinψ0 1 0
− sinψ 0 cosψ
 (5.9)
Rθ =
 1 0 00 cos θ sin θ
0 − sin θ cos θ
 (5.10)
Rγ =




In this section, the performance of the proposed road surface 3-D reconstruction
algorithm is evaluated both qualitatively and quantitatively. The algorithm is
programmed in C language on an Intel Core i7-4720HQ CPU using a single thread.
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Figure 5.7: Road surface 3-D reconstruction.
The following subsections detail the experimental set-up and the performance
evaluation.
5.3.1 Experimental Set-Up
In the experiments, a state-of-the-art stereo camera from ZED Stereolabs is used
to capture 1080p (3840× 1080) videos at 30 fps or 2.2K (4416× 1242) videos at
15 fps [108]. The baseline is 120 mm. With its ultra sharp six element all-glass
dual lenses and 16:9 native sensors, the video is 110◦ wide-angle and able to cover
the scene up to 20 m. An example of the experimental set-up is shown in Figure
Figure 5.8: Experimental set-up.
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Figure 5.9: Designed 3-D sample models. The unit is millimetre.
5.8. The stereo camera is calibrated manually using the stereo calibration toolbox
from MATLAB R2017a. The overall calibration mean error in pixels is 0.335.
To quantify the accuracy of the proposed algorithm, the author designed three
sample models A, B and C with different sizes. They are printed with a MakerBot
Replicator 2 Desktop 3-D Printer whose layer resolution is from 0.1 mm to 0.3
mm. Their top views and the stereogram of model A are illustrated in Figure
5.9, where A and B are designed with grooves to simulate potholes. To get the
ground truth for the experiments, the author measured the actual size of these
models using an electronic vernier caliper. Both the design and actual sizes of
the models are presented in Table 5.1. Since the models are printed with a single
colour, resulting in homogeneous areas, the author attached them with a piece of
paper with the texture of the road surface printed on it to avoid the ambiguities
during stereo matching, as can be seen in Figure 5.8.
Using the above experimental set-up, three datasets (91 stereo image pairs)
are created for the road surface 3-D reconstruction. Datasets 1 and 2 aim at
road sceneries, and dataset 3 contains the sample models to help researchers
qualify their reconstruction results. The datasets are available at: http://
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Figure 5.10: Experimental results. The first and third columns are the input left
images. The second and fourth columns are the subpixel disparity map without
post-processing.




A 100.00× 100.00× 10.00 30.00× 30.00× 8.00
B 100.00× 100.00× 10.00 30.00× 30.00× 3.00




A 99.97× 99.83× 10.31 29.74× 30.01× 8.25
B 100.39× 100.10× 9.82 30.28× 29.98× 3.52
C 100.00× 99.98× 5.92 n/a
www.ruirangerfan.com.
The following subsections analyse the performance of the proposed algorithm
in terms of disparity accuracy, reconstruction accuracy and processing speed.
5.3.2 Disparity Evaluation
Some examples of the disparity maps are illustrated in Figure 5.10. Before esti-
mating the disparity map, the target image is transformed into its reference view,
which greatly eliminates the perspective distortion for a GP between two images.
Since the GP in the left and right images now looks similar to each other, the
average of the highest correlation costs goes higher, which is depicted in Figure
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Figure 5.11: Comparison between SRP and PT+SRP in terms of the average of
the highest correlation costs.
5.11. For stereo matching with only SRP, the average of the highest correlation
increases gradually from 0.807 (ρ = 1) to 0.845 (ρ = 4). However, when ρ goes
above 4, c keeps decreasing. If the input image pairs are pre-processed with the
PT, the average of the highest correlation costs in the SRP stereo will grow grad-
ually between ρ = 1 and ρ = 8. In this chapter, the datasets are created with
high-resolution images, and ρ is proposed to be 5. Compared with the conven-
tional SRP stereo, the PT improves the average correlation cost with an increase
of 0.05.
Furthermore, the author selects one row from the disparity map to evaluate
the performance of subpixel enhancement and global refinement (see Figure 5.12).
The integer disparity d oscillates along the selected row and drops down abruptly
when a discontinuity occurs. After the subpixel enhancement, the disparity d
Figure 5.12: Evaluation of subpixel enhancement and disparity global refinement.
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Figure 5.13: Experimental results of the KITTI stereo 2012 dataset. The first
row shows the left images, where areas in magenta are the manually selected road
surface. The second row shows the disparity ground truth. The third row shows
the results obtained from the proposed algorithm.
is replaced with a better one ds between d − 1 and d + 1. The iterative global
refinement further optimises the subpixel disparity map. After the third iteration,
the disparities change more smoothly in a continuous area but interrupt suddenly
when reaching a discontinuity.
Since the created datasets only contain the ground truth of 3-D reconstruc-
tion, the KITTI stereo 2012 dataset [5] is used to further evaluate the disparity
accuracy of the proposed algorithm. Some experimental results are illustrated
in Figure 5.13. Due to the fact that the proposed algorithm only aims at recon-
structing the road surface, the author selects a region of interest (see the magenta
areas in the first row) from each image to evaluate the performance of the pro-
posed algorithm. The corresponding disparity results in the region of interest are
shown in the third row. The percentage of error pixels (threshold: two pixels) is
around 0.73% and the average error in pixels is about 0.51.
5.3.3 Reconstruction Evaluation
To further evaluate the accuracy of the reconstruction results, the author cre-
ated dataset 3 (see section 5.3.1 for details) with three different sample models.
An example of the left image is illustrated in Figure 5.14a. The corresponding
subpixel disparity map and 3-D reconstruction are depicted in Figure 5.14b and
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Figure 5.14c, respectively. The author selects a rectangular region which includes
one of the sample models from Figure 5.14a, and the 3-D reconstruction of this
region can be seen in Fig. 5.14d. A surface κ0X
W + κ1Y
W + κ2Z
W + κ3 = 0






4 of the selected region. Then, the
author selects a set of random points pW1 ,p
W
2 , . . . ,p
W
n on the surface of the model
and estimate the distances between them and the fitted road surface. These ran-
dom distances provide the measurement range of the model height. Similarly, the
groove depth can be estimated by computing the distances between a group of
points qW1 , q
W
2 , . . . , q
W
n in a groove and the model surface. Table 5.2 details the
range of the measured model height and groove depth, where D represents the
approximated distance from the camera to sample models.
From Table 5.2, the maximal absolute error of the 3-D reconstruction is ap-
(a) (b)
(c) (d)
Figure 5.14: Sample model 3-D reconstruction. (a) left image. (b) subpixel
disparity map with post-processing. (c) reconstructed scenery. (d) selected 3-D
point cloud which includes model B.
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Table 5.2: 3-D reconstruction measurement range.
Target
Measurement range (mm)
D ≈ 450mm D ≈ 470mm D ≈ 500mm D ≈ 550mm D ≈ 650mm
A height 09.72− 10.21 09.64− 11.12 10.31− 12.19 09.59− 12.37 08.99− 12.62
B height 09.86− 10.32 09.91− 10.47 10.07− 11.25 10.10− 11.99 10.86− 12.36
C height 04.62− 05.54 04.92− 06.11 05.72− 06.93 06.61− 07.18 06.69− 07.54
A grove 07.77− 08.44 08.31− 09.54 05.92− 09.17 05.49− 07.26 09.37− 11.83
B grove 02.21− 05.12 04.88− 05.32 04.97− 06.51 06.28− 07.57 05.29− 06.63
Figure 5.15: Comparison between SRP and PT+SRP in terms of the runtime.
proximately 3 mm, and it increases slightly when D increases. The reconstruction
precision is inversely proportional to the depth [109]. Furthermore, since the base-
line of the ZED camera is fixed and cannot be increased to further improve the
precision, it is mounted to a relatively low height and kept as perpendicular as
possible to the road surface to reduce the average depth, which guarantees a high
reconstruction accuracy.
5.3.4 Processing Speed
The algorithm is implemented in C language on an Intel Core i7-4720HQ CPU
(2.6 GHz) using a single thread. After the PT, each point on row v in the target
image is shifted a0 + a1v − δ pixels to obtain a reference view, which greatly
reduces the search range for stereo matching. The evaluation of the PT with
respect to the runtime is illustrated in Figure 5.15. The PT accelerates the
processing speed of the SRP stereo when using different block sizes. When ρ = 5,
the processing speed is increased by over 36%. The runtime of different datasets
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is shown in Table 5.3. Although the proposed algorithm does not run in real time,
the author believes that its speed can be increased in the future by exploiting the
parallel computing architectures.
Table 5.3: Algorithm runtime.
Dataset Frames Resolution Runtime (s)
Dataset 1 35 1240× 609 0.71
Dataset 2 35 1249× 620 0.84
Dataset 3 21 2081× 1048 2.23
5.4 Conclusion
The main novelties of this chapter include PT, CMV, and disparity map global
refinement. The author created three datasets and made them publicly available
to contribute to 3-D reconstruction-based pothole detection. The PT not only
enhances the similarity of a GP between two images but also reduces the search
range for stereo matching. This helps the SRP stereo perform more accurately
and efficiently. The CMV further offsets the insufficient propagation in the SRP
stereo and guarantees the feasibility of parabola interpolation in the subpixel
enhancement phase. By iteratively minimising the energy with respect to the
interpolated parabolas, the subpixel disparity map is optimised. The disparities
in a continuous area become more smooth, but they are preserved when discon-
tinuities occur. The maximal absolute error of the 3-D reconstruction is around






System Based on Computer
Stereo Vision Technique
Detecting potholes is one of the most important tasks in pavement condition as-
sessment. The pothole detection approaches based on computer vision technology
can mainly be classified as 2-D image processing-based and 3-D modelling-based.
However, these approaches are usually used independently and the detection ac-
curacy is always unsatisfactory. Hence this chapter presents a robust pothole
detection, classification and tracking system based on stereo vision technique.
The disparity map obtained from the stereo vision is first transformed to better
distinguish the potholes from the road surface and a segmentation performed on
the transformed disparity map can therefore separate distress and non-distress
areas accurately. To achieve a better processing efficiency of the disparity map
transformation, Golden Section Search (GSS) and DP are utilised to estimate
the transformation parameters efficiently. Then, a robust two-step disparity map
modelling algorithm is proposed to fit a quadratic surface to the disparities in
the non-distress area. The surface coefficients are coarsely estimated in the first
step using the LSF and RANSAC. In the second step, the surface coefficients
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are updated iteratively to refine the precision. The gradient information is also
integrated into the process of surface fitting when determining the inliers and
outliers in each iteration. The different potholes are classified using the CCL and
the same pothole in successive frames is tracked using the Discriminative Scale
Space Tracking (DSST). The experimental results illustrate that the successful
detection rate of the proposed system is approximately 99%.
6.0.1 Motivations
Currently, the laser scanning is the main technology that is used to provide 3-D
information for pothole detection, while other technologies such as passive sensing
are underutilised [110]. However, the laser scanning equipment mounted on DIVs
is still costly and cannot be adapted for other vehicles. Recently, with some
major advancements have been achieved in stereo vision research field regard-
ing the estimation of subpixel disparity maps, the binocular system described in
Chapter 5 can reconstruct 3-D road surface with an accuracy of three millimetres
[40]. Also, the stereo cameras used for road condition assessment are inexpen-
sive, portable and adapted for different types of vehicles. Therefore, one of the
motivations of this chapter is to explore the possibility of using stereo vision for
pothole detection.
Furthermore, as discussed in Chapter 2, comprehensive studies have been
made in the area of 2-D image processing and 3-D modelling for pothole detection.
However, these algorithms are usually used independently and the accuracy of
the modelled road surface is severely affected by the outliers used for fitting [81].
Therefore, another motivation of this chapter is to explore an efficient way of
segmenting the 3-D information, e.g., disparity map, with commonly used 2-D
image processing algorithms. Then, only the candidates in a non-distress area
are used for surface fitting.
Moreover, the gradient information is rarely integrated into surface fitting in
the existing 3-D modelling-based pothole detection algorithms. Hence this chap-
ter improves on the works performed in [88] and [111] to enhance the robustness
of surface modelling by eliminating the candidates whose gradients differ signifi-
cantly from the expected ones.
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Finally, no tracking algorithms are integrated into the existing pothole detec-
tion and classification systems. Therefore, in this chapter the author uses DSST
for the purpose of pothole tracking.
6.0.2 Contributions
In this chapter, a robust pothole detection, classification and tracking system is
presented. The main contributions include a novel disparity map transformation
algorithm and a two-step disparity map modelling algorithm.
To fit a quadratic surface to the dense disparity map, the distress and non-
distress areas should be discriminated [84]. Therefore, the disparity map is first
transformed to better distinguish the potholes from the road surface. To achieve
a better processing efficiency of the disparity map transformation, GSS and DP
are used to estimate the transformation parameters. A segmentation performed
on the transformed disparity map can thus separate the distress and non-distress
areas accurately. Then, a novel two-step disparity map modelling algorithm is
carried out to fit the input disparity map into a quadratic surface for pothole
detection. In the first step, the RANSAC is jointly used with the LSF to roughly
estimate the parameters of the quadratic surface, where the difference of both
disparity values and gradient orientations between the actual and the modelled
disparity maps are used to determine the inliers and outliers for the RANSAC. In
the second step, the surface parameters and the points used for surface modelling
are updated iteratively until the number of outliers becomes 0, which greatly
improves the accuracy of fitted quadratic surface. Finally, the detected potholes
are tracked using the DSST.
The author also created three synthetic pothole datasets using a ZED stereo
camera. The datasets (containing RGB images, disparity maps and 3-D point
clouds) are publicly available at: http://www.ruirangerfan.com. The dataset
presented in [87] is used for pothole tracking. More details on the datasets and
the experimental set-up can be seen in section 6.2.
The rest of the chapter is structured as follows: Section 6.1 details the pro-
posed pothole detection system. The experimental results are illustrated in Sec-
tion 6.2 and the performance of the algorithm is evaluated. Finally, Section 6.3
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The overview of the proposed pothole detection, classification and tracking system
is illustrated in Figure 6.1. The proposed system consists of four main procedures:
disparity map transformation, non-distress area extraction, pothole detection and
classification and pothole tracking.
The input of the proposed system is a dense subpixel disparity map and its
corresponding 3-D point cloud data which are obtained using the 3-D reconstruc-
tion algorithm presented in Chapter 5. Firstly, a disparity map transformation
algorithm is carried out to better distinguish the potholes from the road surface.
This is achieved by using two transformation parameters γ and β, where γ de-
notes the roll angle (see Figure 5.6b) and β = [β0, β1, β2]
> is a vector storing
the coefficients of the vertical road pattern. More details on β are provided in
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Chapter 4. After the disparity map transformation, the disparity values of a
non-distress area become uniform while they differ greatly from those of a dis-
tress area. This greatly improves the extraction of the non-distress area. The
latter provides a region of interest where the points are used for disparity map
modelling. To improve the accuracy of the fitted quadratic surface, the author
proposes a two-step disparity map modelling algorithm, where the surface pa-
rameters c = [c0, c1, c2, c3, c4, c5]
> are estimated roughly in the first step using the
LSF and the RANSAC and their values are updated iteratively in the second step
for a finer estimate. Furthermore, the gradient of each point is also integrated
into the surface fitting to determine the inliers and outliers for the RANSAC.
By comparing the difference between the actual and modelled disparity values of
each point, the potential pothole areas can be extracted. After a post-processing
which eliminates the small objects and fills the small holes, different potholes are
classified using the CCL. Finally, the spatial structures of the detected potholes
are illustrated by extracting the corresponding regions from the input 3-D point
cloud data. The same pothole in successive frames are tracked using the DSST.
The rest of this section details these four procedures. The experimental results
will be discussed in section 6.2.
6.1.1 Disparity Map Transformation
The proposed disparity map transformation algorithm is composed of two main
steps: γ estimation and disparity map rotation, β estimation and disparity trans-
formation.
Over the past two decades, a lot of research has been carried out to estimate γ
using different technologies, such as Inertial Measurement Units (IMU) [112–115]
and passive sensing [116]. The methods based on IMU usually combine the data
acquired using multiple sensors, e.g., GPS, accelerometers and gyroscopes, to es-
timate the orientation of a vehicle [114, 115]. This not only makes the set-up cost
unreasonably high but also complicates the estimation procedure [116]. Further-
more, in these approaches the road bank angle is always considered to be zero and
only the roll angle γ is considered in the estimation process. But in real-world
applications, the road bank angle is not always zero and hence both angles have to
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be estimated independently and this is not usually a straightforward process [113].
In recent years, some passive sensor-based methods [6, 40, 116–119] have been
proposed to address this issue. However, most of the authors used a single camera
to acquire the road data and made some inaccurate assumptions. For example,
they considered constant lane markings width to ensure their algorithms work
properly [118]. However, the roll angle usually changes over time in actual cases,
and therefore such assumptions are not always valid. In this regard, some authors
have resorted to 3-D information to estimate an accurate roll angle [6, 118, 119].
In [118] and [119], the author assumed that the road surface is a ground plane
and estimated the roll and pitch angles from a so-called “v-disparity map”. In
[40] and [6], a plane d(u, v) = γ0 + γ1u + γ2v (where (u, v) is the coordinate of
a pixel in the disparity map) is fitted to a small patch which is selected from
the near field in the disparity map and γ = arctan(−γ1/γ2). However, the above
stereo vision-based algorithms are only suitable for a flat road surface which can
be assumed to be a ground plane. Furthermore, selecting a proper patch for plane
fitting is challenging because it may contain an obstacle or a pothole, which can
severely affect the accuracy of the plane fitting. Hence in this chapter, the road
surface is assumed to be non-flat and its disparity projection on the v-disparity
map is a parabola f(v) = β0 + β1v + β2v
2. The author first proposes an efficient
γ estimation algorithm based on the GSS. The input disparity map is then ro-
(a) (b)
Figure 6.2: The input dense subpixel disparity map whose roll angle is non-zero
and its corresponding v-disparity map. (a) input dense subpixel disparity map
(γ 6= 0). (b) the v-disparity map of Figure 6.2a.
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tated around it. This makes the disparity distribution of each row become more
compact, which further improves the estimation of β = [β0, β1, β2]
>. The target
projection on the v-disparity map is then extracted using Eq. 4.2. Finally, the
rotated disparity map is transformed using the parameters β and γ to better
distinguish the potential pothole areas from the road surface.
6.1.1.1 γ Estimation and Disparity Map Rotation
In this chapter, the input dense disparity map `ipt is estimated using the algorithm
described in Chapter 5, and the parameters β = [β0, β1, β2]
> can be estimated by
solving the least squares problem in Eq. 4.3.
For a stereo rig which is ideally horizontal to the road surface, the roll angle
of the stereo rig is zero. The disparity values for each row are similar while
they change gradually in the vertical direction. However, a non-zero roll angle
introduced from the set-up installation makes the disparities change gradually
in each row (see Figure 6.2a), and therefore the disparity distribution of each
row becomes less compact (see Figure 6.2b) compared to the case when γ is zero
(see Figure 6.4b). This greatly affects the accuracy of the LSF, which makes the
minimum energy Emin higher than the desired value. Therefore, the aim of the
proposed roll angle estimation algorithm is to rotate `ipt at different angles and
then find the angle at which the minimum Emin is obtained, as shown in Figure
6.3.
To rotate `ipt around a given angle γ, each coordinate (u, v) in the original
disparity map is transformed to a new coordinate (u′, v′) using Eq. 6.1 and 6.2.
where (uo, vo) is the coordinate of the centre of `
ipt.
u′ = (u− uo) cos γ + (v − vo) sin γ (6.1)
v′ = (v − vo) cos γ − (u− uo) sin γ (6.2)
After the coordinate translation and rotation, the position (u′, v′) in the ro-
tated disparity map `rot has the same disparity value as the position (u, v) in `ipt,
and the energy function in Eq. 4.3 can thus be rewritten as Eq. 6.3.
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Figure 6.3: The relationship between the minimum energy Emin and different
angles γ.
Algorithm 10: γ estimation using the GSS.
Data: `ipt
Result: γ
1 set γ1 and γ2 to −π/2 and π/2, respectively;
2 minimise E in Eq. 6.3 with respect to γ1 and get Emin1;
3 minimise E in Eq. 6.3 with respect to γ2 and get Emin2;
4 while γ2 − γ1 > κ do
5 set γ3 and γ4 to kγ1 + (1− k)γ2 and kγ2 + (1− k)γ1, respectively;
6 minimise E in Eq. 6.3 with respect to γ3 and get Emin3;
7 minimise E in Eq. 6.3 with respect to γ4 and get Emin4;
8 if Emin3 > Emin4 then
9 γ1 is replaced by γ3;
10 else
















An arbitrary v′ can be computed from u and v using Eq. 6.2 and the cor-
responding Emin is obtained by solving the energy minimisation problem in Eq.
4.3 using the LSF. It is to be noted that whether the disparity map is rotated
around γ or γ + π, the same Emin will be obtained since cos(γ + π) = − cos γ
and sin(γ + π) = − sin γ. Therefore, the interval of γ is set to (−π/2, π/2] and
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find the desirable roll angle which is the position of the local minima as shown
in Figure 6.3.
However, finding the local minima is a computationally intensive task because
the whole interval has to be gone through. Furthermore, in order to obtain an
accurate γ which corresponds to Emin, the step size κ should be set to a very
small and practical value. Hence in this chapter, the GSS is utilised to reduce
the search range within the interval (−π/2, π/2]. The procedures of the proposed
γ estimation algorithm are given in algorithm 10, where k = 0.618 is the golden
section factor. More details on the GSS are available in [120].
The dense disparity map is rotated around γ which is estimated using algo-
rithm 10 and the corresponding result is illustrated in Figure 6.4a. Then, the
v-disparity map (see Figure 6.4b) is created for the rotated dense disparity map
and it can be observed that the disparity distribution of each row becomes more
uniform. The performance evaluation of the proposed γ estimation algorithm will
be discussed in Section 6.2.
(a) (b)
Figure 6.4: The rotated dense subpixel disparity map and its corresponding v-
disparity map. (a) rotated dense disparity map `rot (γ = 0). (b) the v-disparity
map of Figure 6.4a.
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Algorithm 11: Disparity map transformation.
Input : `rot, γ and Mv = [d,v]
>
Output: `trf
1 estimate the coefficients of f(v) from the v-disparity map;
2 set the disparity values in `rot to d− f(v) + δ;
3 rotate the updated `rot around −γ to get `trf ;
6.1.1.2 β Estimation and Disparity Transformation
To extract the target path from the v-disparity map, the DP searches for every
possible solution using Eq. 4.2, where m(d, v) is the disparity accumulation at
the position of (d, v) on the v-disparity map and λ is the smoothness term. Then,
the author selects Mv = [d,v]
> with the minimal energy as the optimal solution,
where d = [d0, d1, · · · , dm]> and v = [v0, v1, · · · , vm]> record the path of the
optimal solution. The parameters of β can therefore be estimated using Eq. 4.3.
More details are provided in Chapter 4.
The input dense disparity map (Figure 6.2a) can subsequently be transformed,
as shown in Figure 6.5a. The disparities of the road surface area become uniform
but they differ significantly from those of the pothole area as shown in Figure 6.5a.
More details on the proposed disparity transformation are given in algorithm 11,
where δ is set to 30 to ensure that the disparity values in the transformed disparity
map `trf are always positive.
(a) (b)
Figure 6.5: Disparity map transformation and non-distress area extraction. (a)
transformed disparity map. (b) segmentation result of Figure 6.5a.
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6.1.2 Non-Distress Area Extraction
After the disparity transformation as explained in subsection 6.1.1, the distress
areas become highly distinguishable from a non-distress area in the transformed
disparity map, which greatly improves the performance of those histogram-based
image segmentation methods. In this chapter, the author employs the two-
dimensional Otsu’s method to separate the distress and non-distress areas in Fig-
ure 6.5a. More details on Otsu’s thresholding method are available in [121, 122].
The corresponding segmentation result of Figure 6.5a is illustrated in Figure 6.5b,
where the distress and non-distress areas are shown in black and white, respec-
tively. In subsection 6.1.3, only the pixels in the non-distress areas are used for
disparity map fitting.
6.1.3 Pothole Detection and Classification
6.1.3.1 Two-Step Disparity Map Modelling
For 3-D modelling-based pothole detection approaches [87–89], the road surface
is usually modelled as a quadratic surface and the pixels of a pothole can be
extracted when the difference between their actual positions and the interpolated
quadratic model exceeds a pre-set threshold εd.




W 2 + c4X
W ZW + c5Z
W 2 to n points [XW , Y W , ZW ]> in the WCS. The pa-
rameters c = [c0, c1, c2, c3, c4, c5]
> can be obtained by solving the function in Eq.
6.4, where M is a Vandermonde matrix and y is a column vector recording the
values of Y W . By comparing the difference ∆Y W between each pair of points on
the actual and fitted road surface, the potential pothole areas can be extracted.
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Later on, Ozgunalp et al. integrated the gradient g = [gu, gv]
> information
into the surface fitting. Eq. 6.4 is therefore developed as Eq. 6.7 [88], where λ is
the weighting for the gradient term. The matrices Nu and Nv are derived from
the computation of the horizontal and vertical gradients using the parameters of
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gu = [gu1 , gu2 , . . . , gun ]
> (6.10)
gv = [gv1 , gv2 , . . . , gvn ]
> (6.11)
As shown in Figure 6.6, the gradients of the pixels in a non-distress area usu-
ally differ greatly from those at the boundary of a distress area, but they are
almost same as those in a distress area (excluding the boundary). Therefore,
the algorithm in [88] only increases the weighting of the pothole boundary for
surface fitting and the modelling accuracy is still affected by the interior part
of the potholes. Furthermore, determining the optimum λ is not a straightfor-
ward process because it cannot be derived mathematically and therefore several
experiments have to be carried out to get the value for λ. But even then, each
frame might yield a different optimum λ. Also, in some cases λ = 0 when the
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Figure 6.6: The road surface 3-D point cloud and the surface normal.
algorithm achieves the best modelling accuracy and therefore the optimisation
solution in Eq. 6.7 is not always valid. Moreover, the values of XW , Y W and ZW
are inversely proportional to the corresponding disparity value d, and therefore
a small error in d may lead to a significant difference in the world coordinates
[40]. This makes the surface fitting performed in the WCS less accurate than
that carried out in the disparity domain. Hence, Mikhailiuk et al. integrated
the RANSAC into the road surface fitting to improve the modelling accuracy,
where a quadratic surface d = c0 + c1u + c2v + c3u
2 + c4uv + c5v
2 is fitted to a
set of n random points [u, v, d]> in the disparity domain [89] iteratively and the
parameters of c are updated when the percentage of the inlier goes higher. Eq.
6.4 can thus be rewritten as follows:




1 u1 v1 u1
2 u1v1 v1
2















Figure 6.7: Grid on the disparity map.
d = [d1, d2, . . . , dn]
> (6.14)
In this chapter, the author improves on the works presented in [88] and [89]
by proposing a robust two-step modelling algorithm where disparities are inter-
polated into a quadratic surface more accurately. The proposed disparity map
modelling algorithm is developed based on the following assumptions:
• the best modelling accuracy corresponds to the highest percentage of inliers.
• the image gradient gi and the surface gradient gs of an inlier are almost in
the same direction [88].
• the difference between the actual and fitted disparity values of an inlier is
small [89].
More details on the modelling procedure are provided in algorithm 12, where
c is estimated roughly in the first step and its accuracy is improved iteratively in
the second step.
In the first step, the surface fitting is performed in conjunction with the
RANSAC. To select a group of points randomly from the disparity map, a grid
is first created and the disparity map is divided into a group of square blocks
(see Figure 6.7). Then, the percentage ηκd of distress areas in each block is
computed. If the value of ηκd exceeds a pre-set tolerance for a given block, the
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Algorithm 12: Two-step quadratic surface modelling.
Data: input disparity map `i, segmentation image κ
Result: modelled disparity map `m
1 approximate gi using a gradient filter;
2 divide `i into a group of square blocks;
3 compute ηκd for each block;
4 if ηκd > εκd then
5 ignore the corresponding block when selecting the random points for
surface fitting;
6 end
7 for iteration ← 1 to N do
8 select a random point p from each block;
9 fit a quadratic surface to the selected points P and get the
parameters of c;
10 compute gm for each point in q;
11 compute θ for each point in q;
12 compute ∆d for each point in q;
13 determine the number of inliers and outliers: nI and nO ;
14 compute the percentage ηI of the inliers;
15 record ηI and the parameters of c;
16 end
17 select c which corresponds to the highest ηI ;
18 do
19 compute gm for each point in Q;
20 compute θ for each point in Q;
21 compute ∆d for each point in Q;
22 determine nI and nO ;
23 remove O from Q;
24 fit a quadratic surface to Q and get the updated c;
25 while nO 6= ∅;
latter is considered to be unsatisfactory and is therefore omitted from the ran-
dom sampling process. A random point p = [u, v, d]> is then selected from each
satisfactory block and a quadratic surface is fitted to these randomly selected
points P = [p1,p2, . . . ,pm]
>. The parameters of c can thus be obtained by
solving the function in Eq. 6.12. Next, for each point q = [u, v, d]> in the dis-
parity map, its surface gradient gs = [gsu, g
s
v]
> can be estimated from c using Eq.
6.15 and Eq. 6.16 and its image gradient gi = [giu, g
i
v]
> can be approximated by
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performing a gradient filtering on the disparity map. Q = [q1, q2, . . . , qn]
> is a
matrix consisting of all the points in the disparity map. In this chapter, giu and g
i
v
are obtained by convolving the disparity map with Sobel horizontal and vertical
kernels, respectively.
gsu = c1 + 2c3u+ c4v (6.15)
gsv = c2 + 2c4u+ c5v (6.16)
The angle θ between the orientations of gi and gs can therefore be computed
using Eq.6.17. If θ exceeds a pre-set tolerance εθ, the corresponding point is
classified as an outlier. Furthermore, the difference ∆d is computed between
the actual and fitted disparity values for the remaining points. If ∆d of a point







The procedures mentioned above iterate N times. In each iteration, the pa-
rameters of c and the percentage ηI of inliers I are recorded. After Nth itera-
tion, the author selects the parameters of c which correspond to the highest ηI
as the coefficients of the quadratic surface.
In the second step, the values of c are updated iteratively. In each iteration,
the author determines the inlier set I and outlier set O by comparing their θ
and ∆d. Then, the author removes O from Q and fit the quadratic surface to
the inliers I . The parameters of c are therefore updated and used in the next
(a) (b)
Figure 6.8: Modelled disparity map and pothole classification. (a) modelled
disparity map. (b) pothole classification.
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iteration. This process iterates until the number of outliers becomes 0. The
modelled disparity map is shown in Figure 6.8a. The evaluation of the proposed
two-step disparity map modelling algorithm is discussed in Section 6.2.
6.1.3.2 Disparity Comparison and Post-Processing
By comparing the difference between the actual and modelled disparity maps,
a pixel in the pothole areas can be identified if its disparity difference between
the two disparity maps is larger than a pre-set threshold δ. Then, the connected
components which contain fewer than p pixels are removed because these small
objects can severely affect the accuracy of the CCL-based pothole classification.
Furthermore, the small holes in the connected components are also filled to ensure
the integrity of the potholes. Then, each connected component is labelled as a
pothole using the CCL. The classification result is shown in Figure 6.8b, where
different colour represents different potholes.
6.1.4 Pothole Tracking
Since the scale of a pothole varies gradually in a sequence of successive frames,
the scale adaptive trackers are more desired for pothole tracking. In this chapter,
the DSST is utilised to track the detected potholes in successive frames. An
(a) (b)
Figure 6.9: Pothole tracking. (a) tracked pothole in frame 232. (b) tracked
pothole in frame 238.
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example of the pothole tracking results is illustrated in Figure 6.9, where the size
of the tracked target increases as the car approaches the pothole. More details
on the DSST is available in [123].
6.2 Experimental Results
In this section, the performance of the proposed pothole detection, classification
and tracking system is evaluated both qualitatively and quantitatively. This
system is implemented in Matlab 2017b platform on an Intel Core i7-4720HQ
CPU using a single thread. The following subsections provide more details on
the experimental set-up and performance evaluation.
6.2.1 Experimental Set-Up
In this chapter, a stereo camera from ZED Stereolabs is utilised for data acqui-
sition. More details on the specifications of the ZED stereo camera are available
in [108]. An example of the experimental set-up is shown in Figure 6.10.
Using the above experimental set-up, the author created three datasets for
pothole detection. Each dataset contains a pair of rectified left and right images,
an estimated subpixel disparity map and the corresponding 3-D point cloud date.
These datasets are publicly available at http://www.ruirangerfan.com.
Figure 6.10: Experimental set-up.
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The following subsections analyse the performance of the proposed system
in terms of roll angle estimation, disparity map transformation, disparity map
modelling and pothole detection and classification.
6.2.2 Evaluation of Roll Angle Estimation
The author first analyse the computational complexity of the proposed γ estima-
tion algorithm. The computational complexity for estimating γ without using the
GSS is O(π
κ
), where κ is the step size chosen in the interval (−π/2, π/2]. The GSS
reduces the search range exponentially as the interval size becomes only knπ after




the experiments, κ is set to π/18000 (approximately 0.01◦), and the GSS-based γ
estimation algorithm only needs to iterate 21 times to get the desirable roll angle
with a precision of ±0.01◦.
To evaluate the performance of the proposed γ estimation algorithm in terms
of the accuracy, some disparity maps are created according to the values of c
which are obtained from the practical experiments. An example of the manually
created disparity maps is shown in Figure 6.11a. Then, the disparity map in
Figure 6.11a is rotated at different angles γ between −π/3 and π/3. In each
rotation, a roll angle γ̃ is estimated and the absolute error ∆γ = |γ − γ̃| between
γ̃ and its ground truth γ is computed. The relationship between γ and the average
of the absolute errors ∆γ is shown in Figure 6.11c, where the maximum absolute
error is approximately 8× 10−5 (around 0.005◦) and the average of the absolute
errors is around 1.7× 10−5.
Furthermore, the Gaussian white noise ξω is added to the disparity map in Fig.
6.11a for the evaluation of algorithm’s robustness to noise, where ω ∈ [−1, 1] is a
random decimal number satisfying the Gaussian distribution, and ξ is a parameter
set to control the intensity of the noise. In the experiments, ξ is increased from 0
to 50 to overestimate the effects caused by noise. The disparity map in Fig. 6.11a
with a random noise of 50ω is shown in Figure 6.11b. The average of the absolute
errors ∆γ increases by approximately 1.3× 10−4 with ξ going from 0 to 50. This
indicates that the proposed roll angle estimation can ensure high accuracy even





Figure 6.11: Evaluation of roll angle estimation. (a) an example of the manually
created disparity maps. (b) the disparity map in (a) with Gaussian white noise
(ξ = 50). (c) the relationship between different roll angles γ and the average
of the absolute errors ∆γ. (d) the relationship between different noise intensity
control parameter ξ and the average of the absolute errors ∆γ.
The author further evaluates algorithm’s accuracy using the EISATS synthe-
sised stereo sequences [124, 125], where the roll angle is zero and several vehicles
are on the road surface. Some examples of the experimental results are given in
Figure 6.12. The average of the absolute errors ∆γ for the EISATS dataset is
approximately 0.00647◦ which is still low and satisfactory.
6.2.3 Evaluation of Disparity Map Transformation
The evaluation of α estimation has been provided in [6], and therefore the author
only discusses the performance of disparity map transformation in this subsection.
Some examples of the transformed disparity maps are illustrated in Figure 6.12
and Figure 6.15, where the values of δ are set to 3 and 30, respectively. Due to
113
6. ROBUST POTHOLE DETECTION, CLASSIFICATION AND
TRACKING SYSTEM BASED ON COMPUTER STEREO VISION
TECHNIQUE
Figure 6.12: Experimental results of EISATS synthesised stereo sequence 1. The
first column shows the left images, where areas in magenta are the manually
selected road surface. The second column shows the disparity ground truth. The
third column shows the transformed disparity maps. The fourth column shows
the transformed disparity values of the selected areas.
the fact that the proposed algorithm only aims at transforming the disparities for
the road surface, the author selects a region of interest (see the magenta areas in
the first column of Figure 6.12) from each image to evaluate the performance of
the algorithm for the EISATS dataset.
It can be observed that the disparity values of the road surface areas in the
transformed disparity maps become uniform while they differ greatly from those
of obstacles and potholes. In Figure 6.12, it can be also observed that the disparity
values of vehicles and mountains increase gradually with an increase in v. This
occurs because the value of f(v) decreases gradually with a decrease in v and it
becomes negative when v becomes smaller than the horizontal coordinate of the
vanishing point, as proved in [6].
The non-distress areas can thus be explicitly extracted from the transformed
disparity maps by carrying out 2-D Otsu’s segmentation algorithm (see the third
column of Figure 6.15). The candidates in the distress areas are then omitted
from the process of disparity map modelling. The performance improvements
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Figure 6.13: Comparison between e1 and e2 with respect to different values of ξ.
achieved by ignoring the candidates in distress areas for disparity map modelling
will be discussed in the next subsection.
6.2.4 Evaluation of Disparity Map Modelling
In this subsection, the author evaluates the performance of the proposed disparity
map modelling algorithm. The disparity maps created in subsection 6.2.2 are
utilised as the benchmark data for quantitive analysis. A disparity map without
Gaussian white noise is regarded as the ground truth, and the disparity maps with
different levels of noise are interpolated into the quadratic surfaces. By comparing
the difference between the modelled disparity maps and the ground truth, the
average modelling errors e in pixel with respect to different noise intensity can
be obtained. A comparison between e1 and e2 is shown in Figure 6.13, where e1
and e2 represent the average disparity modelling errors after the first and second
steps, respectively. From Figure 6.13, it can be seen that the accuracy of the
modelled disparity maps using either the first step or both steps becomes lower
with an increase in ξ. Also, by iteratively updating the inliers and the parameters
of c, the accuracy of the modelled disparity map is improved using two steps.
Then, the author compares the precision of the quadratic surface fitting be-
tween several state-of-the-art road surface 3-D modelling algorithms and the two-
step disparity map modelling algorithm proposed in subsection 6.1.3.1. Since the
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Figure 6.14: Evaluation of the proposed two-step disparity map modelling al-
gorithm. (a) disparity map with a simulated pothole. (b) the corresponding
non-distress area extraction result of (a). (c) the comparison among eZ , eM and
e2 with respect to different levels of Gaussian white noise.
optimisation solution in algorithm [6] is not always valid, the proposed two-step
disparity map modelling algorithm is only compared with the algorithms de-
scribed in [87] and [89]. According to the disparity difference of the potholes
between the actual and modelled disparity maps, the author first created several
disparity maps with simulated potholes as the benchmark data. An example
of these disparity map is shown in Figure 6.14a. Next, the author defines two
notations eZ and eM as the average modelling errors obtained when using the
algorithms [87] and [89], respectively. By transforming the disparity maps using
the algorithm proposed in subsection 6.1.1.2, the distress areas become more dis-
tinguishable and they can be explicitly extracted from the transformed disparity
map using Otsu’s segmentation algorithm, as shown in Figure 6.14b. However,
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Figure 6.15: Experimental results of pothole detection and classification. The
first column shows the left images. The second column shows the transformed
disparity maps. The third column shows the extracted non-distress areas. The
fourth column shows the classification of the detected potholes.
the algorithm in [87] considers every pixel for surface fitting and therefore the
average modelling error eZ is significantly high. In [89], the authors use the
RANSAC to reduce the effects caused by the outliers. Although the modelling
accuracy has been significantly improved, the pixels which are either in the dis-
tress areas or have very different gradients from the expected ones still severely
affect the accuracy of the disparity map modelling. The comparison among eZ ,
eM and e2 with respect to different levels of Gaussian white noise is illustrated
in Figure 6.14c. Compared with the algorithm proposed in [89], the modelling
accuracy achieved using the proposed two-step modelling algorithm is increased
by around 189 times when ξ is set to 11.
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(a) (b) (c) (d)
Figure 6.16: An example of pothole detection and classification results using
different parameters. (a) the left images. (b) the transformed disparity map of
(a). (c) the pothole classification result when δ = 2.8 and p = 100. (d) the
pothole classification result when δ = 5 and p = 100.
6.2.5 Evaluation of Pothole Detection and Classification
Since the disparity map can be represented by a quadratic surface, the problem
of detecting potholes can thus be solved by comparing the difference between
the actual and modelled disparity maps and identifying the pixel whose disparity
difference exceeds the pre-set threshold δ. The subsection 6.2.4 shows that the
proposed algorithm in this chapter can accurately model the disparity map as
a quadratic surface. Therefore, the pothole detection and classification results
entirely depend on the two parameters δ and p which are set to extract the
potential pothole areas and remove the small connected components, respectively.
Due to the fact that the actual environment is usually complicated, it is difficult
to choose an optimum parameter which can be applied to every scenario. An
example of pothole detection and classification results with different parameters is
shown in Figure 6.16, where different values of δ may lead to incorrect detections.
To achieve the best detection accuracy, the values of δ and p are set to 4.5 and
100, respectively. The detection results of the created datasets are shown in table
6.1, where the total successful detection rate is approximately 99%. Furthermore,
The execution of the proposed pothole detection and classification algorithm in
Table 6.1: Detection results of the proposed algorithm.
Dataset Total potholes Correct detection Incorrect detection Misdetection
Dataset 1 22 22 0 0
Dataset 2 52 51 1 0
Dataset 3 5 5 0 0
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Matlab 2017b takes around 2.45s. Although the proposed algorithm does not run
in real-time, the author believes that its speed can be increased in the future by
exploiting the parallel computing architecture.
6.3 Conclusion
The main novelties of this chapter include a disparity map transformation al-
gorithm and a two-step disparity map modelling algorithm. The distress areas
become more distinguishable in the transformed disparity map and can thus be
extracted explicitly using 2-D Otsu’s thresholding algorithm. This greatly im-
proves the accuracy of the disparity map modelling. To achieve a better pro-
cessing efficiency, the GSS and DP are utilised to estimate the transformation
parameters. Then, the disparity map is interpolated into a quadratic surface us-
ing the proposed two-step disparity map modelling algorithm. By ignoring the
points in distress areas and integrating the gradient information into the surface
fitting, the accuracy of the modelled disparity map is significantly improved. The
potholes can then be detected by comparing the difference between the actual and
modelled disparity maps and labelling the connected components whose dispar-
ity difference exceeds a pre-set threshold. The detected potholes are also tracked
using the DSST. The experimental results show that the proposed algorithm can
estimate the roll angle and model the quadratic surface accurately. The overall





In this thesis, the author presented the real-time implementation of an efficient
disparity estimation algorithm for three stereo vision-based automotive applica-
tions, i.e., lane detection, road surface 3-D reconstruction and pothole detection.
In Chapter 2, the author first provided some basic but important concepts
of computer stereo vision and multiple view geometry. Then, the literature re-
views of lane detection, road surface 3-D reconstruction and pothole detection
were covered, respectively. Finally, the author provided a general description of
heterogeneous systems.
In Chapter 3, the implementation of a disparity estimation algorithm was de-
tailed, where the stereo matching was optimised by factorising the NCC equation
into five independent parts and their computations are accelerated using four in-
tegral images. The implementation exploits the parallel computing architecture
and a real-time performance has been achieved on both a multi-threading CPU
and a GPU. Compared with other subsystems, e.g., lane detection and pothole
detection, in the ADAS, stereo vision usually accounts for a big chunk of the whole
processing time. Therefore, the real-time stereo vision implementation proposed
in this chapter allows for more room in terms of processing time for the other
subsystems in the ADAS. The main contributions of this chapter are published
in [11].
The estimated disparity maps in Chapter 4 were then utilised to improve the
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robustness of a multiple lane detection system, where the lanes were modelled
using dense vanishing points. The latter was estimated using the information of
both disparity and gradient. To further improve the process of dense vanishing
point estimation, the RANSAC was utilised to update the parameters of the road
model iteratively until the percentage of the inliers exceeded a pre-set threshold.
Furthermore, the author proposed a novel lane position validation method which
computes the energy of each possible solution and selects all satisfying lane posi-
tions for visualisation. The proposed lane detection algorithm was implemented
on a heterogeneous system which consists of an Intel Core i7-4720HQ CPU and an
NVIDIA GTX 970M GPU and a processing speed of 143 fps has been achieved.
The proposed lane detection system is capable of detecting multiple lane mark-
ings in real time. This can enhance the driving safety and reduce the number of
fatalities on the road. More details on the proposed lane detection algorithm are
provided in [6].
As for the road surface 3-D reconstruction algorithm described in Chapter
5, the main novelties include a perspective transformation algorithm, a correla-
tion maxima verification approach and a disparity map global refinement strategy.
The perspective transformation not only enhances the similarity of a ground plane
between two images but also reduces the search range for stereo matching. This
makes the SRP stereo perform more accurately and efficiently. The correlation
maxima verification further offsets the insufficient propagation in the SRP stereo
and guarantees the feasibility of parabola interpolation in the subpixel enhance-
ment phase. By iteratively minimising the energy with respect to the interpolated
parabolas, the subpixel disparity map was optimised. The disparities in a contin-
uous area become smoother, but they are preserved when discontinuities occur.
The maximal absolute error of the 3-D reconstruction is around 3 mm, which
satisfies the requirement of millimetre accuracy for on-road damage detection.
Also, the author created three datasets to contribute to the stereo vision-based
road surface 3-D reconstruction and made them publicly available at https://
github.com/ruirangerfan/road surface 3d reconstruction datasets. The
proposed algorithm in this chapter provides an alternative to laser scanners for
3-D road surface reconstruction. The stereo cameras are more cost-effective and
easier for maintenance than the laser scanning equipments. This also provides
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an easier way to assess the road condition in the long term by mapping the 3-D
road surface across the city and building a database.
Finally, the author presented a complete system for pothole detection, clas-
sification and tracking in Chapter 6. The main contributions include a novel
disparity map transformation algorithm and a two-step disparity map modelling
algorithm. The input dense disparity maps were first transformed to better dis-
tinguish the distress areas. The disparities in the non-distress areas were then
interpolated into a quadratic surface for pothole detection, where the gradient
information was integrated into the surface fitting and the parameters of the
quadratic surface were updated iteratively until the percentage of the inliers ex-
ceeded a pre-set threshold. Then, the detected potholes were tracked using the
DSST. Similar to the road surface 3-D reconstruction system presented in Chap-
ter 5, the author created three synthetic pothole datasets using a ZED stereo
camera, which are also publicly available. The proposed system in this chapter
can help the certified inspectors and structural engineers to identify the potholes
more accurately and efficiently. Furthermore, it not only ensures the safety of the
personnel but also reduces the time for detecting the potholes all around the city.
Moreover, the detection results become less subjective because they no longer
entirely depend on the experience of the personnel [81].
7.2 Future Work
In Chapter 3 and Chapter 5, the proposed algorithms are not able to fully exploit
the parallel computing architecture of the graphics cards to estimate disparity
maps. This is because the propagation strategy used is not efficient enough
and can not be adapted for different platforms. One way to improve on that
is to coarsely estimate the disparity map in the first iteration which is then
optimised iteratively until a finer estimate is obtained. Also, since the feature
extraction algorithms, such as SIFT [126], SURF [127] and BRISK [104], can
extract keypoints from images and match the correspondence pairs between two
different frames, these can be utilised to provide some confidential seeds in the
initial stage of disparity map estimation. Furthermore, errors in stereo calibration
always affect the precision of the stereo matching significantly. In this regard,
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a self-calibration algorithm can be designed to enhance the robustness of the
proposed stereo vision system, where the essential matrix is estimated from a
set of correspondence pairs and is then optimised iteratively to provide a better
accuracy using the bundle adjustment.
As discussed in Chapter 4, some actual road conditions may result in failed
detections. To tackle this issue, a deep neural network can be trained for dense
vanishing point estimation and lane position validation. Furthermore, in order
to yield better efficiency, accuracy and robustness, the proposed lane detection
algorithm in Chapter 4 can be implemented using some state-of-the-art embedded
systems, such as Jetson TK2 from NVIDIA.
Additionally, since the proposed road surface 3-D reconstruction algorithm
in Chapter 5 has achieved some highly precise point clouds, it can be applied
to road surface SLAM (Simultaneous Localisation and Mapping) for smart city
applications.
In Chapter 6, the parameters set to detect the pothole areas cannot be applied
to all cases. Hence, a deep neural network can be trained to detect potholes
directly from the transformed disparity maps. Moreover, as discussed in Chapter
6, the disparity map transformation algorithm which is developed based on golden
section search and dynamic programming still needs to iterate many times to
get an accurate transformation parameter. This can be improved by estimating
the transformation parameter using a two-step method, where the resolution of
the input disparity map is reduced and a coarse transformation parameter is
first estimated from the low-resolution disparity map. Then, the transformation
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