Abstract-Providing field coverage is a key issue in many and thus making the area even sparser. In an extreme case, sensor network applications. For a field with unevenly distributed an area will be uncovered by any sensor, leaving a hole in static sensors, a quality coverage with acceptable network lifetime the field. Unfortunately, such unfavorable sensor distributions is often difficult to achieve. We propose a hybrid network that .
D
In this paper, we offer an analytical study on the above other words, their lifetime is not bounded by the limited problems, and the results also lead to a practical system design. battery. While fully mobile sensor networks remain expensive Specifically, we present an optimal algorithm for calculating and are complicated by information exchange, we envision that the contributions from different types of sensors, which fully a hybrid network with both static and mobile nodes can be a exploits the potentials of the mobile sensors and maximizes the network lifetime. We then present a random walk model for the costf i r c ragewth unevenly distributed senmobile sensors. The model is distributed with very low control sors. A related design was presented in [19] , which suggested overhead. Its parameters can be fine-tuned to match the moving a one-time reposition of the mobile sensors after the initial capability of different mobile sensors and the demands from a deployment. This solution, however, proves inadequate for broad spectrum of applications. A node collaboration scheme is balancing the sensor coverage and load in many applications. then introduced to further enhance the system performance.
Consider Fig. 1 , where there are a number of static sensors and
We demonstrate through analysis and simulation that, in our hybrid design, a small set of mobile sensors can effectively address three mobile sensors to cover a field. Each sensor can cover the uneven distribution of the static sensors and significantly its associated grid. If there are no mobile sensors, grid 6 will improve the coverage quality. never be covered. If only one-time repositioning for the mobile sensors is employed, the coverage can be enhanced, but there will still remain grids with permanently fewer sensors. In this paper we propose a hybrid sensor network which Wireless sensor networks have recently been suggested fully exploits the movement capability of the mobile sensors. for many protection and surveillance applications. One key In our solution, the mobile sensors are always in motion to objective of these applications is to detect abnormal events in assist the static sensors; the occurrence probability of the a sensing field, which depends on the coverage quality of the mobile sensors in each grid, or their contribution for covering sensor network. The k-coverage is a common criterion, where the grid, is adaptively determined according to the network any point in the sensor field should be covered by k sensors configuration. From a statistical point of view, the overall [18] . For many applications, it turns out that a deterministic coverage is enhanced, and energy consumption of the static k-coverage is too expensive and not necessary. Therefore, sensors is more balanced. probabilistic coverage [7] [22] is introduced and every point
The main challenges in designing such a hybrid network is covered with certain probability ratio. This ratio tunes the are, first, to clarify the necessary coverage contributions from coverage quality and allows the sensors to switch between the static and mobile sensors; and second, to find a mobility sleeping and working states. model for the mobile sensors to achieve their desired coverage In these studies, only static sensors are used. The quality of contribution. In this paper, we for the first time offer an coverage is noticeably affected by the initial deployment of the analytical study on the above problems, and the results also sensors. For uneven sensor distributions, the sensors in a sparse lead to a practical system design. Specifically, we present an area may have to stay active longer to ensure the coverage optimal algorithm for calculating the contributions, which fully quality. The batteries of these sensors will be depleted earlier explores the potentials of the mobile sensors and maximizes natural question is what kind of working and moving models of the sensors can achieve the coverage objective. In our basic framework, we adopt a random activation scheduling for cover the whole grid. The sensing range of a mobile sensor the static sensors, and a random walk model for the mobile can be smaller, e.g., 2, as it can reposit itself to the center of sensors. More specifically, our hybrid sensor network goes its grid. An example of the grid structure is shown in Fig. 1 . through the following stages:
When a sensor detects an abnormal event in its grid, it 1) Parameter Initialization: After deployment, one or more should report the event to a predefined agent. The reporting mobile sensors travel around the field and collect the distribumechanism is out of the scope of our study, and existing virtual tion information of the static senors in all grids. The mobile grid based algorithms can be used [22] .
sensors determine the movements of themselves as well as the
Given that the static sensors in one grid are equivalent in activation probability of the static sensors. The mobile sensors coverage, they do not have to be active simultaneously, so then notify the static sensors of their activation probability. field and reducing the load of the existing static sensors.
The advantages of using a probabilistic operation over a deterministic one are many. First, our technique is easier to implement because it involves simple optimization in the initial stage for the sensors. Second, the behavior of each Since our main goal is covering related, we define a measure type of the sensors are statistically identical. This is useful of how well a location is covered. Similar measurement is also especially for recharging or replacement of mobile sensors. used in [21] .
The substitute mobile sensor can easily follow the mobility Definition 1: A sensor field is said to be 6-covered if, at model and continue to monitor the sensor field, regardless any point in time, at least an expected d C (0,1) fraction of of the current state of other sensors; whereas a deterministic the whole area is covered by one or more active sensors.
scheme may involve re-optimization. Third, a probabilistic Assume that d is the minimum coverage ratio required coverage is generally more resistent to intruders that try to by the user, our objective is to ensure this quality, while learn the sensor behavior. maximizing the lifetime of the network.
Our hybrid architecture offers achievable and reasonably It is worth noting that the battery of state-of-the-art mobile good solutions to the problem of the uneven distribution of sensors is rechargeable [10]; hence, the lifetime of the whole static sensors. It is, however, worth emphasizing that the above network is bounded by that of the static sensors. We use framework provides only a flexible baseline for further design the lifetime of the first dying out sensor as a measure for of hybrid systems. Many practical enhancements could be the system lifetime. This definition has been widely used added, and we will discuss some of them as well. in existing studies [5] Vi,I 0 < Pjj < 1,
which indicates that whenever a mobile sensor moves into a grid, the probability that it will stay in this grid should be It is not difficult to see that the above set of equations have to denote the transition probability from grid i to grid j. See multiple solutions. We now illustrate one solution set. Our Fig. 5 for an illustration. Given the long-run distribution 7, strategy is to first find a set of solution to Eq. (5) dense grids, i.e., those ranked higher than /C in algorithm provide necessary coverage). We thus obtain optimal Mk and CalcContribution(. These grids will not get assistance from 71k. Since the grids within the subfield all have Flk > 0, we the mobile sensors and can simply be ignored in forming the can set the transition probabilities as before. The transition Markov chain, if they are sparsely distributed. However, if a probabilities also guarantee that a mobile sensor will remain collection of such grids are connected, a wall can be formed, in its subfield during the random walk. which partitions the field into two or more disjoint subfields.
It is worth noting that after we calculate each Mk indiGiven the presence of a wall (or multiple walls), a mobile vidually, it is possible that jj,XC Mk > M. This is because sensor can not move freely in the whole field, and the expected a sensor cannot be allocated fractionally. Given this negative distribution is no longer achievable. An example of this wall impact of the walls, we need to increase Pmin by decreasing effect is shown in Fig. 6 where grids 3, 6, 9, 13 have dense /C; the contribution from the static sensors is thus increased. static sensors and thus form a wall, splitting the fields into We continue until a /C is found such that >Cf Mk < M. two subfields. Grid 0 and 4 also have dense static sensors, 2) Subfield Partitioning: Besides the wall grids, other dense whereas they still need some assist from mobile sensors. We grids may have a very small wi, implying that the mobile call them semi-walls as these grids make traveling in subfield sensors should seldom visit them. Two examples are the grids (0, 1, 2, 4, 5, 8, 12) difficult, i.e., it may take a long time for the 0 and 4 in Fig. 6 . These two grids make a smooth walking mobile sensors in grids 1, 2, 5 to reach grid 8, 12 . As such, the in subfield (0, 1, 2, 4, 5, 8, 12) difficult and will significantly coverage of the non-wall grids strongly depends on the initial increase the convergence time of the system. placement of the mobile sensors, and a strategic allocation of In the presence of semi-walls, we can further partition the the mobile sensors to the subfields is thus necessary.
subfields to balance the movement of the mobile sensors. 1) Mobile Sensor Allocation for Subfields: Assume that, Again, since the mobile sensors cannot be allocated fracafter invoking algorithm CalcContribution in the initial stage, tionally, we have to strike a balance between the coverage the sensor field is divided into C subfields by walls. It is and convergency. In our expeniment, we set a threshold for easy to see that the number of mobile sensors needed in each the grids of semi-walls and show that the convergence time sub-field (excluding the wall grids) is independent of other improves noticeably. static sensors in our system. Fig. 7 shows the cumulative distribution curve of the residual energy after the death of the first sensor. We can see that at this time more than 70% of the B Convergence Time sensors has residual energy less than 1000mAh (10% of the We now consider the convergence time of the network, total energy reserve). It implies that the remaining operation in particular, the effect of moving speed of the mobile sentime of the system is limited, and the lifetime of the first dead sors. We simulated 50 mobile sensors in the sensor field.
VI. SENSOR COLLABORATIONS
sensor serves as a legible measure for the system lifetime.
In initialization, the whole sensor field was partitioned into Unless otherwise specified, the following default parameters subfields by walls. All mobile sensors belonging to the same are used: The expected coverage quality is d 0.85, and the subfield were dispatched to the grid with the highest index length of each time slot is 1 minutes. Each point in our figures in this subfield. Fig. 11 shows the coverage quality over is the average of 100 independent experiments, there are high transition probabilities between adjacent grids, C. Aggressive Movement in Event Detection the convergence time is much smaller. For example, with aggressive movement, the system reaches 85% coverage after While finer partitioning makes the convergence time of lazy 200 minutes, while lazy movement has yet to reach this ratio movement close to that of aggressive movement, we argue that after 1000 minutes. We can also see from Fig. 11 , that the aggressive movement can be much more effective than lazy coverage ratio with static sensors only is only around 70%. movement in abnormal event detection.
We randomly generated abnormal events in the sensor field.
We consider the effect of finer partitioning of the subfields.
In Fig. 13 , we show the time needed to detect all these From Fig. 12weseethatfiner partition improves the conver1 events for three strategies, namely, aggressive movement, lazy
From Fig. 12 , we see that finer partiton improves the conver-moemn an wihu oiesnos o upiigy h movement and without mobile sensors. Not surprisingly, the gence time with both aggressive and lazy movements.
more abnormal events there are, the longer it takes to find all of them. We see that with aggressive movement, the detection These experiments clearly show that the walls and semi-time is not only shorter than the other two, but also increases walls in the field would remarkably affect the convergence more slowly when the number of abnormal events increases. Of the system, and our allocation algorithms for the mobile The gain obtained from aggressive movement compared to sensors can effectively solve this problem.
lazy movement is around 5% to 15%. Notice that this is achieved neither by increasing the number of the mobile 
