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INTRODUCTION 
Il était une fois . ... un petit E PRON. 
Tel est le nom provisoirement retenu pour ce mini-ordinateur , 
actuellement à l'étude aux facultés de Namur (EPRON = Experi-
mental PROCES SOR Namur) . 
Mini-ordinateur, E PRON le sera sur base de critère s de prix e t 
d'encombrement Cl). 
Pour ne pas être trop coûteux, l e hardware ne sera pas trop 
spécialisé . L es mécanismes performants de la machine lui seront 
fournis par son firmware à la fois riche et dynamique, ce dyna -
misme permettant d 'adapter le firmwa.re au type d'application à 
traiter , sans pour autant modifier l e hardware. 
Ce mini-ordinateur micro-programmé sera susceptible de tra-
vailler avec toute l a gamme des périphériques classique s, cette 
connexièm .se faisant progressivement • . 
Une première phuse ne fournira que des périphériques élémentai-
res Clectette de c artes , imprimante rudimentaire) . 
Au stade suivant seront adjoints des périphériques plus performm1ts 
tels que mi.ni-cassette oti disque (mini). 
Doté de cet emtironneme.n~ , EPRON pourra fonctionner comme 
termina l 'volué d 'un gros ordinateur . 
Nous n 'avons pas l a prétention de présenter j ci une description 
d étaillée du hardware et du firmware de l' E PRON. 
Le lecteur la trouvera dans le travail de J. DE MARTEAU ( 1) . 
Le software de base implémenté sur l 'E PRON devra fournir à 
l'utilisateur un outil simple et performant , et tirer parti, au 
maximum, des po ssibilités offertes par l 'infrastructure hardware-
Firmware . 
Dans une première phase, la décision a été prise de trava iller 
uniquement dn.ns un contexte de monoprbgrammation . 
Cette option, qui supprime les problè mes d'allocation de ressour -
ces cl de conflits d ' accès, facilitera la t âche des réalisateurs, 
tout en leur permettant de t stcr J 'adéquation du software au 
firmware . 
------- -- ---- - - ---- ------- -- -- -- -- ---- -- --
(1) Cf . lé1 dél'i. nition d' ._, FRON d ans "Arch.i.tc ctur de s v st è mcs 
et m1cro-pro g r a mmn lion dyn amique" J. DEMARTDAU p . 0 . 3. 
Cette correspondance entre les routines software et le micro-
programme, nous avons cherché à la mettre en évidence da.ns 
• J 
l e traitement de deux mécanismes : la gestion des interruptions 
et les entrées-sorties (l'i')). Ceux-ci font l ' objet respectivement 
des chapitres 1 'et 2. 
Afin de situer ces modules dans l'ensemble du software de l 'EPRON 
nous fournissons, au chapitre 3, un bref aperçu des différents 
constituants du software élémentaire . 
Il est clair que ceux-ci ne constituent qu 'une petite parti e du 
vaste domaine du software de base , dans lequel on rassemble 
généralement les compilateurs, système d' xploitation , gestion 
de fichiers ,programmes utilitaires . 
Nous attirons l ' attention du lecteur sur le fait que cet exposé ne 
constitue pas l a description d'un système existant , appuyé par 
des mesures de performances . 
Il détermine seulement une base de travail , en quelque sorte un 
cahier de charge que devront respe cter. les réalisateurs du 
système . 
./ 
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CHAPITR E l - GESTION DES I NTERRU PTIO NS . 
1. I NTRODUCTION . 
1. 1. Définitions. 
Notre machine est munie cl 'un système d 'interruptions, cela 
signifie qu ',elle possède des mécanismes spé cia lisés permet-
t ant d 'interrompre une séquence à certaine moments et 
moyennant certa i ne s conditions . 
Nous envisagerons trois faç on s d'interrompre une séquence 
l es Vols de cycle , l e s débranchements et le s interruptions de 
programme , 
L e vol de cy cle consiste seulement en un arrêt momentané , 
sans répercussion sur le dérou lement de l a séquence . 
Le d ébra nchement et l'int e rruption de pro gramme entrafnent 
un arrêt, mais aussi un déroutement provi.soire ou définitf 
Cla décision étant pri se par la sequence de dérout ement) . 
L e débranchement a lieu à ]a demande de la séquence i nter-
rompue , il est donc synchronisé avec c e lle-ci, et peut être 
p r is en charge dès qu 'i l est demandé . 
L'interruption. de programme c.st provoquée par un facteur 
é chappant au contrôle de la séquence en cours. Sa surve-
nance est donc aléatoire, et désynchronisée par r annort à la 
séquence en cours. C'est pourquoi c ertaines précautions 
doivent être pri ses él.V:'lnt cl' autori ser leur prise en charge. 
1 
1.2. Classification. 
Chacun de ces types possède son domaine d ' application. 
1.2.1. Vols de cycle . 
Ils sont essentiellement desti nés à l a gestion de " process " 
i ndépendants du programme déroulé par l e CPU, mais de-
vant occéder à. des ressources i nternes . 
Nous y trouverons les transfe rts de bytes entre mémoire 
et canal (by tes de données ou de commande) . 
1. 2 . 2 . Débranchement. 
Dans le cadre limité de l a monoprogrammation, ce sont 
essentiellement des appel s du programme utilisateur à 
desti na tion cl 'un des modules du système . 
Parmi ces modules, nous trouverons le supervis eur d '10, 
l 'Exccutive, m.1.is aussi, dans une phase ultérieure , le 
système de gestion de fichiers . 
I. 2 
1.2.3 . Interruption de pro gramme. 
Il y aura lieu de distingll=l'.' trois classes en fonction de leur 
ori gine : Externe , i nterne s oftware, interne machine. 
1. 2. 3. 1. Exteri1.e . 
Ces demandes proviennent essentiellement des périphé -
riques ou du timer (qui, foncti onnelle.ment, sera consi-
déré comme un périphérique particulier). 
Dans cette clas se, nous distinguerons trois fa milles. 
END : signal envoyé par l e cana l pour annoncer la fin 
de transfert d 'un ou plusieurs blocs (en r elation 
directe ave c le END DEVICE). 
ANO MALIE : signal annonçant la détection d' une erreur 
en cours de bloc . 
Il est envoy é dans le cas d'erreurs intéressantes 
à si gnaler ou à traite r avant l a fin du bloc, ou 
dans l e c a s où les erreurs entravent le déroule-
ment de l'opération et empêchent l' apparition du 
si gnal END . 
A titre d ' exemple, nous citerons l a détection d 'une 
erreur de parité dans tampon du périphérique, e t 
pour autant que l a répétition puisse se faire avant 
la v a lid ation de l' éc riture s ur le périphérique. 
( seul ement pour les périphériques de sortie, dont 
l e buffer a la dimension du bloc physique). 
Nous pourrions auss i considérer, en t é létra i te-
ment, les err eurs <le transmission de bloc (par 
exemple, , e rreur de p arité d ans le contrôleur de 
transmission). 
S e lon le cas, cette erreur sera simplern.ent signa -
lée (rempl acer caractè.re invalide p ar FF), ou 
l ',opération sera arrêt ée (déci sion pri se par le 
h ardware, cohjointement à l' envoi du signal 
1A NOM) 
APPEL : sig~1.al utilisé par les périphériques dont l' ap -
pe l peut initialiser une opération d '10 (alors que, 
en g 'néral, 1'10 démarre à l'initiative du program-
me p ar exécution de STIC1>). 
Nous r e tiendrons les appels cons ole , l e 1.imer 
(lorsque l 'intervalle de temps alloué est t erminé), 
et, en télét r ai t ement, l a réception par le contrô-
leur d ',un STX entrant . 
N.B . Nou s avons introduit, à titre d'exemples, 
certains cas relatifs au télétraitement. 
Nous n'y reviendrons pas par l a. suite , 
le t élétrait ement fe ra l'obj e t d 'm1. tr avai.l 
séparé . 
1. 3 
1. 2. 3. 2. Internes software.. 
Nous trouverons là dc.s ::nterruptions provoquées par 
des erreurs de programme , et qui consistent en : 
1 . .CODE INVALIDE. 
Le code décrit dans l 'instruction n 'existe pas 
dans le langage machine, c'est-à-dire qu '_il ne 
réf' rence aucune des mini-instructions situées 
dans la zone des mini - instructiqns de la mémoire 
e t qui interprète.nt le code fonction . 
Il y aurait moyen de raffiner cette notion en 
t estant la compatibilité entre l e code four ni e t 
les opérandes qui lui sont associés . 
Ce test serait facilité par ]a découpe standard 
des instructions (cf. travail parallèl e traitant 
du l angage machine ) • 
Le code est aussi invalide l o rsque l 'on veut exé-
cuter, en mode esclave, une instruction privilégiée , 
c '_est-- à-dire valide uniquement en mode maftre . 
2. ADRESSE INVAL IDE. 
3. 
L' adresse indiquée dans l 'instruction n ' est pas dans 
l a ' zone adresse tolérée : soit que sa valeur dépasse 
l a dimension existant sur la configuration, soit 
qu ' il1ait violation de la ,protection de mémoire . 
RESULTAT FAUTIF D ' INSTR UCTIONS ~ 
Nous retiendrons : 
- addition ou soustraction avec r ésultat incorrect . 
- tentative de division par O , ou par un nombre 
t rop petit pour la précision de la machine.. 
- détection d'overflow après CVB. 
- shift arithmétique et perte du signe . 
1.2 . 3.3. Interne machine. 
Ces i nterruptions seront déclenchées lors de la détection 
de malfonctionnement du hardware du CPU . 
Nous trouverons notamment les erreurs de parité mémoire 
- à l 'entrée en mémoire (provenant de registres ou dc.s 
bus externes). 
- à la sortie de la mémoire . 
En groupant toutes lc.s demandes indépendantes, du prooramme, 
(vols de cycle-interruptions), c.n fonction de leur origine, 
nous troùverons le tableau décrit à la fig. 1., 1. 
1.4 
1 2 3 4 5 1 2 3 l 4 5 . r 6 6 7 8 9 10 11 12 - - · ô - -1 
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3 END SERVI Cl& .D CV i c. E 
4 1APPEL 
S 1ANOM 
6 END CANAL (provoqué par firmware) 
7 CODE 
8 ADRESSE 
9 DATA (avec possibilité de plusieurs signaux : 
- overflow CVB 
- divi sion par O , etc ... 
10 PARITE ENTREE MC 
11 PARITE SORTIE MC 
12 POWER FAILURE. 
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VE /\ priorilc' impeûrc 
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DRIVER 
Fi g. 1. 2 ( ( D J 1. 35 } 
1. 4 bis 
I. 5 
2. OUTIL HARDWARE - FIR MW ARE. 
Pour un développement plus détai llé du mécanisme, nous renvoyons 
au travail de J. DE Iv1.AR TEA U. 
Du schéma de base de l 'E PRON (cf . fig . 12) , il est possible 
d'extraire le . schéma suivunt du traitement hardware d e s i nt errup -
tions (cf . fi g . l. 3) . 
2. 1. D emandes . 
De façon asynchrone p ur rapport au déroule ment du progra mme , 
une d e ma nde d'interruption est si gnalée p a r l' a ppari tion d 'un 
signal Request (1) et mémorisée dans le banc des Requests (2). 
Un encodeur priorita ire (3) sélectionne le request à traiter : 
le r ésultat de l'_encodage don.ne dans APR le n ° du Request à 
traiter (4) . · 
L ',encodeur étant c âlié , l es priorités accordées aux Requests 
sont fixes pour une con.figuration. de machine . 
2. 2 . P rise en charge . 
C e lle-ci s'effectuera au temps To. 
Rappelons que To est la phase de prise en cha rge d ' une 
mini-instruction (ou ligne N. ). 
Trois cas s o nt possibles : 
TOB 
TOI 
bouclage sur l a mini-instruction, 
prise en charge d',lrn. Requ est. 
TON p oursuite normale du progr amme, 
L e choix de la phase et l ' exécutio n de c elle-ci se font par 
hardware. 
Néanmoins, o n peut en trouver une description fonctionnelle 
en langa ge ~\ (cf . ( D J 1. 49) . ·, 
Lorsqu 'il y a détection du fait que l e contenu de APR n 'est pas 
nul, l a séquence TOI se déroule , c ' est- à -dire : 
- chargement dans RA P (5) de 4 ~ n ° Request + X (X étant 
l ',adre s se de début de la zone <les M ots réservés). 
- chargement de cette valeur dans RA (6 ) . 
- l ecture en mémoire de la mini- instruction l ogée à cette 
adresse, et stockage de celle-ci dans le rcgi.s tre DM ( 7). 
Ainsi, l a nouvelle Inini-instruction prise en charge ne sera p a s 
celle indiquée par CM, mais celle qui répond au Request . 
Notons q Lte, dans ce mé canisme, les regi.stres du pro gramme 
n 'ont pas ', té_ p e rturbés , pLlisque nous n ' avons fait appel qu'à 
D M, devenu inopé rant (phase To) 
I. 6 
(1) l ! l l 
(2)[ 1 1 1 1 
! l t ! 1 
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La zone des " Mots réservés " est une zone mémoire de 
dimension 4n, n étant le nombre de Re quests implantés 
sur la. machine . 
A chaque Request correspor~dent ainsi 4 mots rése rvés : 
1. 1 MOT RESER VE EXECUTIF 
où ,sera stockée l a mini-instruction de réponse au Re-
quest. 
2. 3 MOTS RESERVE S PARAMETRES 
contenant les paramètres nécessaires à cette mini-
instruction. 
Il va sans dire que la zone assoc1ee à un Request aura dû 
être chargée avant l a prise en charge de celui.-ci, soit en 
cours de programme, soit au chargement du syst è me . 
Il convient auss i de remarquer qu 1un certain n ombre de 
r eque sts sont susceptibles de masquage à l 1entrée de l 1enco-
deur. 
Une façon de réaliser c e masquage est l 1utilisation d 1une 
b ascule BMPl ·: , pos itionnée et déposition.née respective-
ment par les ordre s MPI et D MPI, ce qui nous donnerait un 
masque "tout ou rien", e t permettrait de considére r deux 
If ét age s 11 de Requests. 
1. ceux qui sont t estés à chaque To. 
2. 
N.B . 
ceux qui ne sont test és que lorsque le s ys tème le 
p e rme t, par positionnement du masque. 
Pour l a clarté de l'exposé, n ous avons mentionné 
l a zone de " Mots Réservés" associée aux Requests . 
En fait, suite à c e tte parti e accessible par hardware 
se loge une autre part ie, accessible à p artir du 
software : RAP étant chargé n on plus du contenu de 
APR, mais d 'une valeur fournie par le firmware (cf. 
instructions d '10) . 
I,. 8. 
3. MECANISME S. 
3. L VOLS DE CYCLE. 
3. 1. 1. Demande. 
Elle sera annoncée par un signal Request , et donc mémorisée 
dans le banc des Requests . 
3 . 1. 2. Prise en charge. 
Celle-ci se fera en To, et suivant l ',encodage prioritaire, 
qui, rappelons-le, est c âblé . 
Le temps de réponse à un request sera fonction du n ombre de 
Requests plus prioritaires positionnés avant sa prise en compte. 
3. 1. 3 . Traitement. 
C elui-ci se limitera à l'exécution pure et simple de l a mini-
instruction logée dans le"l\lbt Réscrvé"correspondant , 
Ainsi que nous l ' avons signalé, il n'aura donc aucune ré -
percussion sur les éléments de travail du programme ni sur 
son fonctionnement ultérieur. 
D ans le c adre actuel de l 'E PR.ON, les seules applications du 
vol de cycle seront les· séquences de transfert de bytes (DT S), 
et les fins de périphériques (END DEVlCE) . 
N.B. : Alors que, sur des machines plus puissantes, les 
vols de cycle sont câblés, E PRON sera muni de vols 
de cycle micro-programmés . 
1. 9 
3. 2. I NTERRUPTIONS . 
3.2.1. Demandes. 
S uivant l eur appartenance à l 'une ou l' autre d es cl asses 
définies précédemment, les de.mandes d'interruption sont 
formulées de façon différente. ' · 
- Les demandes EXT ERNE S et les demandes INTERNE S . 
MACHINE sont formulées par des si gnaux émis p a r l e 
h ar<lware respectivement des périphérique s e t du C PU, 
( signaux Requests), ce qui entraîne ra l e ur mémorisation 
d ans l e BANC DES REQUESTS. 
- Les demandes I NTER NE S SOFTWARE sont provoquées 
soit par hard.war.e (opérateur arithmétique), soit p a r 
firmw are . Dans ce dernier c as, il est possible d'envi-
s age r deux fonctionnements d i fférents : · 
d'une p ar t, sous -j acent au firmware de prise en charge 
dès instructions, existe le hardware qui d étectera les 
erreurs, ce qui nous ramène aux classes précédentes, 
avec utilis a tion du BANC DES REQUE ST S. 
D ' autre p art, le firmware gère lui-même l a détection 
et l a mémorisati.on de ces demandes ; dans c e cas, il 
serait plus a i sé de mémoriser ces demandes en MEMOIRE 
CENTRA LE, dans une zone rése r vée à cet effet, que 
nous appelleri ons " zone des interr uptions" . 
C ette optio n compliquerait quelque peu l' étape de prise 
en charge des i nterruptions , puisqu 1 elle néce ssiterait 
l a consultation de deux zones distinctes : l e banc des 
R equests, et la " zone des inter :cuptions ". 
D ',autre part, elle p e rmettrait une plus grande souples se 
d ans l ' éto.bhsse.: ,lent des priorités de s interruptions 
s oftware pui sque celles - ci ne seraient pas câblée s . 
Il app a rtiendra aux r éalisateurs du hardware e t du 
firmware de défin i-r le choix final. 
Toutefoi s , pour donner de l' ensemble une vue synthéti-
que , nous prendrons comme base de travail l a première 
option proposée : toutes l e s demande s d ',i nterruption 
sont enregistrées dans le banc des Requests . 
. 3, 2. 2. Prise en charge . 
Du fait que l e t raitement d 'une i nterruption s ' a ccompagne 
toujours d 1 uJ1. DEROUTE M.E NT, deux préci s ions doivent 
être apport ées : l e moment et les priorit és de pri se en 
cha r ge . 
L'int erruption doit être pr i. se en charge à un moment t e l 
que cc mécani s me ne détruise (ou ne r i sque de détruire) 
aucun des él émcnts de la séquence interrompue . 
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C ' est ainsi que les interruptions indépendantes du 
programme ne seront autorisées que lor sque l'instruction 
en cours sera terminée (en frn de phase RNI) , De cette 
manière, les zones contenant des résultats intermédiaires 
peuvent être perdues, et le sauvetage s 'effectuera unique-
ment pour les éléments utilisés d 'une instruction à l ' autre 
(Registres généraux·, Registre s ordinaux CP et CM). -· 
En ce qui concerne l es erreurs de programme, il n',est 
même pas nécessai.r2 de garantir les valeurs i ntermédiaires , 
puisqu' elles se sont avérées i nexact es . C ',est pourquoi la 
prise en cha:;.~ge de l'interruption peut débuter avant la fin 
de l'instruction en cours . 
L a SE LECTlON de l a demande à traiter s ' effectuera sui -
v ant l' une des trois méthodes suivantes : 
fir st in - first ouf· , l'introduction de priorités, ou l 'utili -
s ation de niveaux d ' interruptibilité . 
Dans le premier cas, seul compte l 'ordre d'arrivée. Cette 
rn.éthode serait appropriée pour des interruptions présen-
t ant toutes le même degré d '.urgence. 
Le travail avec priorités permet de favoriser c ert aines 
demandes, considérées comme plus urgentes . 
Si l e mécanisme de pri se en charge est un.-iquement hardware, 
l a sélection de la demande à traiter est immédi.ate : celle-ci 
est fournie à la sortie d 'un encodeur prioritaire câblé, 
Une autre possibilité serait de stocker dans une file d'attente 
l es demandes ainsi que certaines in.formations relatives à leur 
identification. 
Le prélèvement de la demande la plus prioritaire se ferait 
alors sous le contrôle du software; ce qui ralentirait le 
traitement des interruptions, mais permettrait aussi une 
structure moins figée; 
l es priorités pourraient être modifiées selon les applica-
tions, ou même dans le temps (par ex . en cas d'_engorge-
mcn.t) . 
L'utilisation de niv aux d 'interruptibi.lité permet d'accen-
tuer l '_avantage offert aux interruptions les plus ur gentes; 
toute demande d'un niveau donné peut i nterrompre tout es 
l es séquences rêpondant à des demandes de ni.veau stricte-
ment i n.f érieur . 
A chaque niveau est associé un MASQUE d 'INTERRUPTION . 
Un des problcmes essentiels réside dans ]a définition du 
nombre de niveaux, et la répartition des interruptions entre 
ces différents niveaux. 
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Si nous voulions utiliser cette méthode, nous pourrions , 
par exemple , i ntroduire une correspondance entre les 
niveaux d'interruptibilité et les différente s classes que 
nous avons définies au début de c e chapitre , une priorité 
étant accordée à chacune des d e mandes à l 'intérieur des 
niveaux . 
Une t e lle méthode nécessiterait que lque s modifications du 
hardware actuellement envisagé, puisque, dans le schéma 
p r oposé, u ne seule bascule (BMPI) est prévue pour tenir 
compte des masquages et démasquages , 
C '.est pourquoi nous proposons le système suivant : il 
existe deux types d 'interruptions, celles qui sont masqua-
bles et c elles qui né le sont pas . --
1. INTERRUPTIO NS MASQUABLES. 
Correspondent à un niveau d 'i nterruptibilité 1 (Alors 
que l e programme utilisateur est affecté d 'une niveau 0) . 
Elles p euvent donc interrompre le programme uti lisa-
t eur , mais ne peuvent s 'interrompre mutuellement : dès 
que l' une d ' elles est pri se en compte, le s i gnal de 
masquage est émis , e t l a bascule (BMPI) positionnée 
jusqu ' à l a fin de la routine . 
Ce doma ine de niveau 1 coi'ncide avec c e lui des i nter -
ruptions qui ne peuvent intervenir qu ' à l a fin de l 'instruc -
tion en cours. 
D ans cette catégorie, nous trouverons : 
tout e s l e s interruptio1s ext ernes (END C ANAL, IA PPEL' 
IA NOM), et i ::ert aines interruptions software : 
celles qui ne s ont pas liées à la détection d 'erreurs du 
programme . 
(par exemple , dans un contexte de multitasking, l e 
bloquage d ',une tâche par une autre t â che) . 
2. Ll'::!.TLERRUPTIONS NON MASQUA.BLES . 
L a prise en compte de l'une d'elles provoque le position-
nement du masque d 'interruptions , donc le masquage des 
demandes de niveau 1 e t O (programme utilis ateu r). 
M.ais elles-mêmes ne sont jamais masquées , 
D ' autre part , ces i nterruptions se c o nfonden t avec celles 
que l'on peut traiter sans attendre la fin de l'instruction 
en cours. 
C e type d'interruptions regroupera l es erreurs internes , 
parce que celles-ci doivent être signalées et traitées 
dès qu' elles sont détectées par le hardware ou le firm-
ware . 
Nous y trouverons donc l es erreurs machine et les er-
reurs de s oftware i nterne . 
I. 12 
Un tel système appelle cependant certa ines réserves 
1. Du fait que certaines inte rruptions ne sont jamais 
masquées, nous ris(1uons de rencontrer cl.es appels 
récursifs relatifs à ces priorités, et de boucler 
ind éfiniment . 
Un· solution serait de comptabiliser les appel s, et 
dans le cas de répétition de la même demande, signa -
l er l'erreur à. la console. 
La seule solution serait la réinitilisation du système. 
2. Cert aines erreurs du software ne nécessitent peut-
être p as une action aussi immédi ate , dans ce cas, elles 
s eront traitées cle la même façon que celles du premier 
type (avec masquage) . 
L a concordance entre ces options et l e mécanisme hardware 
cl.écrit plus haut se réalise donc de la façon suivante : 
1. l es demandes d 'interruptions seront toutes signalées 
par le banc des Requests (sauf avis contraire des res-
ponsables du hardware) . 
2. en To seront suscepti bles d'être prises en charge les 
i nterrupti.ons non masquables : HARDW ARE INTER NE, 
SOF TWARE INTERNE (du moins adresse e t code invali -
des). 
3. à l a fin d ' une instruction, et pour peu que l 'on ne soit 
p as en cours d 'interrupti.on (BMPI = 0), seront prises 
en charge les interruptions masquablcs ; 
EXTER NES, et certaines i.nterruptions SOFTWARE 
INTERNE . 
R. Ro R. RO 1 
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Fig. 1.4 
CLASSIFICATION REQUESTS PAR PRIORITES 
La numérotation des périphériques (1, n) est ici fonction des priorités de ceux-ci, c'est-à -dire 
leur vitesse et leur importance dans le système. 
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3.2.3. T RAITEMENT . 
Le traitement d 'une i nterruption corn.prend trois phases 
1. L a préparation (Aiguillage) . 
2. L e traitement proprement dit. 
3. Le r e tour. 
3 . 2, 3.1. PREPARATION - AIGUILLAGE. 
C' est e lle qui assure le passage de la séquence inter-
rompu e à la routine de traitement de l 'interr.uption, 
tout en garantissant que ce déroutement s 'opè re --sans 
dégâts pour le programme inte rrompu. 
Selon que l'optique choisie sera "tronc commun" ou 
p as , cette phase sera réalisée par une routine séparée , 
et c mmune à toutes les demandes, ou sera un s egment 
de l a routine i nvoquée . 
Troi s t)'l)CS d'opérations se succéderont dans cette 
phase : l a modification des paramètres de fonctionne -
ment du CPU, l e sauvetage des registres d e travail, 
et l a t ransmission des paramètre s , 
MODIFICATION DES PARAME T RES DE FONCTION-
NEMENT . 
Les 3 composants à. traiter sont : le masque d'interrup-
tions, l e mode de travail, et la protection mémoire . 
Ainsi que n ;')US l ' avons dit précédemment, l a pri se en 
charge d'une interruption entraîne le positionnement 
du masque d 'interruption Cc 'est - à-dire de la bascule 
BMP I), 
L e mode de travail 1v'IA1TRE /ESCLAVE est lié à la 
noti n d'instructions privilégiées : en mode maître, 
tou l es codes opérations s ont valides; en mode 
esclave, certaines instructions sont i nexéc utables . 
Parmi celles -ci, nous noterons l es i nstructions d '10. 
Une tentative d ' exécution. de ces in stru::.tions en mode 
esclav e provoque une demande d 'interruption de pro-
gramme "cod e invalide ", parce que l e fi rmware ne 
d étecte pas un code exécutable; ainsi que l e montre 














Fig . I. 5 
ZONE MEMOIRE des MINI-INSTRUCTIONS 
interprétant les codes opération. 
L'indication. du mode dans lequel on travaille(d onc du Range 
de Validité du code) est fournie par la bascule BAMP. 
Si BAMP = 0 
Si BAMP = l 
toute la zone est accessible, tous les codes 
sont validés . 
les cellules O à 15 sont interdites , u ne t ent aüve 
d '_accès à l'une cl' elles génère CODE INVAL IDE. 
Pour plus de renseignements, nous r envoynns le lecteur au 
travail de J. DEiv1ARTEAU (cf. [ D J 1,37) . 
. . r:· 16 
La protection mémoire est le complément indispensable au tra-
vail en mode Maître /esdave pour protéger l 'un de l ' autre. les 
p r o grammes utilisateurs, et pour garantir la zone système. 
(Dans le c adre. de momprogrammation, il est clair- que seule 
cette. action. est réalisée). 
La protection d 'une zone mémoire peut être tota le (c 'est -à-dire 
que tout a ccè s en lecture ou en écriture est interdit pour tout 
programme ne " montrant pas patte. blanche".) 
Un autre type de protection est celui qui cont rô le l ' accès en 
écriture seulement (c 'est-à-dire dans le cas où un programme. 
risque. de détruire une zone qui ne lui est pas attri buée .) 
C e contrôl e peut être réalisé par utilisation de clé. de protection 
(Cf . IBM 360), ou par regtstres associés à chaque programme 
et contenant les bornes de. la zone autorisée pour celui-ci, 
POUR EPRON , il a été d écidé de limiter l a protection aux 
opérations d ' écriture , et de l e réaliser par uti li sation. de 
r egistres de bornes. 
N.B. : puisque nous sommes en monoprogrammation , l a protec -
tion est inefficien1een mode MAITRE . 
La protection mémoire se traduira donc par l ',organigramrnc. 







ADRESSE INV./\.LIDE (interruption) -
~ 
OK 
N. B . 
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Le test "Adresse Valide " consiste en la comparaison de 
l' adre sse de l'opérande (situé dans RI) avec les bornes 
situées dans les registres. 
REMARQUE IMPORTANTE. 
Même si, apparamment, elles joue nt des rôles complémentaires, 
il faut éviter de confondre les notions de niveaux d'interruptibilité, 
protection mémoire, et mode Martre/Esclave. 
Dans un système qui travaille en monopro grammation, ces trois 
mécanisme s sont que lque peu redondants, ma_is dans un système plus 
complexe, leurs rôles respectifs apparaissent plus clairement. 
La protection Mémoire :: garantit cha cune des applications de 
destruction possible par d'autres, 
Le mode Martre/Esclave assure la ségrégation programme/ système . 




SAUVETAGE DES REGISTRES DE TRAVAIL. 
Il est à noter que cette fonctL01., de même que la transmission des 
param'tr s, n'e s t pas une c aractéristique des problèmes d'inter-
ruptLons , mais se retrouve dans tous les appels à une sous-routine . 
Nous distingue,rons trois aspects à la question : que sauver, qui les 
sauve, où les s auver ? 
Les quantités s auvées sont 1=s différents registres contenant des 
informations utilisées d'une instruction à l 'autre, c 'est - à-dire les 
registres généraux, les accumulateurs , les compteurs ordinaux (CP, 
CM) et le code condition. 
Le sauvetage sera effectué soit par la routine commune de sauvetage 
et d' aiguillage , soit par chacune des routines d'interruption . 
Une zone de sauvetage doit être prévue pour ,.chaque niveau d 'inter-
ruptibilité, afin d'éviter tout écrasement. 
Nous aurons donc : une zon e associée à toutes les demandes de 
niveau J. (Masquable) et une zone associée à chacune des demandes 
non masquables (puisque, en fait, chacune d ' elles constitue un 
niveau). 
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TRANSMISSION DES PARAMETRES. 
Pour atteindre la routine de "traitement proprement dit", il sera 
n'ccssajre d'en connaître soit l' adresse,soit le type, auquel cas 
le branchement se fera via la table des SVC (cf. auss i le chapitre 
suivant). (1) 
Ce paramètre sera constant pour une configuration du système. 
D I autre part, il est nécessaire de fournir à la routine les para -
mètres qu ' elle devra utiliser : par exemple, les routines traitant 
d ' entrée/ sortie devront accéder à l'identification du périphérique, 
au mot d ' état de celui-ci, ainsi que l'autres valeur s contenues dans 
le CCB (cf . chapitre suivant) . Ce sera donc l' adresse du CC B qui 
sera fournie comme paramètre. 
Ces paramètres seront transmi s par l'intermédiaire des " mots Ré-
servés Paramètres" associés par le hardware au Request pris en 
charge. 
Pour que ces paramètre s restent accessibles pendant l'exé-
cution de la routine, il faudra assurer le sauvetage de l'_a -
dresse de ces mots réservés . En effet, au moment de 
l I appel, l ',adresse est contenue dans RA, mais sera perdue 
dès la prise en charge de la première instruction de la 
routine. 
C e sauvetage pourrait se faire, par exemple, dans l a table 
des routines du système , ce qui exclue rait la possibilité 
d'appels récursifs à ces routines . 
(cf . cas particulier du superviseur I(/J). 
( 1) Cette dénomination désigne la table que nous appellerons 
plus loin "Table des routines du système ". 
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3.2. 3. 2. TRAITEMENT PROPREMENT DlT. 
Ainsi que nous l'avons signalé précédemment, l a routine 
de traitement peut inclure la phase de préparation, ou 
ôtre i ndépendante de c e lle-ci. 
Sa strJ.1cturc peut donc être schématiquement représentée 
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Fig . l. 6a Fig. 1. 6b 
Dans l e premier cas (fig . 6 a ), le firmware de répons e au 
Request oriente toujours vers la. routine d ' aiguillage qui 
effectuera les trois fonctions décrites à la phase précé-
dente, puis branchera à la routine adéquat e . 
Dans l e second cas (fig . 6b), le firmware de réponse au 
R equest oriente ;directement vers " sà" routine, auquel cas 
toutes l es routines débuteront par une séquence quasi-
identique, celle qui effectue les trois fo nctions de prépara -
tion . Elle occasionne donc une perte de place mémoire, mais 
assure un gain de temps, puisque l e branchement à la routine 
est automatique . 
En tirant p arti au maximum des possibilités du fi rmware, il 
serait peut être pos si blc d'adopter la solution ·.suivante, 
compactage des deux méthodes ; 
l a mini-instruction de réponse au Request assure e lle - même 
l' exécution de la phase 1 (Prise en compte e t phase 1 sont 
donc confondues), puis oriente vers l a r outi.n e de t raitement 
prop rement dit . Cette solution présent rait l' avantage de 
traiter toute l a phase J comme une action indécomposable 
(puisque réalisée en une seule rninj_ -instruction) , ce qui la 
protégerait des interventions des i nterruptions non masquées . 
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La routine de traitement proprement dit sera soit commune à 
une famille d'interruptions (EÀ-: : END CANAL), soit propre 
à une interruption (Ex. : RECOVERY PERlP!lERlQUE sera 
fonction du périphérique) . 
1 . L es interruptions externes, 
donneront lieu à l'exécution d'une séquence du superviseur 
lçt). Cette partie est traitée en détail au chapitre suivant. 
2. Erreurs de software , 
se solderont par un message console et l' abandon du pro -
gramme, sauf avis contraire de l'utilisateur (cf. chapitre 3). 
3. Erreurs machine, 
après tentative infructueuse de répétition correcte, on 
fera appel à une routine pas à pas destinée à localiser 
l e sens de l'erreur ( sortie ou entrée mémoire) . 
C e tte routine serait à envisager d ans un ensemble de 
programmes de maintenance . 
3.2.3.3. RETOUR-RESTAURATION. 
L a décision de retour ou non à l a séquence interrompue 
dépendra de la routine qui traite l'interruption . 
(par ex. , celle-ci peut provoquer un branchement a.u 
module d ' éjection du pro gramme) . 
Dans le cas de retour, nous suivrons une démarche 
symétrique à celle de l ' aiguillage : 
1. Restauration <les quantités sauvées, 
2 . Modification des paramètres de fonctionne.ment du 
C PU, 
3. Branchement à l' adresse de retour . 
La structure dépendra de celle adoptée pour l' aiguillage 
englobe.r cette routine dans la routine de traitement, ou 
utiliser une routine commune . 
(la solution optimale étant la réalisation de trois opéra -
tions dans une même mini -instruction) . 
Le mécanisme global de traitement d'interruption est résumé à la 
fig . I..8. 
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3. 3 . DEBRANCHEMENT S. 
3 .3.1. Demandes . • I 
Contrairement aux deux mécanismes décrit s précédemment, 
le débranchement n ' est pas sollicité par un Request, mais 
par le programme à interrompre , 
Ce genre de demande n ' entraîne pas de mémorisation., 
puisque l 'utilisateur connaît e t veut l'inte rruption . 
L a. demande sera. formulée de l a façon suivant : 
svc TYPE 
· 1..__ ____ '--A_(:_P_A_R_A_ l\_/i._E_T_R_E_-- _S.;._) _ ____. 
3. 3. 2 . Prise en charge. 
Le code SVC de l'instruction. est interpété par l a mini-
instruction correspondante (de même que toutes les 
instructions). 
C ette interprétation consiste en un test de validité du 
type : si celui-ci n ' appartient pas au 11Range" autorisé, 
il y a demande d'interruption "code invalide". 
Lorsque le type est reconnu, le passage est autorisé à. ] a 
phase de traite ment . 
N.B. Ce contrôle <lu type permet une protection. du 
système à l'éga rd des accès fautifs de l a part de 
l' utilisateur. 
3 . 3. 3. Trai.tement. 
11 est analogue à celui des interruptions, cela signifie 
qu ' n regroupe les m:'.:mes phases de préparation., traite-
ment proprement dit, et Retour . 
Il est à noter toutefois que l a transmission des paramètres 
se fera non plus à partir des mots réservés, mais à pnrtir 
de CP pui squ ' ils figurent comme 2e opé r.ande de l 'in.struction 
svc. 
De même que pour les interruptions, cette adresse doit 
rester ac c essible en cours d ' exécution de la routine, c ' est 
pourquoi e llc sera sauvée dans lu table des routi.nes du 
système. 
D ' autre part, le branchement à la routine se fera obli gntoi.r e -
men.t via ln t a ble des routines du syst ·,me, le type du SV four-
nissant L' inde x. 
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PROGR AMME 
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CODE 
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Il. 1 . 
CHAPITRE 11 - ENTREE S/SORTIES 
1. INTRODUCTION : CONCEPTS GENERAUX. 
Avant de décrire le mécanisme de gestion des entrées-sorties 
adopté pour l 'E PR.ON, il nous a semblé intéressant de rappeler 
ou de mettre en évidence certaines notions et distinctions assez 
fondamentales exploitées par E PRON. 
1. 1. IQ : D ' finit ions - Ni veaux. 
Initialement, l e transfert des donnée s entre mémoire e t périphéri-
ques (IN ou (DUT) s 'exécutait directement sous le contrôle du 
pro gramme de l'utilisateur : c'est lui qui envo yait les ordres au 
•périphérique , et qui gérait le trans fert des données . Deux conclu-
sions s 'imposaient : 
Pendant toute l'exécution de l'l(D, le programme utilisateur 
ét-ait mobilisé pour l a gestion de c ette l'i). En raison des diffé-
r ences de base de temps (CPU et périphérique), cela occasion-
n ait une PERTE de TEMPS CPU de plus ·en plus considérable 
au fur et à mesure que la technolo gie s ' améliorait, 
L e fait que l a gestion des 1~ soit directement sous l e contrôle 
de l'utilisateur nécessitait de celui-ci une parfaite connaissance 
des caract éristiques et du fonctionnement des périphériques 
utilis és . 
Dans ce cas, les ri.sques d 'erreurs étaient considérables, et 
parfois celles-ci se révélaient irrécupérables . 
Pour t enter de remédieri à ces inconvénients, deux interfaces ont 
été introduits : l es canaux d 'entrée - sortie (ou canaux I(D), et le 
superviseur des entrées - sorties . 
Les CANAUX ff/J ont pour but de réduire la perte de temps 
programme occasionnée par la gestion des l(D . 
Suivant les machines, ces canaux poss èdent une logique propre 
plus ou moins développée leur permettant d'assurer la gestion 
de s l(D de façon plus ou moins autonome . 
(A la limite, ils deviennent de véritables ordinateurs satellites) . 
Pour peu que l a logique du programme le perm tte, nous pour -
rons avoir le déroulement simultané de plusieurs "processus" 
parallèles : 
- le programme utilisateur géré par l e CPU, 
- les "programmes canaux"gérant les l'i) en cours . 
La communication se fera, dans le sens CPU-canal, au moyen des 
i nstructions l(D, et dans le sens canal-CPU, par les interrup- · 
tions de programme réservées aux canaux.. 
N.B. Pour obtenir une réelle effici~nce de cette intervention des 
canaux, il est nécessaire que · 1e programme soit pensé en 
fonction de ce parall~lisme. 
11. 2. 
Si, une fois la demande d '10 formulée, le pro gramme se bloque 
dans l' attent~ de fin de cette 10, les performances sont sérieuse-
ment réduites. 
Plusi urs solutions peuvent être introduites : 
le double buffering, le multitasking, ou la multiprogrammation . 
En double buffering , l'utilisateur travaillera en bascule sur l 'un 
des tampons (ou buffers), tandis que le canal remplira ou videra 
l'autre. · 
En multitasking, l'utilisateur partage son job en ''tâches" indépen-
dantes, Lorsque l'une d'elles se bloque sur l'attente d'une 10, 
une autre démarre. Il est à noter que tous les programmes ne 
se prêtent pas à ce genre de "dissection". 
La multiprogrammation permet de récupérer ce temps d'attente 
non plus au niveau du programme, mais au niveau du CPU : 
lorsqu'un programme est mis en attente d'lçt) , le contrôle passe 
à un autre programme, Alors se pose le problème d'une judicieuse 
répartition de programmes : programme demandant beaucoup d 'l0, 
pro gramme au contraire orienté CPU . 
Le SUPER VISE UR des entrées/ sorties constitue essentiellement un 
interface entre programme utilisateur et canaux 10. En fonction des 
demandes du programme, c'est lui qui initialise les "programmes ca-
naux", et qui assure la validité des data transférées (en ·entamant, 
quand nécessaire, l es procédures de recouvrement d'erreurs). 
Nous considérerons donc une opération 10 à 4 niveaux 
- l e programme utilisateur, 
- l e superviseur 10, 
- les canaux 10, 
les périphériques (eux-mêmes composés du p 'riphérique pro-
prement dit, et d '_une unité de contrôle, ou coupleur). 
A chacun de ces niveaux correspond un type d'action que nous allons ·_ 
brièvement évoquer. Après quoi, nous expliciterons les réalisations 
sur l 'E PRON de chacun de ces niveaux et de leurs actions . 
1.2. -· ROLES DES DIFFERENTS NIVEAUX, 
I. 2, 1. Périphériques. 
Il. 3. 
Le périphérique recevra, reconnaftra et exécutera les ordres 
que lui envoie le canal 10 auquel il est connecté. 
Ces ordres seront envoyés , soit sur des fils propres à chaque 
périphérique, soit sur des bus communs, mai.s accompagnés d'un 
signal d'identification du périphérique. 
Ils auront pour but l'exécution soit d 'une fonction de service 
(par exemple : rebobinage pour un dérouleur, ou saut de ligne 
pour imprimante), soit d'un transfert de données (c'est-à-dire 
envoi de ces données du support vers le tampon, ou du tampon 
vers le support. 
Le transfert entre ce tampon et la mémoire centrale sera du 
ressort du canal. 
1.2.2. Canal IQ. 
Le canal 10 assure la gestion de l 'opération 10 à partir de la 
demande du superviseur. 
(Instruction d'entrée/ sortie). 
A partir de là, il devra exécuter 
1. la sélection et le test du périphérique 
(sélection nécessaire si le canal est multiplexeur); 
2. l'_envoi de l'ordre à exécuter; 
3. le contrôle de l' exécution de celui-ci; 
Dans le cas de transfert de données , il r égi ra le transfert 
entre l a mémoire et le tampon du périphérique, et l a mise 
à jour des paramètres nécessaires à ce transfert, et ce, 
jusgu' à réception du signal END émis par le périphérique, 
Dans le cas <l'une fonction de service , il assurera l'exé-
cution de la fonction jusqu'à détection d'une condition de 
fin (par exemple, un ordre de REWIND sera effectif jusqu'à 
d étection de début de bande); · 
4. gonérer une demande d'interruption de programme à parti.r 
du signal de fin reçu du périphérique. 
Cette séquence constitue le minimum attendu d'un canal. 
Pour permettre une optimisation du fonctionnement du c anal 10, 
certains s y st12mes ont introduit des fonctions supplémentaire s 
permettant soit un gain cl.e place mémoire périphérique, soit un 
gain de temps dans la gestion d'entrée/sortie. (cf . 1BM360, 
SIEMENS 4004). Parmi celles-ci, nous retiendrons le chafuage 
de données, le chaînage de commandes, la fonction SKIP, et la 
suppression du contrôle de longueur. 
11 .4. 
1. 2. 2 . 1. Chamage de données. 
A 
Permet de stocker sur un même bloc physig_ue des données 
provenant de zones mémoires différentes ((i'.)UT), ou de 
transférer le contenu d'un même bloc physique vers des 
zones mémoires différentes (IN) . 
L 'avantage de cette fonction consiste en un gain de place 
sur périphérique. 
(sur une bande magnétique, il nous permet de récupérer 
l' espace destiné au GAP). 
li est à noter que le périphérique n'est pas conscient du 
c hangement de buffer mémoire : il ne voi t. que le transfert 
du bloc physique . 
Cette fonction est i llustrée par l a fig . II. 1. 
:~I A l!I B l!I C 
périphérique 
/!I 
EJ pas de c haînage de données. 
C 
Mémoire centrale i B C 
périphérique 
chafuage de données. 
Fig. II. 1. 
Il. 5. 
1. 2. 2. 2. Chaînage de commandes . 
Cette option a pour but de faire correspondre, à une 
instruction 10, l a successi.on de plusieurs ordres à desti-
nation du périphérique, C'est le canal qui assure le 
pas sage de l'un à l'autre. · 
Cette séquence d'ordres peut être, soit la répétition d'un 
même ordre, portant sur plusieurs blocs physiques, (par 
exemple, lecture de plusieurs blocs sur bande), soit l'exé-
cution d'ordres différents (par exemple, pour l'imprimante, 
impression d '_une ligne, suivie d'un saut à la page suivante), 
L'intérêt de cette fonction est double. Du point de vue CPU, il permet au programme de se dérouleur 
plus longtemps sans interruption (puisque l'interruption de 
programme n'interviendra que lorsque toute la chaîne de com-
mandes aura été exécutée), 
Mais l'avantage le plus important est .sans doute d'optimiser 
le temps d '_exécution d'_l0, sur périphériques rapides. 
Par exemple, dans le cas d'un dérouleur de bandes, le chaî-
nage de commande permet de franchir le GAP sans un arrêt total 















Cette fonction permet d'inhiber l'enregistrement (en mémoire 
ou sur le périphérique) et ce sur une longueur spécifiée par 
ailleurs . 
De même que le chaînage de données, c e t ordre ne concerne 
en rien le périphérique, mais seulement l'échange c anal -
mémoire , 
L' avantage , m1n1me semble-t-il, est de regagner l es cycles 
l ecture ou écriture en mémoire . 
La réalisation de cette fonction est illustrée par l es figures 
Il. 2a et IL 2b . 
n 
n2 A n '2 
c,, 
00-0 
B n '3 B 
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ll.2a Fig. Il. 2b 
SKIP en entrée SKI P en sortie 




1.2.2.4. Suppression contrôle de longueur (SLI). 
Normalement la détection de "compteur de bytes f O" 
lors de la réception du signal END signifie qu 'il y a 
erreur dans le transfert, puisque le bloc physique réel 
ne correspond pas au bloc physique attendu . 
Pour les périphériques dont les blocs sont de longueur 
fixe, une telle erreur va provoquer une interruption 
d' erreur . 
Par contre, pour les périphériques dont les blocs sont de 
l ongueur variable, il fallait contourner la difficulté . 
En écriture, l'utili sateur peut prévoir avec exactitude la 
l ongueur du bloc écrit . Donc BC f O est une cause d'erreur . 
Mais en lecture , l'utilisateur prévoiera une 
ma l e . Si l e bloc réel est plus court; 
l'interruption d 'erreur pourra ê tre ma squée 
action SLT. du c anal. 
1. 2. 3. Superviseur 10. 
longueur maxi -,_, 
grâ.ce à cette 
C'e st sur lui que l 'utilisateur se décharge de l a gestion 
des W>, c ' est-à-dire les communications avec les canaux 
appropriés, pour l ' initialisation des opérations, les contrôles 
de bon fonctionnement et les éventuelles tentatives de correc-
tion en cas d 'erreurs, 
Par définition, il doit pouvoir accéder aux canaux et agir sur 
l eur fonctionnement : c'est pourquoi il travaillera essentielle -
ment en mode ma ître, ce qui lui permettra l'usage de la panoplie 
des instructions privilégiées . · 
1.2.4. Utilisateur. 
Il fournit au superviseur des demandes d ' exécution d 'une fonction 
d '10 ou ayant trait à une 10 (par ex. \VAlT), et décrit les para-
mQtres de cette fonction . En réponse à ces inputs fournis à 
une "Black Box" , il reçoit le résultat de l '10 . 
II. 8. 
2. GESTION DES ENTREES-SORTIES DE L'EPRON. 
Ainsi que nous l'avon s annoncé , nous envisagerons les entrées-
sorties à quatre niveaux. 
Leurs rôles respectifs et les intercommunications sont briève-
ment résumés à la fig. 11. 3. 
Exécution d 'instr. pro gr. 






Exéc. mots réservés exécutif 









\ 5trobes I Reque st s de vols de cycle 
~ / 
1 Exécution d'ordres 7 
Fig. 11.3. 
PERIPHERIQUE + 
UNITE DE CONTROLE 
II . 9. 
2.1. ·PERIPHERIQUES. 
Sous le nom globa l de périphé:"jque, nous regroupons en fait 
d eux entit é s clistüiètes· : le périphérique proprement dit , 
et l'unité d e contrôle associée ou coupleur. 
La partie'pé r'iphérique proprement dit" est variable d'un péri-
phérique à l'autre et comporte le support, l'électronique et la 
mécanique qui le gè rent et l'interface qui le relie à l'unité de 
contrôle. Nous laisse rons aux spécialistes du hardware le soin 
de définir avec précision sa description et son fonctionnement . 
Quant à nous, nous étudierons plutôt l 'unité de contrôle, c ' est -
à-dire la pa rtie que nous retrouverons sur tous les périph~ri-
qu es et qui mettra en branle le périphérique, à partir des 
signaux et ordres reçus du canal. 
Dans cette unité de contrôle , nous trouverons 
2.1.1. REGISTRE DE DATA (ou tampon du périphérique). 
Suivant le périphérique, sa dimension sera un byte, un mot 
ou un bloc (pour les périphériques dits "bufferisés" ) . 
L es transferts de données entre ce registre et la mémoire · 
c entrale s'effectue par les bus externes (ou Data Bus). 
ll.10 
2. 1. 2. REGISTRE DE FONCTION. 
Il est destiné au stockage de l'ordre envoyé par le canal. 
Le décodage de cet ordre par l'interface unité de contrôle -
périphérique permettra la génération des impulsions acti-
vant le périphérique . 
Le fait de rencontrer dans ce registre une combinaison inva-
lide pour le périphérique entrainera le positionnement du bit 
c o rrespondan.t du sensebyte (nous en reparlerons plus loin). 
Les différents codes envisagés par périphériques sont résu-
més à la fig. II • 4 . 
La configuration exacte de ces ordres est à définir de concert 
avec les responsables du hardware. Il serait intéressant de 





- La partie principale indiquant le type de fonction .à réaliser, 




- La partie secondaire fournissant des précisions .sur la 
façon dont cette fonction doit être réalisée. 
Par ex . : pour READ Read Forward, Backward, Bin.ary, 
· EBCDIC , Read Tape Mark 
Il est à noter que certaines fonctions peuvent être différenciées 
au ni veau unité de contrôle, ou au ni veau canal. 
Par exemple, la reconnaissance d'un TM peut être seulement du 





ORDRES Lect . cartes I Printer I Bande 1 Disque 
1 1 dér . 1 
1 1 1 
' i ' 
1 
READ FORWARD X 
BACKWAR D X 
BINARY X 
EBCDIC X X 






-------- ---- ------- --- --~-----+----~- ----
1 1 1 
WR ITE FORWARD 1 1 1 1 1 X 1 
BACKWARD 1 1 1 1 1 X 1 
Bl NARY 1 1 1 1 1 1 
EBCDIC 1 1 1 X 1 1 
TAPE MARK 1 1 1 X 1 
IDENTIFIER 1 1 1 1 X 
KEY î" 1 1 1 1 X 
ERASE (effact) 1 1 1 X 1 X 




1 1 1 
1 1 1 
SAUT AV; · 1 bloc 1 1 X 1 
1 1 1 
AR . 1 bloc 1 1 X 1 
1 1 1 
1 ligne 1 X 1 1 
1 1 1 
A l a page 1 X 1 1 
1 1 1 
REVJIND 1 1 1 1 1 X 1 
SEEK 1 1 1 X 1 1 1 
1 1 1 
1 1 1 1 
Fig . 11.4 - Ordres des périphériques 
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2.1.3. Registre STATUS. 
., 
• j 
Destiné à stocker le status byte du périphérique. 
Celui-ci indique l' état du périphérique en rapport avec les 
signaux envoyés au (ou reçus du) canal l(i'). 
En effet, quand on considère le périphérique tel qu 'il est 
vu par le canal, on peut le considérer comme un automate 
fini, dont l'état est indiqué dans le status byte, et modifié 
par l ' envoi de signaux du périphérique au canal et vice-
versa (par ce que nous appellerons plus loin les Requests 
et l es Strobes). 
2. 1.3 . 1. Composition du status byte. 
Nous nous arrêterons à cinq valeurs intéressantes d u 
status byte : 
READY, BUSY, DEV1CE END, ERREUR, I NOP . 
- READY : signifie que le périphérique n 'exécute aucune 
fonction, et qu ' il est en état d 'en prendre u ne 
en cha rge, sans aucune intervention de l'opéra -
teur . 
- BUSY Positionné lors de la r é ception d 'un ordre valide. 
Signifie que le périphérique est occupé à l'exé-
cution d 'un ordre, ou aux manipulations achevant 
cet ordre . 
Ex. : pour un lecteur de c a rtes, le temps d' éjec -
tion de la carte après lecture. 
DE VICE END Positionné lorsque le périphérique a 
détecté la fin du bloc physique à traiter. 
Ex . : détection de fin de cartes, détection de 
GAP. 
En même t emps , le Request END sera envoyé 
au c anal. 
A partir de cet instant, l e code stocké dans le 
registre fonction cesse d'être un ordre valable. 
- ER RE UR : positionné dès qu'un des bits du sense byt.e 
passe à 1. 
-lNOP 
N.B . 
Indique que le périphérique a détecté une con-
dition exceptionnelle ou une erreur. 
positionné lor sque le périphérique n'est pas 
en état de dialoguer avec le éanal. Cela signifie 
qu'il est hors service , déconnecté, ou RE SET . 
Certains introduisent auss i la notion de Mode travail 
MANUEL / AUTOMATIQUE , qui pe rrnet de détecter 
quand l e périphérique travaille en local. 
11 nous semble possible de recouvrir ce cas, par 
exemple, par la combinaison BUSY .AND . I NOP . 
II. 13 
2. 1. 3. 2. Changement d'états. 
Les changements d'états du périphérique en fonction des 
interventions manuelles, de l a survenance d'erreurs ou 
de la réception de signaux du canal sont décrits à la 
fig. 11.5. 
Les changements autres que ceux retenus sont considérés 
comme invalides, L'apparition de l'un d'eux serait consi-
dérée comme une erreur du hardware de l'unité de contrôle, 
Dans le cas d 'une lçt) se déroulant sans erreur, nous aurions 




La séquence (a) correspond à une seule opération d 'lc;l> , 
sur un périphérique tel que la manipulation mécanique après 
le transfert est plus longue que le dialogue avec le cana l, 
Ex, : cartes magnétiques, 
L a ~_équence (b) correspond au chaînage de conunande : au 
lieu d'envoyer le strobe END, le cana l réexcite le périphé-
rique pour une nouvelle opération. 
La séqu en.ce (c) correspond à une seule ·opération d 'lc;l>, 
l ' action mécanique se terminant avant l'échange avec le 
canal. · 
! 
Actions - Signaux Etat présent Etat suivant 
READY! BUS\: END!ERR .! INOP READY!BUSYlEND/ ERR .i INOP 
(.Jl 
1 1 1 1 1 1 1 1 





1 1 1 1 
2 Strobe F CT + odre invalide 1 1 0 1 0 lo 
1 1 1 0 1 1 1 
1 
1 1 1 
1 1 1 1 1 1 1 
3 Fin Bloc C=t- REQUE ST END) 0 1 1 1 0 1 0 1 0 0 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 4 Erreur en cours de bloc 1 1 1 1 0 1 1 10 1 1 1 0 
1 1 1 1 1 1 1 1 
5 Erreur en fin de bloc 1 1 1 1 0 1 1 1 1 
1 1 1 0 1 1 1 1 1 
. 1 1 
1 1 1 1 1 1 1 1 
6 Passage e n Manuel ( < ) LOCAL) 1 1 1 1 0 1 1 lo 1 0 1 1 1 1 1 1 1 1 1 1 
Fin d'acti on mécani que (après END) 1 1 1 1 1 1 1 7 1 1 1 1 1 1 0 10 0 1 0 
- · l 1 1 1 1 1 1 1 1 





1 1 1 1 
9 Fin d ' action mécanique avant stro be E 1\11) 1 1 0 1 0 11 1 0 1 0 
1 
1 1 1 1 1 1 
1 1 1 1 1 1 10 Strobe Fct . (chafnage c ommande) 0 1 0 1 1 0 1 0 0 1 1 10 1 0 1 0 
1 1 1 1 1 1 1 
11 Stro be END (Acquittement li/)) 1 1 1 1 1 0 lo 1 0 1 0 1 1 1 1 1 1 
1 1 1 1 1 1 1 
12 F in H/J ave c Erreur ( ~• IAN) 0 1 1 0 1 1 1 0 0 1 1 11 1 1 1 0 
1 1 1 1 1 1 1 
Fin ac::tion Loc,a1 e __ : : 1 1 1 1 1 1 1 13 0 1 1 0 1 0 1 l 1 1 0 10 1 0 1 0 
1 1 1 1 1 1 1 
14 Déco nnection, hors servi ce X 1 X lx 1 0 0 1 0 lo 1 0 1 1 1 X 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
15 Action manuelle : remise en ordre de 0 1 0 1 0 1 0 1 1 1 1 0 lo 1 0 1 0 
marche 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 16 Strobe F CT + ordre HIO . 0 1 X 1 X 1 1 1 0 1 1 0 10 1 0 1 0 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1, 1 1 
' 1 1 1 1 1 1 1 1 . 
N . B . x ~ indifféremment O ou 1 . 
Par contre, pour les 1(/J avec erreur, nous aurions 
(a ) l '10 n'est pas l ancée . 
C 
. ; 






(c) La détection d'erreur en cours de bloc entrafue l' arrêt de l ' l(/J 
(provoque interrupt d ' anomalie) . · 
(d) La détection d 'erreur en cours de bloc ne sera prise en compte 
qu '_à la fin du bloc. 
Il. 16 
2.1.4. Sense byte du périphérique , 
Il intervient comme complément du status byte pour expliciter 
l'état du périphérique. 
Mais t andis que le status byte reflète ce qui se passe au niveau 
de l'unité de contrôle (et possède une structure standardisée 
pour tous les périphériques) , le sense byte indique les erreurs 
propres au périphérique proprement d it, Sa configuration va-
rie donc suivant les périphériques . 
Pour p lus de détails concernant ce sense byte, nous renvoyons 
le lecteur à la routine du superviseur qui traite les recouvre-
ments d'erreur . 
La description de l'unité de contrôle ne serait pas complète si 
nous ne faisions pas mention de l'INTERFACE périphérique-
canal. Signalons brievement qu'il est constitu' d'une part 
des Data Bus (ou bus externes), et cl' autre part des signaux de 
commandes . 
Les Data Bus permettent -le transfert en parallèle de 8 bits 
C+ parité) . Ces 8 bits peuvent avoir des significations diffé-
rentes (donc proveni;~ de ou êt re introduits dans des registres 
différents de l 'unité de contrôle). 
Ce sont les signaux de commande qui spécifieront la nature 
du contenu de s da.ta Bus . Ces signa ux sont soit des strobes 
(envoyés au périphérique) soit des Requests (émis par le 
périphérique). 
Le rôle exact de chacun de ces signaux sera décrit dans la. 
partie traitant du canal. 
Il. 17 
2 . 2 . CANAL I@. 
2 . 2. 1. Description du canal ll/>. 
Au niveau hardware, l'EPRON ne possède pas de canal I(/J 
tel que nous l ' avons défini clans la première partie . 
Cel a signifie qu 'il ne possède pas de hardware canal physi-
quement i11clépe ndant du CPU, et capable de fonctionner de 
façon totalement parallèle. 
D' aucuns pourraient clone nous reprocher de parler de canal 
I(/) . Cepend ant, il n ous a semblé intéressant cl 'int roduire 
c ette t erminologie pou r désigner l 'outillage fi~mware qui 
assure l'interface entre les périphériques e t le superviseur 
cl 'I(/J . En fait, le "pro gramme canal " est greffé sur le méca-
nisme firmware de prise en charge des i nterruptions : 
à chaque périp hérique sont asso ciés un certain nombre de 
"Vols de c ycle " et de demandes d 'interruptions de p ro gramme . 
( Nous y r etrouvons les Requests Ri, R(/J, END, IAN ' IAPP) . 
P our l e fonctionnement précis de la gestion des vols de cycle 
et des interruptions de programme, n ous renvoy ons au chapitre 
p récédent . · 
Nou s p ourrions donner de ce mécanisme une vue p lus di recte-
ment orientée I(/J, et dire que l 'E PRON est muni d 'un CANAL 
1vtULTIPLE XEUR, un sous - canal étant associé à chaque 
périphérique Cau sens large· c 'est-à-dire périphérique + unité 
de contrôle) . · 
Par 1 'ut i lisation des vols de cycle tels qu 'ils ont été décrits, 
EPRON travaille essentiellement en MODE MULTIPLEX 
Cau sens de IBM 360), c'est-à-dire que plusieurs instructjons 
peuvent être exécutées en même temps sur des sous - canaux 
cliff 'rents. 
D ans la mesure où cela s ' avérerait nécessaire , il serait 
possible, par une légère modification du hardware, de per-
mettre aussi le BURST mode : il suffirait d'introduire pour 
les Requests de vol de cycle un système de mas_quage analogue 
à celui qu nous utilisons pour les interruptions de pro gram me. 
N . B. : Cette modification sera nécessaire lorsque nous 
r accorderons à l 'E PRON des périphériques très 
rapides, par exemple, des clérouleu rs de bande , 
et surtout des disques . 
L e programme du canal 10 sera exécuté par l es 
différentes mini-instructions log' es clans les 
" Mots réservés" correspondant aux Requests 
externes . 
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2. 2 . 2. Interface canal-périphérique. 
Ainsi qu ' annoncé, cet interface comprend, outre les Data Bus, 
un ensemble de signaux Requests et un ensemble de signaux 
Strobes , 
Les REQUEST S, envoyés par le périphérique, entraînent le 
positionnement des bits correspondants dans le banc des 
Requests : ils ne seront pas néce s sairement pris en charge 
directement puisqu'ils sont asynchrones par rapport au CPU. 
Les STROBE S sont envoyés par le canal aux périphériques, 
en général simultanément à l'envoi d 'informations sur les Data 
Bus . Ces stro bes identifient et valident ces informations . 
Le jeu des Requests est composé de : 
1. R . (Data Transfer sequence INPUT) 1 
L e périphérique signale que son tampon est garni et 
prêt à envoyer son contenu en mémoire via les Data Bus . 
2 . Ra (Data Transfer sequence OUTPUT) 
Le périphérique annonce que le tampon est prêt à rece-
v o ir des informations via les Data Bus , ' · 
3. END. 
Le périphérique annonce qu'il a détecté une fin de bloc 
physique. Il considère comme terminé l'ordre qu'il 
exécutait . Cela ne signifie rien quant à la validit é des 
données transférées. 
4. ANOMALIE. 
Nous renvoyons le lecteur à la définition· p .. 1 2. 
5. APPEL. 
No.us renvoyons le lecteur à la définitioh p. I 3. 
Dans le jeu des strobes, nous trouvons : PR 1. DT S OUT (Réponse à Ra) ---Provoqué par Routine \ITC 
permet l'identification des data à leur passage sur lesIT 
bus externes, ainsi que l'ouverture du tampon du péri-
phérique . 
Le cheminement des data sera donc 
(en référence aussi à. fig , 1. 1) • 
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.__M_c __ \tu; s •f '~~:',~fi TAMPON \ > 
1 
\support 
LL V S 
(Strobe DT S IN) impulsion r:_ésultant 
de l'ordre présent 
dans registre 
FONCTION 
2. DT S I N (Réponse à R. ) 
1 
provoqué par routine { g~C 
OT permet l'ouverture du tampon du périphérique 
(donc transmission des Data sur les Data Bus), et le 
passage des Data Bus vers les Bus E . 
Cheminement des data 
1 Support f V 1 TAMPON rœz 7) J __ M_c___, 
, L I' 
VE LE impulsion 
résultant de 
l 'ordre (Strobe DT S IN) 
3. Strobe FONCTION, (ou strobe ORDRE) 
Il valide l'envoi dans le registre Fonction via les Data 
Bus de l'ordre destiné au périphérique , Cet ordre sera 
l'une des valeurs envisagées à la fig , 114. 
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4. Strobe TERMINATE . 
,· 
• J 
Le Canal envoie ce signa l au périphérique lorsqu'il a détecté 
que l e transfert devait se terminer (BYTE COUNT = 0). 
Le rôle dè ce signal variera suivant que l'on se trouve en 
face d 'un périphérique d'entrée ou de sortie , à blocs de 
longueur fixe ou variable . 
Dans le cas de périphériques d'entrée 1ou d e périphériques d e 
sortie quand les blocs sont de longueur fixe, il suffira de 
commander l'arrêt du transfert des données : quand l'unité 
d e contrôle reçoit ce signal, elle i nhibe tout Request Ri ou R
0
• 
Si l e périphérique est en s ortie et travaille avec des blocs de 
longueur variable, l 'unité de contrôle devra générer un signal 
de fin de bloc . · 
(par ex . : pour un dérouleur de bande magnétique, générer un 
GAP). 
N.B. : Au c as où l'on voudrait r éduire le nombre de fils 
entre le c anal et l'unité de contrôle du périphérique 
il y aurait moyen de remplacer ce signal par l' envoi 
d' un ordre au périphérique (par la combinaison de 
Strobe FCT et ordre TERMINA TE sur les Data Bus). 
5. Strobe ( Sta.tus byte 
( Sens e byte 
Valide l' entrée en mémoire (toujour s via le s Da t a bus) du 
contenu du r egistre STATU S (re spectivement SENSE) du péri-
phérique . 
Il résultera des opérations TI0 
TDV. 
6. Strobe END . 
Constitue la réponse au Req_uest END du périphérique, et 
provoque son RE SET . 
Ce signal ne sera pas utilisé pour tous les périphériques . 
Le lecteur nous reproch e ra pe ut-être l'abondance des s i gnaux STRO BE 
utilis é s dans c e t inter r.::ice . 
En fait, de ux ligne s d e con.duite ét ai ent possibles : 
- cl 'une part, nous mul tiplii.ons les srobe s , ceux-ci étant 
s i.gn Lfi.cati.fs d'une fo nction à exé cuter par le hardware de 
l'uni.t 0 <le contrô le , 
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- d ' autre part, nous réduisions le nombre de stro be s, 
mais alors ils devaient être accompagnés d 'information 
comp l émentaire . C ' est ainsi que l e s strobesSTATUS, 
SENSE, T ERMINA TE pourraient ê tre supprimés et 
remplacés par l'envoi du stro be ORDRE accompagné de 
la valeur adéquate de l'ordre . 
Cette solution exigeait de l'unité de contrôle qu ' e lle 
puisse d é coder et initia liser ces fonctions, cela n éces -
sitait donc une unit é de contrôle plus performante . 
C' est pourqu oi nous avons provisoi rement retenu l a première 
option. Mai s s ' il s ' avérait nécessaire , le passage à l a seconde 
optique se ferai t aisément . 
N.B . C et ensembl e de signau.x strobes:et requests se ret r ouve 
pour chacun des périphériques . 
Chacun d ' eux recevra un numéro d 'identification, 
défini, par l a fonction d'une part, et le numéro de 
périphérique d'autre part . 
Dans la suite du travail, le symbole "=f=I= " s i gnifiera 
" numéro d'identification" . 
11.22 
2. 2. 3. Routines du canal. 
Par ce t erme , nous désignerons l es mini-ins tructions logée s 
dans les " Mots Réservés Exécutif" . 
Ces mini .. instructions peuvent être atteintes 
- à partir de Request du périphérique; dans ce cas, R AP 
contient automatiquement le n ° d 'identification (ouf-f) de ce 
Request. 
- à partir du software, par l'intermédiaire des instructions d '10. 
Il faut alors que le software a ssure le chargement de RAP : · 
c'est ce dont se chargeront les instructions d 'entrée-sortie 
i nit iali sées par le superviseur . 
Nous allons nous attache r dans une première partie, aux rmn1-
instructions de réponse aux Requests, c'est-à-dire : 
1. les vol s de cycle DT S (IR, 0R, IT, <DT, ITC , 0TC). 
2. les vo ls de cycle END (chaînage de commande). 
3.· les demande s d'interruption de programme (IP). 
Nous verrons ensuite les mini-instructions i nitiali sées par les 
ins tructions 10 . (ST I0, TI0, TDV, ~ HI0) . 
2. 2.3. 1. Vol de c ycle DT S. 
En réponse au R.equest R. (ou R ) , cette mini -instruction 
plµs ou moins complexe e5cécute qe transfert t ampon - mémoire 
(ou mémoire -tamjJon) en un temps inversément proportionnel 
à sa complexité . 
C 'est ainsi que l a première possibilité (IR, 0R) exécute le 
mînimum de fon,ctions, transfert et progression d',adresse . 
1 
La possibilité suivante (IT, (/JT), assure en plus un test sur 
l e byte count , et l e cadrage des caractères . 
Elle s ' adresse donc à des périphériques dont le mode de 
transfert est l e caractère, et dont la cadence plus lente 
permet l' exécution d 'une fonction plus performante . 
Enfin, (ITC, 0TC) assure en plus l e chafnage de Data 
procédé p lus coûteux en temps, mai s qui permet un gain 
de place sur le périphérique. Il est à noter que l'option 
de pointeur (adre ssage indirect) réduit netteme nt la perte 
de temps lors du changement de paramètres. 
Il est évident que d 'autres possibilités exi.stent soit en 
regroupant autrement les facteurs qui nous avons 1c1 
envisagés, soit en imaginant d ' autres fact~urs . 
1 0 . j IR 
LOR 
= I NPUT 1 r a pi de 
O UTPUT J 
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•r 
• J tOR 
.___IR __ __._ _____ n ____ _J n = adresse du t ampon 
mémoire centrale . 
Avantage 
E nt rée Dat a 
sur bu s E 
(VE ) 
L a n cement Ecriture 
e n mémoi re à a.dresse 
n 
Lanceme nt L ecture 
Mémoire a.dresse n 
Sortie Data sur bus S 
vs 
n : =n+ l 
S t robe DT S IN 
- St r obe DT S OUT 
Fig . Il . 6 
opérations très r api des : 2 c ycle s mémoire s ( stockage 
Data , pro gression den), 
Inconvéni ent : - pas de t est de fin 
- t ransfert d 'un mot (or la plupart des p é rip h ,: 
t ransfert par byte) , 
C onclusion destiné seulement à cert a ins périp hériques rapides , 
2 °. IT (input avec te s t et cadrage ). 
ITC (input avec test, cadrage , et possibilité de chafnage de 
données . 
Fonctionne lle ment, les d eux routines sont très semblables . 
La différence rés i de dans b fait que la seconde admet le 
chaînage de données. Cette option aura des répercussions 
sur la. configuration des "mots réservés paramètres" , et 
entraînera quelque s modifications dans la routine firmware 
de prise en charge , 
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Ci-dessous, la description des mots réservés dans les deux 
cas. 
La figure II. 7 donne une d e scription fonctionnelle de la routine 
ITC. 
Dans le cas IT, nous aurions suppression du test "COUNT ~ MAX", 
et passage par la branche EP p . 
IT ITC 
IT ITC 
p n 1.__C_O_U_N_T ...... 1 __ P_O_l N_T_E_R_ ~ 
MAX 
1 Adresse val. initia les 
, Adresse val.ini:j 
CKi P{~ I Ll 
n.1 
___J 
1 S1<iPL~1 L2 
n2 
SKiP\ ~ L3 




w.ZSC4~ rtt•••· 5 0CWWWW~~~~a,-.: 
NO 
Ecriture mémoire -r .Ecriture mé moir~-j-
2e caractère Je caractère 
Adresse n Adresse n 
. ..,.,.. ,.,, ........  ~--
NO 
! t'l1 : :::- /v\. +- 1 
' . ···•-•=,. __ ..,_ .. ::.::: 
~ 
~----------------,.,,c-,, 
EP . p 
I-ïg . 11.7 
l (ou l.) 
- l 
n (ou n .) 
- l 
= nombre de bytes à tr ').nsférer. 
= adresse du tampon en mémoire centrale 
Caus.si ap-pe lé 10 ARE A) . 
= priorité en cas de fin 
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(= valeur à stocker dans RAP pour envoi du TERMINA TE) . 
Adresse valeurs initia.le s : a.dresse où l'utilisateur a. stocké les 
va.leurs initia l e s de ces paramètres (cf. 2.4) . 
Cette adre sse doit nous permettre de retrouver l es valeurs 
initiales en cas de reprise de l'opé ration (si détection 
d'erreur) puisque l et n seront modifiés par les DT S . 
pour ITC - pointer = adresse de la zone où sont stockés l es paramètres 
d'une même chaîne . 
- count = nombre de "maillons II dans la chaîne. 
N.B. pour une explicitation détaillée de ITC cf . ( D) p. II. 11 . 
Les routines OT, OTC sont exactement symétriques de IT, ITC 
( Le strobe VS suivra l'opération de lecture mémoire) . 
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2.2.3.2. Routine END . 
Cette routine a pour but de permettre le chamage de 
comman<les. Dans ce cas, la pri.se en charge de l'ordre 
suivant doit ê tre suffisamment rapi.de pour respecter 
les .performances du périphérique (sinon, on perd tout 
avantage du chaînage de commandes). 
Dans le cas de détection d'erreur en cours de chaîne, 
la chaîne est rompue, et la routine est abandonnée, 
après génération d'une demande d 'interruption de fin 
de c anal. C'est aussi ce qui se passe lorsqu'il n'y 
a p a s de chamage , ou que la fin de cha îne est détect 'e . 
La configuration des mots réservés sera celle déqi.te 
ci-dessous . 
Quant à la routine elle-même , elle est décrite à la 
fig. 11. 8 . 
Routine END 
1 CCW Iv1AX 1STATUS BYTE, 
1 CCW COUNT, CCW POINTER, 
1 
0 
1 SLI l1 
P RDRE 1, 
,ORDRE 2 
10RDRE 3 
1ORDRE n 1 
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ROUTINE END 
NO 
_ ... _ ... ..,....._,! 
Lecture BC 
(d':> Mots Rés =i=f= DT S ) 
NO 
-VE : Strobe -1=1= STATUS 
· Demande interrupt 




Stockage status byte dans Mot Rés ervé 
YES 
. 1 
CC\V COU NTE ND : = CCW COUNTE ND + 1 
CCW POlNTE REND : = CC V POINTER END+ 1 
~-----------------~---1'<\--~<'!>~""' 
NO 
Fig. JI . 8 
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2 . 2 . 3 . 3 . Interruptions . 
·,· 
• I 
Conform 'ment à la solution suggérée au chapitre 1 
(3 . 2 . 2 . ), les mots réservés associés aux routines 
de àemande d ~1terruption auront la forme suivante : 
Routine IP 
, A (ROUTI NE ) 
A ( ZONE SAUVETAGE) 1 
A (CCB). 
L a description de I P se t rouve dans l e chapitre 1 
A (ROUT I NE) constitue u ne r éférence au poi nt 
d' ent r ée dans la routine du superviseur . 
E lle peut être soit directement l' adresse de l a 
routine, soit seulement le type de routine, auquel 
c as il y aurait consultation de la table du supervi-
seur avant le branchement, ce qui allonge l e t emps 
de répons e, mai s permet des modifications d ' adresse 
des r outines sans répercussion sur les mots réservés , 
Il. JO. 
2. 2. 3.4. Instructions I<p. 
Ces instructions sont à l a paire canal-supe rviseur ce 
que les signaux Requests et Strobes sont à la paire 
périphérique/ canal. 
Exécutées dans les routines du superviseur , elles 
ont ·pour rôle de l ancer l'exécution de routines du canal 
(c' est-à-dire de mini-instructions réservées au canal). 
A la différence des DT S ou des END, ces routines sont 
donc l ancées non plus par hardware mais par software . 
L'implément ation de c es instructions devra r épondre à 
cet impératif . Une s olution est proposée à la fig. II. 9 . 
Le FONCTIONNEMENT est l e suivant : 
1 . comme pour toutes les instructions , le code de 
l'instruction est interprét é par une mini-instruction. 
R'appelons que les instructions d'.It;i' font partie des 
instructions privilégiées . Le code ne sera donc 
validé que si BAMP = 0. 
2. Pour interpréter ce cpde, le firmw a re utilisera 
l e type (Tlq), HI0, ST/Çt) ;IDV, Y: .. · .. e t l e numéro du 
p ériphérique . En fonction de ces paramètres, il 
provoquera l'exécution de l a routine canal située 
dans le " mot Réservé 10 ", à l'adresse 
N + 4 ~ (TYPE + PERIPH) 
(N étant l' adresse du début de la zone des Mot s 
Réservés It;i') . 
Les paramètres de cette routine c anal seront chargés 
lors du chargement du canal dans la fonction EXC P . 
La zone des " Mots réservés 10" sera en fait l e pro-
longem nt de la zone des Mots Réservés. 
L'inconvénient majeur de cette solution est d ' être 
très prodigue en place mémoire • En -effet, nous 
aurons 4 mots réservés par type d ',10 et par péri-
phérique . Son avantage est de correspondre 
exactement à la définition , 
Pour réduire l'encombrement de l a mémoire (ce qui 
sera sans doute souhaitable si le nombre de périphé-
riques augmente de façon considérable), nous pour -
rions opter pour une solution moins élégante, mais 
plus économique : envisager une seule routine canal 
par type 1~ (quel que soit le périphérique) ou une 
seule routine canal par périphérique (quel que soit 
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1 INSTRUCTIO NS/;,.. 
1 PRIVILEGIEES ZONE 
J MINI-INSTRUC -
1 TIO NS INS TRUCTIONS ' PROGRAMME ~ \Y 
lASSOCIES AUX RE.:; QUESTS ZONE MOT S RESERVES 
Â' l I NSTRUCTIO NS I~ ..y 
SUPE RVISEUR I~ 
Les types d ',i n structions 10 seront les suivants 
STI<D, TI(,ÏJ, TD V, Hl(,ÏJ, Al(,ÏJ . 
-II.32 
1 . STl~ provoque le l ancement de l 'opération p a r envoi de 
l' ordre au périphérique . 
' . 
STI(,ÏJ 
f-/=ORDRE A (ODRE) 





Validation sortie . 
Strobe f-1= ORDRE péri ph . 
Vali.da tion Entrée : 
Strobe =I=/ St a tus péri ph. 
Stockage Status ds CCB 
Transfert ds R8 
Génération code condition 
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2. Tlçt) Demande au périphérique son status byte et le range 
dans l a zone prévue à cet effet dans le CCB . 
Tl 
' . ; 
ff STATUS A (STATUS ds CCB) 
Tl(/) 
Validation Entrée 
Strobe I=/= STATUS périph.. 
Ecriture Status 
ds le CCB 
Transfert ds RB 




Demande au périphérique son (ses) SENSE BYTE(S) 
q ui sera stocké dans l e CCB . 
TDV 
1 # SENSE 1- A(SENSE ds CCB) 1 
Validation Entrée 
Strobe =i=f S ense périph. 
Ecriture en Mémoire du 
Sense byte 
(dans CCB) 
4. HIQ a pour but de provoquer l '.arrêt du périphérique, 
quelle que soit l'opération en cours . 
Deux optique s sont possibles : d ',une part, si l 'unité 
de contrôle est suffisamment évoluée, l'instruction 
1--UÇD ·consi ste seulement e n l'envoi d'un ordre d'_arrêt , 
Cet ordre décodé dans l 'imité de contrôle, provoquera 
la mise à 0 des registres Data-Sense et le passage 
du périphérique à l' état READY . 
Dans ce cas, la configuration des mots réservés et la 




Validation sortie : 
Strobe f=1 ordre périph . 
Validation Entrée : 
Strobe H Status périph, 
Stocl'age Stat us ds CCB 
Transfert ds RS 
Génération code condition 
1 f=1 ORDRE, 10RDRE ' HLT' i 




Si, d ' autre part, nous voulons réduire les fonctions de l'mlité 
de contrôle, c 'est le canal qui agira sur chacun des registres . 
Dans ce cas,. la fonction sera la suivante : 
Liœ 'O' en MC 
' 
VS -1=/= SENSE 
-1=/=DATA 
l=f=ORDRE 
Lire " 10000" en MC 
VS --=/=J ST ATUS 
HI(J) 
1 f=/= SENSE 1_#. DATA 1 =l=f- ORDRE 1 
1 #-STATU SI 0 "READ)f' 




Il est à noter que l '.exêcution d '.une instruction cl ' entrée-sortie 
provoque, ainsi que certaines autres, le positionnement du 
code condition. Ce code condition est établi à partir de la 
v aleur du status byte, stocké dans R8. 
Deux restrictions sont à formuler en ce qui concerne l 'utilisa-
tion de ce code condition . 
D ',unc part, l 'utilité de ce positionnement est assez réduite, 
puisque les zones de travail du pseudo canal 10 Oes mots 
réservés paramèt res) sont directement accessibles au système • 
Il est donc possible pour celui-ci de tester la valeur du status 
byte à partir des mots réservés . Par contre, pour permettre à 
l 'utili sateur d'effectuer ces tests, il faudrait assurer le stocka-
ge du status byte dans le CCB. 
L 'utilisation du code condition permet donc d ',accélérer ces tests. 
D '.autre part, puisque le code condition peut être positionné par 
d '.autres instructions, sa valeur par rapport à l 'entré.e/ sortie 
est provisoire . C'est pourquoi il est souha itable de stocker soit 
sa valeur soit celle du status byte .dans le CCB. 
Ces restrictions posées, nous avons envisagé l e positionnement 
du code condition de la façon suivante : 
Status byte Code condition 
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Gestion des paramètres du canal lçb. 
1. O rigine . 
Ce s paramètres sont fourni s au canal par le superviseur qui 
les prélève d:ans ses zones de travail. 
Deux catégories doivent être dist inguées 
1. les paramètres d e stinés à des fonctions utilitaires du canal , 
c ' st-à-dire des fonctions qui ne traitent ni de l'envoi ni 
d e l'exécution d'un ordre a u périphérique. · 
Par ex . : l a demande du status byte, (ou du sense byte) 
provoquée par TIW (ou TDV), n ' a ttend comme __ 
pa ramètre que l'adresse où stocl e r 'le STATUS 
( SEN SE) byte . 
Ces paramètres conserveront une v a l eur constante tout au 
cours du "programme canal" : cha rgés au d 'but de l'E XCP , 
il resteront constants . L eur v a leur sera connu e à parti r 
du CCB, dont nous r eparlerons, en t ant qu 'interface super -
viseur-pro gramme . 
2. l es pa r amètres destinés à: l ' exécution d 'ORDRES par l e 
périphérique . Ils seront prélevés à partir de "mots d e 
commande" o .u CCW, dont la configuration est la suivante 
ORDRE FLAGS ADRESSE LO NGUEUR 
ORDRE con.stitue1 l 'ordre à envoye r au périphérique . 
Il pr endra une des valeu rs proposées à l a hg . li. 4 
FLAGS destinés au canal, ils permettent à celui-ci d 'exé -
cuter ou non une séquence élaborée , avec possibi-
lité de : 
- chafuage de données, 
- chaînage de commandes , 
- SKIP, 
SLI 
(l a signification de ces flags a été définie a u 
d ébut de ce chapitre) . 
ADRESSE : Da ns le cas d 'un ordre de transfert , cette 
adresse est celle de l a zone mémoire où doit être 
lu ou 'écrit le bloc . Dans le cas d'un ordre de 
service, elle fournit les renseignements complé -
mentaires i ndispensables à l'exécution de l'ordre . 
Ex. : pour un S EEK , ADRESSE fournit l' adresse 
<le la piste à laquelle il faut accéder . 
LONGUEUR 
. 'Ll,39 
Dans le cas d 'nn ordre de transfert, il ind ique le 
nombre de bytes à transférer. 
Dans l e cas d'un ordre d e service, il indique l a 
por t ée de cet ordre de service. 
Ex . : saut avant de n blocs sur ban~rnagnétique . 
En ce qui conce rne l 'ori gine de ces CCW , deux options sont 
possibles 
1. ils· sont décrits directement par l 'UTILISATEUR, qui 
signifie ain s i le détail de l 'IÇb qu'il veut exécuter . 
2 . ils sont générés par le SUPERVISEUR ou l 'ASSEMBLEUR 
à partir de paramètres plus globaux fournis par l' utilisateur , 
et de squel ettes de séquences fournis par le système. 
Cette deuxième optique s ' insère davantage dans notre concep-
tion des 10 à 4 niveaux . Mais son inconvénient est de coûter 
cher en temps (génération de la chafue) et e n place ( s toc kage 
des " squele ttes ") . C'est pourquoi, nous réaliserons sans 
doute la première solution . 
• 
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2. Chargement (en cours de traitement). 
En réponse à la demande d'entrée/ sortie (par appel EXCP 
d e l 'utili.s atcur), le superviseur effectue ce que nous 
appe'rierons le "chargement du programme canal ", c '.est-
à-dire le garnissage des mots réservés paramètres corres-
pondant aux priorités susceptibles d ',intervenir au cours de 
cette 10. · 
La complexité de ce chargement variera d'une part avec .la 
puissance des routines du canal, et d ',autre part avec 
"aération de la mémoire". 
Plus l a r outine du canal est évoluée e t nécessite de nombreux 
paramèt r es, plus le chargement de ses paramètres se compli-
quera (cf. chaînage d e Data, de commandes). 
Nous avons vu aussi que, pour r éaliser des économies de 
place en mémoire, nous pourrions être amenés à regrouper 
certaines routines avec l',obligation de manipuler c ertains 
paramètres supplémentaires . Citons le cas des instructions 
d ',10, avec l ',hypothèse suivante : 1 routine canal par type 
d ',opération, Nous voyons que, dans ce cas, à. chaque utili-
sati.on de ces routines les .f=/= des Strobes doivent être réajustés . 
La façon de stocker les paramètres dépend de l eur utilisation 
au cours de l'opération d 'I0. Nous distinguerons deux caté -
gories ; 
les paramètres qui ne sont pas modifiés en cours d 'I0 
(par ex. l 'ORDRE envoyé au péri ph.), auquel cas il 
suffit de fournir l ' adresse de ces paramètres dans le 
CCB, bien que le fait de fournir la valeur permette 
une accélération du traitement, puisqu 'i l réduit l e 
nombre d ' accès mémoire (Il n 'existe pas d ' adressage in-
direct dans le Hardware) . ' 
- le s paramètres modifiés en cours d ' I0 
(par ex. l'ADRESSE MEMOIRE, ou le byte count). 
Dans ce cas, il faut les stocker dans une zone autre 
que le CCB ,car il est indispensable de conserver leur 
va.leur initiale en cas de mauvais fonctionnement né-
cessüant une reprise . 
Nous a ll ons clone examiner en quoi consiste ce chargement pour 
ce s différentes routines du canal envisagées précédemment , 
c 'est-à-dire : 
1. Réponse aux RequesU: 
DTS, END, APPEL, ANOMALIE 
2. Instructions IÇ) 
STI0, TI0, MI0, TDV, Al0. 
~ 
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DTS Ces paramètres sont modifiés en cours d 'I0, il est 
donc nécessaire de stocker leur v aleur dans les mots 
accessibles au canal. 
1. dans le cas où il n 'y a ni chaînage de données, ni 
chaînage de commandes, les valeurs du Byte COUNT , 
Adresse Mémoire , ainsi que l 'option S1GP seront 
cha rgés clans les mots réservés, dont la configuration 
sera celle définie pour IR/ r/JR (cf. fig. 11. 6) . 
2 . dans le cas de cha înage de données , le stockage des 
valeurs "modifiables " se fera soit globalement, soit 




à L'or ganisation cf . fig . 11. 1 la, et permettra un gain 
d e temps d '.exécution de la DT S . La seconde générera 
l ',or ganisation représentée à la fig . 11 .11b e t p ermettra 
un gain de place Mémoire . 
-
Li 
CCW actif COUNT SL<iPL~I ni 
MAX CCW actif Pointer Adr . CC\V 

















F i g , 11. lla Fig, 11.llb 
Dans l e premier cas, l e chargement des mots réservés 
sera ex' cuté au début de l a routine E XC P. 
Il se r a pl us J.ourd que dans l' autre cas, mais permettra. 
un passage plus rapi.d.e d'un paramèt re à l'autre, 
(dans certa ins cas, une cadence inférieure ne permettrait 
pas le respect de c a dence d'arrivée c;l.es Requests dupé -
riphérique) . · 
Le chargement se fera suivant l'o rganigramme représenté 
à l a fig , 11. 12, 
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Prélever zone Manoeuvre 
Stocker a.dresse d ébut : dans mot réservé Paramètre s 
- dans Registre auxiliaire 1 . 
~ i ;:-::a<;::-~;;·z~~~ c::~s~~·~7~-~--~~~w~~-~,~ -~,
1 Stocke: dçl_ns : _ Mot Réservé paramètre5 - Registre auxiliaire 2 . 
_ _,,,_=r= •«-=.e::...- - ... ,,_c....... .- ·a ' .. - ·-·~:.. ,- , -
ICC\'.r MAX i:L=~J 
F•ftlof l h lat 
Progression 
Registres auxiliaires 
1 CCWMAX :° Cz,;~AX~-~ l 
--~ ---- ·-----
( 1) Par l'intermédiaire des registres auxiliaires : 
NO 
Stocker~] 
Stocker CC\J MAX dans 1 
Mot Réservé paramètre.si 
Registre auxiliaire l Adresse CC\ r courant 
- Registre auxiliaire 2 : Adresse courante zone manoeuvre . 
F i g . 11 . 12 
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Pour la deuxi è me option, le chargement se fera à chaque 
prise en compte de nouvelles valeurs Cc' est-à-dire recon -
naissance de BC = 0). · 
Il permet une procédure plus simple (pas de nécessité 
d 'utiliser zone de manoeuvre, pas de c a lcul du nombre de 
CCW) et occasionne un gain de place mémoire (pas de 
reproduction de la chafne des CCW) . 
Par contre, le transfert des valeurs occasionne une perte 
de temps , et ce à un moment plus critique que dans le 
premier cas . 
3 . Dans l e cas de chaînage de données et de commandes, les 
chaînes DT S sont imbriquées dans les chafn.es de comman-
des. Nous verrons donc le détail du chargement dans le 
chargement des ordres chaînés . 
II.M. 
END (avec chafha.ge de commandes). 
Les paramètres à charger sont les ordres à envoyer au 
périphérique. 
Dans le cas où le chaînage de commandes n 'est jamais 
employé simultanément au chaînage de données, il n'est 
pas nécessaire d'opérer une copie de la chaîne des 
ordres (on utilise'ra l'option adressage indirect). 
Mais cette contrainte étant rarement satisfaite, nous 
exploiterons plutôt le c as où l es deux types de chaînage 
sont mêlés. Il est alors nécessaire de "décanter les 
deux chafues", puisqu '.elles s'adressent à des priorités 
différentes . 
Le chargement s ',effectuera comme décrit à la fig. II. 13, 
et donnera lieu à l ',organis a tion définie à la fig. II. 14. 
N.B. la méthode exposée se base sur les restrictions 
suivantes 
1 . il n '.existe pas de chafhage de commande 
conditionnel. Tant qu'il n'y a pas rupture 
de la chaîne pour cause d'erreur, la routine 
END accède automatiquement à l'ordre 
suivant. 
Pour assurer le passage à un ORDRE en 
fonction de la réalisation de conditions, il 
nous faudrait augmenter la complexité de 
la routine END, c',est - à -dire son extension, 
or, il nous faut assurer toute la fonction en 
une mini-instruction. 
2. Dans l'accès aux CCW, nous supposons que 
les CCW constituants d 'une même chaîne 
sont situés dans des zones mémoires consécu-
tives (sinon, l'accès au CCW suivant poserait 
un problème supplémentaire, facilement réso-
lu, mais occasionnant une nouvelle perte de 
t emps . 
Prélever zone Manoeuvre 





- Dans mot réservé paramètres(U=END 
- Dans registre auxiliaire 1 . 
- l -~,· -~· ... .... ....  ·------
--------- -·----~--~--· ---~-~~~--.v 
Prélever zone manoeuvre DT S 
Stocker adresse début : - Dans mot réservé paramètres(f-1= R. 
ou R
0
) · ·· 1 
- Dans registre auxiliaire 2 . L------- -----------------------------,.,,...._ l ;--------------~-----------------. Lire adresse 1er CCW (dans CCB) 
Stocker adresse : - dans mot réservé paramètresU END 
- dans registre auxiliaire 3 . 
.._ _______________ -• -----•-· -,-•---llW_ .. _tç ____ W_f -~----,_-..... ,~-?lî'IJIIIIUl'_m,_a(-~~~--~• 
YES 
l 1 ·-Progression J 
1 Adres_se ~~r:-S!.!...-
Pro grcssion adresse 
zone manoeuvre DT S (2) 





·Stocker MAX. DT S dans 1 
zone mano euvre DT S 
. ._ ________ _ 
Double pro gression adresse 
zone manoeuvr e DT S (2) 
. ..... ,w 
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YES 
Stocke r MAX DT S dans 
Mot r é servé paramètres 
=I=/= DT S . 
NO 
Stocker MAX ORDR E 
dans mot Réservé para-
mètre s=f=I= E ND 
Pr ogres sio::;:;:::;-::~-:anoeu vre ORDRE* _o)_j 0 -•= _, ••wwww • 
(1) p a r r egistre a u xiliaire 1. 
(2) par r e gist re a u xilia ire 2. 
(3) p a r re gi stre a uxiliai r e 3. 
(4 ) compteurs de trav a il serva nt au calcul du maximum. 
f<ï g . 11 . 13 (fin) 




L_.__..2..,1dl.._.w~.-~S.~~~~ l~ .. J 
' 1 
1 




ITC / OTC 
.. -· . . -,;-~~~~, 
DTS 
1 S Ki!J~ .. .. l_,.._2d,_, _ l 
L.,____..,_J,$;i;ll,,Jt~-1 
f 5 ~~~-: __ J. %.,. .... J_,.....bl ....... ,•-, .. -t 
n'l t---J-----••l_,.~l 
• SKi P [~ L '2 l ~ _ .. ,.. . l~~~~• 
DTS 
Z one Manoeuvre 
I-'i g . Il. J4 
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APPEL - ANOMALIE - END., 
Le seul paramètre à charger sera l ' adresse du CCB. 
Les autres paramètres, consta ntes du système, seront chargés 
à l ' initialisation ( Adresse Ro1...~ine, priorité à exciter •.. • . ). 
INSTRUCTION l@ 
De m'êine que dans le cas précédent, et dans l'optique choisie, 
les priorités à exciter sont des constantes du systè me. 
Les seuls paramètres variables seront : l'.adresse du CCW 
(pour transmission de l'ordre dans STJ.0) et l ' adresse du CCB 
pour le stockage des stàtus et sense bytes. 
Une vue récapitulative des paramètres à charger et du moment 
de leur chargement est fournie à la fig. Il . 15. 
11 est à noter que la relative complexité de ces chargements ré-
sulte de la configuration "pa rtagée" du canal 10 de l'E PRON : 
à un même périphérique (donc à un même sous-canal) correspon-
dent plusieurs Requests, condition indispensable à un fonctionne-
ment rentable de ce canal . Mais chacun de ces Requests étant 
associé à sa propre routine canal, il est nécessaire, au moment 
du chargement, de disperser les paramètres vers les routines 
adéquates. 
1APPEL 
DTS END DEVICE END CANAL 1ANOM 
ADRESSE 1er CCW EXCP EXCP -
-
UTILISATEUR 
COMPTE UR CCW EXCP E XCP - -
P OINTEUR CC W ACTUEL E XCP EXCP - -
BYTE COUNT EXCP - - -
ADRESSE IOAREA E XCP - - -
F LAGS SLI - EXCP - -
S KIF EXCP - - -




ADRESSE CCB EXCP E XCP EXCP EXCP 
., 
-1=/= STAT US - - - -
-# OR DRE - E XCP . - -
I=/= SEN SE - - - -
I=/= END - - - -
I=/= T ERMI NATE EXCP - - -
Adres se zone sauvetage 
- - INIT INIT Regi stre s 
Adres s e (de type) 
- - INIT INIT 
routine à dé clencher 
N .B. EXCP : paramètre fourni à la routine canal lors de l'exécution de EXCP. 


























































2. 3. SUPERVI SE UR I~ . 
, . .. \ 
Cet ensemble constitue un module du système, au même titre 
que l' EXECUTIVE qui s'intéresse a ux paramètres de fonction-
nement d'un programme, ou que le MONITEUR qui assure 
l ' enchafuement des Job s dans u ne session Moniteur . 
Le SUPER VISE UR 10 (ou des entrées/ sorties) regroupe un 
ensemble de routines propres à la gestion des 1(/J, c' est - à -
dire leur lancement, l e s contrôles de fin, et les éventuels 
traitements d',erreurs . 
Interface entre l'utili sateur et l e canal 10, le superviseur 
peut être appelé par l ',un et par l'autre. L 'utilisateur 
formulera un "appel au superviseur", et via la table du 
superviseur, obtiendr a le déroulement de la séquence 
désirée par exécution d ',un DEBRANCHEMENT . 
Les appels du canal se traduiront par la génération d 'inter-
ruptions, interruptions dont le traitement assurera le dérou -
l ement de la routine superviseur souhaitée. 
Nous ne reviendrons pas sur le détail de ces prise; en charge , 
elles ont fait l '_objet du chapitre précédent . 
Nous allons maintenant examiner en quoi consistent ces " rou-
tines souhaitées " et la table du supe rviseur, base d'accès 
à ces routines . 
2. 3. 1. TABLE DU SUPERVISEUR . 
Cette table comprendra, d 'une part le; adresses des 
routine s e t d'autre part l'adresse des paramètres à utiliser 
pour l' appel à traiter. 
ADRESSE DES R0 UTINE S Adresse s des points d ',entrée 
aux dif.f érents segments du superviseur, e n fonction du 
type de routines. 
ADRESSE DES P ARAMETRES (fournie à l' appel). 
Dans le cas <le l'interruption de programme, celle-ci est 
fourni e via les mots Réservés paramètres, et sauvée par 
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S UPER VI SEUR I~ 
/ 
/ J t ransfert 
6-_.1.----
Dans le cas du débranchement, l'adresse des paramètres est 
fournie comme 2e adresse du SVC. 
Pour que cette adresse soit à la disposition du superviseur, il 
faudra donc, avant toute autre manipulation, sauver le contenu 
de CP dans la table du superviseur. 

















2. 3. 2. . ROUTINES DU SUPER VISEUR . 
Les routines retenues· pour le superviseur 10 seront 
les sui vantes : 
EXCP 
WAlT 
initialisation d'une opération 10. 
synchronisation sur une 10. 





Récupération des erreurs externes. 
écriture •.message à la console . 
écriture message co~sole, avec réponse. 
contrôle de fin d '10. 
déclenchement du timer. 
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2.3.2.1. EXCP (Execute ch a nnel program) . 
Cette routine assure le lancement de l'opération 10 
" glo hale". 
Nous distinguerons trois phases 
1. TEST. 
; Il est nécessaire de s 'assurer que le périphérique 
existe dans la configuration existante, et dans ce 
cas, tester s'i.l est disponible pour l'IÇb à lancer . 
2 . CHARGEMENT du programme canal . 
Assure le chargement des différentes routines du 
canal , ayant trait à ce périphérique et donc suscep-
tibles d ' iµtervenir au cours de cette l Çb . 
3. LANCEMENT du programme canal , 
Constitue le démarrage de l ' opération d 'Ig'.), c 'est-à-
dire de l ' exécution d 'un ordre ou d 'une chaîne d 'or-
dres . 
L a fonction est décrite à la fig . ll. 17 . 
( 1) Par consultation de la " DEVICE LIST " , il est 
possible de déterminer si le périphérique existe 
effectivement sur la confi guration envisagée . 
S'il n 'existe pas, l'erreur est signalée à la console, 
et · le pro~ amme abandonné. 
i 
(2) Le cas de périphérique occupé lors du lancement 
d ' une 10 révèle une erreur soit au niveau du péri-
phérique (s'il ne parvient pas à détecter une fin 
de bloc), soit au niveau du programme (si l'utili sa -
teur n ' a pas prévu de synchronisation entre le 
lancenient de <leu x IW sur le même périphérique). 
Nous avons opté pour la solution l a plus radicale 
mess age d. 'erreur , reset du périphérique et abandon 
du pro gramme. Des solutions plus élaborées auraient 
pu être envisagées, par ex. : la gestion d 'une file 
d ' attente ( pour parer à l' absence de WAIT) . 
Il est à noter que, dans l e cadre de multiprogrammation 
et de périphérique partagé, c'est vers un solution 
de ce genre que nous devrions nous tourner. 
(3) L 'exécutive Flag est traité en détails dans la partie 
relative à la conununication superviseur-programme. 
(1) 
Chargement par.:::_,s _J 
(cf. fig . Il. 16) r- . . 













T E RM 
~ 1 ..,,,.__ _ l
(3) E XECUTIVE F L AG LA NCEE : = 1 Q o-·.. . .. " RECOVERY 
____ R,EIO \J..E... _ 
--
NO CC =3 
·> 
0 6 TYPE AN 
RECOV E RY 
NO 
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2. 3, 2 . 2 • W AIT . 
L'utilisateur fait appel à cette routine lorsqu 'il veut 
se resynchroniser par rapport à une Ir/) qu'il a fait 
l ancer précédemment. Dans ce c as , il sera mis en 
état bloqué aussi longtemps que 1'10 désignée n ' est 
pas terminée. 
NO 







2 . 3. 2. 3. RECOVERY. 
Du fait des particularités de chaque périphérique, 
nous sommes amenés à considérer une routine de 
récupération par périphérique : ce que d'aucuns 
appellent les "DRIVERS " des périphériques. 
11 nous a cependant semblé bon de donner une vue 
d'ensemble des erreurs rencontrées, ainsi que de 
la logique de leur traitement. C',est pourquoi nous 
avons essayé de définir, de façon générale , des 
classes d'erreurs, leurs répercussions sur le 
fonctionnement des 1~ et les cons·équences quant à la 
fonction réalisée d'une part, et l ',état du périphérique 
d'autre part. 
L es décisions seront prises à partir de ces deux·-
résultats, en tenant compte aussi des options de 
l 'utilisateùr. 
Ces générah tés peuvent alors s ' appliquer pour 
chacun des périphériques utilisés : il suffit de 
spécifier dans quelles classes se retrouveront les 
erreurs propres au périphérique traité, e t suivre 
l a fili è re résumée ci-dessus . 
C' est ce que nous proposons pour _le l ecteur de cartes 
et · 1e dérouleur de bande . 
ï 
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1. DEMAR CHE GE NERALE. 
A . Clas ses d' erreurs. 
1. ERREURS DE PROGRAMME . 
Provoquées p a r la non reconnaissance par le périphérique 
d ' ordres ou de data . 
Par ex . : ordre inc onnu pour le périphérique, caractè re 
non admis. 
2. ERREURS DE MECANIQUE DU PERIPHERIQUE . 
: par ex . : pas de cartes dans le perfo. , 
indica teur start non posi-
tionné. 
b. d~f_on~"tj_~n_E.~~nt : dues à .1J.ne manoeuvre incorrecte. 
par ex . : bourra ge de cartes, tête 
non positionnée sur piste . 
3. CONDITIO NS EXCEPTIONNELLES . 
se ion l' application, elles seront attendues ou fautives . 
Elles seront en général attendues comme résu lt a t de 
fonctions de service (ex . BT en fin de Re bobinage). 
4 . ERREURS DE TRANS MISSION . 
Nous y distinguerons trois parties les erreurs de 
parité, et les erreurs d'_overrun. 
Les e rreurs PARITE pJuvent être longitudinales ou 
transversales (c' est-à -di re porter sur un bloc ou 
sur un c aractè re seulement). D ' autre p a rt, elles p eu -
vent sur gir soit entre l e support et le t ampon du p é ri-
phérique, soit entre c e tamp on e t la mémoire . 
! (2 ) 
OUT ~ 
~---:- - - Support 
f_ I N 
~3) 
Nous r e tiendrons t rois cas . 
TRANSMISS ION : erreur de parité à l' entrée du tamp on , 
en provena nce de l a Mémoire Cl). 
RELECTURE : erreur de p a rité des données s tockées sur 
l e support (2). Cette erreur est détectée par l e po s te d e 
lecture d e contrôle, donc n e s'applique pas à tous l es 
périphérique s (ex . : il existe pou r déroukur de bande ). 
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LECTURE : erreur de parité lors du transfert du . 
support vers le tampon (3) . 
Il est à noter que dans les cas ( 1) et (3), les erreurs de 
parité longitudinale ne seront détectées que pour les 
périphériques munis d'un tampon dont la longueur est 
celie du bloc (par . ex . : pour i mprimante bufferisée) . 
Les erreurs cl'OVERRUN sont provoquées par le non -
respect des cadences propres aux périphériques : 
1 
L' unité de. contr61e reçoit du support l 'impulsion destinée 
·à généffi. .. . È Reque.st, alors que le strobe de. réponse au 
Request précédent ne lui a pas encore été envoyé : il y 
a donc surcharge du canal Ir/) . 
B. R 'percussion sur les l Q. 
Nous procéderons en 3 étape s, : l e r ésu ltat final permettant 
de prendre une décision en c e qui c oncerne l ' action à entre -
prendre . 
1. Survenance des classes d 'erreurs : dé.finition de types 
cf . fig. II. 18 . . 
2 . Conséquence de ces types sur le déroulement des 10 
cf . fig . II . 19 . 
3 . Résultat de 1'10 en ce qui concerne 1 s données, et en ce 
qui conc rne l 'état du périphérique . 
cf . fig . II. 20 . 
C. Action entamée . 
4 critères vont définir l ' a ction à initialiser : 
l es options de l 'utilisateur (fournie5dans le CCB), l a valeur 
des données four ni.es par l ' JC;l> entachée d 'erreur , l ' état du 
périphérique , et l ' origine de l ' erreur , 
Origine de l 'erreur . 
L 'erreur peut être occasionnée 
- par le Pl OGI. AMME : dans ce cas, les tentatives de correction 
par répétition sont inutiles . 
Il. 59 
Survenance de classes d 'erreurs, 
EBUT EN COURS FIN 
PROGR 1 2 
MEC STAT 3 4 5 
MEC MALFCT 6 7 
PARITE TRANSM 8 9 9'. 
PARITE RE LE CT 10 10 ' 
PARITE READ 11 11 '. 
OVERR UN 12 
COND EXCEPT ------r---------13 
c sq sur l e déroulement de 10. Fig. Il . 18 
NON INIT. ARRETEE ACHEVEE 
1 PROG DEBUT A 
2 PROG COURS B 
3 M. STAT. DEBUT C 
4 M. STAT. COURS D 
5 M. STAT . FTN E 
6 M .1v1ALFCT COURS F F ' 
7 M,i\1.ALFCT FIN G 
8 PAR . TRA NSM. DEB H 
9 PAR. TRANSM. l 
COURS 
10 PAR RE LECT . J 
11 PAR. READ K 
12 OVERRUN L 
13 COND.EXCE PT . M 
Fig . Il . 19 
ORIGINE/ VALEUR des DONNEE S /ET AT PERIP HERIQUE. 
OR IGINE VALEUR DATA PERI PH . 
PROG . PERIPH . INEXIST. INVAL. VALIDES OK RESET [RE SET /DEF DEF 
A PROGR. DEBUT X X X 
1~ PROGR . COUR S X X X M . STAT DEB . X X X 
ID M . STAT CO UR S X XCl) X(l) X . 
E M . STAT FIN X X X 
F M . Mi,.LFCT COUR S X X X 
G M.MALF CT FIN X X X 
H PARITE TRANSM . DEBUT · X X X(3' X(3) 
1 PARITE TRANSM.COUR S X X X(3 X(3) 
J PARITE RELECTURE X X X(3: ~-'i X(3) 
K PARITE READ X X xC3: X(J) 
L OVERRUN X X X(3) X(3) 
M COND . EXCEPT . X X(2) X 
(1) Les donnée s peuvent être soit i nvalides, soit part ielle ment valide s. 
Il est pus prudent de considérer que tout le bloc est entach é d '_erreur, pu.tôt que de ten ter de r écupérer cette partie. 
(2) 
(3) 
Certaines condition s exceptionnelle s, incomp atible s avec le code en vigueur, provoquent erreur . 
Ces erreurs sont initialement cons i dér ée s _ .'récupérables . 
Mais aprè s un certain nombre de r épétitions infructueuses , l'erreur est considérée comme irrécup érable, et le 
hardware défectueux . 
Fig . II.20 
°' 0 
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On pourrait envisager de laisser à l 'opérateur l e soin de 
corriger l ' ordre et de relancer 1'10 . Quant à nous, nous 
avons pris l ' option d ' aban<lonner 1'10 et le programme . 
- par le PERIPHERIQUE et son unité de contrôle . 
Dans ce cas, il est possible d'envisager une procédure de 
correction par intervention manuelle et/ ou répétition , 
Option utilisateur , 
Pour certai ns périphériques, il existe des options particulières, 
reconnues seulement par le Driver approprié, par ex . la deman-
de de reperforer une carte en cas d e détection d 'erreur de 
parité . 
Nous retiendrons ici les possibilités générales Sllivantes : 
prise en charge de toutes les erreurs, . prise en charge des erreurs 
irrécupérables, demande d'intervention de l' opérateur en cas 
d ',erreur irrécupérable . 
1. PRI SE EN CH AR GE DE TOUTES LES ERREURS. 
D ans ce c as , le superviseur r end la main à l a routine 
appropri ée de l 'utilisateur . Celle-ci procédera à l'analyse 
du sense byte, et prendra les décisions en fonction de l' appli-
cation , par exemple , considérer ce genre d'erreur comme 
négligeable, · 
2 . PRISE EN CHARGE DES ERREURS IRRECUPERABLES. 
Aprè s avoi r v ainement t enté une correction , le superviseur 
re.nd la main à l'utilisateur, à la routine indiquée . Celle-ci 
peut, par exemple, demander la modification d ' assignation 
du périphérique, ou sauter le traite ment du bloc entaché 
d 'erreur. 
3 . DEI\1.ANDE D'INTERVENTION DE L 'OPERATEUR. 
C',est l ' opérateur qui prendra la décision de ' modifier les 
assignations ,ou d '_abandonner le programme . 
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Etnt du périphérique. 
En fonction des états définis à la fig . 1120 , l a corr e ction. 
comprendra une in.terven tion sur le périphérique . 
1. Hardware défectueux . 
. Aucune action sur le périphérique , e t l' erreur est mar -
qu ée "irr écupérable" par le superviseur . 
2. Hardware RE SET . 
Pour entamer la correction , il est nécessai r e que 
l ' opératc.ur agi.sse sur le périphérique . 
Cet te action est spécifi.éc. par un message c onsole . 
3. Hardwarc"RESET ou défectueux ." 
L a déci sion est du ressort de l 'opérateur . 
L' erreur est donc signalée par un message éon.sole , celui -ci 
attendant une réponse . 
L a suite du traitement dépend de cette réponse . 
4. 1-1 ardware O K . 
L a co rrection ne nécessite au c une inter vention s ur l e 
Hardware : lc.s éventuels repositionnements se feront 
sous le contrôle du superviseur . 
Etat dc.s données. 
1. Inexistantes. 
; · 
L '10 n ' a pas eu lieu . 11 suffit de la rel ancer , sans modi-
fication des paramètres du canal. 
2 . Invalides . 
Le transfert des données s ' est effectué de façon incorrecte. 
Avant de relance r l',10, il faut assurer d'une part , le 
repositionnement du support, et d 'autre part la réinit ialisa-
t ion des paramètres du canal. 
Le positionnement du support se fera de façonsdi fférentes, 
suivant les p 'riphériquc.s : le lecteur de carte néc essitera 
une intervent"i on manue lle., le dérouleurde bande utilisera. 
une. séquence de CCW destinés au saut de blocs, l e disque 
utilisera l e SEE K, qui était prévu dans sa séquence . 
3 . Va lides . 
La correction ne comprend pas de reprise du transfert <les 
données . Deux cas peuvent se présenter : suivant que l'on 
détecte ou non une condition exceptionnelle . 
La o ndition exccptionn e lle sera. mentionnée à l ' utilisateur 
par po siti.onnc.mc.nt du bit ndéquat dans !_ 'EXEC UTIV E FLJ\.G 
<lu CCB (ex . : détection <le clé but de bande. à l 'exécution <l'un 
orlreRE\V l ID , 
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Il est à noter que certaines conditions exceptionnelles 
s eront reconnues comme fautives et o ccasionne ront 
un trai t ement d'erreur. 1 
Par ex, : détection de ET en cours de l ecture ou d ' écri-
ture sur b afü' e magnétique . 










Ces conditions seront testées par consult a tion du 
"user F l ag" fourni par l '_utilisatèur dans l e CCB. 
D ans l es c a s (1) et (12), l'adresse à l aquelle il f a ut 
se branch~r est également fournie dans l e CCB . 
Ces valeurs seront définies en fonction de la valeur 
affichée dans le SENSE BYTE , et varieront en 
fonction du périphérique . 
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Les erreurs de transmission, en plus du traitement général, 
nécessitent l a mise à jour d'un compteur de répétitions. 
Une fois l a valeur maximale 'atteinte, l'erreur est considérée 
comme irré cupé r able et due au hardw a1~e. 
Nous · dis socions l e s , interventions ma nuelles (8) d e s séquen-
ces où l 'opérateur doit prendre une décision en ce qui con-
c erne la reprise de 11,opération, 
C es conditions sont déterminées non seulement par la val eur 
affichée dans le SENSE BYTE, mais auss i par l e moment d e 
survenance de l 1_erreur (consultation de 11,Executive Flag). 
TDV 
(1) 
















Stockage paramètres r&;:1-·-1 





:d~-;s;; ra';tin-; •·--•1 
clans CP 




















T ER M. 





... M nta:18 ill 1i -JIINlidAII' 
YES 
E XE CUTIVE FLAG ,1RREC~~ '''1 
- r -




Stocker adresse routine dans 
CP --- . 6 " ___ ,,  
, . .... r-e:tn'Ot310fi1'tll!lii; 






E XCP . O . 
'r TERM. 
r) 
R E TO UR 







<{---------------------' [,--s r-r 1-=-0--, 23 '. . e1• ...,. !!"-" 1w• -..••-...ei .. •a -t 
RETOUR 
F i g. II. 21 (3 ) 
11.67 




2.1. LECTEUR DE CARTES. 
Considérons un lecteur de carte dnnt le sense byte a l a 
configuration suivante 
- ORDRE illégal. 
- HOLD ( STOP), 
- code perforation invalide, 
- sélection trop t ardive case réceptrice, 
- OVERRUN, 
- READ (parity) , 
- Bourrage / Alimentation double . 
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Nous pouvons, à partir de là, construire le t abl eau ci-dessous 
et l'organigramme résultant (cf . fig . II. 22) . \ 
NATURE TYPE ORIG. VAL. PERI PH. 
D/\TA 
ORDRE illégal PROGR . DEBUT PROGR. INEXIST OK 
HOLD Iv1. STAT. DEBUT PERIP}l. INEXIST RESET 
Code perfo. illégal. PROGR. COURS PROGR . INVAL. OK 
Sélection trop tardive M . STAT . FIN PERI PH. VALIDES RESET/DEF 
OVERRUN OVERRUN PERIPH . INVAL. OK 
READ (pa rity) PARITE COURS PERI PH. INVAL. OK 
l Bourrage M .1viA.LFCT PERIPH. INVAL . RE SET/ 
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2. 2. DERO ULEUR BANDE MAGNETIQUE. 
Considérons un dérouleur de bande pouvu du sense byte décrit 
ci -dessous. 
(11 est à nôter quecette configuration est citée à titre d ' e xemple, 
et à adapter suive nt l e modèle précis d'\p é riphérique employé) . 
Lect. Ecrit. 
1 . O rdre invalide X X . 
2 . PARITE L E CTURE X 
3. PARITE. T R ANSMI SSION X 
' . 
4. PARITE RELECTURE X 
S. Déte ction. TM X 
6. D étection B T /ET X X 
7. O VERRUN X X 
8. Lecture Bloc trop court X 
9. Anneau écriture manquant X 
10 STOP ou LOCAL X X 
N . B. Ces combinaison s peuvent êt re regroupées sur un seul 
byte, un bit prenant une signification I= suivant que le 
dér ouleur travaille en écriture ou en lecture . 
Ces différentes erreurs seront regroupées en cla.sses (cf . fig. 
II. 23), ainsi que nous l' avons d éfini dans notre t raite me nt géné-
ral et traitées comme i ndiqué à l a fîg . 11. 24. 
CLASSE SUR VE NANCE CATEG. VALIDITE DATA P E RI PH . ORIGINE 
DEBUT l COURS 
1 
1 
ORDRE INVAL IDE PROG. X 1 
1 
A INEXIST . OK P ROG. 
PARITE LE CT URE TRAN S MI SSION 1 X I INVALIDES OK PERIPH . 
1 
PARITE TRAN S MI SSION T RAN S MISSION 1 H - I INE XIST /I NVAL OK . PERIPH. X 
1 
X 
PARITE RELE CT URE T RAN S MI SSION 1 X I INVALIDE S OK PERI PH . 
1 
DETE CTION T M COND . EXCEPT . X M VALIDES OK P E RIPH . 
DETECTION ET /BT COND . EXCEPT . - , X M VAL. / INVAL . OK/OPE TI PERIPH : 
OVERRUN TRAN S MIS SION X L INVALIDES OK PERIPH . 
BLOC trop c ourt TR ANS MI S SION X INVALIDES OK PERI PH . 
ANNEAU MANQUANT ME C. S TAT . X C INEXIST . RESET PERIPH . 
STOP/ LOCAL ME CT. STAT. X C INEXIST . RESET PERIPH . 
Fig. 11 .23 
( 1) 
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11. 74. 
(3) Cette condition sera réalisée pour les configurations 
suivantes du SENSE BYTE : 
- Anneau écriture manquant . 
- HOL:Ô 
- LOCAL. 
(4) Cette condition sera vérifiée pour : 
- PARITE (READ/RELECTURE/TRANSMISSlON) 
- OVERRU N . 
- BLOC TROP COURT. 
(6) Nous le trouverons pour 
- Anneau écriture 
- HOLD 
- LOCAL 
pour l esquels l'ordre n ' a pas été transmis 
- PARITE a.lors que l 'IG) n'a ·pas été lancée 
(donc parité lors du transfert de l'ordre). 
(7) Cette erreur existera pour toutes les erreurs de transmission 
(cf. (4). 
(8) Le repositionnement consiste en l'introduction dans la 
chaîne du canal de CCW de saut A V/ AR. 
Il faudra égalcme:.lt opérer une remise en é1at des paramètres 
du canal. 
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2. 3 . 2. 4 . TYPE . 
Ce tte routine aura p ou r but de sortir à la console un 
mes sage pour l eque l o n n'attend pas de réponse . 
L a console fonctionnè donc uniquement cori1me imprima nte . 
La fonç.tion TYPE assurera : 
1. le garnissage d es mots réservés associés à l a console 
(DTS, END ) pour peu que la console soit disponible. 
2 . le l ancement d e l'écriture (a vec mise préalable de 
l a console en mode écriture) . 
3. l'.attente de fin normale de l'opération. 
Ce fonctionnement est décrit à la fig, Il. 25. 
Les risques de conflit d' a ccè s entre l e CPU (utilisateur 
ou système) qui veut lancer la fonction TYPE, et l'opé-
rateur qui ve ut i ntroduire un ordre à la console (cf . 
chap. III), sont supprimés par l'attribution de priorités 
différentes aux deux t ypes d ' appel, et p a r l' attribution 
du mê me niveau d',i n terruptibilité, · 
Lorsque les deux demandes existent, l a plus prioritaire 
(lA PPEL) sera traitée . 
Mais lorsque l 'une des deux est en cours de traitement, 
l a survenance de l' autre n 'interrompra pas son traite-
ment . 
1· 
(1) L e CCB relatif à l a gestion de la conso le est toujours stocké à 
une adresse fixe en mémoire, il en va de même pour les p ara -
mètres qui lui sont relatifs dans l es mots réservés . 
Donc TIO peut s' effectuer sans chargement préalable . 
(2) Cè garni ssage v ari era suivant qu 'on exécute TYPE ou T YPEAN . 
Cette dernière fonction implique nécessaireme nt l'utilisation 
~e chafuage de commandes . 
(3) S i l e timer atteint l a fin de l'intervalle alloué avant apparition 
du END ; 
- Dans l e cas de TYPE , il y aura ERREUR, 
donc branchement en @ 
Dans le cas de TYPEAN, différents cas sont poss ibles 
b ranchement en '/\ , répétition du message , envoi d 'un 
autre message , ces deux derniers cas étant ac compagnés d'une 
r éinitialisati on du timcr . 
(4) Cc bra ncheme nt s 'exécutera lorsque l e END DE VlCE détecte ra. 
l' absence de nouvel ordre à traiter : soit qu 'il n' exi ste qu ' un 
seul ordre (certai_ ns cas <le T YPE ), soit que l a chaîne soit ter-
minée . 
N. B . Pour ln con sole, il n'y aura donc pas de passage par 
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2. 3. 2. 5. TY PE AN. 
Cette r outine as sure l a sortie d'un message à la console , 
sui v i e de l' entrée de la répons e . 
Celle-cj_ fonctionnera donc successivement comme impri-
mante (mode OUT), et comme périphérique d'entrée, 




garnissage des mots réservés a ssociés à l a console 
(avec chaînage des fonction s d ' é criture e t de l ecture) . 
L ancement de la première fonction (la console, mise 
en mode OUT p ar cet Qrdre, p as sera en mode IN à 
la réception de l'ordre de lecture ) . 
Attente de fin d'échange de message . 
Ce fonctionnement est décrit à l a fig. Il. 25, 
N.B. Nous avons considéré que la réponse au message 
était entrée sous la responsabilité du CPU : la 
machine attend la répon se de l'opérateur . 
Pendant ce temps, tout e s les i nterruptions de 
programme masquables restent masquées . 
Une solution peut-être meilleure aurait été de con-
sidé rer l'envoi du message e t sa réponse comme 
d eux fonctions distinctes, l' une s ' effectuant sous 
l e contrôle du CPU, (TY PE ), e t l' autre étant dé -
clenchée par l'int erruption 1 APPEL : la réponse 
à l'opérateur s erait alors considérée 
comme une commande de l 'opérateur au s y stème . 
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2. 3 . 2. 6 . TIMER. 
Cette routine permet à l a séquence qui l ' appelle d e se 
faire i nterrompre aprè s un i ntervalle de t emps . 
Pour c e faire , c elle-ci fournira deux paramètres à TIMER 
- la vaieur de l ' intervalle de temps, 
- l ' adresse où brancher lorsque c e lui-ci sera écoulé . 
Le fonctionnement de la routine TIMER est décrit ci -dessous : 1 
1 . chargement des paramètres (intervalle de temps , 
adresse de l a routine) . 
2 . l anceme nt de l 'ordre au timer , 
3. retour à la séquence appel ante, qui décid e ra de conti -
nuer ou de se bloquer (SU SP) : 
L e Timer fonctionnera de la façon suivante 
t outes l e s X micro-secondes, . 
(X ét;mt défini par l e hardware), la valeur de l 'intervalle 
sera décrérnentée. 
Lorsqu 'elle atteindra O, iAPFEL du time r sera excité et 
positionner a le bit correspondant du banc des Requests . 
L a réponse à. ce request provoquera le branchement à 
l ' adr esse fou rnie comme seco nd p aramètre à TIMER . 
N.B. : il sera nécessaire d ' introduire un mécanisme de 
protection du Timer ,· celui-ci ne pouvant pas fonction-
ner simiütanément p our plusieurs demandes . 
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2 . 3. 2. 7. END CANA L . 
Cette routine i nterviendra en réponse au Request 
E ND ANAL, celui-ci étant positionné par la routine 
de réponse au END DE VICE dan s lEs cas suivants : 
- il n 'y a pas de chamage de commande , ou l a c hame 
est t e rminée (CCW COU NT = CCW MAX) . 
- la. chame doit .être rompue à cau se de la d étection 
d ',erreur . 
L a fonction est décrite à la fig . Il . 2 6 . 
(2) Dans l e cas où le périphérique présente une erreur , 
l a r outine RECOVERY sera appelée , 
(6) Ce Strobe permet au p ériphérique de retourner à 
l ' état RE S ET , il n 'est sans doute p a s nécessaire 
pour t ous l e s périphériques . 
(7) Il f aut aussi assurer la synchronisation par rapport 
au programme utilis ateur , c 'est-à-dire, soit l e 
débloquer, soit lui signaler la fin de l '_opération , 
Nous avons en fait un mécanisme élémentaire de 
$émapho:R.e s . 
N.B .: L ' attribution d 'un Request "END CANAL " à cha-
que périphérique risque d ' ê tre coûteuse. 
Il serait peut-être bon de prévoir un seul 
Request pour l 'ensem~ des périphériques . 
D ans ce cas , au mécanisme é l émentaire décrit 
ci-dessus devra s ' ajoute r une gestion de file 
d'attente des demandes provenant des différents 
·, 
sous-canaux . 
R appelons que ces routines ont: é té d écrites uniquement 
au poi.nt de vue fonctionnel, en mettant l'accent sur 
l 'int ' grati.on des éléments définis aux ni veaux inférieurs 
(signaux du canal, instructions 10) • Les rares préci-
sio ns apportées ne se t rouvaient l à que pour éclairer 
l a ]o gique du déroulement. 
Nou s n ' avons donc tenu compte d'aucune contrainte 
d e pro 0:ramrnation : celles-ci serai ent à définir avec 
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2.4. PROGRAMME UTILISATEUR . 
Le programme utilis ateur exécute les K/> exclusivement 
par l'intermédiaire du '.'Uperviseur d '10, en lui adressant 
des demandes accompagnées des paramètres nécessaires . 
Deux qspects sont donc à développer : d 'une part le 
comportement du programme en début d ' l0, pendant, et à la 
fin, et d'autre part l a description des paramètres fournis 
par l e programme . 
2, ·4, 1. Actions . 
L a demande formulée par le programme au moyen d 'un 
SVC fera référence à une zone de description de 1'10 
(CC B chez SIEMENS , D CB chez IBM) . 
Une fois la demande traitée, (c 1 est - à-dire , l a p lupart 
du temps, 1'10 lancée), le contrôle est rendu par le 
superviseur au programme à l ' adresse sauvée dans 
l 'E SA( D.La décision de travailler ou non parallèlement 
au déroulement de l '10 est donc entièrement du ressort 
du pro gramme (suivant que l e t raitement c ontinu e , ou se 
bloque sur un S VC W AIT) . 
L a fi n d '10, traitée par interruption, ne ser a re c onnue par 
l e p rogramme que par la fonction WAIT . 
P our faciliter le travail du programmeur lorsqu 'il veut 
o rganiser son programme en tâches asynchrones, per-
mettant le déroulement parallèle , il serait intéressant 
d'introduire la notion de multita·skiri.g et les modules de 
l 'Executive nécessaires pour la gestion ·.d 'une telle orga-
nisation , 
2 . 4 . 2. Descriptions . 
Le second point à préciser est relatif aux co mmunications 
d ',informations entre le programme et l e super viseur. 
Une zone de communication (ou CCB) sera associé à chaque 
opération d ' i0, une par le programme utilisateur 
Cette zone comprendra deux parties : l a première regrou -
pera les paramètres fournis au superviseµr par le pro-
gramme utilisateur, la seconde mettra à la di sposition 
du programme utilisateur les informations résultant du 
travail du supèrviseur . 
( 1) E SA =- nom donné chez Sl EME N S à la zone de sauvetage des 
registres . 
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Cette partie regroupera donc les zones de stockage 
des : 
- STATU S BYTE du périphérique, 
- SENSE BYTE du périphérique, 
- p aramètres résultants du programme canal. 
(BYTE COU NT, ADRESSE MEMOIRE) . 
- EXECUTIVE FLAG qui résume pour l 'utilis ateur le 
t raite ment effectué par le superviseur concernant 
c ett e I(/J. Nous y trouverons les indicateurs suivants 
1 
- END traité (positionné par routine END CANAL) , 
- W AIT (positionné par routine W AIT ) , 
- IRRECUPERABLE (positionné par routine 
RECOVER Y quand elle détecte une erreur 
i rrécupérable) . 
- I(/J LANCEE (positionné par EXCP) , 
- l es différentes conditions exceptionnelles . 
L ' autre parfie, garnie par l'utilisateur , comprendra 
- identification du PERIPHERIQUE, 
- référence à la chafne de CC\V (ou au CCW) 
(en t enant compte de la remarque formulée à leur 
propos cf . p. II 38 ). 
- option de l'utilisateur pour CORRECTION . 
- Adresse de sortie d 'erreur dans le c as où l 'utili sateur 
souhaite tenter la correction . 
La génération du CCB se fera à l ' assemblage, à partir 
d ',une pseudo-instruction fournissant les paramètres qu'il 
doit transmettre . 
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CONFIGURATION DU CCB. 
· Status byte BYTE COU NT 
EXECUTIVE FLAG A (IOAREA) ( 1) 
SENSE BYTE (S) 
IDENTIFICATION A (CCW) PERIPHERIQUE 
(2) 
USER RECOVERY FLAG A(ROUTINE DE RECOVERY) 
Fig. II . 27 
( 1) partie garnie grâce aux paramètres fournis par l'utilisateur. 
(2) garni en cours d 'I(p par le superviseur . 
CHAPITRE 111 - AUTRES MODULES. 
CONFIGURATION MEMOIRE . 
Outre les mécanismes décrits dans les deux chapitres procédents, 
le syst ème , pour "tre utilisable, doit compter d ' autres modules . 
Sont actuellement prévus : l'assembleur (e t éditeur de liens), le 
module de prise en cha rge du programme objet, le chargeur initial 
du système, et un système élémentaire de gestion de fichiers . 
Tous ces modules sont encore soit à l ' étude , soit à définir . 
C ' est pourquoi nous en fournirons une · vue très rudimentai re . 
Au vu du système ainsi défini , nous proposerons une configurati on 
mémoire qui tient compte des différents modules évoqués , ainsi 
que des tables propres à chacun d',eux , 
1. ASSEMBLEUR . 
Une étude préliminaire consistait en la définition exacte du 
l angage machine, celle-ci a fait l 'objet d 'un travail parallèle . 
(cf . SEMINAIRE "Ordinateur Pédagogique " ) . 
L ' assembleur devra trai t er les instructions du programme 
(contrôle, en référence à la définition du langage machine , 
et traduction des codes et adresses mnémoniques). 
11 devra aussi reconnaître un certain nombre de pseudo -
instructions (disparues du programme après assemblage) . 
arrni celles-ci, nous retiendrons : les réservations de 
constantes, les réservations de place, et la génération de 
tables (description de fichiers, CCB) . 
L 'éfüteur de li.ens sera le complément indispensable de 
l ' assembleur pour permettre l e dé:r:oulement de programmes 
un peu complexes (c '.est -à-dire regroupant plus d'une rou-
tine, ou " control section") . 
2. MODULE DE PRISE EN CHARGE PROGRAMME . 
2. 1. ROLE. 
I.II . 2 
Nous -distinguerons trois types de routines dans ce module : 
celles qui traitent le chargement du programme, celles qui 
i.ntervi.ertnent encours d'exécution, et celles qui assurent 
sa terminaison , 
2 . 1. 1. CHARGEîv1E NT. 
11. est nécessaire d '_assure r d ',une part l ' assignation et la 
réservation des périphériques demandés pour ce programme, 
e t d '_autre part, le chargement e t le lancement du programme , 
L '_A S SI GNA T ION des périphéri ques fournit à ceux-ci des 
n o ms symboliques (ou logiques). Le programme ne connaîtra 
l es périphériques qu 'il utilise que par ces noms symboliques, 
susceptibles d'_être différents des noms mn ' manique s , (ou 
physiques) que le système utilise . 
Cette précaution permet à l'utilisateur d'écrire un pro gramme 
r e l ative ment i ndépendant de la c onfiguration physique de 
l 1,1nstallation . Lor squ ',il n 'existe aucune assignation explicite , 
l e système utilise les assignations standard . 
L a RESERVATION des périphériques protège les accès d 'un 
programme aux périphériques qu'il s ' est réservé, cette ré-
servation pouvant être valable pour toute la durée du pro-
gramme, ou seulement pendant l 'exécution d 'une 1(/J . 
En cas de monoprogrammation, cette réservation présente 
une utilité très réduite . 
Le CHARGEMENT d 'un pro gramme s 'effectue par le range -
ment en mémoire centrale du programme objet, prêt à l 'exé -
cution; celui-ci provient soit d ' une bibliothèque, soit du péri-
phérique d I entrée du système (en général , lecteur de c artes) . 
Dans le cadre de la multiprogrammation, l ' introduction en 
mémoire doit être accompagnée de l ' affectation à c e progra m-
me d 'un numéro de priorité et de l ' allocation d'une zone mé-
moire (bornes utilisées pour protecti.on mémoire) . 
Puisque nous débutons dans un contexte de moroµ~ogramm a -
tion, le programmeur pourra disposer de toute la mémoire 
non utilisée par le système . 
Le LANCEME NT se fera automatiquement après chargement 
du programme, par stockage dans le p-counter (registre CP) 
de l ' a<lresse du point d 'ent rée , 
lei c'.1.US si, l'hy pothèse de monopro grammation simplifie la 
tâche en éliminant les possibilités de conflit entre plusieurs 
programmes chargés , prêts pour le lancement . 
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2.1. 2. EN COURS D'EXECUTION. 
Nous citerons , en premier lieu, les fonctions susceptibles 
de modifier l' état du programme, en particulier son pas -
s age de l' état ACTIF à l' 'tat BLOQUE . 
Cette f~nction pourrait se réaliser de deux faç ons 
- le ·programme demande lui - même à être bloqué dans 
l'attente d'un . évènement extérieur . 
Dans ce cas, le débloquage dépendra de celui-ci . 
(Ex . : TI MER , fin I<t,, ordre console). 
- un programme bloque une tâche ou un programme qui 
dépend de lui, 
Cette application n ' est possible que si l'on travaille --
en multitasking ou en multiprogrammation. 
Une autre fonction qu 'il serait bon d 'introduire est la 
demande formulée par le programme de gérer lui-même 
certaines interruptions. 
Pour cela, les mots Réservés associes à l'interruption 
concernée devront contenir l 'adresse de la routine utilisateur . 
Le chargeme nt de ceux-ci ne peut se faire que sous le con .-
trôle du système ; il se fera à la demande du programme , 
en cours d'exécution, quand l '_utilisa teur veut que ses routines 
interviennent . 
N.B. : une 1.elle gestion impliquera la nécessité de mis e à 
jour des mots réservés lors du chargement de chaque 
programme . 
2 . 1. 3 . TERMINAISO N . 
Celle -ci peut correspondre à la fin norma le du programme 
et s ' exécuter à sa d emande mais elle peut être anticipée et 
de mandée p ar le syst è me, par exemple, dans le c as d'er-
reurs graves et irrécupérables pa r le système . 
D' autre part, elle peut avoir pour conséquences, l a mise en 
attente du syst ème , ou l a prise en compte automatique du 
programme suit . 
N. B. Les fonctions évoquées ci-dessus se rapporte nt 
directement à la gcstio'n du programme. 
III.4 
Pour faciliter l' utilisation du système, il serait utile 
d 'intrç,duire des fonction s annexes . 
Parmi celles-ci, nous retiendrons : 
1. communication de l'heure (en début et fin de programme, 
pour comptabilité) . 
2 . communication de tables du système. 
3 . vidage de zones de la mémoire . 
Il est clair que cette li ste n ' est pas exhaustive, et sera 
complétée en temps u tile . 
Dans le suite du chapitre, nous ne tiendrons pas compte de 
ces diffêrente s demandes . 
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2. 2. C01vU1t1ANDE S. 
Les différent es fonctions que le système exécutera pour 
assurer la gestion correcte du programme peuvent avoir 3 
ori gines différentes : le s y stème, le programme lui-même 
et l'opérateur à la console. 
(Il faudra· aussi tenir compte des interventions du MONI-
TEUR lorsque celui-ci sera introduit) . . 
Lorsque le ;erogramme devr·a fair~ appel à u ne routine de ce 
module (s US P , EOJ), il utilisera la procédure des S VC, 
décrite précédemment . 
Le pas sage d'un module à l ' a ut re du système ne p ré s ente 
aucun problè me, dans la mesure où ceux-ci font partie du 
système résident; sinon il faudra faire appel au module de 
gestion des ove r lays . 
N.B . : une organisation par overlays n ' est rentable que 
lorsque le système non résident est rangé sur un 
support suffisamment performant bande ou di sque 
Dans une première phase, il serait souhaitable que 
l e système soit suffisamment réduit pour être rési -
dent , en raison de la faiblesse des péri phériques . 
L e troisième moyen de lancer une fonction du modul e qui gère 
le programme est fourni par la console. 
Dans le cadre des I(J), nous avons défini certaines fonctions 
de la console (TYPE, TYPEAN), où celle-ci intervenait en 
tant que périphérique, qui assurait l'entrée ou la sortie de 
messages , et ce, sous le contrôle du CPU. 
Mais la console remplit aussi un r6le P1:"ivilégié de périphé-
rique de commande , en fournissant des ordres au système . 
Dans ce cas, l 'opérateur prend l'initiative de l ' intervention 
(lAPPEL) . Le traitement de l'interruption consistera en 
l 'analyse du CONTE NU du message, et le branchement à la 
routine adéquate , via la "table des routines d~ système" . 
Ces appels de l ' opérateur peuvent intervenir à n 'importe 
que l moment de l ' exécution du programme. 
Cepe ndant, ils seront supprimés lorsque la console est 
déj à o ccupée par l'échange de message , sous le contrôle du 
CPU (fonction TYPE ou TYPE AN). 
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assignation d'un nom symbolique (logique) à un 
périphérique . 
Fin norma le du programme utilisateur . 
Prise en charge d ' interruption par le programme 
utilisateur . 
Chargement et l ancement du programme . 
Réservation périphérique . 
Mise du programme dans l 'état bloqué. 
Fin anticipée du programme à l a demande du 
système . 
i dem + vidage Mé:r:noire . 
idem+ prise e n cha r ge du programme suivant . 
Ces différentes fonctions pourront être appelées par l'un ou l ' autre 
des moyens s i gnal ' s, comme i ndiqué dans l a fig . ci-dessous. 
Programme S ystème Opérat eur 
ASSGN X X X 
E OJ X 
INTR P T X , . 
LOAD X X 
. 
RE SV X 
SUSP X X 
TERM X X 
' 
TERMD X X 
TERMS X. X 
N.B. C ette li ste ne se veut pas exhaustive : certa i nes fo nc tions 
supplémentaires s ' avéreront sans doute nécessaires . 
Néanmoiïis, elle peut donner une vue globale des fonctions 
néccssaic s l:t la gestion d 'un programme . 
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3. INITIALISATION DU SYSTEME . 
Signalons simplement que c"2lui-ci s ' effectuera sous le cont r6le 
du firmwa.rc. 
L'exécution d'un nombre limité de micro-instructions câblées 
dans la m~moire rapide permettra le chargement de la mémoire 
rapide (micro -instructions vives) et de la mémoire centrale 
(mini-instructions puis software). 
4. SYSTEME DE GESTION DE FICHIERS (SGF) . 
Interface entre le superviseur IV, et le programme utilisateur, 
l e système de gestion de fichiers permet à ce dernie r de mani-
puler les articles lo giques de son fichie r, et de se décharger 
de la gestion des IV, physiques .; en fonction des opérations sur 
les articles, et de la configuration du fichier, le système de 
gestion de fichier enverra les ordres adéquats au superviseur 
lÇD. 
L 1 élaboration de ce s ystème a débuté dans le cadre du s éminaire 
"ordinateur pédagogique 11 • 
C e travail se limite au traitement de fichiers à~rganisation . 
séquentielle. Cette restriction de taille se justifie par l a nature 
des périphé riques dont la machi ne disposera , du moins dans les 
premiers temps. 
Il est d 1 ailleurs à noter que, dans la premiè re phase , ce système 
de gestion de fichiers sera inexistant ou extrêmement réduit, 
puisque les seuls périphériques utilisés seront un lect eur de 
c artes et une imprimante élémentaire . 
L 1 étude comporte deux parties : la description des fichiers, et 
les fonctions de commande . 
L a descri_ption des fichiers est à la communication programme -
systè me de gestion de fichiers, ce que le C CB 'tait à la communi-
cation programme-superviseur J.(/) : à partir de paramètres four-
nis par l 'utilisateur (dans une pseudo-instruction), l'assembleur 
construit la t able que consultera le SGF pour l'exécution des 
fonctions de commande . 
Celles-ci re grouperont les opérations sur la structure globale 
du fichier (O PEN , CLOSE) et les manipulations d'articles (PUT, 
GET) . 
111.8 
Les module s que nous avons évoqués ici constitu.eront donc, 
avec l e sy st è me H/J et la prise en charge des interruptions, le 
syst ' me de base. 
11 est fréquent de r e groupe r sous un même vocable l 'ensemble 
d e s modules r 'sidents, utilisés p ourla gestion des H/J. 
C'est pourquoi, pour éviter l a lourdeur des notations, nous 
utilis e rons le terme de NUCLEUS pour désigner 11 ensemble 
suivant : superviseur 1(/J , interruptions, et module de gestion 
du programme. 
(parfois appelé aussi "EXECUTIVE 11 .) 
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5. TABLES DU SYSTElvffi. 
Outre les modules que nous venons de décrire, le système de 
base comprendra diverses tables que consulteront ou garniront 
les routines. Nous retiendrons: 
1. ZONE DES MINI-INSTR UCTlONS . 
A chaque code instruction correspondent un ou plusieurs 
mots mémoires (suivant complexité de l 'instruction) . 
Dans ces mots sont rangées les adresses en mémoire 
rapide des micro-instructions é01p.posantes de cette instruc-
tion, Cette zone, de longueur constante , se_ra chargée à 
l 'initialisation du système . 
Elle sera consultée lors de l a prise en charge de chaque 
instruction . 
2. ZONE DES MOTS RESERVES. 
A chaque Request câblé , et à chaque instruction d ' I0 est 
associé un groupe de 4 mots Réservés . 
(cf. chapitre 1) . 
Cette zone sera garnie partielleme nt à l 'initiaiisation du 
système (paramètres constants, mi.ni-instructions), tandis 
que certains paramètres seront chargés en cours d'exécu-
. tion des programmes (cf . routines du canal 10, chapitre 2). 
Sa longueur sera fixe pour une configuration donnée : elle 
sera. définie p ar le nombre de Requests J et le nombre de 
périphériques (pour instructions 10) . 
Elle sera utilis_ée pour la réponse aux interruptions ou pour 
le lancement d'instructions 10. 
3. LISTE DES PERIPHERIQUES . 
A chaque périphérique existant dans la configuration cor-
respond ra une zone de cette liste, contenant les renseigne -
ments suivants : 
- caractéristiques physiques du périphérique . 
numéro physique (par lequel le système peut accéder aux 
mots réservés qui lui sont associés) . 
- éventuellement, certains rensei gnements relatifs à l'état 
du périphérique CR éservé, en Recovery, occupé) . 
Ceux-ci seront à définir lors de la réalisation des routines 
10 proposées au ch.api tre 2 . 
Cette t able aura donc une longueur fixe pour une configura-
tion donnée , dépendant du nombre de périphériques connectés. 
Elle sera chargée à l'initialisation du système, et sera con-
sultée lors du lancement d'opérations 10. 
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4. TABLE D 'ASSIGNATION. 
Elle établit la correspondance entre les numéros physiques 
des périphériques, et les noms symboliques par lesquels le pro-
gramme les désigne . 
Cette table est donc mise à jour au lancement de chaque pro-
gramme, S a longueur dépend , elle aussi du nombre de péri-
phériques existant sur la configuration , 
5. TABLE DES ROUTINES DU SYSTEME . 
Celle -ci regroupera les références aux routines du NUCLEUS . 
A partir des routines définies jusqu'ici · , nous pouvons .décrire 
cette t able de la façon sui van te · 
Adresse des paramètres 
EXCP A (CCB ) 
WAIT A (CCB) 
RECOVERY ( 1) A (CCB) 
TYPE ADRESSE A (Msg) 
TYPEAN DES A (Msg) 





ASSGN - (3) 
EOJ -

















Cette t able sera cha rgée lors de l'initiali sation du systQme, et 
consultée à chaque introduction dans le systQme. 
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N.B. (1) Pour simplifie r l'écriture, nous avons envisagé un 
seul point d'entrée dans RECOVERY . Il serait 
peut-être utile d'En prévoir un par périphérique. 
(2) · Ces routines peuvent être initialisées par l ' opéra..: 
teur, le système , ou l'utilisateur; Il serait peut-être 
bon de spécifier cette origine d ans la table . 
(3) Pour les routines utilisant des t ables . .stockées dans 
des zones constantes pour le syst ème , les adresses des 
par am' tres ne doivent pas être spécifiées . 
6 . TABLE DU PROGRAMME. 
Fournit les renseignements relatifs à l'identification et l'état 
du pro gramme . 
Nous citerons : 
- nom du programme, 
- adresse de début et fin, 
- état (actif /bloqué) , 
- temps de début - fin; 
(comptabilité) . 
D' autres éléments seront peut être à introduire . 
Il est clo i.r que cette t able , de longueur fixe, sera garnie lors de 
la prise en charge de chaque programme . 
7. ZONE DE SAUVETAGE. 
A chaque niveau d 'interruptibilité correspondent les mots mémoires 
destinés au sauvetage des registres, p-counter et code condition. 
En raison de la manière dont est or ganisée la prise en charge des 
inte r ruptions, une zone de sauvetage est associée au niveau inter-
rompa nt et non à la séqu_ence interrompue. 
Nous aurons : 
1 . zone pour toutes les interruptions de niveau 1 . 
(Externe s + éventuellement certaines erreurs software) . 
J. zone pour cha cune des interruptions non masquables . 
(Code in val ide , a dresse invalide, erreur ma.chine, et éventuelle-
ment les autres erreurs software). 
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8. ZONE OVER FLOW DES MOTS RE SER VE S . 
Ainsi que nous l'avons vu' dans le chapitre 2 (cf . II), certaines 
routines du canal Ir/J nécessitent une zone plus étendue que celle 
fournie par les mots réservés paramètres , 
C ' est pourquoi les " zones manoeuvre " seront prélevées dans 
cette zone, que nous pouvons subdiviser en morceaux fixes, ou 
gérer à la façon d'un POOL, ce qui compliquerait quelque peu 
l a procédure , mais permettrait un gain de place mémoire . 
9. TABLE DU NUCLEUS . 
Parrrù les tables que nous venons de citer, cert aines sont de 
longueur fixe, mais certaines sont de longueur variable . 
Nous aurons donc une récapitulation des adresses de ces 
différentes tables dans la table du Nucleus . 
Celle-ci contiendra : 
1. Données générales : JOUR/MOIS/ ANNEE ,heure . 
utilisées pour l a comptabi lit é . 
2 . Les adresses des tables : 
A (ZONE MOTS RESERVES) 
A (TABLE ROUTINES DU SY STEiv1.E) 
A (DEVICE LIST) 
A (TABLE D'ASSIGNATION) 
A (TABLE PROGRAMME ) 
A (ZONES SAUVETAGE) 
La configuration mémoire résultante est indiquée à la 
fig . Ill. 1 • 
CONFIGURATION MEMOIRE. 






























Ainsi que nous l'avons signalé au départ, cette description est 
très fragmentaire : même du point de vue strictement fonctionnel, 
de nombreux modules sont encore à préciser. 
L'étape la plus décisive sera celle de la réalisation, rendue pos-
sible lorsque le langage de base sera complètement défini. 
Rappe lons toutefois, que dans l',optique du firmware dynamique, 
celui.;.ci ne sera jamais totalement défini : il existera toujours 
la possibilité de créer de nouvelles instructions en fonction des 
besoins. 
C'est ainsi que pour des procédures appelées à fonctionner fré-
quemment, il serait intéressant d'
1
appliquer le mécruüsme suivant 
écrire les procédures en softwar~ (à partir des instructions 
existantes), les mettre au point, les optimiser, puis les implé-
menter dans le firmware, en créant de nouvelles instructions 
se référant à ces séquences firmware, Ceci aurait pour consé-
quence de faciliter la tâche du programmeur (écriture d'une seule 
instruction), et d'accélérer l '_exécution de ces procédures. 
Lorsque ce système élémentaire sera implémenté, il faudra 
songer à l'enrichir, en fonction du type d ' applications que devra 
traiter l 'E PRON : télétraitement, calcul scientifique, ou gestion, 
autant de possibilités qui nécessitent des modules différents. 
Il est à noter que, parmi les apports au système élémentaire, il 
sera sans doute indispensable d 'introduire le multitasking ou la 
multi programmation. 
Il nous reste à souhaiter que l'EPRON ne reste p as à l'état de 
projet ou de vieux papier : qu 'un jour nous puissions dire : 
" il vécut de longue s années, et il y eut beaucoup de petits 
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