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Abstract
In this study, we want to emphasize the role of some Hardy inequalities in the blow-up phenomena
of the very weak solution of a linear equation in the sense of Brezis. Thus we present here some new
Hardy inequalities related to some extended Sobolev spaces such that Sobolev–Hardy spaces, Sobolev–
Zygmund spaces, or other non-standard weighted spaces. Firstly we apply those results then provide two
applications of these inequalities. Secondly we improve recent results by showing that the blow-up phenom-
ena of the gradient can also occur in Hardy spaces. The Hardy inequalities for Sobolev–Zygmund spaces
are obtained via an integral formula estimating the oscillation in a ball of radius r of a general function
u in the usual Sobolev space. This formula involves the notion of relative rearrangement. We shall give
a pointwise estimate for the solution u of linear equation −u= −div(F ) for a bounded function F , using
the distance function δ.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
The main motivation of this paper comes from the study of the blow-up of the gradient of
the very weak solution of linear equation in the sense of Brezis. We recall that H. Brezis et al. [4]
have shown that
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there is a unique solution u ∈L1(Ω) satisfying
−
∫
Ω
uϕ dx =
∫
Ω
fϕ dx, ∀ϕ ∈ C2(Ω), ϕ = 0 on ∂Ω,
where f ∈L1(Ω; δ) with δ(x) is the distance of x to the boundary of Ω.
(1)
The question of the global regularity of the gradient in L1(Ω) was raised by H. Brezis. Let
us notice that some estimates of the gradient but in weighted spaces were obtained in [3,8]. In
particular, their results imply that there exists a c > 0:
∫
Ω
|∇u|δ dx  c ∫
Ω
|f |δ dx. We recall
below (see Proposition 2) some known results in that sense. In [1] we give a complete answer to
the regularity of the gradient by showing that any solution of (1) satisfies ∫
Ω
|∇u| log+ |∇u|dx =
+∞ whenever f  0 and f is not in L1(Ω, δ(1 +|log δ|)) and that there exists a couple (Ω,f ),
f ∈ L1+(Ω, δ), Ω is of class C∞ such that the unique solution of (1) satisfies
∫
Ω
|∇u|dx =
+∞.
One of the main features of this paper is to emphasize the role of the Hardy inequalities
(for the borderline cases) in the study of the Brezis’ problem. But at the same time, we give an
alternative proof of the blow-up in L(logL) and we generalize this blow-up result by proving
that it happens also in some weighted spaces or Hardy spaces. The techniques to obtain such
results rely partly on some new Hardy inequalities and the following equivalence, for u solution
of (1), f  0,
u
δ
∈L1(Ω) if and only if
∫
Ω
f δ
(
1 + |log δ|)dx is finite. (2)
Here, Ω is a bounded open set of class C2,1. It is well known that the following Hardy inequality
| v
δ
|Lp(Ω)  cp|∇v|Lp(Ω) holds for v ∈ W 1,p0 (Ω), 1 < p +∞ but not for p = 1. Nevertheless,
we know from [9] that the following Hardy inequality holds true:
∫
Ω
|v|
δ
dx  c
∫
Ω∗
|∇v|∗∗(t) dt = c|∇v|L(logL) whenever v ∈W 10 L(logL) (3)
with |∇v|∗∗(t) = 1t
∫ t
0 |∇v|∗(σ ) dσ for t > 0, |∇v|∗ the decreasing monotone rearrange-
ment of |∇v|, and W 10 L(logL) = {ϕ ∈ W 1,10 (Ω):
∫
Ω∗ |∇ϕ|∗∗(t) dt < +∞}, Ω∗ = ]0, |Ω|[ =
meas |Ω| (see next paragraph for more details). Therefore, we recover from (2) and (3), a result
proven differently in [1], that is if f /∈ L1(Ω; δ(1 + |log δ|)), f  0, then the solution u of (1)
satisfies
∫
Ω∗
|∇u|∗∗(t) dt = +∞. (4)
Some of our results, in this paper will generalize the Hardy inequality (3). Namely we shall
prove in Theorem 3:
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Ω
|v(x)|
δ(x)
dx  cΩ
∫
Ω
|∇v|(1 + |log δ|)dx ≡ cΩ‖v‖, ∀v ∈W 10 (Ω;1 + |log δ|).
Again from relation (2) and Theorem 3, we recover the result shown in [1] that∫
Ω
|∇u||log δ|dx = +∞, (5)
whenever u is solution of (1) with f /∈ L1(Ω; δ(1 + |log δ|)), f  0.
A more general Hardy inequality including (3) can be obtained using the Hardy space instead
of L(logL). More precisely, if we denote by H1(Ω) the Hardy space, we can associate the
Sobolev space
W 10H1(Ω) the closure of C∞c (Ω) in
{
ϕ ∈W 1,10 (Ω):
∂ϕ
∂xi
∈H1(Ω), i = 1, . . . ,N
}
:
W 10H1(Ω)= C∞c (Ω)‖|·‖|.
For nonnegative functions we shall define
W 10+H1(Ω)= C∞c+(Ω)‖|·‖|.
We shall prove here in Theorem 10 (Hardy inequality in Hardy space):
Assume that Ω is an open bounded set of class C2. Then there exists a constant c > 0 such
that
∀ψ ∈W 10+H1(Ω),
∫
Ω
ψ
δ
(x)dx  c
N∑
i=1
∣∣∣∣∂ψ∂xi
∣∣∣∣H1 .
Note that if ∂ϕ
∂xi
∈L(logL), ϕ ∈W 1,10 (Ω), then ∂ϕ∂xi ∈H1(Ω).
We will show that the blow-up result given in relation (4) is also true in H1(Ω), that is to say:
if f /∈ L1(Ω; δ(1 + log δ)), f ∈L1+(Ω; δ), then the very weak solution of (1) satisfies
N∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣H1(Ω) = +∞. (6)
Since the dual of L(logL) is Lexp, the above results lead us to reconsider the study of Hardy
inequalities for Sobolev spaces in the “borderline” cases
2896 J.-M. Rakotoson / Journal of Functional Analysis 263 (2012) 2893–2920W 10 L
α
exp(Ω)=
{
v ∈W 1,10 (Ω): |∇v| ∈ Lαexp(Ω)
}
, where α > 0,
Lαexp(Ω)=
{
v ∈ L1(Ω): ∃λ(v)= λ > 0 so that
∫
Ω
eλ|v(x)|
1
α
dx <+∞
}
.
Indeed, we will show that there exists cΩ > 0, ∀ϕ ∈W 10 Lαexp(Ω), one has∣∣ϕ(x)∣∣ cΩδ(x)(1 + ∣∣log δ(x)∣∣)α|∇ϕ|Lαexp(Ω). (7)
The idea of the proof relies on the observation that there is a link between the oscillation of ϕ
and (7). Namely, we will show that there exists a constant γΩ > 0 such that ∀ϕ ∈ W 10 Lαexp(Ω),∀B(x; r), ball of radius r > 0 centered at x, contained in Ω , one has
osc
B(x,r)
ϕ  γΩ
(
1 + |log r|)αr|∇ϕ|Lαexp(Ω). (8)
The proof of (8) relies on an integral formula related to the relative rearrangement of |∇ϕ| with
respect to ϕ (see [16] for details).
Let us mention that we will also prove a similar growth property for the solution u ∈H 10 (Ω),
of (LF )
−u= −div(F ), F ∈L∞(Ω)N .
In particular, we will show here in Theorem 9:
If Ω is an open bounded set of class C2, then the unique solution u of (LF ) satisfies, there
exists a constant cΩ > 0:∣∣u(x)∣∣ cΩ |F |∞δ(x)(1 + ∣∣log δ(x)∣∣), ∀x ∈Ω.
2. Notation. Preliminary results
For a Lebesgue measurable set E of Ω we denote by |E| its measure.
The decreasing rearrangement of a measurable function u :Ω →R is given by
u∗ :Ω∗ =
]
0, |Ω|[→R, u∗(s) = inf{t ∈R: |u > t | s},
u∗(0)= ess sup
Ω
u, u∗
(|Ω|)= ess inf
Ω
u.
We shall use the following Lorentz spaces (see [16,2] for example), for 1 < p < +∞, 1 
q +∞:
Lp,q(Ω)=
{
v :Ω →R measurable |v|qLp,q =
|Ω|∫ [
t
1
p |v|∗∗(t)
]q dt
t
<+∞
}
,0
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Lp,∞(Ω)=
{
v :Ω →R measurable |v|Lp,∞ = sup
t|Ω|
t
1
p |v|∗∗(t) <+∞
}
,
χE is the characteristic function of a set E ⊂ Ω and |v|∗∗(t) = 1t
∫ t
0 |v|∗(s) ds for t ∈ Ω∗ =]0, |Ω|[.
We denote by ∂i = ∂∂xi , ∂ij = ∂
2
∂xi∂xj
. We define the following sets
W 1Lp,q(Ω)=W 1(Ω, | · |p,q)= {v ∈W 1,1(Ω): |∇v| ∈ Lp,q(Ω)}.
We shall denote by c various constants depending only on the data.
The notation ≈ stands for equivalence of nonnegative quantities, that is
Λ1 ≈Λ2 ⇔ ∃c1 > 0, c2 > 0 such that c1Λ2 Λ1  c2Λ2.
B(x; r) will denote the ball of RN centered at x of radius r > 0.
For 0m+∞,
Cmc (Ω) =
{
ϕ ∈ Cm(Ω): ϕ has compact support},
Cmc+(Ω) =
{
ϕ ∈ Cmc (Ω), ϕ  0
}
.
For α > 0, we set
Lαexp(Ω)=
{
v :Ω →R measurable: ‖v‖α = sup
t|Ω|
|v|∗(t)
(1 + log |Ω|
t
)α
<+∞
}
,
L(logL)=
{
v :Ω →R measurable, |v|L(logL) =
|Ω|∫
0
|v|∗∗(t) dt <+∞
}
.
We note that L1exp(Ω)= Lexp(Ω) and L(logL) are associate each other (see [2]).
To define the Hardy spaces for Ω , we first recall the definition of H1(RN) and BMO(RN).
2.1. Hardy spaces
We first begin with the definition of H1(RN). We consider θ ∈ C∞c (RN) such that θ(x) = 0
for |x| 1, ∫
RN
θ dx = 1, |∇θ |∞  1. We set θt (x)= t−Nθ(xt ) for t > 0.
For f ∈ L1(RN), we define as in [20,22,21]
Mθf (x)= sup
t>0
∣∣(θt  f )(x)∣∣ (with θt  f is the convolution between θt and f )
and
H1(RN )= {f ∈L1(RN ): Mθf ∈ L1(RN )}.
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Property 1.
1. If f ∈ Lq(RN), q > 1 or in L(logL) having compact support and ∫
RN
f (x) dx = 0, then
f ∈H1(RN). Moreover, we have a constant c > 0 such that Mθf (x) cMf (x) for a.e. x,
Mf is the usual Hardy–Littelwood maximal operator.
2. There exists a constant c > 0 such that, ∀f ∈H1(RN)
|f |L1(RN)  c|Mθf |L1(RN).
3. H1(RN) endowed with the norm |f |H1 = |Mθf |L1 is a Banach space.
4. The set {ϕ ∈ C∞c (RN):
∫
RN
f (x) dx = 0} is dense in H1(RN) (see [18]).
We shall use the dual of H1(RN) called BMO(RN) (set of bounded mean oscillation func-
tions) is defined as follows:
Definition 1 (BMO(RN)). For any cube Q of RN and f ∈ L1loc(RN), we denote by |Q| its
measure and fQ = 1|Q|
∫
Q
f (x)dx the average of f over Q. We will say that f ∈ BMO(RN) if
sup
Q⊂RN
1
|Q|
∫
Q
∣∣f (x)− fQ∣∣dx <+∞.
A function f ∈ BMO(RN) is said to be in log VMO(RN) (vanishing mean oscillation with log-
arithm rate) if it is bounded and
sup
Q⊂RN
|log |Q||
|Q|
∫
Q
∣∣f (x)− fQ∣∣dx <+∞.
Next we want to introduce the notion of H1(Ω) as follows:
Definition 2 (H1(Ω)). Let Ω be a bounded open set and 0(Ω) = {ϕ ∈ C∞c (Ω):∫
Ω
ϕ(x)dx = 0}. According to the above property, we can identify 0(Ω) as a subspace of
H1(RN). We set for ϕ ∈0(Ω)
|ϕ|H1(Ω) = |ϕ|H1(RN).
Then we define
H1(Ω)=0(Ω)|·|H1(RN ), the closure of 0(Ω) with respect to the above norm.
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For ϕ ∈ C∞c (Ω) we have ∂ϕ∂xi ∈H1(Ω) for i = 1, . . . ,N . We denote by
‖∇ϕ‖H1(Ω) =
N∑
i=1
∣∣∣∣ ∂ϕ∂xi
∣∣∣∣H1(Ω),
and
W 1H1(Ω)=
{
ϕ ∈L1(Ω): for i = 1, . . . ,N, ∂ϕ
∂xi
∈H1(Ω)
}
.
We endow it by the following norm
‖|ϕ‖| = ‖∇ϕ‖H1(Ω) + |ϕ|L1(Ω) and C∞c (Ω)⊂W 1H1(Ω).
We define
W 10H1(Ω)= C∞c (Ω)‖|·‖|, W 10+H1(Ω)= C∞c+(Ω)‖|·‖|.
Many properties can be developed for these spaces, we only state few of them which are neces-
sary for our paper.
Proposition 1.
1. The embedding of W 10H1(Ω) into W 1,10 (Ω) is continuous.
2. The Poincaré–Sobolev inequality holds true on W 10H1(Ω) that is there exists a constant
c > 0 such that for all ψ ∈W 10H1(Ω)
|ψ |L1(Ω)  c‖∇ψ‖H1(Ω).
Proof. Let ψ ∈W 10H1(Ω). Then we have a sequence ψn ∈ C∞c (Ω)
|ψn −ψ |L1 +
∥∥∇(ψn −ψ)∥∥H1 −−−−−→n→+∞ 0.
But we have (see the above property or see [20])∣∣∣∣ ∂∂xi (ψn −ψm)
∣∣∣∣
L1
 c
∣∣∣∣Mθ( ∂∂xi (ψn −ψm)
)∣∣∣∣
L1
,
which shows that ∣∣∇(ψm −ψ)∣∣L1  c∥∥∇(ψn −ψ)∥∥H1 .
In particular ψm →ψ in W 1,1(Ω), and there exists c > 0, ∀ψ ∈W 1H1(Ω)0 0
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and
‖| · ‖| is equivalent to ‖∇ · ‖H1 . 
The following lemma due to Hajlasz (see [9]) implies relation (3).
Lemma 1. (See Proposition 1 of [9].) Let Ω be an open and bounded subset of RN . Suppose
that there exists a constant b > 0 such that
∣∣B(x, r)∩Ωc∣∣ b∣∣B(x, r)∣∣ for every x ∈ ∂Ω , and r > 0 (9)
(for instance if ∂Ω is C1). Then there exists a constant c > 0 depending only on N and b such
that the inequality
∣∣v(x)∣∣ cδ(x)M(|∇v|)(x) (10)
holds for all v ∈ C∞c (Ω) and all x ∈Ω .
Here, M(|∇u|) is the maximal function of |∇u|.
Indeed, to obtain relation (3) from Theorem 3.8 of [2], we have a constant cΩ > 0
cΩM
(|∇v|)∗(s) |∇u|∗∗(s), ∀s > 0, (11)
and from relations (10) and (11), we deduce relation (3), knowing from Donaldson Trudinger’s
result that C∞c (Ω) is dense in the closed set W 10 L(logL).
We recall also the following results obtained previously for the very weak solution of (1):
Proposition 2. (See [3,6,17].) Let Ω be an open bounded set of C2,1 in RN , f ∈ L1(Ω, δ). Then
there exists a constant c > 0 such that for any solution u of (1), one has:
1. |∇u|
L
1+ 1
N
,∞
(Ω,δ)
 c|f |L1(Ω;δ), |u|LN ′,∞(Ω)  c|f |L1(Ω;δ), N  2.
2. If f  0, then u 0.
3. If f ∈ L1(Ω; δ(1 + |log δ|)), then
u ∈W 1,10 (Ω) and |∇u|L1(Ω)  c|f |L1(Ω;δ(1+|log δ|)).
4. If Ω is a ball, f is radial or N = 1 and f ∈L1(]a, b[ =Ω,δ), then
u ∈W 1,10 (Ω) and |∇u|L1(Ω)  c|f |L1(Ω;δ).
Here δ(x) is the distance of x ∈Ω to be boundary ∂Ω .
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First we shall prove the equivalence relation (2) for the very weak solution (1) which shall
motive the next paragraph concerning Hardy inequalities.
Let us consider u the very weak solution of (1). We then have
Theorem 1. Let Ω be an open bounded set of C2,1 in RN . There exists a constant c > 0 de-
pending only on Ω such that for all f ∈ L1(Ω, δ(1 + |log δ|)), f  0, and every weak solution
u of (1), one has ∫
Ω
u
δ
dx  c
∫
Ω
f
(
1 + |log δ|)δ dx,
and ∫
Ω
f δ|log δ|dx  c
[ ∫
Ω
f δ dx +
∫
Ω
u
δ
dx
]
.
Proof. Since the set {ϕ ∈C2(Ω): ϕ = 0 on ∂Ω} is dense in Xp(Ω)=W 1,p0 (Ω)∩W 2,p(Ω) for
any p > 1, we can easily replace the set of test functions by Xp(Ω), p >N (fixed).
Consider ϕ1 ∈Xp(Ω), the first eigenfunction of the operator − say −ϕ1 = λ1ϕ1, λ1 > 0.
We know that there exist c0 > 0, c1 > 0:
c0δ  ϕ1  c1δ. (12)
For 0 < ε < 12 let ϕ = ϕ1 log(ϕ1 + ε). Then ϕ ∈C2(Ω), ϕ = 0 on ∂Ω. Therefore, one can use
it as a test function
−
∫
Ω
fϕ1 log(ϕ1 + ε) dx =
∫
Ω
u
(
ϕ1 log(ϕ1 + ε)
)
dx. (13)
Developing the Laplacian term, one has

(
ϕ1 log(ϕ1 + ε)
)=ϕ1(log(ϕ1 + ε)+ ϕ1
ϕ1 + ε
)
+ |∇ϕ1|2
[
1
ϕ1 + ε +
ε
(ϕ1 + ε)2
]
. (14)
Since −ϕ1 = λ1ϕ1 and c6 = MaxΩ |∇ϕ1|2 <+∞, we derive from relations (13) and (14).∣∣∣∣∫
Ω
fϕ1 log(ϕ1 + ε) dx
∣∣∣∣+λ1∣∣∣∣∫
Ω
uϕ1 log(ϕ1 + ε) dx
∣∣∣∣+ λ1 ∫
Ω
ϕ21u
ϕ1 + ε dx
+ c6
∫
u
[
1
ϕ1 + ε +
ε
(ϕ1 + ε)2
]
dx. (15)Ω
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c6
∫
Ω
u
[
1
ϕ1 + ε +
ε
(ϕ1 + ε)2
]
dx  c7
∫
Ω
u
δ
dx, (16)
λ1
∫
Ω
ϕ21u
ϕ1 + ε dx  c8
∫
Ω
u
δ
dx, (17)
λ1
∫
Ω
u
∣∣ϕ1 log(ϕ1 + ε)∣∣dx  c10 ∫
Ω
u
δ
dx. (18)
Therefore, we have ∣∣∣∣∫
Ω
fϕ1 log(ϕ1 + ε) dx
∣∣∣∣ c11 ∫
Ω
u
δ
dx. (19)
Next, we write ∫
Ω
fϕ1
∣∣log(ϕ1 + ε)∣∣dx = −∫
Ω
fϕ1 log(ϕ1 + ε) dx
+ 2
∫
{ϕ1+ε>1}
f ϕ1 log(ϕ1 + ε) dx. (20)
For 0 < ε < 12 , we have
2
∫
{ϕ1+ε>1}
f ϕ1 log(ϕ1 + ε) dx  c12
∫
Ω
f δ dx. (21)
So, from (19) to (21), we have∫
Ω
fϕ1
∣∣log(ϕ1 + ε)∣∣dx  c13[ ∫
Ω
u
δ
dx +
∫
Ω
f δ dx
]
. (22)
From which we derive the second statement, letting ε → 0. While for the first statement, we use
relations (13) and (14) to have
∫
Ω
u|∇ϕ1|2
ϕ1 + ε
(
1 + ε
ϕ1 + ε
)
dx = λ1
∫
Ω
uϕ1
(
log(ϕ1 + ε)+ ϕ1
ϕ1 + ε
)
dx
−
∫
f ϕ1 log(ϕ1 + ε) dx. (23)
Ω
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Ω
u|∇ϕ1|2
ϕ1 + ε dx  c14
∫
Ω
udx + c14
∫
Ω
fϕ1
∣∣log(ϕ1 + ε)∣∣dx. (24)
Using Proposition 1 and relation (12)
∫
Ω
u|∇ϕ1|2
ϕ1 + ε dx  c15
∫
Ω
f
(
1 + |log δ|)δ dx. (25)
By the Hopf maximum, we deduce that there exists a neighbourhood of boundary denoted by
Ω0 ⊂Ω such that minx∈Ω0 |∇ϕ1|2(x) > 0.
Thus, ∫
Ω0
u
δ
dx  c16
∫
Ω
f
(
1 + |log δ|)δ dx, (26)
using relation (25). While on Ω\Ω0, infΩ\Ω0 δ(x) > 0 and then∫
Ω\Ω0
u
δ
dx  c17
∫
Ω
udx  c18
∫
Ω
f δ dx. (27)
From the two last relations, we have∫
Ω
u
δ
dx  c19
∫
Ω
f
(
1 + |log δ|)δ dx.  (28)
As a corollary of the above theorem, we can deduce the same equivalence replacing the oper-
ator − by a general operator as in [6], say let us consider
Lϕ = −
N∑
i,j=1
∂i
(
aij (x)∂jϕ
)+ N∑
i=1
bi(x)∂iϕ + c0(x)ϕ,
under the same assumption as in [6] say aij ∈ C0,1(Ω), bi ∈ C0,1(Ω), c0 ∈ L∞(Ω), c0  0,
∃ν0 > 0 such that ∀ξ = (ξ1, . . . , ξN) ∈RN
N∑
i,j=1
ai,j (x)ξiξj  ν0|ξ |2,
c0(x)− 1 ∑N ∂ibi(x) 0 a.e. in Ω . We denote by L∗ its adjoint.2 i=1
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Lw = f in Ω, w = 0 on ∂Ω
in the sense of ∫
Ω
wL∗ϕ dx =
∫
Ω
fϕ dx, (29)
∀ϕ ∈Xp(Ω)=W 1,p0 (Ω)∩W 2,p(Ω), p >N .
If f ∈ L1(Ω; δ(1 + |log δ|)), then∫
Ω
w
δ
dx  c
∫
Ω
f
(
1 + |log δ|)δ dx,
and ∫
Ω
f δ|log δ|dx  c
( ∫
Ω
fϕ dx +
∫
Ω
w
δ
dx
)
.
Proof. Let us denote by G− the Green function associated to − with the Dirichlet boundary
condition and by GL the one associated to L with the Dirichlet boundary condition.
One has GL∗(y, x) = GL(x, y), ∀(x, y) ∈ Ω , x = y ([23, Eq. (2.44)], for more details). Ac-
cording to Stampacchia’s result (see also [3,15]) one has two constants
c20 > 0, c21 > 0, ∀(x, y) ∈Ω ×Ω\
{
(x, x), x ∈Ω},
c20G−(x, y)GL(x, y) c21G−(x, y). (30)
Therefore, we have c20u(x)w(x) c21u(x), a.e. x ∈Ω , where
u(x)=
∫
Ω
G−(x, y)f (y) dy is the very weak solution of (1) (31)
and
w(x)=
∫
Ω
GL(x, y)f (y) dy is the very weak solution of (29).
Therefore, from relation (31), we derive
c20
∫
Ω
u
δ
dx 
∫
Ω
w
δ
dx  c21
∫
Ω
u
δ
dx. (32)
From relation (32) and Theorem 1 we get the result. 
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up result found in [1].
Theorem 2 (Blow-up result). Let u be the very weak solution of (1) with f  0, f ∈ L1(Ω, δ).
If f /∈ L1(Ω; δ(1 + |log δ|)), then
∫
Ω∗
|∇u|∗∗(t) dt = +∞.
Proof. If
∫
Ω∗ |∇u|∗∗(t) dt < +∞, then u ∈ W 1,1(Ω). Applying a density argument, u satisfies:
∀ϕ ∈ C2(Ω) with ϕ = 0 on ∂Ω
∫
Ω
∇u · ∇ϕ dx =
∫
Ω
fϕ dx
(see also [1]).
Integrating by parts this last relation leads to
∫
∂Ω
γ0u
∂ϕ
∂n
dΓ = 0. Since f  0 then γ0u 0,
choosing ϕ such that ∂ϕ
∂n
> 0, we deduce that
γ0u= 0 on ∂Ω, u ∈W 1,10 (Ω),
where γ0 denotes the trace operator and ∂ϕ∂n is the normal trace of ϕ.
Therefore, one has
u ∈W 10 L(logL)=
{
ϕ ∈W 1,10 (Ω),
∫
Ω∗
|∇ϕ|∗∗(t) dt <+∞
}
.
By using the result of Donaldson Trudinger [7], we know that the closure of C∞c (Ω) with respect
to the norm ‖ϕ‖ = ∫
Ω∗ |∇ϕ|∗∗(t) dt = |∇ϕ|L(logL) is W 10 (L(logL)). Therefore, using relation (3)(consequence of Lemma 1), we have
0
∫
Ω
u
δ
dx  cΩ |∇u|L(logL) <+∞.
But Theorem 1 implies
∫
Ω
u
δ
dx = +∞ with is a contradiction. 
In [1], we have shown also that if f /∈ L1(Ω, δ(1 + |log δ|)), f  0, then the very weak
solution u of (1) satisfies ∫
Ω
|∇u||log δ|dx = +∞. We can recover such result using the same
argument as in Theorem 2 provided that we show the Hardy inequality given in Theorem 3. As
far as we know such inequality has not been proved yet. Moreover, we can show that Theorem 3
yields relation (3).
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4.1. Hardy inequality in a weighted Sobolev space
We shall consider the following norm on C0,1c (Ω) (set of Lipschitz functions having compact
support)
‖v‖ =
∫
Ω
|∇v|(1 + |log δ|)(x) dx
and we define the following Sobolev space W 10 (Ω;1 + |log δ|) = W 1,1c ‖·‖ as the closure of
W
1,1
c (Ω)= {v ∈W 1,1(Ω) with compact support}, with respect to ‖ · ‖.
We note that ‖v‖ is equivalent to ∫
Ω
|∇v||log δ|dx and for p > 1
W
1,p
0 (Ω)⊂> W 10 (Ω;L logL)⊂> W 10
(
Ω;1 + |log δ|),
where ⊂> stands for continuous embedding.
One has
Theorem 3. Assume that Ω is an open bounded Lipschitzian set of RN . Then there exists a
constant cΩ > 0 such that∫
Ω
|v(x)|
δ(x)
dx  cΩ
∫
Ω
|∇v|(1 + |log δ|)dx ≡ cΩ‖v‖, ∀v ∈W 10 (Ω;1 + |log δ|).
Proof. Since the boundary ∂Ω Lipschitzian, following A. Kufner [10] or J. Necas [13] we can
decompose Ω as Ω = Ω0 ∪ (⋃1imΩi), with dist(Ω0, ∂Ω) > 0 and (Ωi) are a covering of
the boundary.
Furthermore, there exist an open setOi ⊂RN−1, a number 0 < β < 1, a system of coordinates
(xi1, . . . , xiN ) for i = 1, . . . ,m and a family of Lipschitz functions ai :Oi →R such that for any
point x ∈ ∂Ω ∩ ∂Ωi can be written as x = (x′i , ai(x′i )) and
Ωi =
{
x = (x′i , xiN ) with x′i ∈Oi , ai(x′i)< xiN < ai(x′i)+ β}.
For x ∈Ωi , the distance δ(x) to the boundary is equivalent to xiN − ai(x′i ).
Let v ∈W 1,1c (Ω), for i = 1, . . . ,m, v  0, one has
∫
Ωi
v(x)
δ(x)
dx  ci
∫
Oi
dx′i
ai (x
′
i )+β∫
ai (x
′
i )
v(x)
∂
∂xiN
log
(
xiN − ai
(
x′i
))
dxiN . (33)
Integrating by part this last relation, we have
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′
i )+β∫
ai (x
′
i )
v(x)
∂
∂xiN
log
(
xiN − ai
(
x′i
))
dxiN
= −
ai (x
′
i )+β∫
ai (x
′
i )
∂v
∂xiN
(x) log
(
xiN − ai
(
x′i
))
dxiN + v
(
x′i , ai
(
x′i
)+ β) logβ
−
ai (x
′
i )+β∫
ai (x
′
i )
∂v
∂xiN
(x) log
(
xiN − ai
(
x′i
))
dxiN (34)
(since v  0, logβ < 0).
From relations (33) and (34), we derive
∫
Ωi
v(x)
δ(x)
dx  ci1
∫
Oi
ai (x
′
i )+β∫
ai (x
′
i )
∣∣∣∣ ∂v∂xiN
∣∣∣∣(x)(1 + ∣∣log δ(x)∣∣)dx. (35)
From relation (35), we derive∫
Ω
v(x)
δ(x)
dx  cΩ
∫
Ω
|∇v|(x)(1 + ∣∣log δ(x)∣∣)dx. (36)
For a signed v ∈W 1,1c (Ω), one has |v| ∈W 1,1c (Ω) and then relation (36) holds true since∣∣∇v(x)∣∣= ∣∣∇∣∣v(x)∣∣∣∣ a.e.
Since W 1,1c (Ω) is dense in W 10 (Ω,1 + |log δ|) we derive the result. 
Remark 1. Using the density result, Theorem 11.11 proved by A. Kufner [10] we have
W 10
(
Ω;1 + |log δ|)= {ϕ ∈W 1,10 (Ω): ∫
Ω
|∇ϕ|(1 + |log δ|)dx <+∞}.
Corollary 3.1 of Theorem 3. Under the same assumption as for Theorem 3, there exists a con-
stant cΩ > 0 such that ∫
Ω
|v(x)|
δ(x)
dx  cΩ
∫
Ω∗
|∇v|∗∗(t) dt
∀v ∈W 1(Ω;L(logL)).0
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Ω
|∇v|(1 + |log δ|)dx  ‖∇v‖L(logL|)∥∥1 + |log δ|∥∥Lexp(Ω),
and 1 + |log δ| ∈ Lexp(Ω), we deduce the result. 
4.2. Hardy inequality for W 10 Lαexp(Ω) and oscillation growth
One of the purpose of this paragraph is to show the relations (7) and (8). To do this, we recall
the following results and definition:
Definition 3. (See [12,16].) Let u ∈ L1(Ω), v ∈ L1(Ω). Then the quotient (u+λv)∗−u∗
λ
converges
as λ → 0 to a function denoted by v∗u in L1-weak (that is for σ(L1;L∞)-topology). More-
over, if L(Ω,ρ) is a Banach function space, with the norm ρ being rearrangement invariant, for
simplicity, we write
ρ(v∗)= ρ(v),
then
ρ(v∗u) ρ(v) whenever v ∈ L(Ω;ρ) (37)
v∗u is called the relative rearrangement of v with respect to u.
The proof of the following theorem can be found in [16].
Theorem 4. (See [16].) Let u ∈W 1,1(Ω), u= u|B(x,r), the restriction of u to B(x, r) ⊂Ω . Then
osc
B(x,r)
u
α
1− 1
N
N
αN−1
αN r
N∫
0
s
1
N
−1(|∇u|∗u)∗(s) ds,
where αm denotes the measure of the unit ball in Rm, |∇u|∗u is the relative rearrangement of
|∇u| with respect to u,
osc
B(x,r)
u= ess sup
B(x,r)
u− ess inf
B(x,r)
u.
We recall the following Zygmund spaces for α > 0
Lαexp(Ω) =
{
v :Ω →R measurable ‖v‖Lαexp(Ω) = sup
0<t|Ω|
|v|∗(t)
(1 + log |Ω|
t
)α
<+∞
}
,
W 1Lαexp(Ω) =
{
v ∈W 1,1(Ω): |∇v| ∈ Lαexp(Ω)
}
,
W 10 L
α
exp(Ω) =W 1,10 (Ω)∩W 1Lαexp(Ω).
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W 1Lαexp(Ω). Then
osc
B(x;r)
u
α
1− 1
N
N
αN−1
e
1
N Nα+1|Ω| 1N Γ (α + 1;ωN(r))‖∇u‖Lαexp(Ω)
where Γ (a;x)= ∫ +∞
x
e−t ta−1 dt ,
ωN(r) = 1
N
(
1 − log
(
αN
|Ω| r
N
))
.
Proof. One has
αN r
N∫
0
t
1
N
(|∇u|∗u)(t)dt
t

αN r
N∫
0
t
1
N |∇u|∗(t)dt
t
(38)
(see [16] for details or apply relation (37) with Lorentz norm in LN,1(B(x; r))).
We then have from Theorem 4
osc
B(x,r)
u
α
1− 1
N
N
αN−1
‖∇u‖Lαexp
αNr
N∫
0
t
1
N
(
1 + log |Ω|
t
)α
dt
t
.
By usual change of variables one has
αN r
N∫
0
t
1
N
(
1 + log |Ω|
t
)α
dt
t
= e 1N Nα+1|Ω| 1N
+∞∫
ωN(r)
e−t tα dt,
with ωN(r) as in the theorem. This ends the proof. 
Corollary 5.1 of Theorem 5. Under the same assumptions as for Theorem 5, one has for all
u ∈W 1Lαexp(Ω), B(x, r) ⊂Ω
osc
B(x,r)
u cN
(
α; |Ω|)r(1 + |log r|)α‖∇u‖Lαexp(Ω).
Proof. By the asymptotic expansion of Γ (a;x) (see [14])
Γ (a;x) ∼
x→+∞ e
−xxa−1.
Therefore,
Γ
(
α + 1;ωN(r)
) ∼
r→0 e
−ωN(r)ωN(r)α. (39)
Using Theorem 5, with relation (39) we deduce the result. 
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Corollary 5.2 of Theorem 5. Under the same assumption as for Theorem 5, one has for u ∈
W 10 L
α
exp(Ω) and for all x ∈Ω∣∣u(x)∣∣ cN(Ω)δ(x)(1 + ∣∣log δ(x)∣∣)α‖∇u‖Lαexp ,
where cN(Ω) is constant depending only on N and Ω .
Proof. Let Ω˜ be an open bounded set such that ∀x ∈ Ω , B(x;diam(Ω)) ⊂ Ω˜ , where diam(Ω)
is the diameter of Ω . For u ∈ W 10 Lαexp(Ω), we consider u˜ its extension by zero, we have u˜ ∈
W 10 L
α
exp(Ω˜) and according to Corollary 5.1 of Theorem 5, ∀x ∈Ω
osc
B(x,r)
u˜ cN
(
α, |Ω˜|)r(1 + |log r|)α‖∇u˜‖Lαexp .
Since B(x, δ(x)) ⊂ Ω˜, δ(x)= dist(x; ∂Ω) for x ∈Ω , we deduce
osc
B(x,δ(x))
u˜ cN(Ω)δ(x)
(
1 + ∣∣log δ(x)∣∣)α‖∇u˜‖Lαexp .
Thus
∣∣u(x)∣∣ osc
B(x,δ(x))
u˜ cN(Ω)δ(x)
(
1 + ∣∣log δ(x)∣∣)α‖∇u‖Lαexp . 
The next paragraph of this paper is devoted to linear elliptic equation. First, we shall prove
that this behavior similar to Corollaries 5.1 and 5.2 can be obtained for
(LF )
⎧⎨⎩
−u= −div(F ),
u ∈H 10 (Ω),
F ∈ L∞(Ω)N
under the assumption that Ω is of class C2. Note that from Lax–Milgram theorem the problem
(LF ) has a unique solution.
To obtain the local behavior, we shall give a direct proof of the following theorem:
Theorem 6 (Interior growth). Let u be the unique solution of (LF ). Then there exists a constant
cΩ depending only on N and Ω such that for all x ∈Ω , all r > 0 with B(x,5r) ⊂Ω
osc
B(x;r)
u cΩ |F |∞r
(
1 + |log r|).
Proof. We first assume that F ∈ C∞c (Ω)N . Let x ∈ Ω , r > 0 such that B(x;5r) ⊂ Ω (we set
temporarily B(5r) = B(x;5r)).
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representation of the solution u, one has
u(x1)− u(x2)=
∫
Ω
[∇yG(x1, y)− ∇yG(x2, y)] · F(y)dy. (40)
Thus, we derive from relation (40) that
0 u(x1)− u(x2) |F |∞(I1 + I2), (41)
where Ij =
∫
Ω
|∇yG(xj ;y)− ∇yG(x;y)|dy, j = 1,2.
We spilt each Ij as follows
Ij = Ijr + I cjr , Ijr =
∫
B(5r)
∣∣∇yG(xj ;y)− ∇yG(x, y)∣∣dy. (42)
By the mean value theorem, one has
I cjr =
∫
Ω\B(5r)
∣∣∇yG(xj ;y)− ∇yG(x;y)∣∣dy
 |x − xj |
∫
Ω\B(5r)
1∫
0
∣∣∇2xyG(x + t (xj − x);y)∣∣dt dy. (43)
Let us set xj (t)= x + t (xj − x). Then it is known (see [5,8]) that∣∣∇2xyG(xj (t);y)∣∣ c0N(Ω)∣∣xj (t)− y∣∣−N. (44)
For y ∈Ω\B(5r), we have ∣∣xj (t)− y∣∣ |x − y| − ∣∣x − xj (t)∣∣, (45)
and ∣∣x − xj (t)∣∣ |xj − x| r  15 |x − y|.
Therefore, one has
∣∣xj (t)− y∣∣ |x − y| − 15 |x − y| = 45 |x − y|. (46)
From (43) to (46), then we have
I cjr  crN(Ω)|x − xj |
∫
|x − y|−N dy. (47)
Ω\B(5r)
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∫
Ω\B(5r)
|x − y|N dy  c2N
diam(Ω)∫
5r
t−NtN−1 dt  c3N
(
1 + |log r|). (48)
From (47) and (48) we deduce
I cjr  c4Nr
(
1 + |log r|). (49)
While for the term Ijr , we bound it as follows
Ijr 
∫
B(5r)
∣∣∇yG(x, y)∣∣dy + ∫
B(5r)
∣∣∇yG(xj ;y)∣∣dy. (50)
Since B(5r) ⊂ B(xj ;5r + |x − xj |) =˙Bj , and |∇yG(x, y)|  c5N |x − y|1−N, we obtain from
relation (50)
Ijr  c5N
∫
B(5r)
|x − y|1−N dy + c5N
∫
Bj
|xj − y|1−N dy
 c6N
5r∫
0
t1−NtN−1 dt + c6N
5r+|xj−x|∫
0
dt,
Ijr  c7Nr  c7Nr
(
1 + |log r|). (51)
Combining relations (41), (42), (49) and (51), we derive
0 u(x1)− u(x2)= osc
B(x;r)
u c8N(Ω)|F |∞r
(
1 + |log r|). (52)
If F ∈ L∞(Ω)N , we consider Fn ∈C∞c (Ω)N such that |Fn|∞  |F |∞ and Fn(x)−−−−−→x→+∞ F(x)
a.e. Then the solution un ∈ H 10 (Ω) if −un = −div(Fn) is such that |∇un|Lp  cp|Fn|Lp for
any p <+∞.
Therefore un converges uniformly to u solution of (LF ). Since relation (52) holds for un, we
can pass easily to the limit to conclude. 
Arguing as in the preceding proof, the boundary growth of the solution can be obtained pro-
vided that ∂Ω satisfies for instance the regularity property given in relation (9) which is the case
if ∂Ω ∈ C2. Then we have
Theorem 7 (Boundary growth). If Ω is a bounded open set of class C2 then there exists a
constant cΩ > 0 such that ∀x ∈ ∂Ω , one has r(x) > 0 such that ∀r < r(x), ∀x ∈ B(x; r)∩Ω .∣∣u(x)∣∣ cΩ |F |∞r(1 + |log r|),
where u is the solution of (LF ).
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sketch only the proof of Theorem 8.
The above proof leads to the following behavior of u with respect to the distance function.
Theorem 8. Assume that Ω is an open bounded set of class C2. Then the unique solution u of
(LF ) satisfies, there exists a constant cΩ > 0:∣∣u(x)∣∣ cΩ |F |∞δ(x)(1 + ∣∣log δ(x)∣∣), ∀x ∈Ω.
Proof. Let x ∈ Ω and x ∈ ∂Ω such that |x − x| = δ(x). Thus, the segment ]x, x] is contained
in Ω . We consider r = δ(x)2 , K(2r) = B(x, δ(x))∩Ω . Then for F ∈ C∞c (Ω)N
u(x)=
∫
Ω\K(2r)
[∇yG(x;y)− ∇yG(x, y)]F(y)dy + ∫
K(2r)
[∇yG(x;y)− ∇yG(x;y)]F(y)dy
 |F |∞(I3 + I4)
we have
|I3| c0N |x − x|
∫
Ω\K(2r)
∣∣x(t)− y∣∣−N with x(t)= x + t (x − x), (53)
and |x(t)− y| 12 |x − y| arguing as in the proof of Theorem 6. Thus, relation (53) implies
|I3| c0Nδ(x)
∫
Ω\K(2r)
|x − y|−N dy  c0Nδ(x)
diam(Ω)∫
δ(x)
dt
t
 c′0Nδ(x)
(
1 + ∣∣log δ(x)∣∣). (54)
While for I4, one has
|I4| c
∫
B(x;δ(x))
|x − y|1−N dy + c
∫
B(x;δ(x)+|x−x|)
|x − y|1−N dy  cδ(x). (55)
Thus, from (53) to (55), ∣∣u(x)∣∣ cΩ |F |∞δ(x)(1 + ∣∣log δ(x)∣∣).  (56)
Thanks to the above theorem, we can weaken the regularity assumption for the domain Ω ,
supposed to be of class C2,1, to obtain the existence of a very weak solution when f ∈
L1(Ω; δ(1 + |log δ|)).
Corollary 8.1 of Theorem 8. Let f ∈ L1(Ω; δ(1 + |log δ|)) with Ω being an open bounded set
of class C2. Then there exists a unique solution u ∈W 1,1(Ω) such that0
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Ω
∇u∇ϕ dx =
∫
Ω
fϕ dx,
∀ϕ ∈ C2(Ω) with ϕ = 0 on δΩ .
Proof. Let fk = min(|f |; k) sign(f ) and uk ∈H 10 (Ω) such that∫
Ω
∇uk∇ϕ dx =
∫
Ω
fkϕ dx, ∀ϕ ∈H 10 (Ω). (57)
Setting
Fk(x)=
{ ∇uk|∇uk | if ∇uk = 0,
0 otherwise,
from Lax–Milgram theorem and regularity result we have a unique ϕk satisfying
ϕk ∈
⋂
p<+∞
W
1,p
0 (Ω),
∫
Ω
∇ϕk∇ϕ dx =
∫
Ω
Fk∇ϕ dx, ∀ϕ ∈H 10 (Ω). (58)
Then, taking ϕk as the test function in (57), we have∫
Ω
fkϕk dx =
∫
Ω
∇uk∇ϕk dx =
∫
Ω
|∇uk|dx. (59)
Using Theorem 8, we have∫
Ω
|∇uk|dx  cΩ
( ∫
Ω
fkδ
(
1 + |log δ|)dx)|Fk|∞  cΩ ∫
Ω
|fk|δ
(
1 + |log δ|)dx. (60)
By linearity, we conclude that (uk) is a Cauchy sequence in W 1,10 (Ω). Thus, we have a solution u
and it is the very weak solution (1). 
4.3. Hardy inequality in Hardy spaces and blow-up property for very weak solution
As we stipulate in the introduction, we can improve Hardy inequality (3) by replacing
L(logL) by H1(Ω).
Theorem 9 (Hardy inequality in Hardy space). Let W 10+H1(Ω)= C∞c+(Ω)‖|·‖|. Assume that Ω is
an open bounded set of class C2. Then there exists a constant c > 0 such that
∀ψ ∈W 10+H1(Ω),
∫
Ω
ψ
δ
(x)dx  c
N∑
i=1
∣∣∣∣ ∂ψ∂xi
∣∣∣∣H1 .
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Lemma 2. Assume that Ω is a bounded open set of class C2. Then
log δ ∈ BMO(RN ).
Proof. According to the result due to Duran et al. [8], the function δ belongs to the Muckhenoupt
class Ap for all p > 2. Moreover, there exists a constant c(Ω,p) such that(
1
|Q|
∫
Q
δ(x)dx
)(
1
|Q|
∫
Q
δ(x)
− 1
p−1 dx
)p−1
 c(Ω,p) for any cube Q in RN. (61)
But it is well known that the above estimate implies log δ belongs to the BMO set say
1
|Q|
∫
Q
∣∣log δ − (log δ)Q∣∣dx  log c(Ω,p), (62)
where (log δ)Q = 1|Q|
∫
Q
(log δ) dx. 
Corollary 9.1 of Lemma 2. Let ϕ1 be the first eigenvalue of − in Ω with Dirichlet boundary
condition, and define w :RN →R by
w(x)=
{
ϕ1(x) if x ∈Ω,
δ(x) if x /∈Ω.
Then logw ∈ BMO(RN).
Proof. We have two constants c0 > 0, c1 > 0 such that c0δ(x) ϕ1(x) c1δ(x). Therefore, we
have
min(1; c0)δ(x)w(x)max(1; c1)δ(x). (63)
From relation (61) one has w ∈Ap for all p > 2 and then logw ∈ BMO(RN). 
We shall use the following result on multiplication in BMO(RN) which is a direct conse-
quence of a result due to D.A. Stegenga [19].
Theorem 10 (Multiplier in BMO). Let a ∈ log VMO(RN) (Vanishing Mean Oscillation with
logarithm rate) with a being constant outside of a ball B(O, r0). Then the multiplier operation
f → af maps BMO(RN) into itself and is bounded.
As a consequence of the above results, we have:
Lemma 3. There exists a constant c(Ω) > 0 such that ∀ψ ∈ C∞c (Ω) with
∫
Ω
ψ(x)dx = 0, for
i = 1, . . . ,N , for all k > 0
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Ω
∂ϕ1
∂xi
logϕ1ψ dx| c(Ω)|ψ |H1(Ω), and
2. | ∫
Ω
∂ϕ1
∂xi
Tk(log δ)ψ dx| c(Ω)|ψ |H1(Ω) where
Tk(σ )=
{
σ if |σ | k,
k sign(σ ) otherwise.
Proof. Since ∂ϕ1
∂xi
∈ C1(Ω), an extension theorem for Lipschitzian functions (see [11]), allows
us to extend it to a function a in C0,1b (RN) with |a|C0,1b = |
∂ϕ1
∂xi
|C1(Ω). More precisely, for x ∈RN
a(x)= ∂ϕ1
∂xi
(x)= Max
{
sup
{
∂ϕ1
∂xi
(y)−
∣∣∣∣∂ϕ1∂xi
∣∣∣∣
C1(Ω)
|x − y|; y ∈Ω
}
; inf
y∈Ω
∂ϕ1
∂xi
(y)
}
∈ C0,1b
(
R
N
)
and
∣∣a(x)− a(y)∣∣ ∣∣∣∣∂ϕ1∂xi
∣∣∣∣
C1(Ω)
|x − y|, ∀x, y ∈RN.
Therefore a ∈ log VMO(RN). Let w be as in Corollary 9.1 of Lemma 2 i.e.
w(x)=
{
ϕ1(x) if x ∈Ω,
δ(x) if x /∈Ω.
Then logw ∈ BMO(RN) and a logw ∈ BMO(RN).
Now, consider ψ ∈C∞c (Ω) with
∫
Ω
ψ(x)dx = 0, then ψ ∈H1(RN). Therefore by the duality
H1(RN)− BMO(RN) one has
∣∣∣∣ ∫
RN
a(x) logw(x)ψ(x)dx
∣∣∣∣ c|a logw|BMO|ψ |H1 . (64)
Since ψ = 0 on R\Ω , we have
∫
Ω
∂ϕ1
∂xi
logϕ1ψ dx =
∫
RN
a(x) logw(x)ψ(x)dx. (65)
From relations (64) and (65) we derive statement 1.
While for the second statement, we know from a property of BMO functions that Tk(log δ) ∈
BMO(RN) since log δ ∈ BMO, therefore aTk(log δ) ∈ BMO(RN). Moreover, we know that
∣∣Tk(log δ)∣∣  2|log δ|BMO, (66)BMO
J.-M. Rakotoson / Journal of Functional Analysis 263 (2012) 2893–2920 2917therefore, we have for ψ ∈ C∞c (Ω) with
∫
Ω
ψ(x)dx = 0,∣∣∣∣ ∫
RN
a(x)Tk
(
log δ(x)
)
ψ(x)dx
∣∣∣∣ c|ψ |H1 . (67)
Since ∫
Ω
∂ϕ1
∂xi
Tk(log δ)ψ dx =
∫
RN
aTk(log δ)ψ dx. (68)
We derive the second statement. 
As an application of Lemma 3, we shall prove:
Proof of Theorem 9. Let ψ ∈W 10+H1(Ω). There exists a sequence ψn ∈C∞c (Ω), ψn  0 such
that
∂ψn
∂xi
→ ∂ψ
∂xi
in H1(Ω) for i = 1, . . . ,N
(due to the definition of H1(Ω)). We set v(x) = −ϕ1 logϕ1 + ϕ1 where ϕ1 is the first eigen-
function of − with the Dirichlet boundary condition. Thus ∇v(x) = −∇ϕ1(logϕ1) and
−v = λ1ϕ1(logϕ1)− |∇ϕ1|2ϕ1 in Ω . Therefore, v solves the following equation in Ω
(BVP)0
⎧⎨⎩−v − λ1v = −λ1ϕ1 + |∇ϕ1|
2
ϕ1
in Ω,
v = 0 on ∂Ω.
Using ψn as a test function, we derive
∫
Ω
ψn
|∇ϕ1|2
ϕ1
dx =
N∑
i=0
∫
Ω
∂v
∂xi
ψn
∂xi
dx − λ1
∫
Ω
(v − ϕ1)ψn dx, (69)
we have from Lemma 3,
N∑
i=1
∫
Ω
∂v
∂xi
∂ψn
∂xi
dx = −
N∑
i=1
∫
Ω
∂ϕ1
∂xi
(logϕ1)
∂ψn
∂xi
dx  c
N∑
i=1
∣∣∣∣∂ψn∂xi
∣∣∣∣
H 1
. (70)
By the Sobolev–Poincaré inequality, we have
λ1
∫ ∣∣(v − ϕ1)ψn∣∣ c ∫ |ψn| c ∫ |∇ψn| c N∑
i=1
∣∣∣∣∂ψn∂xi
∣∣∣∣H1 . (71)Ω Ω Ω
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∫
Ω
ψ
|∇ϕ1|2
ϕ1
dx  c
N∑
i=1
∣∣∣∣∂ψ∂xi
∣∣∣∣H1 . (72)
There exists a neighborhood of the boundary denoted Ω0 such MinΩ0 |∇ϕ1|2 > 0 and
MinΩ\Ω0 δ(x) > 0. Then
∫
Ω0
ψ
δ
dx  c
∫
Ω
ψ
|∇ϕ1|2
ϕ1
dx  c
N∑
i=1
∣∣∣∣∂ψ∂xi
∣∣∣∣H1 , (73)
and
∫
Ω\Ω0
ψ
δ
dx  c
∫
Ω
ψ dx  c|∇ψ |L1  c
N∑
i=1
∣∣∣∣∂ψ∂xi
∣∣∣∣H1 . (74)
Adding these two last equations we derive the result. 
4.4. Blow-up result in Hardy spaces
We want to show the following result which generalizes the one given in [1].
Theorem 11 (Blow-up in Hardy spaces). Let f ∈ L1(Ω, δ)\L1(Ω; δ(1 + |log δ|)), f  0. Then
the unique very weak solution u of (1) satisfies
N∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣H1 = +∞.
Proof. Assume that
∑N
i=1 | ∂u∂xi |H1 < +∞. Then following the same argument as in paragraph 1
(see also [1]), we have u ∈W 1,10 (Ω) (since H1 ⊂ L1) and∫
Ω
∇u∇ψ dx =
∫
Ω
fψ dx, ∀ψ ∈W 1,∞(Ω)∩H 10 (Ω).
We choose as a test function ψk = ϕ1Tk(log δ) ∈W 1,∞(Ω)∩H 10 (Ω) since
∂ψk
∂xi
= ∂ϕ1
∂xi
Tk(log δ)+ ϕ1
δ
T ′k(log δ)
∂δ
∂xi
∈L∞(Ω),
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∫
Ω
fϕ1Tk(log δ) dx
= −
N∑
i=1
∫
Ω
∂u
∂xi
∂ψk
∂xi
dx
=
N∑
i=1
−
∫
Ω
∂ϕ1
∂xi
Tk(log δ)
∂u
∂xi
dx +
N∑
i=1
−
∫
Ω
ϕ1
δ
T ′k(log δ)
∂δ
∂xi
∂u
∂xi
dx. (75)
Applying Lemma 3, since ∂u
∂xi
∈H1(Ω) (then there exists φn ∈C∞c (Ω) with
∫
Ω
φn(x)dx = 0
such that φn → ∂u∂xi in H1). We have∫
Ω
∂ϕ1
∂xi
Tk(log δ)
∂u
∂xi
dx  c(Ω)
∣∣∣∣ ∂u∂xi
∣∣∣∣H1 . (76)
Then from relations (75) and (76), we have
−
∫
Ω
fϕ1Tk(log δ) dx  c
[
N∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi
∣∣∣∣dx + N∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣H1
]
. (77)
We know that
∫
Ω
| ∂u
∂xi
|dx  c| ∂u
∂xi
|H1 , therefore relation (77) implies
−
∫
Ω
fϕ1Tk(log δ) dx  c
N∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣H1 . (78)
Since ∫
Ω
fϕ1
∣∣Tk(log δ)∣∣dx
= −
∫
Ω
fϕ1Tk(log δ) dx + 2
∫
{δ1}
f ϕ1Tk(log δ) dx
 c
N∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣H1 + c
∫
Ω
f δ dx
(
since |log δ|M whenever δ  1). (79)
Letting k → +∞ in relation (79), we deduce
∫
Ω
fϕ1|log δ|dx  c
N∑
i=1
∣∣∣∣ ∂u∂xi
∣∣∣∣H1 + c
∫
Ω
f δ dx, (80)
which contradicts the fact that
∫
Ω
f δ|log δ|dx = +∞. 
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