Outlier detection research is currently focusing on the development of new methods and on improving the computation time for these methods. Evaluation however is rather heuristic, often considering just precision in the top k results or using the area under the ROC curve. These evaluation procedures do not allow for assessment of similarity between methods. Judging the similarity of or correlation between two rankings of outlier scores is an important question in itself but it is also an essential step towards meaningfully building outlier detection ensembles, where this aspect has been completely ignored so far. In this study, our generalized view of evaluation methods allows both to evaluate the performance of existing methods as well as to compare different methods w.r.t. their detection performance. Our new evaluation framework takes into consideration the class imbalance problem and offers new insights on similarity and redundancy of existing outlier detection methods. As a result, the design of effective ensemble methods for outlier detection is considerably enhanced.
Introduction
Outlier detection (i.e., the identification of points or objects that, for some reason, do not fit well to the remainder of a data set) is important for many application areas. Consequently, outlier detection is a quite active research area with many new methods proposed every year, based on different underlying methodologies like statistical reasoning [17] , distances [2, 23, 36, 37, 44, 47] , or densities [6, 8, 20, 24] . An open and widely ignored problem, though, is the proper and informative evaluation of the rankings of outlier scores provided by the different methods. Current outlier detection is often evaluated using precision@k, which is the true positive rate for the top k results in a data set that contains k outliers. This is a rather naïve way of evaluating the result due to the imbalanced nature of the problem: in a data set that contains 100 objects of which 2 are outliers, a method that ranks the true outliers on rank 3 and 4 will have a precision@2 of 0. Thus, occasionally, the precision values are shown for a range of k. This evaluation is sensible e.g. in information retrieval, where only the top 10 results of a search query are displayed, and the classification of the data set provides complete information on the relevancy. The task of unsupervised outlier detection however needs to accept that the "ground truth" may be incomplete and that real world data may include sensible outliers that are just not yet known or were considered uninteresting during labeling. Detecting such outliers however is overly punished due to class imbalance. A more advanced method of evaluation are receiver operating characteristic (ROC) curves, which plot the true positive rate against the false positive rate, thus inherently treating the class imbalance problem. To numerically compare ROC plots, one uses the area under this curve (AUC). However, this method also essentially loses the score information, i.e. whether the outlier score offers a reasonable contrast between outliers and inliers. Especially for ROC and focusing on classification tasks, this problem of losing the score information found attention recently [22] . Here, we try to take a wider perspective on evaluation of rankings, taking score information into account. We focus, though, on the application area of outlier detection.
An important motivation for our elaboration on an improved evaluation of outlier rankings and outlier scores is to support the design of ensemble methods for outlier detection. A key for building good ensembles is to use ensemble members that make uncorrelated errors. To meaningfully measure the correlation between the results of different methods for outlier detection is hence a step of paramount importance for building effective outlier ensembles. This has found no attention in previous attempts to ensemble outlier detection, presumably due to the lack of evaluation measures describing such correlation between methods.
We will discuss some reasoning about evaluation of (outlier) rankings presented in the literature in Section 2. In the following, we will elaborate on the relationship between common evaluation measures, and identify a general outlier score evaluation method (Sec-tion 3). We elaborate on requirements for building effective ensemble methods in Section 4. In the experiments (Section 5), we demonstrate the usefulness and benefits of the generalized evaluation measure by analyzing the similarity between results of different methods. Furthermore, we show how our evaluation measure is useful in enhancing an ensemble for outlier detection. Section 6 concludes the paper.
Related Work
Database research in ranking focuses on the scalability of the ranking retrieval algorithm (e.g. w.r.t. the top-k query problem [10, 12, 16, 33] ). In the context of outlier detection, much work therefore aimed at making outlier detection more efficient in retrieving the topk outliers, omitting the assessment of outlierness for those objects that, given the already received results, cannot rank among the top-k anymore. Examples are [2, 4, 19, 26, 36, 37, 44] . Usually, in these methods, the efficiency is evaluated while the quality of the ranking result is bound to be optimal w.r.t. the complete ranking (i.e., identical in the top k objects) as retrieved by the (less efficient) base method. Evaluation of rankings has not been a major issue in this research area. Recently, though, it was noted [32] that the evaluation of rankings of outlier scores merely based on ROC AUC values is unsatisfactory. Therefore, [32] introduced an "outlier ranking coefficient" of a ranking R as the ratio between the Spearman ranking coefficient between R and the best possible ranking and the Spearman ranking coefficient between the worst possible and the best possible ranking. The best ranking ranks all outliers before all inliers while the worst ranking ranks all inliers before all outliers. This does however not take into account that there are k! possible "best" rankings for k outliers and hence does not tell anything about relationships of similarity or correlation between two different but possibly equally well rated rankings. The truly best outlier ranking should rank more obvious or clear outliers before less obvious outliers before those that could be outliers or inliers and so on. As reasoned in [13, 25] , an optimally usable outlier score should provide an estimation of the probability of being an outlier. Ranking points according to their probability of being an outlier is then a truly meaningful ranking of objects (where ties, however, are possible). In the context of classification, ClasSi [18] is an abstraction and generalization of the reasoning in [32] that allows the use of multiple classes in the same ranking by giving a class similarity function. By choosing classes that resemble outliers and inliers, this can be applied to the evaluation of outlier scores as in the special case of [32] , suffering from the same drawbacks. Neither of these two methods is suitable for comparing two different outlier ranking results meaningfully. Methods occasionally used for this task include Spearman's footrule, Spearman's ρ [41] and Kendall's τ [21] . These methods are designed in general for evaluating the similarity of two rankings. These values neither take the class imbalance problem into account, nor do they provide a good contrast for rankings where one expects the rankings to be strongly correlated. A weakness of these methods is that they solely evaluate the ranking, but not the underlying scoring. In addition, the common formula relies on a ranking with no ties, which is unrealistic in an outlier detection scenario where ties in particular with sure inliers are to be expected. Nevertheless, as time honored measures, both found a lot of attention in the information retrieval literature. In a very broad perspective, [38] discuss a couple of interpretations of Pearson's r. Topk variants of Kendall's τ and Spearman's footrule are discussed in [11] . Melucci [31] discusses the observation that a single correlation coefficient (here: Kendall's τ ) along with a test of significance gives limited information only. The use of Kolmogorov-Smirnov is proposed. A certain problem of Kendall's τ for the evaluation of rankings is that errors at any place are equally penalized. Usually, however, the top ranked items are most important. Shieh [39] introduces weights to penalize errors in different positions differently. An accuracy measure based on common elements in the top-k of both rankings, normalized by the number of objects of interest, is proposed in [45] . Yilmaz et al. [46] propose a mix of Kendall's τ and the average precision of relevant objects, thereby providing a probabilistic interpretation. Kendall's τ and Spearman's footrule are discussed and enriched in parallel in [27] . A more subtle problem of Kendall's τ has been pointed out e.g. in [7, 27, 40] : all swaps are treated as being statistically independent. In general, however, they are not. If two objects i, j share similar characteristics that are judged by one outlier model O 1 as outlierish, by another model O 2 they are not, swaps of both objects i, j with some other objects k, l in the two resulting outlier rankings are not independent. Instead of noticing the correlation between objects i, j, Kendall's τ is inclined to overestimate the correlation between the two outlier models.
While current correlation coefficients, like Blest's index [5] , Shieh's weighted Kendall's τ [39] , or τ AP [46] , do incorporate weights to give more importance to items being ranked at the top, they actually do not address the class imbalance problem. For outlier detection, balancing classes is necessary to restrict the influence of a large inlier class on the correlation coefficient value. Weights, if used to balance classes, should be related to the class size. The traditional measures use weights solely based on ranks [30] , being not or at least not directly related to the class sizes. Furthermore, evaluation in information retrieval heads towards a different goal where precision or recall are not meaningful to individuals seeking only a few hits. However, for outlier detection, both recall and precision are important, as we wish to find as many outliers as possible while not miss-labeling too many inliers.
3 Generalization of Outlier Evaluation 3.1 Rank Similarity Measures A common formulation of Spearman's rank similarity is:
This formula is only correct for a total ranking with no ties, that is each integer rank occurs exactly once in each ranking. Interestingly, it is a linear inversion of the squared Euclidean distance, applied to the rank position vectors (rank 1 , . . . , rank n ). Another popular statistic, Spearmans footrule, can be seen as the Manhattan distance applied to the ranks. This leads to an intriguing parallel to the cost measure used in [25] , which can be rewritten as a weighted Manhattan distance applied to vectors containing the "unified" outlier scores (unified 1 , . . . , unified n ) to a target vector consisting of 0 for an inlier and 1 for an outlier. The full version of Spearman's rank similarity ρ however is defined as Pearson correlation applied to the ranks:
The Pearson correlation is a recurring theme in comparing rankings. Another popular correlation statistic, Kendall's τ , can be written as:
This however also is nothing but Pearson correlation, applied to the precedence relation: assign to each object combination i = j a unique index to convert C(X) := (c i,j := sgn(X i − X j )) into a vector field. Now consider the Pearson correlation of C(X) and C(Y ). Note that E[C(X)] = 0 since c i,j + c j,i = 0. Without ties, we have Var(C(X)) = 1, since c 2 i,j = 1. Then:
There are many more such statistics. For example, Somers' D is the regression coefficient of C(Y ) with respect to C(X) [34] . The ROC AUC statistic is equivalent to Somers' D [34] . Kruskal's γ is a modification of Kendall's τ to handle ties. ClasSi [18] is a generalization of Kendall's τ using weights derived from class similarity in particular for multiclass problems. Essentially, all these measures of ranking similarity can be seen as a combination of two steps: (i) normalization and conversion; (ii) similarity computation. Popular choices are using the rank or order relation as normalization step and either Manhattan or Pearson correlation for the similarity computation. The popular formulas of the simplified Spearman's rank and Kendall's τ were developed as specializations of this pattern that offer computational benefits (by not having to compute variances) for integer ranks with no ties allowed.
Score Normalization
As emphasized by the simplified formulas for Spearman's ρ and Kendall's τ , the common use of rank correlation is based on the assumption that the whole ranking is equally important and significant, whether the confused objects are ranked highly or not. An additional benefit is that, using ranks, arbitrary scores can be compared with each other, independent of their value range or meaning (as, e.g., in [28] ).
Alas, this is not really appropriate for outlier detection: first, outlier detection is a rather imbalanced problem, where the key objects of interest are the rare class. Second, the ranking is significant only for the top objects, whereas the scores for the inliers usually do not vary much at all. In fact, the scores of inliers are often not even computed exactly, as e.g. in top-n approaches. Third, the scores themselves often convey a meaning and might even indicate that there are no outliers at all. Nevertheless, since algorithms often vary a lot in their value range and interpretation, it makes sense to perform some normalization on the score vectors. When comparing different methods that have different scales, some kind of normalization is unavoidable. Recently, [25] proposed a variety of normalization methods based on statistics and distribution fitting that can accommodate several outlier detection algorithms. These normalizations transform various outlier scores to a uniform value range of [0 : 1]. We build upon those normalizations here to compare normalized outlier scores to the ground truth result, defined as 0 for true inliers and 1 for true outliers. We extend, however, the rather simple cost-based evaluation approach of [25] to a broader perspective and make it applicable to comparing multiple solutions with each other, instead of just measuring the cost with respect to the class labels. 
Outlier Scores as Vector Fields
Usually, outlier scores have so far been only used to obtain an object ranking, expecting the outliers to come first. The "breadth first" ensemble method of [28] is an example of this interpretation, which merges the outlier scores of multiple algorithm runs to an ensemble by taking the top outlier each, then the second ranked objects each, etc., completely discarding the scores. However, a (numerical) outlier ranking can also be seen as a vector in a high dimensional space consisting of one dimension per object. By assigning a fixed index position to each object, one obtains a unique and complete representation of the outlier scores. The transformation is lossless, however it does not explicitly encode the rank information (unless we substitute the scores by their ranks, which can be seen as a special normalization). Given two outlier score vectors, the obvious way of comparing them is using an arbitrary distance function -e.g., Euclidean distance, Manhattan distance, or Pearson correlation distance. Due to the imbalanced nature of outlier scorings, we suggest however not to use the ordinary versions of these distances, but weighted variants.
Generalizing Existing Ranking Measures
Seeing outlier score rankings as vector fields generalizes the traditional evaluation measures. Table 1 gives an overview of multiple rank comparison measures and how they fit into the general scheme discussed here. Some methods use the order relation instead of score vectors.
Since it is not clear how to properly weight the order relation for an imbalanced problem and how to use the scores, we do not further explore this option in the remainder. Yet these can be seen as instances of the generalized view as well.
Choosing Appropriate Functions
There is no "best" distance function, just as you cannot say whether Euclidean or Manhattan distance is "better" -this clearly depends on the problem you are trying to solve. But let us discuss a few rules of thumb for choosing appropriate functions for this framework.
Choosing a normalization and vector space: If the exact order of inliers and outliers within these groups is not important, particularly not among the inliers, a rank normalization is not appropriate. Instead, a score-based normalization such as the ones proposed in [25] is a good choice. If however there is little knowledge available about the actual scores and score distributions, a rank normalization can be useful. In our experiments, we will be only pursuing the first strategy, analyzing the actual scores.
Choosing a distance function: Since outlier detection is a highly imbalanced problem, applying this method to outlier scores requires a weighted measurement function. Secondly, the different distance functions can serve particular needs. Using Manhattan distance is good for estimating costs as it was intended and used in [25] . For optimization problems, the common procedure is to minimize squared errors, so a (weighted) Euclidean (or squared weighted Euclidean) is more appropriate. Finally, if we are interested in the correlation of scores and have little extra information about the score distribution, a correlation distance such as (weighted) Pearson correlation is the obvious choice, since it also includes some regularization of the scores by their mean and standard deviation.
In a supervised or semi-supervised context, the weights can be chosen according to the known outliers. In an unsupervised context, the weights can be estimated for example by considering the union of the top outliers of each method as true outliers.
Weighted Pearson Correlation
Pearson correlation is an interesting candidate for our framework. However, the original method is unweighted, and thus will likely be strongly biased by the non-outliers. In order to apply it to an imbalanced problem, we employ a weighted covariance instead of the regular covariance. Let the weight assigned to object i be ω i and Ω := i ω i . The weighted mean for standardized weights is commonly defined as E ω (X) := and the sample variance is then estimated using
Along this line, sample covariance is defined as
The weighted Pearson correlation then is:
Weighted Pearson correlation, just like regular Pearson correlation, is in the range of −1 . . .+1, and can be used as a dissimilarity function for example via 1 − ρ ω .
Examples
We study the effects of the proposed measure on a few toy examples, that also serve to highlight deficits in existing methods. In Table 2 , we give a number of object scorings A to E. For simplicity we have chosen just 8 objects, half of them positive, half negative. We compute the scores of these rankings using a few typical methods. To make them easier comparable, we normalized the scores to a uniform range from 0 for "perfect" to 1 for "random". For ROC and smROC, we used 2(1 − AU C), for Pearson: 1 − ρ. Squared Euclidean and Manhattan are linearly scaled.
Since ROC does not take the scores into account, it obviously is unable to differentiate A, B, C, and D, that all are perfect rankings. It does however consider the error from D to D to be much more severe than B to B while numerically it is the other way around. While the recent variant smROC [22] does use the scores, it behaves similarly here, because this setup actually triggers a non-continuity in its inversion step.
It also considers D to be better than A. Pearson, squared Euclidean, and Manhattan essentially behave as expected in these cases, with no obvious benefits for either one. It can be seen that squared Euclidean, due to the use of squared values, is less punishing the "undecided" scoring of C close to 0.5 (which can be actually desirable in many situations).
Summary
The general process of applying a score normalization, then computing a distance function on the score vectors is a rather obvious but so far underused general process in evaluating outlier scores. It can also be seen as a generalization of most existing measures, as shown in Table 1 , which underlines the flexibility of this process and the many ways of optimizing it for particular situations. By using a weighted distance function, the imbalance problem can be handled. The wide choice of possible distance functionsincluding linear costs, quadratic errors, and correlation measures -makes the general principle usable in a wide range of domains, including computing the similarity (and correlation) of results, and quality measures of the scores, using classic mean squared error principles from statistics.
Enhancing Outlier Detection Ensembles 4.1 Background
In classification, building ensembles of single classifiers to gain an improved effectiveness has a rich tradition and a sound theoretical background [9, 43] . Also in clustering, building ensemble clustering methods has found much interest over the years [15] . In the area of outlier detection, though much effort has been invested in design and implementation of advanced outlier detection algorithms, only some attempts to design superior combinations can be found in the literature [13, 25, 28, 35] . Let us reconsider the fundamental lessons learned w.r.t. ensemble methods in classification. The two basic conditions for an ensemble to improve over the contained base-classifiers are that the base classifiers themselves are (i) accurate (i.e., at least better than random) and (ii) diverse (i.e., making different errors on new instances). These two conditions are necessary and sufficient. If several individual classifiers were not diverse, then all of them will be wrong whenever one of them is wrong. This way, nothing is gained by combining them. On the other hand, if the errors made by the classifiers were uncorrelated, more individual classifiers may be correct while some individual classifiers are wrong. Therefore, a majority vote by an ensemble of these classifiers may be also correct. It is clear that each ensemble member should be at least somehow meaningful in order to get meaningful results out of their combination. Hence, a key for building good ensembles is to use ensemble members that make uncorrelated errors (if any). Though [28] introduced feature bagging (a common procedure in ensemble classification or ensemble clustering) to induce some diversity in several outlier detectors, the actually achieved decorrelation of detectors has not been evaluated. Overall, this requirement has not yet found theoretical attention in the few attempts to design outlier ensembles, and actually the means to do so have not been around so far. Instead, the four approaches known so far concentrated on methods for meaningfully combining the scores. They addressed the problem that scores delivered by different methods (or in different subspaces, where the scores are usually based on distances) usually vary strongly. For combination of such different scores, [28] proposed, first, a normalization by ranking (breadth-first traversal through the outlier rankings to combine), and, second, the cumulative sum of the different scores. The second decisively relies on the comparability of the retrieved scores. To enhance this comparability was the aim of the subsequently proposed approaches. Calibration approaches (sigmoid functions or mixture modeling) to fit outlier scores provided by different detectors into probability values have been used in [13] . They induce diversity by using different values for k of the kNN distance as an outlier score. In [35] , the scores provided by a specific algorithm are centered around their mean and scaled by their standard deviation. Thus, all scores are in the same range, even if rather different algorithms are used for combination. Nevertheless, to induce diversity among different detectors, [35] primarily follow the feature bagging approach of [28] . Statistical reasoning was used in [25] to translate scores of different outlier detection methods into sort of outlier probabilities. There, the possibility of enhancement by combining different methods has been demonstrated, yet no measure of actual diversity or correlation between the used base algorithms has been applied.
Observations
We will see in the experimental evaluation, for example, that building an ensemble from different LOF runs with different k (as in [13] ) will not always yield a good ensemble since the results may be highly correlated. On the other hand, we will also demonstrate by means of our correlation analysis, that feature bagging indeed leads to rather uncorrelated results. Hence, it is in general reasonable to use feature bagging also as a heuristic for outlier detection ensembles. Alas, to enter a caveat, though the quality in combining outlier detectors from subspaces improves upon the single subspace outlier detectors, the quality can remain well below the quality of a single method using all features.
Greedy Ensemble Construction
Based on analysis of correlation between outlier score rankings, we propose an unsupervised greedy ensemble construction approach, optimizing diversity: For a set I of individual outlier detectors, select the union of the top k data points of each instance in I, resulting in K k ·|I| different data points. Under the preliminary assumption that these were the true outliers of the data set, we build a target vector that has a 1 when the object is in these K objects and 0 otherwise. We compute the weights for our distance measure based on this working assumption using 1 2K and 1 2(n−K) as weights. We initialize the ensemble with the detector i ∈ I that has the highest weighted Pearson correlation to the target vector. Then we sort all remaining detectors I \ i by the lowest correlation to the current ensemble, to maximize diversity. We test if we can improve our ensemble (increase the correlation with the target vector) by including the next method from the sorted list. If so, we update our ensemble with the additional method and reorder the list, otherwise we discard it. At each iteration, one method gets either included or discarded, and these decisions are not revised.
The motivation is that we have two factors to decide by: diversity and increase of correlation to the target vector (i.e., improved accuracy). Correlation increase obviously is the better hard factor -we do not want to include detectors that decrease our estimated performance -while diversity is more useful as a preference criterion. Also note that this process is entirely unsupervised (except for the initial choice of available detectors, obviously): The ensemble is greedily built from unsupervised detectors by just estimating their performance. Though this is a simple approach to merely demonstrate the applicability of a correlation measure in ensemble construction, the results are convincing and very competitive. Note that this greedy strategy is not possible with a classic precision@k or ROC evaluation, that cannot compare two methods for their diversity.
Clearly, using results with uncorrelated errors for combination can only be the second criterion since a certain level of accuracy in the ensemble members is essential -and the better the accuracy, the stronger the overall correlation. These two, however, are not as tightly connected as in classification or clustering, since we do not assess the correlation w.r.t. binary decisions but w.r.t. the resulting rankings, where quite different rankings can relate to equal performance in binary decision. This is exactly the gap in information that is not considered when using ROC analysis only. We demonstrate in the experiments how using this second criterion can improve the overall performance of an ensemble considerably.
Experiments
In the experiments, we use a weighted Pearson correlation distance as defined in Equation 3.1 for assessment of similarity of rankings of outlier scores, after normalizing the score vectors as suggested in [25] .
Data
The first data set is based on the "Amsterdam Library of Object Images" (ALOI) [14] . We extracted feature vectors of dimensionality 27 in HSB space. While the object classes contain about 110 each, we down-sampled objects to become rare arriving at a data set of 50000 objects, containing 1508 outliers. The "Wisconsin Breast Cancer" (WBC) and "PenBased Recognition of Handwritten Digits" (PenDigits) data sets are from the UCI machine learning repository [3] . To obtain outliers, again one of the classes (corresponding to malignant tumors in WBC and to '4' in PenDigits) was down-sampled to 10 (WBC) and 20 (PenDigits) instances. The Metabolic data set [29] measures the concentration of 43 metabolites in the blood of newborns. The control group (healthy) has 19, 730 instances, and there are 659 atypical records (illness). The KDDCup 1999 data set, while probably not resembling real network data and having irregularities, was also included in our experiments because of its size with 60, 839 records and 38 numerical dimensions (in the preprocessed version we use) and because it is commonly used in related work. For our experiments, we are using unsupervised methods only and it does not matter whether we are detecting actual network intrusions or just defects in the data set.
Similarity of Methods
We compare a series of kNN-based outlier detection methods with each other: LOF [6] , LDOF [47] , LoOP [24] , kNN [37] , aggregated kNN [2] , and ABOD [26] , using a variety of parameter settings for each. (We omitted ABOD for the ALOI data set, where it did not finish in reasonable time.) We use the methods as implemented in ELKI [1] . Figure 1 gives a similarity matrix for these algorithms along with a ground truth (the result matching the data set labels) on the ALOI data. Dark signals high similarity (correlation) of the ranking results of two compared algorithms. For each algorithm, the parameter k is set to {5, 10, 15, 20, 25} in turn. As can be estimated from the first column and row (correlation with ground truth), LoOP performed best (though far from good) in this experiment, LDOF did not find any outlier. Since the data are color histograms, we also used the histogram intersection distance [42] on a finer grained range of values for k. While the results are better overall, the similarity matrix looks virtually the same (see below, Figure 6(b) ). Apparently, ALOI is not The WBC data are an easier target for all methods (here including ABOD: Figure 2) . We selected the optimal parameter values here, using Euclidean distance, later we inspect the stability over varying parameter values (Section 5.3). Nevertheless, the methods yield outlier scores that are quite dissimilar w.r.t. each other. Note that all variants are actually performing well in terms of ROC AUC on WBC but the correlation assessment reveals disagreements in the rankings where, still, the top-ranked items (though ranked differently within the top-group) are mostly outliers.
The two methods based on kNN distances (kNN and aggregated kNN) are strongly correlated with each other but show the least similarity to all other methods. The aggregated version, though, is consistently a bit more similar to LOF, LoOP, and LDOF as the version solely based on a single distance. This observation makes sense, as the aggregation already introduces a dampening which is increased by the more sophisticated local methods.
Parameter Stability
The parameter stability of methods can be inspected considering the diagonal blocks of the matrices for the same method with different k. Considering, e.g., LOF and LoOP on ALOI (see Figure 6 (b)), the rather smooth plot indicates a general stability over a broad range of k, i.e., the results of these runs with different parameter settings are highly correlated (except for rather high values of k vs. rather low values of k). These findings should discourage in general from building an ensemble consisting of LOF runs with different ks (irrespective of the additional issue of accuracy, which is also bad here).
A somewhat different behavior can be seen on the WBC data. Here, we inspect the stability of LOF and LDOF (Fig. 3 ) in detail. We see both methods improving with increasing k = 3, . . . , 50, but with a different pace and different stability. LOF essentially needs a k chosen big enough to perform well. LDOF is less stable, a broad range of small k values retrieves results that are quite dissimilar to the (better) results with big k values. Other methods result in similar findings (not shown): LoOP is comparable to LOF in stability, the kNN model is even less stable than LDOF. PearsonCorr.
SqPearsonC.
SqPearsonC. Figure 4 , on the ALOI data, these distances perform rather differently (though, again, all results are far from perfect). Intriguingly, all results are more similar to each other than they are to the ground truth. This figure changes when we consider the WBC data ( Figure 5 ): here virtually all L p -norms perform well (and similar), while the vectorlength invariant distance measures deteriorate. Overall, we see here again that the WBC data are much more accessible to outlier detection than the ALOI data. Furthermore, we see that the behavior of distance functions varies strongly dependent on the data set. The variance in performance of L p -distances on ALOI is much higher than on WBC data, and there -unsurprisingly -is no clearly "best" distance function. Choosing a different distance function can both have a negligible impact on the algorithms performance or produce largely uncorrelated results. [13] 0.7546 maximum rank [28] 0.7709 unscaled mean [28] 0.7821 sigmoid mean [13] 0.7997 unified score [25] 0.8054 HeDES scaled mean [35] 
Diversity vs. Accuracy for Combinations
To numerically measure the gain in outlier detection performance of a combination (ensemble) of outlier detectors as compared to their individual performance, we use the relative improvement towards the target AUC score of 1 over the best of the combined detectors:
In Figure 6 , we inspect the relationship between accuracy of the algorithms (Fig. 6(a) ), similarity of their results (Fig. 6(b) ), and accuracy gain in combining two algorithms (Fig. 6(c) ), here on the ALOI data, varying k for all algorithms from 3 to 30. We see essentially that combining correlated algorithms does not yield a better result than either of them (black) or, depending of the individual performance, even deteriorate (red). The kNN and aggregated kNN models perform well with rather small k. In this region, combination with, e.g., LOF shows good improvements (green). While the accuracy of kNN and aggregated kNN is decreasing with bigger values for k, also the combination with other methods does usually deteriorate the ensemble performance (red). An interesting exception is LDOF, which is substantially different from the kNN methods. Here, the combination of two not extremely well performing methods results in an intriguing gain of performance (albeit at a low level).
Finally, we show numerically that we yield better results when using the correlation information for ensemble member selection as compared to the state of the art as reported in [25] (see Table 3 ). As a combination rule, we use just the averaged score and rank these. Clearly, this is a rather simple approach. Also, combining just two individuals does usually not improve as well as the combination of more individuals. But we are not interested here in studying combination rules (where the other approaches are more sophisticated already) but in the impact of the ensemble member selection. First, we show five selected base results (among the best performing) along with their achieved ROC AUC. Second, we show for several pairs the ROC AUC and gain achieved when combining two of these, along with their correlation. Clearly, combining highly correlated results achieves a lower gain than combining rather uncorrelated results. Finally, we show as a reference the ROC AUC values for all existing ensemble methods, combining LOF, LDOF, kNN, and agg. kNN as ensemble members. The best reference value is easily reached or surpassed with combinations of two uncorrelated methods, whereas the combination of two strongly correlated methods results in a negative gain. This highlights the importance of diversification for ensembles.
Effective Ensemble Member Selection
We study the impact of correlation analysis on the construction of outlier detection ensembles, inducing diversity with two variants, namely (i) feature bagging, and (ii) using different methods and parameters.
Feature Bagging: In Figure 7 , we study the potential of feature bagging for outlier ensembles on the ALOI data. We randomly generated 25 feature bags, each containing 18 out of the 27 original features. In Figure 7 (a), we have the similarity matrix of the LOF outlier rankings in these feature-bags. Almost all of them are rather uncorrelated, the highest correlation occurring (except on the diagonal) is 0.477 (bags 7×12). As expected, the gains (Fig. 7(b) ) are positive (green signal) in most cases. Exceptions are combinations of the best-performing individual feature-bags. These deteriorate (red signal) by pairing with most other feature-bags. We ascertain here that feature bagging usually results in uncorrelated outlier rankings (which qualifies feature bagging a good heuristic for outlier ensembles), and that the combination (at least of more than two) of such uncorrelated rankings usually yields a positive gain.
In Figure 7 (c), the individual performance of LOF (k = 10) on these feature bags (measured with traditional ROC AUC) is plotted along with the performance of two ensembles resulting from combination of all feature bags. The full ensemble is just the mean score of all instances. It already outperforms the best individual feature bag. The greedy ensemble was built as described in Section 4.3, by collecting the union of the top 250 data points of each instance and using this for For comparison, we computed 5000 truly random ensembles also containing 13 instances each. The mean AUC for this control group is 0.6359, which is slightly below both the best individual method's AUC of 0.6385 and the full ensemble's AUC of 0.6403. The standard deviation is 0.0074, which makes the optimized ensemble's AUC of 0.6522 about 2.20 standard deviations bet-ter than the random subset, and a relative gain of 3.8% over the best individual AUC.
However, in this example, the quality of all individual outlier rankings is not good enough to yield a particularly impressive overall quality of the ensemble (which qualifies the findings of [28] ). This is not unexpected on this data set: in color histograms, many dimensions are zero, and few dimensions carry the actual signal. The quality of a feature bag largely depends on keeping the right dimensions.
Combining Different Methods: For our largest experiments, we used all results from LOF, LDOF, LoOP, kNN, and weighted kNN, (for PenDigits also ABOD) and multiple values of k. Some of these instances, such as kNN, are expected to be strongly correlated. Furthermore, LDOF often did not work too well. As control group, we used 5000 random ensembles with as many methods as the greedy ensemble used (usually around 5 − 10), and use the mean and standard deviation of these ensembles to judge the significance. It can be seen (Table 4 ) that the random ensembles are usually clearly worse than the full ensemble, while the greedy ensemble provides a clear improvement, and also performs better than the full ensemble (the PenDigits data set is fairly easy, a much bigger improvement was not to be expected). On the ALOI data set, the ensemble obtained a ROC AUC score of 0.8380, which is in particular also clearly better than the previously reported results on this data set (see Table 3 ).
Conclusion
Though developing algorithms for outlier detection found a lot of attention in recent years, evaluation and judging the quality of algorithms has barely improved over using ROC curves or the area under these curves as a ranking evaluation measure. ROC or ROC AUC analysis, however, completely neglects the scores (which is a pity as long as the scores have any meaning at all) and does not allow for an easy and clear comparison between different methods or for an assessment of similarity between their results.
Here, we developed a correlation measure for comparing rankings, taking the scores into account. This measure is suitable in particular for outlier rankings and outlier scores (posing other requirements as compared to the evaluation of rankings in IR and databases in general). We discussed the relationship and differences to other typical ranking evaluation measures and demonstrated the applicability and advances in evaluating the results of different outlier detection algorithms, with different parametrization, and on different data. Were all methods would have a similar performance as judged by ROC AUC, supplementing a ROC analysis with our ranking similarity measure allows for deeper insights in similarities and differences between different methods, parametrization, distance measures, and data.
In particular, our measure provides for the first time the means to select members of an ensemble for outlier detection in a sophisticated manner (rather than the mere heuristic compositions tried so far). We therefore expect to enable further advances in the development of effective ensemble methods for outlier detection.
