As a critical input, high-speed railway (HSR) passenger demand is a significant guide for railway planning and operation. Accordingly, the necessity of accurately forecasting short-term demand has become a pressing problem; it has increasingly attracted attention as a research interest. In this paper, a novel hybrid model, specifically, the SSA-WPDCNN-SVR model, is proposed for short-term HSR passenger demand forecasting that explicitly considers the relevance of neighbour time data. The model consists of three procedures: (i) the decomposition of the original time series into the principal component (PC) and several detailed components (DCs) by the singular spectrum analysis (SSA) method, which is adopted as the signal processing procedure; (ii) the forecasting of PC by means of the designed convolutional neural network with the wavelet packet decomposition (WPDCNN) through the transformation of the one-dimensional time series into weekly cross-correlation matrices (i.e., image-like two-dimensional data); (iii) the forecasting of DCs by the support vector regression (SVR) method. The case studies of three typical origin-destination pairs in an HSR line are considered to demonstrate the validity and correctness of the proposed model, which not only extracts the fluctuation characteristics of passenger flows, but also outperforms several other existing models with its higher short-term HSR demand forecasting accuracy.
I. INTRODUCTION
The continuous socio-economic development and increasing travel demand have led to high-speed railway (HSR) advancement. The largest HSR network in the world has been constructed over the past decade in China; it has relieved the travel pressure caused by the huge number of commuters between major cities. To further satisfy various passenger travel requirements, effective railway planning procedures, including network design, line planning, and seat allocation, should be demand-sensitive to improve the service quality. As a significant input into railway planning and operation, accurate short-term passenger demand forecasts are urgently required to aid in adjusting existing operational plans not only to improve the service level, but also to save operational costs. Consequently, short-term passenger demand forecasting has increasingly attracted attention as a research interest.
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A considerable amount of literature focuses on time-series forecasting in several fields, such as demand forecasting, wind speed forecasting, stock price forecasting, and electricity demand forecasting [1] . As a result of the rapid accumulation of big data in transportation, passenger flow or traffic prediction has been boosted for various transportation modes including freeways or highways [2] , [3] , aviation [4] , [5] , urban rail transit [6] - [8] , and railway [9] - [11] ; all of these involve the use of methods in neural networks, artificial intelligence, pattern recognition, and signal processing among others [12] .
In spite of the utilisation of these aforementioned forecasting methods for railway passenger flows, the short-term forecasting of HSR passenger demand remains a significant problem because of the following reasons.
(1) The HSR passenger flows have a strong and definite periodicity, which has been developed by long-term railway operation and the passenger travel characteristics of conventional railway and the HSR.
(2) The short-term passenger demand is dependent on the nearest historical passenger demand [13] or those of neighbour time periods; the relevance of demand among these time periods has to be considered in forecasting.
(3) The daily HSR passenger demand is non-stationary and nonlinear. Moreover, it has high oscillations that are influenced by several exogenous factors, such as official holidays or railway operation adjustments in a year.
In this paper, we propose a novel hybrid model for forecasting the short-term HSR passenger demand that explicitly considers the relevance among neighbour time data. Furthermore, the model takes advantage of the singular spectrum analysis (SSA), convolutional neural network with wavelet packet decomposition (WPDCNN), and support vector regression (SVR). The detailed contributions are as follows.
(1) The SSA method, adopted as the data pre-processing procedure, can decompose the original passenger flow into a main trend and some other oscillation sequences to extract the fluctuation characteristics of HSR passenger flows.
(2) The relevance among neighbour daily passenger flows is considered by transforming the one-dimensional (1D) time series into weekly cross-correlation matrices. Moreover, the WPDCNN is designed to forecast the main trend for extracting the long short-term trend information. To the best of our knowledge, this is the first time that the twodimensional wavelet packet decomposition (2D WPD) is taken into consideration for signal processing in demand forecasting.
(3) Other oscillation sequences are forecasted by the SVR because of its ability to process non-stationary data as well as its fast learning capability.
The paper is organised as follows. Section 2 presents a review of the related literature on passenger flow forecasting. Section 3 introduces the structure and parametric design of the proposed SSA-WPDCNN-SVR model. Section 4 is devoted to the discussion of the application and evaluation of our proposed model by the typical origin-destination (O-D) pairs on an HSR line; the comparisons with other existing forecasting models are also presented in this section. The final section presents the major conclusions.
II. LITERATURE REVIEW
Because short-term passenger flow forecasting has attracted considerable attention from researchers worldwide, many models and approaches have been developed in the past decades. In literature, the time series analysis approaches for short-term forecasting mainly fall into three categories: signal processing (including feature extraction and pattern recognition), statistical and mathematical analysis, and machine learning [1] . A brief review of the related literature is presented next.
A. SIGNAL PROCESSING
Because the original real-world data contain distracting behavioural patterns that can hamper forecasting approaches from extracting more complex structures in the time series [14] , [15] , signal processing is regarded as a significant pre-processing task in time series predictions to eliminate noisy components and improve forecast performance. Widely adopted signal processing methods include the empirical mode decomposition [2] , [16] , [17] , ensemble empirical mode decomposition (EEMD) [10] , [18] , [19] , wavelet decomposition (WD) [20] , wavelet packet decomposition (WPD) [21] , [22] and SSA [15] , [23] , [24] .
B. STATISTICAL AND MATHEMATICAL ANALYSIS
The statistical and mathematical analysis of time series data can be achieved by determining the mathematical parameters through different approaches [25] . These techniques can be categorised into parametric and non-parametric approaches [3] , [26] , [27] .
Parametric forecasting approaches for time series analysis have determined model structures and parameter tuning methods based on a number of assumptions and empirical data. Typical parametric models mainly include historical average techniques, smoothing methods, and autoregressive linear processes [4] , [28] - [30] . Because of its advantage in capturing the linear relationship among stationary time data, the most widely used parametric forecasting technique is the autoregressive integrated moving average (ARIMA) [31] - [34] ; this is based on the assumption that the mean, variance, and auto-correlation of the time series are constant. However, the parametric methods fail to obtain the complex non-linear connections among large-scale data in intelligent transportation systems because of their tendency to focus on the means; consequently, they miss the extremes and are unable to comply with traffic conditions.
To overcome the obstacles in parametric models, nonparametric models do not assume any specific structure or parameter. In literature, the Kalman filter and non-parametric regression are generally employed to analyse and forecast time series data. The Kalman filter, dating back to the period described in [35] , is a typical model in state-space form that is suitable to process multivariant time series and allows the selected state variable to be updated continuously [8] , [26] , [36] , [37] . Non-parametric regression, which does not require traffic state transitions and simplifies modelling multivariate settings, is based on the principles of pattern recognition and chaotic systems [30] , [38] .
C. MACHINE LEARNING
Machine learning approaches are adopted to generate predictions by building mathematical models of sample data (or training data) without being explicitly programmed. Despite the availability of other approaches, such as clustering algorithms, hidden Markov models, or self-organising maps [1] , the support vector machine (SVM) is one type of the most commonly used machine learning approaches. The SVM is based on the structural risk minimisation principle and is suitable to solve problems linked to small samples, nonlinearity and dimensionality, overfitting, and local minima [10] , [39] - [42] .
Artificial neural networks (ANNs) are among the most popular data-driven approaches utilised in previous decades. These approaches conform with artificial intelligence principles with exceptional pattern classification and recognition capabilities. Moreover, although the danger of local minima and overfitting problems remain, they perform well in traffic or passenger flow forecasting because of their flexible model structure, strong generalisation, and learning ability including self-adaptive ability [11] , [12] , [43] . The simplest neural network application to short-term traffic forecasting is the multilayer perceptron (MLP) [44] . Subsequently, its use has been extended to various structures by changing the topology or input data representations, such as MLP with a learning rule based on a Kalman filter [45] , back propagation neural networks [46] , modular neural network (MNN) [47] , radial basis frequency neural network [46] , [48] , dynamic neural networks or recurrent neural networks (RNN) [49] , [50] , and long short-term memory neural network (LSTM NN) [43] .
Different from traditional ANNs, the RNNs perform well in temporal processing and sequence recognition. This is because they consider the time dependency of time-series inputs by containing at least one feedback connection to allow activations to flow in a loop [51] . Thus, the RNNs have the capability to capture the temporal and spatial evolution of traffic flow, volume, and speed; they can be categorised into four representative topologies [43] : the Elman neural network, state-space neural network, time-delay neural network, and nonlinear autoregressive neural network with exogenous inputs [27] , [52] - [54] . Ma et al. [43] also indicated the intrinsic drawbacks of the RNNs, such as their failure to train the time series with long time lags as well as the dependency on the predetermined number of time steps ahead.
As stated in the introduction, short-term passenger demand has a strong and definite periodicity and depends on the nearest historical passenger demand [13] or those of neighbour time periods. Thus, these passenger flow features should be considered, and the extraction of several long-term trend features should be attempted to the extent possible. To extract sufficient data features and overcome the drawbacks of the RNNs, some researchers have attempted to adopt other neural network structures for time series prediction; such network structures include the LSTM NN and the convolutional neural network (CNN). For short-term travel speed prediction, Ma et al. [43] proposed a novel LSTM NN that can capture long-term temporal dependency and automatically determine the optimal time window. By fusing the advantages of the LSTM NN and CNN, Ke et al. [13] developed a novel deep-learning approach by examining the spatio-temporal correlations. Specifically, this pertained to the fusion of convolutional long short-term memory network to address the time, spatial, and exogenous dependencies in short-term passenger demand forecasting of an on-demand ride-service platform. Tsai et al. [11] improved the topology network of the conventional MLP in terms of railway data features (including the cyclic day-of-week and month-of-year features); furthermore, they designed two novel neural network structures to update the performance of short-term passenger demand prediction. Sezer and Ozbayoglu [1] proposed an algorithmic trading model that converted the financial time series forecasting problem into an image classification problem; it used the CNN to determine the 'Buy' and 'Sell' points in stock prices using 15 different technical indicators and make medium and short-term financial forecasts.
In recent years, to take advantage of the capabilities and application characteristics of different models, several researchers have adopted hybrid forecasting models through the integration of several single forecasting models and signal processing techniques to improve prediction accuracy [5] , [10] , [20] , [55] . Jiang et al. [10] proposed a hybrid short-term demand forecasting approach by combining the EEMD and grey support vector machine (GSVM) models; it had three steps: data decomposition by EEMD, prediction of intrinsic mode functions by the GSVM, and result reconstruction. Sun et al. [20] incorporated the wavelet and the SVM models for data decomposition and prediction, respectively, to predict different types of passenger flows in the subway system; the approach was demonstrated as having the best forecasting performance compared with the state-of-the-art techniques.
Hence, because of the advantages that hybrid models afford, a hybrid model for short-term HSR passenger demand forecasting is proposed to fuse the advantages of the SSA, WPD, CNN, and SVR methods in this paper. The proposed model not only extracts the fluctuation characteristics of passenger flows, but also forecasts the short-term passenger demand with the explicit consideration of the crosscorrelation among neighbour time data.
III. METHODOLOGY A. SINGULAR SPECTRUM ANALYSIS
The SSA method is a nonparametric technique that can analyse the time series based on a singular value decomposition (SVD), which can extract the oscillatory components and realise the decomposition and reconstruction of the original time series. With the SSA, the original time series can be decomposed into several components, including trend components and a number of various detailed oscillatory components (such as periodic, quasi-periodic components, or noise). The SSA has four stages: embedding, SVD, grouping, and diagonal averaging; the first two stages decompose the original time series, whereas the subsequent stages complete the reconstruction work. The four SSA processes are briefly described as follows:
Consider a time series X = (x 1 , x 2 , · · · , x N ) that can be transformed into a trajectory matrix Z = (X 1 , X 2 , · · · , X K ).
Here, L is the window length; it is in fact the dimension of Euclidean VOLUME 7, 2019 space, where the time series can be unfolded and should satisfy 2 ≤ L ≤ (T + 1) 2 [23] , [56] . In this way, all elements along the diagonal with a constant sum of i + j are equal, where i, j are the row and column number of one element, respectively.
2) SVD STAGE
The trajectory matrix decomposition is completed in this stage by the eigenvalues and eigenvectors of ZZ T . If the L eigenvalues of ZZ T in the ascending order and their corresponding eigenvectors are denoted by λ 1 , λ 2 , · · · , λ L and U 1 , U 2 , · · · , U L , respectively, then Z can be transformed into
are the left and right eigenvectors of Z, respectively.
3) GROUPING STAGE
At this stage, the matrices are split into several groups: if the index set of a group is denoted by
Accordingly, the trajectory matrix can be presented as
4) DIAGONAL AVERAGING STAGE
After the transformation in the previous stage, each elementary matrix in Eq. (2) would be unfolded into a time series at this stage. Considering Y as an L × K matrix, each element in this matrix, y ij (1 ≤ i ≤ L, 1 ≤ j ≤ K ), can be transformed by the following procedure. If L < K , then y * ij = y ij ; otherwise, y * ij = y ji . Let L * = min (L, K ) , K * = max (L, K ) and N = L + K − 1. Accordingly, the elements of Y can be averaged along the diagonals with a certain sum of i + j, such as i + j = k + 2.
Matrix Z I k can be expressed as a time series,x
N , and the original time series can be a sum of these series by the SSA.
In this study, the SSA is adopted to decompose the original time series and generate a principal component (PC) and several detailed components (DCs). 
B. CONVOLUTIONAL NEURAL NETWORK WITH WAVELET PACKET DECOMPOSITION
Because of the temporal relevance and certain social reasons, the passenger demand of any day is influenced by those of other days, especially by the neighbour time period. In order to represent this relevance, the PC's 1D time series is converted to a 2D image-like data. These 2D input data would be decomposed into multi-channel data by the 2D WPD. Thereafter, to forecast the PC, the CNN is adopted because of its spatial feature extraction ability, which acquires the long short-term trend information from the data.
1) DATA TRANSFORMATION
In relation to data transformation from 1D into 2D, there are studies reported in literature that extend the data dimension through various attributes [1] , [13] or extractions in a sorted order (similar to the embedding stage in the SSA). Although the latter method can ensure the temporal relevance of data, it cannot represent the influence among neighbourtime points or extract long short-term trend features. In this study, the relevance among neighbour time data is considered. Different from the extraction process in the sorted order, the matrix multiplication method is adopted to extend the time series to 2D input data.
Because demand data generally have some temporal cyclic features, such as day-of -week and month-of-year features [11] , a week can be adopted as the cyclic period to transform 1D data into weekly cross-correlation matrices. These matrices can represent the relevance between the same days in neighbour weeks (from this Monday to the next Monday, from this Tuesday to the next Tuesday, etc.). Given the limited data volume, at least 14 days of data are necessary to construct such a matrix. If the original time series of PC is denoted by X = (x 1 , x 2 , · · · , x N ) and the cyclic time length by n, then we can construct N − n + 1 weekly cross-correlation matrices, which are termed by Y 1 , Y 2 , · · · , Y N −n+1 ; Y i is constructed by the original time points (x i , x i+1 , · · · , x i+n−1 ). Figure 1 shows the construction of the weekly crosscorrelation input matrix Y 1 . Let (x 1 , x 2 , · · · , x n ) denote the time series of the first cyclic period. Then, y ij is denoted as an element in the n × n matrix Y 1 , which is the product of x i and x j . In this way, each input matrix corresponds to an output data, i.e., (Y i , x i+n ) , i = 1, 2, · · · , N −n, which constitute the training set.
2) WAVELET PACKET DECOMPOSITION
As an extension of wavelet analysis, the WD is a mathematical processing method for decreasing non-stationary characters of original signals by decomposing the input series into several appropriate components. The principle of WD is the spatial decomposition theory of multiresolution analysis: according to the spatial scale factor j, j ∈ Z , the space L 2 (R) is transformed into wavelet subspaces, W j . Then, the WD is the further decomposition of W j , i.e.,
+q j+p j+p , j = 1, 2, · · · , p = 1, 2, · · · , j (5)
Apart from the decomposition of only low-frequency components (appropriate components) in the WD, the WPD further decomposes the high-frequency components (detailed components). The final result is the mapping of the original signal to 2 j wavelet subspaces. Denote n = 2 p + q; then, the component of U n j in a wavelet packet subspace can be obtained by multiplying the wavelet packet coefficient d j,n l with the corresponding wavelet packet function. The WPD process decomposes the original signal into different frequency bands through a group of high or low-pass conjugate orthogonal filters. The decomposition formulae and reconstruction in the WPD are presented by Eqs. (6) and (7), respectively. 
where h n , g n are the high and low-pass conjugate orthogonal decomposition filter coefficients, respectively;h n ,g n are the high and low-pass conjugate orthogonal reconstruction filter coefficients, respectively.
The obtained input matrices by the method on data transformation stage are further decomposed into multi-channel data by the 2D WPD with two decomposition layers; four sub-images are obtained from each matrix. In this study, Daubechies4 is adopted as the function for the decomposition process. Next, deep features of these multi-channel imagelike data are extracted by the CNN.
3) CONVOLUTIONAL NEURAL NETWORK STRUCTURE
The CNN is a feedforward ANN that is typically used in image analysis problems. Different from a traditional MLP, the CNN network is more trainable because the basic cell and its weighting can be shared. Because the cells act as local filters over the input space and are well-suited to exploit the strong spatially local correlation present among natural images [57] , data locality within the input vector (or matrix) is important to the CNN structure; it focuses more on neighbouring data points and pixels.
The CNN generally consists of two types of layers for feature extraction: (i) the convolutional layers are aimed at executing convolution operations; for each layer, a convolution operation and activation function on the output of the previous layer in the forward propagation phase is employed, which is formalised as follows:
where f represents the activation function, W k is the value of the kernel connected to the k th feature map, and b k is the bias for this feature map; (ii) the subsampling or pooling layers are used to reduce the spatial size of the representation as well as the number of parameters. Thereafter, the data would become a 1D vector in the last subsampling layer, which is passed to the final fully connected layer in the CNN. In this study, the designed CNN has three convolutional layers with a 3 × 3 convolution kernel (the numbers of channels on these layers are 8, 12, and 16); average pooling is adopted in the CNN, and the final layer is a fully connected layer. The mean square error and Adam algorithm are adopted as the loss and optimisation function, respectively. Moreover, the rectified linear unit is selected as the activation function for each convolutional layer. Figure 2 illustrates the structure of the designed WPDCNN.
C. SUPPORT VECTOR REGRESSION
The SVM methods can be categorised into two types: the support vector classification (SVC) and SVR. Because the SVR has a powerful generalisation ability, it is widely used in time series forecasting, especially when the underlying system processes are nonlinear, non-stationary, and not defined as a priori [58] . As for the DCs obtained from the SSA, the SVR is employed to complete their forecasting.
Let the training data be denoted by {(x 1 , y 1 ), (x 2 , y 2 ), · · · , (x n , y n )}, where x i is an input vector, and y i is the corresponding target value. The input space can be denoted by ϕ (x). Then, the estimated non-linear regression function is
where w is a vector of weights, and b is the bias. The optimisation problem of the SVR can be defined as follows:
where ξ i , ξ * i are the upper and lower training errors, respectively, and ε, C are the insensitive loss factor and regularised constant, respectively. Equation (10) can be transformed into the following Lagrangian function:
After calculating the partial derivatives of Eq. (11) that correspond to w, b,
is obtained and the regression function can be presented by
where K (x i , x), called the kernel function, influences the SVR performance. In this study, the radial basis function is adopted as the kernel function because of its fast learning capability.
D. OVERALL FORECASTING PROCESS
In summary, the entire forecasting process of the proposed model is shown in Figure 3 , which can also be presented by Algorithm 1.
Algorithm 1 Process of the SSA-WPDCNN-SVR Model
Step 
E. PRECISION EVALUATION INDEXES
In order to assess the prediction performance of the proposed model, the following three precision-estimating indexes are adopted in the case studies.
(1) Mean absolute percentage error
(2) Mean absolute error
(3) Root mean square error
where x i is the real O-D demand volume,x i is the predicted O-D demand volume based on the proposed model, and n represents the number of time series. In addition to the three evaluations, three promotion evaluation indexes are further adopted to measure the difference between the proposed model and another forecasting model. 
(5) Promoting percentage of mean absolute error
(6) Promoting percentage of root mean square error
where MAPE 1 , MAE 1 , RMSE 1 are respectively the errors of the compared models, whereas MAPE 2 , MAE 2 , RMSE 2 are those of the proposed model.
IV. CASE STUDIES A. DATA DESCRIPTION
For illustration and verification, the proposed SSA-WPDCNN-SVR model is applied to the Beijing-Guangzhou-Shenzhen HSR daily passenger flow forecasting. The Beijing-Guangzhou-Shenzhen HSR Line runs a total of 2400 km and crosses six provinces. It is the main north-south railroad corridor in China that directly connects Hong Kong and Macao. Because of certain political and economic reasons, the number of daily passengers along this line frequently fluctuate; the daily passengers represent the definite travel characters. The daily O-D demand data are obtained from the daily ticket data, which are collected from 1 st January 2014 to 31 st December 2016 for the short-term forecasting.
To extract the travel characters among different O-D pairs, these pairs are selected according to travel distance, which is also a classification criterion indicated in [10] : long distance (more than 800 km), middle distance (200-800 km), and short distance (less than 200 km). Three typical O-Ds among the major stations on the line are adopted to conduct further analyses: Beijing-Guangzhou (2298 km), Beijing-Zhengzhou (693 km), and Guangzhou-Shenzhen (102 km). The fluctuations of the three O-Ds are illustrated in Figure 4 .
In Figure 4 , the passenger demand of the above three O-D pairs are noted in Cases #1, #2, and #3. It can be stated that the shorter-distance demand volume is generally larger than the longer-distance ones because of the regional travel characters of passengers and the frequent services between shortdistance O-Ds. The peaks of each curve represent the impacts of different holidays (for instance, the Spring Festival and the National Day) or daily fluctuations. Samples 1-730 and 731-1096 are adopted as training and testing sets, respectively.
B. EXPERIMENT AND MESUREMENT 1) DATA DECOMPOSITION
Using the SSA, one PC and five DCs for each O-D pair are obtained; here, the PC represents the main trend of the original time series, and the DCs reflect the distinctive influences of different factors, although these components may also have some interaction among each other. Figure 5 illustrates the decomposed components of the three passenger flows. It can be noted that the components of each O-D have definite fluctuation cycles. The cycle ranges of DCs for each O-D pair are listed in Table 1 , and the power contribution rates of the decomposed components are summarised in Table 2 .
Each of the PC has a one-year cycle that demonstrates the similar change trend every year, where the spikes occur during special holiday periods: the long-distance passenger flow generally remains low, but peaks largely during the two special holiday periods, i.e., the Spring Festival and summer vacation times (marked by circles and squares in Figure 5(a) ), and slightly increases on other official three-day or seven-day holidays during the year; the middle-distance passenger flow often increases during the two holidays (marked by circles and squares in Figure 5(b) ) and then remains relatively steady in spite of some low oscillations; the short-distance passenger flow remains stable throughout the year, although several slight fluctuations remain. It can also be observed from the list in Table 2 that the PCs account for the majority of the original series, and the proportion would be larger if the distance is shorter. This is because day-to-day shorter-distance passenger flows are generally larger and steadier; this results from the passenger travel characters, and the fluctuations, which are caused by exogenous influences, are only slightly distinct as the long-distance passenger flow.
As for each case, DC1 has a cycle of over 7 d, and evidently, the oscillations occur during the holiday periods in a year; accordingly, it can be deduced that DC1 represents the overlaid influence of the fluctuation characteristics of long holidays (such as the Spring Festival, summer vacation, and seven-day holiday periods) and weekdays. The list in Table 2 indicates that this factor has the greatest influence on the oscillations of the original series because of the large number of travelling passengers during these periods.
DC2 has a cycle of approximately 7 d; it reflects the weekday fluctuations, which also influence flow fluctuation and demonstrate the day-of-week features of the three passenger flows. The last three DCs of each case have cycles of Accordingly, the following findings are obtained:
(1) Each passenger flow that corresponds to a specific distance generally has a similar fluctuation trend in each year (month-of-year feature) that is influenced by certain special periods; a shorter-distance passenger flow would generally remain larger and steadier throughout the year.
(2) The fluctuation of passenger flows is more influenced by official holiday periods and weekdays (dayof-week feature) throughout the year in spite of some low oscillations caused by daily random fluctuations and tourist travels. 
2) FORECASTING RESULTS
To demonstrate the performance of the proposed SSA-WPDCNN-SVR model, the results of the one-step, twostep, and three-step forecasts are compared with the original values, as illustrated in Figure 6 . It can be shown that the forecasted results perform well in the three O-D pairs, except one or two data points, which results from the statistical error of the original data.
C. MODEL COMPARISONS
To further investigate the proposed model, eight other existing forecasting models are adopted to measure prediction performance. The models are ARIMA, SVR, EEMD-SVR, WPD-CNN, SSA-BP, SSA-Elman, SSA-SVR, and SSA-WPDCNN. Among the eight, the WPD-CNN, SSA-WPDCNN, and SSA-WPDCNN-SVR models are executed in TensorFlow 1.12.0, whereas the others are implemented in MATLAB R2014b.
The comparison results are summarised in Tables 3-5 . The following findings are obtained from the tables.
(1) The proposed model presents the best forecasting performance among these models.
The indexes of the SSA-WPDCNN-SVR model are all the smallest among the presented models. This demonstrates the good performance of the proposed model in terms of accuracy in the short-term HSR passenger flow forecasting. This is because the proposed model explicitly considers the relevance among neighbour time data that matches the dayof-week features as demonstrated by the cyclic characteristics of the decomposed components in Figure 5 .
(2) Hybrid models can perform better than single models. Hybrid models can improve the prediction accuracy because they take advantage of the single forecasting models and incorporate signal processing methods to decompose the original series; this can help eliminate noisy components. This can be demonstrated by the better evaluation results of the EEMD-SVR or SSA-SVR compared with the SVR and those of the SSA-WPDCNN compared with the WPD-CNN.
(3) Diverse model combinations would have different forecasting effects. The prediction accuracy of a given signal processing method or forecasting model may be improved when combined with other models. The precondition is that the appropriate forecasting models must be selected according to problem characteristics and data features. This can be demonstrated by the differences between the SSA-SVR, the SSA-WPDCNN, and the proposed model.
(4) The prediction accuracy decreases with the increase in prediction step.
In comparing the evaluation results of different prediction step lengths, it is found that the prediction accuracy is reduced with the increase in step length. According to the forecasting principle, this is because the 2-step or 3-step prediction adopts the forecasted values of the immediate time points and cannot eliminate the accumulated prediction errors.
Tables 6, 7, and 8 further tabulate the promoting percentages of the proposed model in Cases #1, #2, and #3, respectively. Using the 1-step prediction, the promoting percentages are approximately 71, 65, and 60%, respectively; with the 2-step prediction, these are approximately 64, 38, and 47%, respectively; through the 3-step prediction, these are approximately 62, 31, and 40%, respectively. These results indicate the improvements in the existing models and show that the 1-step prediction yields the highest accuracy.
V. CONCLUSIONS
In this paper, a novel hybrid model for the short-term HSR passenger demand forecasting is proposed; the model combines the SSA, WPDCNN, and SVR. In the structure of the SSA-WPDCNN-SVR model, the SSA method is adopted to decompose the original time series into a PC and several DCs; the WPDCNN is designed to predict the PC; the SVR is adopted to predict the other DCs. Three passenger flows corresponding to different distances are examined to measure the model performance. Certain conclusions are drawn as follows.
(1) The SSA method can extract the main trend and other fluctuation characteristics of the original time series. Each passenger flow, which corresponds to different distances, has definite month-of-year and day-of-week features; a shorter-distance passenger flow would be generally larger and steadier throughout the year; the passenger flows are more influenced by official holiday periods and weekdays, in spite of the oscillations resulting from daily random fluctuations and tourist travels.
(2) The designed WPDCNN considers the relevance between neighbour time data through the extension of 1D time series to 2D input data by the matrix multiplication method. The model also presents the day-of-week feature of passenger flow, which can not only decrease the nonstationary characters of the original data, but also extract the long short-term trend information.
(3) The SVR is adopted to forecast the DCs because of its advantages in handling nonlinear and non-stationary data and its fast learning capability.
(4) The proposed SSA-WPDCNN-SVR model can outperform several other existing forecasting models in improving the prediction accuracy by considering the relevance among neighbour data. This demonstrates that the proposed model can perform well in the short-term HSR demand forecasting, although the prediction accuracy would decrease as the prediction step increases.
(5) The combination of forecasting models and signal processing methods results in higher prediction accuracy compared with that of a single model because of the fusion of advantages; this comes with the precondition that the selected models should match the problem characteristics and data features.
