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История развития математики свидетельствует о том, что ее разделы
появлялись и формировались под давлением потребностей развивающегося
общества. Но построению математических моделей и методов непременно
предшествовало установление закономерностей развития соответствующих
направлений человеческой деятельности.
Серьезный анализ процессов физических и общественных явлений не
может обойтись без знаний по многим разделам математики, в том чис-
ле без линейной алгебры. Конечно, обучить студентов всем существующим
разделам математики на ее современном уровне невозможно — слишком
глубоки и обширны математические дисциплины. Тем не менее изучение
основ математики дает надежду на то, что обучаемые смогут в дальней-
шем углубить свои математические знания при изучении предусмотренных
учебными планами специальных дисциплин или самостоятельно.
При изучении математики не следует рассматривать эту науку толь-
ко с точки зрения потребителя и пытаться изучать только те ее разделы,
которые непосредственно решают прикладные задачи. Математика призна-
на научным миром как самая могущественная из всех наук. Математике
человечество обязано всеми величайшими открытиями, осуществленными
человечеством за время своего сознательного существования.
Можно отметить три особенности математики, которые делают эту на-
уку первой и важнейшей из всех наук.
1. Подходы, используемые математикой к построению моделей бази-
руются на строгой аксиоматике с применением доказательств адекватно-
сти этих моделей описываемым явлениям. Математика представляет собой
самостоятельную науку, которая может развиваться автономно, познавать
свой собственный абстрактный мир. Удивительно то, что построенные ма-
тематиками логически стройные абстрактные модели многомерного мира
находят все более широкое приложение в реальном мире.
2. Методы реализации математических моделей (получение решений)
позволяют проводить исследования различных процессов.
3. Язык математики, используемый в моделировании реальных процес-
сов, универсален и позволяет выявить общие закономерности развития при-
роды, естествознания, техники, экономики, общественных отношений.
Знание математики, освоение ее основных методов и моделей — признак
образованного человека, приобщенного к культуре мировой цивилизации.
«Природа — открытая книга. Но только тот может прочесть эту книгу,
кто изучит язык, на котором она написана. А написана она на языке ма-




При написании учебного пособия автор использовал многолетний опыт
преподавания математики студентам вузов технической и экономической
специальностей с различными требованиями к объему изучаемого матери-
ала и уровню владения им. Часть материала, вошедшего в пособие, опуб-
ликована в [2] и существенно переработана. В пособие включены четыре
дополнительные главы: «Комплексные числа», «Преобразования матриц»,
«Алгебра тензоров» и «Линейное программирование».
В конце каждой из глав приведены вопросы и тесты для контроля усво-
ения материала, разработки семинарских занятий и даны задачи для само-
стоятельного решения.
После второй, четвертой, пятой и восьмой глав приведены типовые ва-
рианты контрольных работ по проверке глубины усвоения теоретического
материала и навыков решения задач. Даны задания на расчетную работу
(5 частей).
В конце пособия приведены ответы на вопросы для тестирования и на
задачи для самостоятельного решения. Часть результатов решения задач,
которые можно проверить непосредственной подстановкой исходных дан-
ных, в ответах не приведена.
Материал пособия изучается студентами технических и экономических
специальностей в первом семестре. В пособие входят три основных раздела:
«Линейная алгебра» (включая векторы, системы линейных уравнений, ком-
плексные числа, алгебру матриц и тензоров), «Аналитическая геометрия»
(состоит из линейных и квадратных уравнений на плоскости и в простран-
стве, в том числе n-мерном) и «Линейное программирование».
Второй раздел, по существу, является развитием курса линейной алгеб-
ры, но в него дополнительно включены элементы нелинейной алгебры в
разделе «Кривые и поверхности».
Глава «Линейное программирование» предназначена в основном сту-
дентам экономических специальностей, за исключением специальностей с
углубленной математической подготовкой (например, «Математические ме-
тоды в экономике»). Для таких специальностей линейное программирова-
ние должно изучаться студентами в курсе «Исследование операций». Что
касается разделов «Преобразования в линейных пространствах» и «Алгебра
тензоров», то они предлагаются для изучения только студентам с углублен-
ной математической подготовкой.
Глава «Алгебра тензоров» дает лишь поверхностные сведения из это-
го раздела математики и служит в основном развитию у студентов обоб-
щенного взгляда на построение математических моделей. Здесь внимание
студентов акцентируется на необходимости описания реальных явлений в
операторной (инвариантной по отношению к выбору координат)форме.
Согласно программам курса математики студентам в первом семестре
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предстоит прослушать курс лекций (возможно самостоятельно или частич-
но самостоятельно овладеть теоретическими основами линейной алгебры).
В задачу обучения входит обучение студентов навыкам решения типовых
задач и построению простейших математических моделей. Этой цели слу-
жат семинарские занятия, задания для самостоятельного решения задач и
выполнения расчетных работ. В зависимости от выбранной специальности
объем изучаемого материала может изменяться.
В часы проведения семинарских занятий предполагается проводить кон-
трольные работы. Возможно включение в рабочую программу коллоквиума
для промежуточной оценки знаний студентов. В коллоквиум можно вклю-
чить материал первых четырех глав пособия.
Большой объем материала, необходимого специалистам для грамотного
построения и анализа математических моделей, используемых в исследова-
нии и управлении системами и процессами, и ограниченность часов на его
освоение, не позволяют в лекциях (и в пособии) уделить достаточное вни-
мание строгому доказательству многих теорем. Тем не менее достаточно
большое количество разобранных примеров и пояснение смысла вводимых
математических понятий и соотношений дадут возможность студентам по-
лучить знания по математике, достаточные для изучения специальных дис-
циплин, освоить некоторые методы построения математических моделей и
анализа с их помощью реальных процессов.
Студентам рекомендуется тщательно изучать материал лекций перед
каждым семинарским занятием и особенно перед контрольными работами
и коллоквиумом. Важно усвоенный материал воспроизвести самостоятельно
на бумаге, после чего решать задачи и выполнять расчетные работы.
После изучения материала курса и освоения навыков решения задач во
время экзаменационной сессии студентам предстоит сдать экзамен. Оконча-
тельный балл оценки знаний может быть определен как полусумма экзаме-
национной оценки и оценки успеваемости студента в семестре — рейтинга.
В рейтинг включаются оценки по всем контрольным и расчетным работам,
нормированные к пятибалльной системе оценок.
Оценки коллоквиума вместе с контрольной и расчетной работами по
первой части курса определяют успеваемость студента в первой половине
семестра.
В семестровый рейтинг кроме оценок по обязательным контрольным и
расчетным работам могут быть включены оценки за выполнение домашних
задач, активность студента при проведении семинарских занятий. Пропус-
ки занятий, несвоевременная сдача расчетных работ могут наказываться
штрафными баллами.
Считаю своим долгом выразить благодарности студентам Д. Копыло-
ву, А. Мидзяевой, Н. Шигаевой, прорешавшим все приведенные в пособии





Матрицей размера m × n в математике называют прямоугольную таб-
лицу выражений (чисел или других математических объектов), состоящую








a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .






Здесь m — количество строк, n — количество столбцов; aij (i = 1, m;
j = 1, n) — элементы матрицы. Первый индекс (i) обозначает номер стро-
ки, на которой стоит элемент; второй (j) — номер столбца. Например, эле-
мент a25 стоит на пересечении второй строки и пятого столбца матрицы.
Матрица (1.1) называется прямоугольной матрицей размера m× n.
Если m = n, то матрица называется квадратной. Говорят, что квадрат-
ная матрица имеет порядок n (количество строк равно количеству столбцов
и равно n).
Матрица, имеющая только одну строку, называется матрицей-строкой,
или вектором-строкой; только один столбец — матрицей-столбцом, или
вектором-столбцом. Элементы таких матриц называют координатами век-
тора (см. гл. 3).
Элементы квадратной матрицы, имеющие одинаковые индексы, образу-
ют главную диагональ матрицы. Совокупность элементов, стоящих на ли-
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нии, соединяющей элементы a1n и an1, образуют побочную диагональ мат-
рицы.
Квадратная матрица, у которой все элементы, расположенные выше






a11 0 . . . 0
a21 a22 . . . 0
. . . . . . . . . . . .










a11 a12 . . . a1n
0 a22 . . . a2n
. . . . . . . . . . . .






Квадратная матрица, имеющая ненулевые элементы только на
главной диагонали, называется диагональной:





a11 0 . . . 0
0 a22 . . . 0
. . . . . . . . . . . .















1 0 . . . 0
0 1 . . . 0
. . . . . . . . . . . .















0 0 . . . 0
0 0 . . . 0
. . . . . . . . . . . .






Матрица AT , у которой по отношению к матрице A (1.1) элементы строк









a11 a21 . . . am1
a12 a22 . . . am2
. . . . . . . . . . . .












Матрица, для которой справедливо равенство A = AT , называется сим-
метричной. Симметричной может быть только квадратная матрица.
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Перечисленные выше основные виды матриц характеризуются опреде-
ленными свойствами ее элементов.
Вводя в рассмотрение символ Кронекера:
δij =

1, если i = j,
0, если i 6= j, (1.2)
приведем эти свойства для квадратных матриц A = (aik) (i, k = 1, n).










aik = 0 при i > k, − верхняя треугольная;
aik = 0 при i < k, − нижняя треугольная;
aik = aiδik, − диагональная;
aik = δik, − единичная;
aik = 0, − нулевая;
aik = aki, − симметричная.
Матрица-столбец A
m×1
для экономии места может быть представлена
транспонированной матрицей-строкой A
m×1
= (a11, a21, . . . , am1)
T .
Часть элементов матрицы A размера m×n, стоящая на пересечении k ее
строк (k ≤ m) и l столбцов (l ≤ n) называется подматрицей. В частности,
если столбцы матрицы размера m×n (1.1) рассматривать как m координат
векторов Aj : Aj = (a1j , a2j , . . . , amj)T (j = 1, n), то матрицу можно пред-
ставить в виде вектора-строки, компонентами которой являются указанные
векторы-столбцы Aj :
A = (A1, A2, . . . , An).
Матрица характеризуется значениями ее элементов и размерностью. Еще
одной характеристикой, относящейся только к квадратным матрицам, яв-
ляется ее определитель.
1.2. Определители
Определитель, (или детерминант), — это число, характеризующее квад-
ратную матрицу.
Определителем матрицы первого порядка A = (a11) является число,
равное значению ее единственного элемента:
∆A = det A = |a11| = a11. (1.3)
Было бы ошибкой принимать вертикальные линии, обрамляющие эле-
менты определителя и являющиеся его признаком, за символ абсолютной
величины. Определитель первого порядка det(aij) сохраняет знак един-
ственного элемента матрицы.
Определителем матрицы второго порядка называется число, равное
разности произведений элементов ее главной и побочной диагоналей:
1.2. Определители 13











= a11a22 − a12a21. (1.4)
Определителем матрицы третьего порядка называется число, опреде-
ляемое выражением:

















= a11a22a33 + a12a23a31 + a13a21a32−
− a13a22a31 − a12a21a33 − a11a23a32.
(1.5)










Примеры 1–3. Вычислить определители.




























= 1·0·4−2·2·2−1·3·1−1·0·2−2·3·4−1·2·1 = −37.
Для вычисления определителей порядка, большего трех, существуют об-
щие формулы, которые получаются в результате установления некоторых
закономерностей при записи выражений типа (1.5). В частности:
— количество множителей в слагаемых формул для вычисления определи-
телей равно порядку определителя;
— в каждое слагаемое входят множителями только по одному элементу из
каждой строки и из каждого столбца;
— половина слагаемых входят в формулу со знаком плюс, половина — со
знаком минус;
— если первые индексы у элементов определителя, входящих в множители,
упорядочены (123. . . ), то со знаком плюс в сумму входят произведения эле-
ментов определителя, у которых вторые индексы составляют четное коли-
чество инверсий (перестановок пары индексов) от чисел 123. . . , т.е 231. . . ,
312. . . . С минусом в сумму входят произведения элементов, вторые индек-
сы у которых составляют нечетное количество инверсий, т.е 321. . . , 213. . . ,
132. . .
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Последнее свойство будет справедливым и для случая, когда не пер-
вые, а вторые индексы элементов определителя во всех произведениях будут
представлять собой упорядоченный натуральный ряд чисел. В этом случае
по первым индексам будет определяться количество инверсий.
Учет отмеченных закономерностей позволяет записать общую формулу




a11 . . . a1n
. . . . . . . . .





(−1)i(π)a1k1a1k2 . . . a1kn . (1.6)
Здесь π — общее количество возможных перестановок (инверсий) n ин-
дексов по отношению к натуральному ряду чисел 123. . . ; i(π) — количество
инверсий пар индексов, приведшее к рассматриваемому (конкретному) про-
изведению. Для определения знака слагаемого имеет только значение ин-
декса i: четное или нечетное.
Отметим, что вычисление по формулам (1.6) при n ≥ 4 достаточно гро-
моздко, так как количество слагаемых в сумме равно n! = 1 · 2 · . . . · n. Су-
ществуют другие, более эффективные способы вычисления определителей
порядка выше трех, о которых будет сказано после рассмотрения свойств
определителей.
1.3. Свойства определителей
Рассмотрим основные свойства определителя квадратной матрицы про-
извольного порядка A = (aij).
Совокупность n элементов i-й строки определителя det A = |aij | можно
рассматривать как вектор-строку
Ai = (ai1 ai2 . . . ain),
а совокупность n элементов j-го столбца — как вектор-столбец
Bj = (a1j a2j . . . anj)
T .
При введении таких обозначений определитель










a11 . . . a1j . . . a1n

















|A1 . . . Aj . . . An|T = |B1 . . . Bj . . . Bn| .
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Перечислим основные свойства определителей. В их справедливости убе-












= a11a22 − a12a21. (1.7)
1. Определитель не изменится, если в нем строки и столбцы поменять
местами. То есть определитель матрицы A равен определителю матрицы
AT , транспонированной по отношению к исходной:
det A = det AT , или |A| = |A|T .
В случае представления матриц в виде совокупности векторов-строк
свойство представляется в виде





1 . . . A
T






Для представления матрицы в виде совокупности векторов-столбцов





1 . . . B
T








Убедимся в справедливости свойства на примере определителя второго














= a11a22 − a12a21 = ∆,
то есть равен определителю исходной матрицы.
Свойство указывает на равнозначность строк и столбцов в определи-
теле. Поэтому свойства определителей, касающиеся действий со строками,
распространяются и на их столбцы. В дальнейшем это свойство будет под-
разумеваться.
2. Если в определителе поменять местами две произвольные строки, то
знак определителя сменится на противоположный:












= a21a12 − a22a11 = −∆.
Свойство можно сформулировать в более общем виде: если в опреде-
лителе поменять местами любые пары строк нечетное число раз, то знак
определителя изменится на противоположный; четное число раз — знак не
изменится.
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3. Общий множитель всех элементов какой-либо строки можно вынести
за знак определителя:












= λa11a22 − λa12a21 = λ∆.
Из свойства следует, что при умножении определителя на число элемен-
ты только одной из его строк (любой) умножаются на это число.
Обобщением свойства является соотношение
|λ1A1 . . . λjAj . . . λnAn|T = λ1 · · · λj · · · λn |A1 . . . Aj . . . An|T .













= λa12a22 − λa22a12 = 0.
Свойство является следствием свойств 2 и 3. Оно справедливо, в част-
ности, при λ = 1 (две строки одинаковы) и при λ = 0 (имеется строка с
нулевыми элементами).
5. Если элементы какой-либо строки определителя представить в виде
суммы двух слагаемых, то определитель можно представить в виде суммы












= (a11 + b11)a22 − (a12 + b12)a21 =























6. Определитель не изменится, если к элементам какой-либо его строки
прибавить элементы другой строки, умноженные на произвольный множи-
тель.
|A1 . . . Aj . . . Ak . . . An|T = |A1 . . . Aj + λAk . . . Ak . . . An|T .
С использованием свойств 4 и 5 осуществим преобразование определи-
теля (1.7), к элементам первой строки которого прибавим соответствующие



































Второй определитель в сумме по свойству 4 равен нулю.
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7. Определитель треугольной (в частности, диагональной) матрицы ра-












= a11 · a22 − a12 · 0 = a11a22.
В частности, определитель единичной матрицы равен единице, нулевой
квадратной матрицы — нулю.
1.4. Разложение определителей
по элементам строк
Минором Mij элемента aij определителя ∆ n-го порядка называется
определитель (n− 1)-го порядка, получаемый из ∆ вычеркиванием строки
и столбца, на пересечении которых стоит элемент aij .
Алгебраическим дополнением Aij элемента aij определителя ∆ n-го по-
рядка называется произведение минора Mij этого элемента на (−1)i+j .











































Теорема 1. Определитель равен сумме произведений элементов какой-
либо из его строк на их алгебраические дополнения:
∆ = ai1Ai1 + ai2Ai2 + . . . + ainAin =
nX
j=1
aijAij (i = 1, n). (1.8)
Аналогичное утверждение справедливо для столбцов определителя:
∆ = a1jA1j + a2jA2j + . . . + anjAnj =
nX
i=1
aijAij (j = 1, n). (1.9)
Убедимся в справедливости теоремы на примере определителя

















= a11A11 + a12A12 + a13A13 =



































= a11a22a33 − a11a23a32 − a12a21a33 +
+ a12a23a31 + a13a21a32 − a13a22a31.
Выражение с точностью до порядка слагаемых совпадает с формулой
(1.5) для определителя третьего порядка.
Теорема 2. Сумма произведений элементов какой-либо строки (какого-
либо столбца) определителя на алгебраические дополнения элементов дру-
гой его строки (другого столбца) равна нулю.
Выражение, получаемое в результате такого разложения, равно опре-
делителю с двумя равными строками (столбцами). Читателю предлагается
убедиться в этом на примере определителя третьего порядка.
По свойству 4, приведенному в § 1.3, такой определитель равен нулю.






ajiAjk = δik∆ =

∆ при i = k;
0 при i 6= k. (1.10)
Здесь δij — символ Кронекера (1.2).
Следствие. Если в определителе имеется строка только с одним нену-
левым элементом, то определитель равен произведению этого элемента на
его алгебраическое дополнение.
Утверждение следствия очевидно: в разложении такого определителя
по элементам упомянутой строки все слагаемые разложения, кроме одного,
обратятся в нуль, так как алгебраические дополнения нулевых элементов
умножаются на нули.
Рассмотренные в § 1.3 свойства определителей и сформулированные тео-
ремы позволяют понизить порядок n ≥ 4 определителей до третьего и вто-
рого и затем по приведенным в § 1.2 формулам найти их значения.
Пример 2. Вычислить определитель ∆.
П о я с н е н и е. С правой стороны определителей напротив некоторых
строк поставлены добавляемые к ним произведения чисел на номера (N)
строк. Снизу — соответствующие произведения для столбцов.










1 3 4 0
2 3 1 2
1 1 2 −1


















1 0 0 0
2 −3 −7 2
1 −2 −2 −1
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= 5(−4)(−1)2+1 det(−1) = −20.
В этом примере определитель четвертого порядка последовательными
преобразованиями и разложениями по элементам строк приведен к опреде-
лителю первого порядка, хотя преобразования можно было закончить после
получения определителей третьего или второго порядков, правила вычис-
ления которых приведены в § 1.2.
1.5. Линейные операции над матрицами
Матрицы A = (aij) и B = (bij) одной размерности m × n считаются





⇐⇒ aij = bij .
Рассмотрим линейные операции над матрицами и перечислим их основ-
ные свойства.
Линейными операциями над математическими объектами называют две
операции: сложение объектов и умножение их на число.
Суммой двух матриц A и B одной размерности m×n называется матри-
ца C размерности m× n, элементы которой равны сумме соответствующих







⇐⇒ cij = aij + bij .
Для суммы матриц справедливы следующие свойства.
Коммутативность (перестановочность):
A + B = B + A.
Ассоциативность (сочетательность):
A + (B + C) = (A + B) + C.
Справедливость указанных свойств для матриц следует из справедли-
вости этих свойств для чисел — элементов матриц:
aij + bij = bij + aij , aij + (bij + cij) = (aij + bij) + cij .
Произведением матрицы A размера m × n на число λ ∈ ℜ называется
матрица B размера m×n, элементы которой равны произведению соответ-





⇐⇒ bij = λaij .
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Следует обратить внимание на принципиальное отличие произведения
числа на матрицу от произведения числа на определитель. В первом случае
все элементы матрицы умножаются на число; во втором — элементы лишь
одной из строк (одного из столбцов) (свойство 3 § 1.3). По отношению к рас-
смотренному произведению и сумме матриц A и B (λ, µ ∈ ℜ) справедливы
свойства дистрибутивности (распределительности):
λ(A + B) = λA + λB,
(λ + µ)A = λA + µA;
коммутативности и ассоциативности:
λA = Aλ;
(λµ)A = λ(µA) = λ(Aµ).
1.6. Произведение матриц
Произведением матрицы A размера m × k на матрицу B размера k × n
называется матрица C размера m×n. Элементы cij , стоящие на пересечении
i-й строки и j-го столбца матрицы C, равны сумме произведений элементов











Из определения вытекает, что произведение возможно только в случае,
если число столбцов матрицы, стоящей в произведении первой (слева), рав-
но числу строк второй матрицы. Число строк матрицы произведения равно
числу строк первой из стоящих в произведении матриц, а число столбцов
— числу столбцов второй из них.
















2 · 4 + 0 · 3 + (−1) · 0










Произведение матриц обладает следующими свойствами.
1. Некоммутативность:
A ·B 6= B ·A.
Справедливость свойства следует хотя бы из того, что в выражении
(1.11) в общем случае m 6= n и тогда при перестановке матриц в произве-
дении они станут несовместимыми для произведения. Даже в случае, если
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m = n, коммутативность произведения, как правило, не имеет места. Про-

































(−2) · (−2) + 1 · 1
´
= (5).
Сравнение двух последних результатов говорит о том, что произведения
одних и тех же, но расположенных в обратном порядке матриц не совпада-
ют. Они отличаются в том числе размерами результирующих матриц.
Если произведение матриц не изменяется при их перестановке, то матри-
цы называются коммутирующими, или перестановочными по отношению
к произведению. В частности, как нетрудно проверить, единичная матри-
ца является коммутирующей по отношению к любой квадратной матрице,
имеющей одинаковый с единичной матрицей порядок:
I ·A = A · I = A. (1.12)
2. Ассоциативность:
A · (B · C) = (A ·B) · C.
3. Дистрибутивность:
A · (B + C) = A ·B + A · C.
4. Определитель произведения квадратных матриц равен произведению
определителей этих матриц:
det (A ·B) = det A · det B.
Свойство легко проверяется, в частности, на примере произведения квад-
ратных матриц второго порядка.
Пример 3. Записать в координатной форме (в виде соотношений между








a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .




































Используя свойства произведений матриц и определение равных мат-






a11x1 + a12x2 + . . . + a1nxn = b1,
a21x1 + a22x2 + . . . + a2nxn = b2,
. . . . . . . . . . . . . . .
am1x1 + am2x2 + . . . + amnxn = bm.
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Таким образом, заданное в условии задачи матричное уравнение равно-
сильно системе линейных алгебраических уравнений.








некоторого предприятия. Строки относятся к видам сырья (их два), иду-
щего на производство трех видов продукции (столбцы матрицы). Напри-
мер, a13 = 5 показывает, что на выпуск единицы продукции третьего вида
предприятие затрачивает 5 единиц сырья первого вида. Стоимость единиц
видов сырья задается матрицей-столбцом P = (120; 300)
T
. План предпри-
ятия предусматривает выпуск трех видов продукции в количествах, харак-
теризуемых матрицей Q = (50; 80; 30)
T
. Требуется определить суммарную
стоимость сырья, необходимого для производства всей запланированной к
выпуску продукции.
Р е ш е н и е. Количество K двух видов сырья, необходимого для выпуска
запланированной продукции, можно определить как произведение матрицы
A слева на матрицу Q:














4·50 + 1·80 + 5·30








Стоимость C сырья, требуемого для выпуска продукции, определим как










Два осуществленных выше действия произведения матриц можно было









что приводит к полученному выше результату.
Произведение двух одинаковых квадратных матриц называется квадра-
том матрицы. Произведение квадрата матрицы на ту же матрицу при-
водит к кубу матрицы и т.д. Матрица степени nобразуется из матрицы
степени (n−1) умножением ее на ту же матрицу в первой степени. То есть
A2 = A ·A; A3 = A2 ·A; . . . An = An−1 ·A.
Можно показать, что произведение одинаковых матриц разных степеней
коммутативно, т.е.
AmAn = AnAm = Am+n.
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При транспонировании произведения матриц каждая из них транспони-
руется, а порядок матриц в произведении меняется:
(AB)T = BT AT , (A1A2 . . . An)






Обратной матрицей по отношению к квадратной матрице A порядка n
называется квадратная матрица A−1 порядка n, удовлетворяющая условию:
AA−1 = A−1A = I, (1.13)
где I — единичная матрица порядка n.
Неособенная матрица, или невырожденная матрица, — это матрица,
определитель которой не равен нулю. Неособенная матрица может быть
только квадратной.
Теорема. Для каждой неособенной матрицы существует, и при том
единственная, обратная матрица.
Докажем справедливость теоремы.










a11 a12 . . . a1j . . . a1n
a21 a22 . . . a2j . . . a2n
. . . . . . . . . . . . . . . . . .
ai1 ai2 . . . aij . . . ain
. . . . . . . . . . . . . . . . . .









; ∆ = |A| 6= 0. (1.14)
Присоединенной (союзной) матрицей Ac называется транспонирован-











A11 A21 . . . Ai1 . . . An1
A12 A22 . . . Ai2 . . . An2
. . . . . . . . . . . . . . . . . .
A1j A2j . . . Aij . . . Anj
. . . . . . . . . . . . . . . . . .










Следует обратить внимание на то, что у элементов матрицы Ac первый
индекс определяет, как и положено для транспонированной матрицы, номер
столбца, а второй — номер строки исходной матрицы (1.14).
Рассмотрим и преобразуем произведение AcA. При преобразовании вос-
пользуемся равенством (1.10) и правилом произведения матрицы на число-
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A11 A21 . . . An1
A12 A22 . . . An2
. . . . . . . . . . . .









a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .

































































∆ 0 . . . 0
0 ∆ . . . 0
. . . . . . . . . . . .










1 0 . . . 0
0 1 . . . 0
. . . . . . . . . . . .






Приравняем левую и правую части записанных равенств и поделим по-










Эту же формулу можно получить, рассматривая произведение AAc. То
есть матрицы A и Ac коммутативны по отношению к произведению, как
коммутативны матрицы A и A−1.
Последовательность вычисления обратной матрицы вытекает из описан-
ной выше последовательности получения формулы (1.16).
Доказательство единственности обратной матрицы следует из совпаде-
ния результатов следующих двух путей преобразований.
Предположим противное, т.е. что матрица A имеет две обратные мат-
рицы A−11 и A
−1
2 . Тогда с учетом свойства ассоциативности произведения







2 ) = A
−1










=⇒ A−11 = A−12 .
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Результат противоречит исходному предположению о существовании двух
обратных матриц.








Р е ш е н и е. По формуле (1.5) найдем определитель матрицы A:
∆ = (−1) · (−2) · (−1)+2 · (−3) · 1+0 · 3 · 0−
−0 · (−2) · 1−2 · 3 · (−1)−(−1) · (−3) · 0 = −2 6= 0.




























































































































В правильности определения обратной матрицы можно убедиться, умно-
жая ее справа или слева на исходную матрицу. Это произведение, как нетруд-
но убедиться, равно единичной матрице третьего порядка.
Для обратной матрицы справедливы соотношения:
(A−1)−1 = A; (A−1)T = (AT )−1.
Матрицы, удовлетворяющие условию
ST = S−1,
называются ортогональными . Эти матрицы, в частности, используются
при преобразовании поворота систем координат.
1.8. Нормы матриц
Неравенства
A ≤ B или A ≥ B (1.17)
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между матрицами одинакового размера m × n говорят о том, что между
всеми соответствующими элементами этих матриц должны существовать
неравенства
aij ≤ bij или aij ≥ bij (i = 1, m, j = 1, n). (1.18)
В этом случае можно утверждать, что матрица A меньше или больше
матрицы B. Если неравенства (1.18) не выполняются для всех элементов
матриц, то сравнение матриц по этому признаку невозможно.
Прежде чем рассматривать нормы матриц, введем новое понятие.
Обозначим
|A| = (|aij |) (1.19)
матрицу, состоящую из абсолютных величин элементов матрицы A.
Если A и B — матрицы, для которых имеют смысл операции сложе-
ния A + B и умножения AB, то для абсолютных величин таких матриц
справедливы соотношения (Θ – нулевая матрица, λ – число):
1. |A| ≥ Θ; 2. |λA| = |λ||A|;
3. |A + B| ≤ |A|+ |B|; 4. |AB| ≤ |A||B|. (1.20)
Под нормой матрицы A = (aij) будем понимать число ||A|| (не путать с
модулем определителя матрицы A) удовлетворяющее условиям (аксиомам),
повторяющим соотношения (1.20):
1. ||A|| ≥ 0; 2. ||λ ·A|| = |λ| · ||A||;
3. ||A + B|| ≤ ||A||+ ||B||; 4. ||A ·B|| ≤ ||A|| · ||B||. (1.21)
Равенство в первом соотношении возможно только если A = Θ.
Выполнение аксиом (1.21) не гарантирует единственности определения
нормы матрицы. Для оценки матриц существуют различные нормы. При-
ведем некоторые из них.





По этой норме, называемой m-нормой, выбирается максимальная из
сумм абсолютных значений элементов строк (векторов-строк) матрицы.





По этой норме, называемой n-нормой, выбирается максимальная из сумм











Формулой определяется k-нормa — квадратичная норма.
Отметим, что перечисленные нормы в равной степени можно считать
нормами векторов, являющихся по существу частными случаями матриц.
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2 3 −4 −3
4 −2 −1 1
−2 1 5 8
1
A .
Р е ш е н и е.
||A||m = max{2+3+ |−4|+ |−3|, 4+ |−2|+ |−1|+1, |−2|+1+5+8} =
max{12, 8, 16} = 16;
||A||n = max{2 + 4 + | − 2|, 3 + | − 2|+ 1, | − 4|+ | − 1|+ 5, | − 3|+ 1 + 8} =
max{8, 6, 10, 12} = 12;
||A||k =
p
22+32+(−4)2+(−3)2+ . . . +(−2)2+12+52+82 =
√
154 ≈ 12,4.
Неудобство перечисленных норм матриц состоит в том, что при увели-
чении порядка матриц их значения возрастают. На практике чаще исполь-
зуются осредненные нормы. Для их получения нормы пунктов 1–3 делят на












Применение осредненных показателей норм для матрицы, рассматрива-
емой в примере, дают следующие значения:
||A||m = 1
4
||A||m = 4; ||A||n = 1
3
||A||n = 4; ||A||k = 1√
12
||A||k ≈ 3, 6.
1.9. Элементарные преобразования матриц
К элементарным преобразованиям над матрицами относят:
— изменение порядка следования строк (столбцов) матрицы;
— умножение строк (столбцов) на отличные от нуля множители;
— добавление к элементам строк (столбцов) соответствующих элементов
других строк (столбцов), умноженных на произвольные числа;
— удаление из матрицы строк (столбцов), пропорциональных другим
строкам (столбцам). В частности строки (столбцы), состоящие только из
нулевых элементов, пропорциональны любым другим строкам (столбцам);
— транспонирование матриц.
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Путем элементарных преобразований любую матрицу можно привести
к единичной матрице. Определитель такой матрицы равен единице, т.е от-
личен от нуля.
Покажем, что элементарные преобразования матрицы соответствуют
произведению этой матрицы слева или справа на некоторую другую матри-
цу.
1. Для того чтобы в прямоугольной матрице A размера m × n поме-
нять местами («рокировать») строки i и k достаточно A умножить слева на
единичную матрицу m-го порядка, у которой поменять местами строки i и
k.
Например, чтобы у матрицы 3 × 4 поменять местами строки 1 и 3 до-










a11 a12 a13 a14
a21 a22 a23 a24





a31 a32 a33 a34
a21 a22 a23 a24
a11 a12 a13 a14
1
A .
Для «рокировки» столбцов достаточно описанные действия осущест-
вить, умножая матрицу справа на преобразованную соответствующим об-
разом по столбцам единичную матрицу n-го порядка.
2. Для умножения i-й строки (j-го столбца) матрицы A на число λ до-
статочно умножить A слева (справа) на единичную матрицу, у которой на
месте i-го (j-го) диагонального элемента стоит λ. Например,
0
@
a11 a12 a13 a14
a21 a22 a23 a24







1 0 0 0
0 1 0 0
0 0 λ 0








a11 a12 λa13 a14
a21 a22 λa23 a24
a31 a32 λa33 a34
1
A .
3. Операция прибавления умноженных на число элементов одной строки
(столбца) к элементам другой строки (столбца) осуществляется для того,
чтобы получить нули на месте некоторых элементов. В качестве примера
рассмотрим матрицу A = (aij) порядка (3× 4) примера пункта 2, на месте
элементов ai2 (i 6= 2) второго столбца которой требуется получить нули с
помощью элемента a22.











a11 a12 a13 a14
a21 a22 a23 a24





ã11 0 ã13 ã14
a21 a22 a23 a24
ã31 0 ã33 ã34
1
A .
Здесь ãij = aij − µi2a2j (i = 1, 3; j = 1, 4).
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1.10. Ранг матрицы
Рассмотрим прямоугольную ненулевую матрицу A размера m× n (1.1).
Введем определения.
Минором k-го порядка матрицы A называется определитель, состоящий
из элементов матрицы, стоящих на пересечении k любых его строк с k лю-
быми его столбцами.
Минор матрицы, состоящий из элементов ее k первых строк и k первых
столбцов, называется k-м главным минором матрицы.
Рангом матрицы называется наибольший порядок k отличного от нуля
минора матрицы.
Порядок единичной матрицы будет, очевидно, равен рангу этой матри-
цы.
Можно утверждать, что к элементарным преобразованиям рассмотрен-
ным в предыдущем параграфе, относят преобразования матриц, не изменя-
ющие их ранг.
Теорема 1. Любую ненулевую матрицу можно с помощью элемен-
тарных преобразований привести к единичной матрице, порядок которой
будет равен рангу исходной матрицы.
Понятно, что ранг нулевой матрицы равен нулю.
Проведение преобразований, соответствующих условию теоремы, можно
осуществить следующим образом.
Переставим строки и столбцы исходной матрицы (это не изменит ее
ранг) таким образом, чтобы на месте элемента a11 оказался ненулевой эле-
мент. Поделим элементы первой строки матрицы на a11. Умножая первую
строку полученной матрицы на значение элемента матрицы, стоящего на
месте a21, вычтем все ее полученные элементы из соответствующих элемен-
тов второй строки. В результате на месте элемента a21 появится нуль. Опи-
санным способом можно получить нули во всех элементах первого столбца,
кроме первого.
Аналогично образуем нули во всех, кроме первого, элементах первой
строки.
Оставляя далее «в покое» элементы первой строки и первого столбца,
описанную операцию проделаем с элементом a22, получив на его месте еди-
ницу и обращая в нуль остальные элементы второго столбца и второй стро-
ки. Затем переходим к третьим столбцу и строке и т.д.
Если при преобразовании матрицы образуются нулевые строки или столб-
цы, их вычеркиваем. В итоге придем к единичной матрице, порядок которой
определит ранг исходной матрицы.
Конечно, порядок преобразования матрицы к единичной может быть
произвольным.
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3 4 3 −1
2 3 5 −3
5 6 −1 3
1
A .





1 1 −2 2
2 3 5 −3
5 6 −1 3
1
A .
Умножим первую строку на −2 и прибавим полученные значения ее эле-
ментов ко второй строке. Затем умножим первую строку на −5 и прибавим




1 1 −2 2
0 1 9 −7
0 1 9 −7
1
A .
Вычтем элементы первого столбца из соответствующих элементов вто-
рого, затем эти же элементы, умноженные на −2, из элементов третьего и,




1 0 0 0
0 1 9 −7
0 1 9 −7
1
A .
Вычтем элементы второго столбца, умноженные на 9, из соответствую-
щих элементов третьего столбца и элементы этого же столбца, умноженные




1 0 0 0
0 1 0 0
0 1 0 0
1
A .
Два последних столбца полученной матрицы состоят только из нулевых
элементов. Эти столбцы вычеркиваем.
Вычитая элементы второй строки из элементов третьей строки и вычер-
кивая из полученной матрицы последнюю строку как состоящую только из







Полученная единичная матрица имеет второй порядок. Это максималь-
ный порядок матрицы, порожденной исходной матрицей, с определителем,
отличным от нуля. Следовательно,
rang A = rang A5 = 2.
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Отметим еще раз, что порядок проведения элементарных преобразова-
ний над матрицами для определения их ранга не имеет значения. Удобно
начинать преобразование с тех строк (столбцов), которые уже содержат
единичные и максимальное количество нулевых элементов.
1.11. Резюме
Матрицы имеют большое значение в математическом моделировании и
решении технических и экономических задач. В частности, к матричной
записи можно свести любую систему уравнений и неравенств, а затем ис-
пользовать для ее решения подходящие методы.
Матрицу A = (aij) характеризуют ее элементы aij . При принятых обо-
значениях первый индекс (i) указывает номер строки, второй (j) — номер
столбца, на пересечении которых стоит элемент в матрице.
Одной из числовых характеристик квадратной матрицы является опре-
делитель.
Линейные операции над матрицами (сложение и умножение на число)
обладают теми же свойствами, что и линейные операции над числами: ком-
мутативность, ассоциативность и дистрибутивность. Что касается произве-
дения матрицы A размера m× p на матрицу B размера p×n, то оно может
иметь место только для совместных матриц (количество столбцов первой
матрицы равно числу p строк второй матрицы) и определяется равенством







Умножение матриц некоммутативно: AB 6= BA.
Операции деления в матрицах не существует. Ее заменяет операция на-
хождения обратной матрицы, справедливая только для квадратных неосо-
бенных матриц. Обратной A−1 по отношению A матрицей называется мат-
рица, удовлетворяющая равенству (I — единичная матрица):
AA−1 = A−1A = I.
Обратная матрица определяется по формуле (∆ — определитель матри-






Важной характеристикой матрицы является ее ранг – наибольший поря-
док определителя, порожденного матрицей и отличного от нуля. От ранга
матрицы коэффициентов зависит существование и единственность решения
систем алгебраических уравнений (теорема Кронекера–Капелли, рассмот-
ренная в следующей главе).
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В главе рассмотрены основы матричной алгебры. Более глубокое и рас-
ширенное изложение этих разделов математики можно найти в [4, 5] и в
главе 5.
1.12. Вопросы
1. Что такое матрица? Как определяется ее размер?
2. В элементе aij матрицы что определяют индексы?
3. Какая матрица называется прямоугольной? квадратной? нулевой? еди-
ничной? треугольной? диагональной?
4. Что такое матрица-строка? матрица-столбец?
5. Какие элементы образуют главную диагональ матрицы?
6. Что такое транспонированная матрица? симметричная матрица?
7. Что собой представляет определитель матрицы? Запишите формулы
для вычисления определителей первого и второго порядков.
8. Перечислите основные свойства определителей.
9. Что такое алгебраическое дополнение элемента определителя? За-
пишите формулы разложения определителя по элементам строки и
столбца.
10. Какие операции над математическими объектами называются линей-
ными? Перечислите основные свойства линейных операций над мат-
рицами.
11. Что называется произведением матриц? Запишите формулу для опре-
деления элементов матрицы произведения. Сформулируйте основные
свойства произведений матриц.
12. Как представить систему уравнений в матричном виде?
13. Воспроизведите правило транспонирования произведения матриц.
14. Как возвести матрицу в степень?
15. Что такое обратная матрица? Опишите последовательность вычисле-
ния обратной матрицы.
16. Можно ли менять местами операции определения обратной матрицы
и транспонирования?
17. Какие преобразования называются элементарными по отношению к
матрицам?




1. Перечислите характеристики определителя ∆ = det(aij) и его элемен-
тов.
1. ∆ — число; 2. aij = 1 при i = j; 3. i 6= j;
4. i — количество строк; 5. (aij) — квадратная матрица.
2. Перечислите свойства, характеризующие определитель.
1. Постоянный множитель всех элементов можно вынести за знак
определителя.
2. Строки и столбцы равноценны.
3. Определитель не изменится, если элементы любой его строки
умножить на числовой множитель.
4. Определитель треугольной матрицы равен произведению эле-
ментов его главной диагонали.
5. Среди пунктов 1–4 нет требуемых.
3. Какие утверждения справедливы для
nX
k=1
aikAjk (Aij — алгебраиче-
ское дополнение элемента aij определителя; i, j = 1, n)?
1. Правило вычисления определителя путем его разложения по эле-
ментам k-го столбца при i = j.
2. Правило вычисления определителя путем его разложения по эле-
ментам i-й строки при i = j.
3. Нуль при i 6= j.
4. Правило вычисления обратной матрицы.
5. aij — элементы квадратной матрицы, стоящие на пересечении
i-й строки и j-го столбца.
4. Перечислите свойства, справедливые для определителя det(aij) = |aij |
(Aij — алгебраические дополнения элемента aij определителя; i, j =
1, n).







aikAkj = δij ; 4. det (aij) = 0, если aij = 0 при i = j;
5. det (−aij) = −det (aij), если n нечетно.
5. Перечислите соотношения, справедливые для обратной матрицы A−1
(Ac — союзная матрица; Aij — алгебраическое дополнение элемента
aij матрицы A; ∆ = det A).
1. Ac = (Aji); 2. A
−1 = Aij/∆; 3. A
−1A 6= AA−1;
4. (A−1)T = (AT )−1; 5. ∆ 6= 0, если A — квадратная матрица.
6. Перечислите элементарные преобразования над определителями, не
изменяющие их значения.
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1. Умножение элементов любой строки на число, не равное нулю.
2. Прибавление к элементам столбцов соответствующих элементов
других столбцов.
3. Перестановка любых строк (столбцов).
4. Вычеркивание столбцов, состоящих только из нулевых элемен-
тов.
5. Вычеркивание строки и столбца, на пересечении которых стоит
нулевой элемент.
7. Перечислите свойства операций, присущих матрицам (A, B, C — мат-
рицы одинаковых размерностей; λ — число).
1. B+A 6= A+B; 2. λ(AB) = (λA)B; 3. A(BC) = (AB)C;
4. λ(A + B) = λA + B = A + λB; 5. A+(B+C) = (A+B)+C.
8. Перечислите соотношения, справедливые для произведений квадрат-
ных матриц порядка n.
1. AB = BA; 2. A(BC) = (AB)C; 3. A2 = (a2ij);




9. Перечислите номера пунктов, правильно описывающих элементарные
преобразования над матрицами.
1. Удаление строки, пропорциональной другим строкам;
2. Умножение элементов строки на соответствующие элементы дру-
гих строк;
3. Умножение любого элемента матрицы на ненулевой множитель;
4. Изменение порядка следования строк;
5. Удаление строк и столбцов, не входящих в главный минор.
10. Перечислите номера пунктов, в которых дано определение ранга
матриц A размера m× n.
1. min{m, n}; 2. max{m, n}; 3. Минор порядка k = m;
4. Значение минора максимального порядка, отличного от нуля;
5. В пунктах 1–4 нет правильного определения.
11. Поставьте в соответствие номера ответов (правая колонка) в поряд-
ке следования номеров вопросов (левая колонка), касающихся определения
норм матрицы A = (aij). В местах отсутствия правильных ответов поставь-
те 5.
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1. Что собой представляет определитель матрицы?
2. Запишите формулы для вычисления определителей первого и второго
порядков.
3. Сформулируйте правило треугольников вычисления определителя тре-
тьего порядка и запишите соответствующую правилу формулу.
4. Перечислите основные свойства определителей.
5. Что такое алгебраическое дополнение элемента определителя? Запи-
шите формулы разложения определителя по элементам строк и столб-
цов.
6. Чему равна сумма произведений элементов i-й строки (столбца) опре-
делителя на алгебраические дополнения другой его строки (столбца)?
Задачи
В задачах 1–4 вычислить определители, используя определение.




































cos α sin α





= cos2 α + sin2 α = 1.
Матрица, порождающая этот определитель, является матрицей преоб-
разования поворота на угол α декартовой ортогональной системы коорди-
нат.




































Равенство определителя нулю следует из свойства: определитель, эле-
менты строк (столбцов) которого пропорциональны, равен нулю. Коэффи-
циент пропорциональности первой и третьей строк полученного определи-
теля равен единице.


















Р е ш е н и е. При x = z первая и третья строки определителя становятся
равными и определитель обратится в нуль. Кроме того, рассматриваемый
определитель будет равен нулю, если одна из переменных равна нулю.
В задачах 7–10 вычислить определители, образовав предварительно ну-



































Разложим определитель по элементам третьего столбца:






















2 −1 4 1
0 −3 5 0
−1 5 2 2




















3 −3 3 0
0 −3 5 0
1 1 0 0
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Разложим определитель по элементам четвертого столбца и вынесем из
первой строки общий множитель 3:




























































3 1 −1 2
1 2 0 3
−3 0 5 1



















2 −1 −1 −1
1 2 0 3
−3 0 5 1










Равенство нулю определителя следует из пропорциональности элемен-

























b b(b− a) b2(b− a)









Разложим определитель по элементам первой строки. При этом из вто-
рой строки вынесем общий множитель b − a, а из третьей строки c − a. В
результате придем к определителю второго порядка:











= abc(a− b)(b− c)(c− a).
Определители различного порядка, подобные ∆, называются определи-
телями Вандермонда. Они используются при аппроксимации функций.
Задачи для самостоятельного решения
Вычислить определители, используя их определение и свойства.
















x + y 2x













































cos α sin α 0
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Вычислить определители, образовав предварительно нули в элементах










−2 3 0 −2
−1 1 3 2
4 −2 1 0


















4 1 3 2
1 2 3 2
0 4 −2 1



















3 −2 1 −2
−1 2 0 3
0 −4 1 2


















a a2 a3 a4
b b2 b3 b4
c c2 c3 c4














1. Какой математический объект называют матрицей? Как определяет-
ся размер матрицы?
2. Что обозначает первый индекс в обозначении aij элемента матрицы?
3. Какая матрица называется прямоугольной? квадратной? нулевой?
единичной? треугольной? диагональной? матрицей-строкой? матри-
цей-столбцом?
4. Что такое транспонированная матрица? симметричная матрица?
5. Какие операции над матрицами называются линейными? Перечисли-
те основные свойства линейных операций над матрицами.
6. Что называется произведением матриц? Запишите формулу для опре-
деления элементов матрицы произведения?
7. Сформулируйте основные свойства произведений матриц. Как возве-
сти матрицу в степень?
8. Что такое обратная матрица? Опишите последовательность вычисле-
ния обратной матрицы.
9. Что представляет собой невырожденная матрица? Почему требование
невырожденности важно для вычисления обратной матрицы?
10. Можно ли менять местами операции определения обратной матрицы
и транспонирование?
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Задачи











Р е ш е н и е. Вспоминаем, что при произведении матрицы на число каж-
дый элемент матрицы умножается на это число (в отличие от определителя,
где на число умножаются элементы одной из строк или одного из столбцов).
При суммировании матриц (одинакового размера) складываются соответ-














































































































A матриц, образованных вектором-
столбцом A = (2;−1; 0)T .










































A = (2·2 + (−1)·(−1) + 0·0) = (5).
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Получены матрицы размера 3 × 3 и 1 × 1. Матрицы отличаются, в том
числе и размером.





убедиться в справедливости соот-
ношений A = IA и A = AI, где I — единичные матрицы: в первом случае
размера 2× 2, во втором — 3× 3.

































































































= 1 6= 0 (!).
Отличие определителя от нуля говорит о невырожденности матрицы.
Следовательно, матрица, обратная по отношению к A, существует. Для














































































































Из алгебраических дополнений формируем союзную матрицу — это
транспонированная матрица алгебраических дополнений — и, поделив ее на
∆
A
= 1, получаем обратную матрицу:









Обратная матрица найдена правильно, если ее произведение справа или































A = I (!).










Р е ш е н и е. Матрица не имеет обратной, если она вырожденная, т.е. если



















= 2(3λ2 + λ− 4) = 0.
Решая квадратное уравнение, находим два искомых значения λ: λ1 = 1,
λ2 = −4/3.
7. Для производства продукции трех видов предприятие использует сы-




1 3 5 2
2 4 2 3
Стоимость единиц сырья задана матрицей C = (5, 10)T .
Требуется определить затраты на производство продукции трех видов
в количествах, определяемых матрицей B = (100, 50, 100)T .






42 Тема 1.2 Матрицы
матрица затрат сырья на производство единиц продукции предприятия. То-






















Для определения общих затрат S на производство продукции, количе-
ство которой задано матрицей B, найдем произведение матриц








Отметим, что свойства ассоциативности и транспонирования произве-
дения матриц позволяют вычислить величину затрат при других последо-
вательностях математических действий:
S = (BT AT )C = CT (AB) = (CT A)B.





5 1 −2 4 −1
3 0 2 −3 4
−1 −2 4 0 5






Р е ш е н и е. Для определения ранга матрицы выделим в ней единичную
подматрицу, используя элементарные преобразования. На первом шаге при-






5 1 −2 4 −1
3 0 2 −3 4
−1 −2 4 0 5











5 1 −2 4 −1
3 0 2 −3 4
9 0 0 8 3






В полученной матрице второй столбец содержит только нули и одну
единицу в первой строке. Этот столбец используем для получения нулей во
всех элементах первой строки, кроме второго. Для этого достаточно умно-
жить элементы второго столбца на −5 и прибавить их к соответствующим
элементам первого столбца, затем умножить на +2 и прибавить к элемен-
там третьего столбца и т.д. В результате все элементы первой строки, кроме
второго, обратятся в нули, а остальные элементы матрицы не изменятся.






0 1 0 0 0
3 0 2 −3 4
9 0 0 8 3











0 1 0 0 0
3 0 2 −3 4
9 0 0 8 3






Тема 1.2 Матрицы 43
Элементы последних двух строк матрицы совпадают. Одну из этих строк
можно сделать нулевой, вычитая из ее элементов элементы равной ей стро-
ки. После этого нулевую строку вычеркиваем. Поделим элементы третье-
го столбца на 2 и с помощью полученной единственной в третьем столбце
единицы (остальные элементы третьего столбца нулевые) образуем нули в
первом, втором, четвертом и пятом элементах второй строки:
0
@
0 1 0 0 0
0 0 1 0 0
9 0 0 8 3
1
A .
Поделив элементы первого столбца на девять (можно четвертый столбец
поделить на 8 или пятый на 3), образуем с помощью полученной единицы




0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
1
A .
Вычеркнем нулевые четвертый и пятый столбцы матрицы и переставим
оставшиеся столбцы: третий на место второго, второй на место первого и









Таким образом, ранг исходной матрицы равен трем: rang A = 3.
Задачи для самостоятельного решения




































44 Тема 1.2 Матрицы
доказать справедливость соотношений:
4. det(AB) = detA det B = det(BA), 5. (AB)T = BT AT 6= AT BT .








6. A2; 7. A−1;
убедиться в справедливости соотношений:
8. AA−1 = A−1A = I; 9. (A−1)T = (AT )−1.





1 −1 2 3
3 2 −1 −2
4 1 1 1









2.1. Матричный метод решения
систем уравнений
Рассмотрим частный случай систем линейных алгебраических уравне-






a11x1 + a12x2 + . . . + a1nxn = b1,
a21x1 + a22x2 + . . . + a2nxn = b2,
. . . . . . . . . . . . . . .
an1x1 + an2x2 + . . . + annxn = bn.
(2.1)
Ссылаясь на соотношения примера 3 § 1.6, запишем уравнения (2.1) в
матричном виде:









a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .




































Считая матрицу A невырожденной, умножим обе части матричного урав-
нения (2.2) слева на матрицу A−1:
A−1AX = A−1B.
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X = IX = X, запишем
решение матричного уравнения (2.2) в виде
X = A−1B (6= BA−1). (2.4)
Описанный метод решения систем линейных уравнений называется мат-
ричным методом, или методом обратной матрицы. Использование его
возможно только в случае, если матрица A неособенная (невырожденная).




3x1 + x2 − x3 = 2,
x1 − x2 + x3 = 2,
x1 + 2x2 + 2x3 = 7.




































































= −16 6= 0.
Так как матрица A невырожденная (определитель не равен нулю), об-
ратная по отношению к ней матрица существует и единственная § 1.7.
Найдем все алгебраические дополнения матрицы A:
A11 = −4; A21 = −4; A31 = 0;
A12 = −1; A22 = 7; A32 = −4;
A13 = 3; A23 = −5; A33 = −4
и сформируем обратную матрицу (1.16):

























































2.1. Матричный метод решения систем уравнений 47
Рассмотрим еще один метод решения систем линейных алгебраических
уравнений, вытекающий из матричного метода.






















A11 A21 . . . An1
A12 A22 . . . An2
. . . . . . . . . . . .









































Akibk (i = 1, n).
Из последнего соотношения следует, что ∆i — это определитель, обра-





(i = 1, n). (2.5)
Решения (2.5) уравнений (2.1) называются формулами Крамера, а метод
решения — методом Крамера или методом определителей.
Пример 2. Методом Крамера найти решение системы уравнений при-
мера 1.



















































Подставим найденные значения в формулы Крамера (2.5) (значение ∆ =

















Значения искомых переменных, как и следовало ожидать, совпадают с
решением систем уравнений, полученным в примере 1 матричным методом.
Как и при использовании матричного метода, формулы Крамера при-
менимы только в случае, когда ∆ 6= 0.
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2.2. Метод Гаусса–Жордана решения
систем уравнений
В предыдущем параграфе рассматривалась система n линейных урав-
нений, содержащая n неизвестных. Для получения решения таких систем
в случае их невырожденности (определитель матрицы коэффициентов не
равен нулю) предлагалось использовать матричный метод, или метод Кра-
мера.
К системам линейных алгебраических уравнений сводятся математи-
ческие модели многих реальных задач. В этих моделях далеко не всегда
количество неизвестных равно количеству уравнений.







a11x1 + a12x2 + . . . + a1nxn = b1,
a21x1 + a22x2 + . . . + a2nxn = b2,
. . . . . . . . . . . . . . .
am1x1 + am2x2 + . . . + amnxn = bm.
(2.6)
Коэффициенты aij (i=1, m; j=1, n) образуют матрицу A размера m×n
коэффициентов системы уравнений; правая часть уравнений — величины
bi — матрицу-столбец B свободных членов размера m × 1; неизвестные xj








a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .













































Если матрица B = Θ (все элементы правой части нулевые), то уравнения
называются однородными.
Неотрицательные решения xj , удовлетворяющие системе уравнений (2.6),
называют допустимыми. Отрицательные решения системы называют недо-
пустимыми. Последние термины пришли из экономики и связаны с тем,
что, например, отрицательная прибыль считается недопустимой при пла-
нировании работы предприятия.
Из школьного курса алгебры известно, что решение системы уравнений
не изменится, если: к любому ее уравнению прибавить другое уравнение,
умноженное на любое число; какие-либо уравнения в системе поменять ме-
стами; умножить любое уравнение на отличный от нуля множитель; исклю-
чить из системы уравнений тождества.
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Перечисленные действия над уравнениями системы перекликаются с
элементарными преобразованиями над матрицами (§ 1.9).
Отметим, что решение системы полностью определяется ее коэффициен-
тами и свободными членами и не зависит от того, каким образом обозначить
неизвестные. Поэтому вместо системы (2.6) можно рассмотреть расширен-
ную матрицу P. Предположим первоначально, что количество уравнений








a11 a12 . . . a1n b1
a21 a22 . . . a2n b2
. . . . . . . . . . . . . . .






x1 x2 . . . xn св
Под столбцами матрицы проставлены соответствующие им переменные
из системы уравнений. Последняя позиция в поясняющей строке («св») от-
носится к свободным членам системы.
Преобразования расширенной матрицы будем осуществлять, следуя опи-
санным допустимым действиям над уравнениями. Это будет соответство-
вать элементарным преобразованиям строк (но не столбцов!) расширенной
матрицы.
Образовав на месте элемента a11 единицу, с ее помощью получим ну-
ли во всех остальных элементах первого столбца расширенной матрицы.
Для этого первую строку матрицы P (с единицей на месте элемента a11)
умножим на −a21 и прибавим ее элементы к соответствующим элементам
второй строки матрицы (второму уравнению системы); ту же первую стро-
ку умножим на −a31 и добавим ее элементы к элементам третьей строки и
т.д. до последней строки. В результате в первом столбце расширенной мат-
рицы (коэффициенты при x1 в уравнениях) будут стоять: единица в первой
















. . . . . . . . . . . . . . .










Образуем далее единицу на месте коэффициента a′22 и нули в оставшихся
элементах второй строки. И так далее до тех пор, пока матрица коэффици-






1 0 . . . 0 b′′1
0 1 . . . 0 b′′2
. . . . . . . . . . . . . . .






x1 x2 . . . xn св
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Возвращаясь к матрице P, вспомним, что первый столбец матрицы P2
образуют коэффициенты, стоящие в системе при x1, второй — при x2 и т.д.






1·x1 + 0·x2 + . . . + 0·xn = b′′1 ,
0·x1 + 1·x2 + . . . + 0·xn = b′′2 ,
. . . . . . . . . . . . . . .
































Таким образом, в результате преобразований получено решение системы
уравнений. Изложенный метод называется методом Гаусса–Жордана.




3x1 + x2 − x3 = 2,
x1 − x2 + x3 = 2,
x1 + 2x2 + 2x3 = 7.





3 1 −1 2
1 −1 1 2








4 0 0 4
1 −1 1 2










1 0 0 1
0 −1 1 1







1 0 0 1
0 0 1 2

















x1 x2 x3 св
2.3. Теорема Кронекера–Капелли






a11x1 + a12x2 + . . . + a1nxn = b1,
a21x1 + a22x2 + . . . + a2nxn = b2,
. . . . . . . . . . . . . . .
am1x1 + am2x2 + . . . + amnxn = bm.
(2.8)







a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .










a11 a12 . . . a1n b1
a21 a22 . . . a2n b2
. . . . . . . . . . . . . . .






О совместности систем уравнений можно судить по следующей теореме.
2.3. Теорема Кронекера–Капелли 51
Теорема (Кронекера–Капелли). Cистема линейных алгебраических
уравнений будет совместной тогда и только тогда, когда ранг матрицы
A ее коэффициентов и ранг расширенной матрицы P равны.
Относительно системы (2.8) можно сформулировать следующее, выте-
кающее из теоремы Кронекера–Капелли, утверждение. Система линейных
алгебраических уравнений в случаях, если:
1) rang A = rang P = n, имеет единственное решение;
2) rang A = rang P < n, имеет бесчисленное множество решений;
3) rang A < rang P , не имеет решений (несовместна).
Рассмотрим каждый из перечисленных случаев.
Случай 1 (rang A = rang P = n) рассмотрен в предыдущем парагра-
фе. Для него преобразования Гаусса–Жордана приводят к единственному
решению системы уравнений.
Убедиться в том, что ранг расширенной матрицы в этом случае совпада-
ет с рангом матрицы коэффициентов не представляет труда. Действитель-
но, с помощью единственных единиц (остальные нули) в столбцах матрицы
P2 из § 2.2 легко обратить в нули и отбросить правый столбец (свободных
членов) этой матрицы (Элементарные преобразования над столбцами мат-
рицы при определении ее ранга правомерны). Этим доказывается равенство
рангов матрицы коэффициентов и расширенной матрицы.
Случай 2 (rang A = rang P = k < n).
Элементарные преобразования над строками расширенной матрицы P





1 0 . . . 0 a′1,k+1 a
′





0 1 . . . 0 a′2,k+1 a
′





. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 1 a′k,k+1 a
′










x1 x2 . . . xk xk+1 xk+2 . . . xn св
Матрица содержит k строк, если rang P = k. Оставшиеся m − k строк,
ставшие нулевыми, отбрасываются.
Переменные x1, x2, . . . , xk, коэффициенты при которых в результате
преобразований стали равными единице, называют основными переменны-
ми, а единичная матрица — базисной матрицей или базисным минором.
Остальные переменные системы уравнений, а именно xk+1, xk+2,. . . , xn —
неосновными, или свободными переменными.
Из (2.10) после возвращения к системе уравнений (под столбцами пре-
образованной матрицы P проставлены соответствующие им переменные) и
перенесения слагаемых со свободными переменными в правые части урав-













Решение (2.11), называемое общим решением системы уравнений, неод-
нозначно. Это решение зависит от произвольности выбора свободных пере-
менных.
При любых фиксированных значениях переменных xk+1, xk+2,. . . , xn
получаются частные решения системы уравнений. Одним из частных ре-
шений является решение при нулевых значениях свободных переменных.
Это решение назовем базисным:
x1 = b
′
1, x2 = b
′
2, . . . , xk = b
′
k.
Базисное решение зависит от выбора основных переменных.
Пример 1. Найти решение системы уравнений

2x1 − 3x2 + 4x3 + 6x4 + 6x5 = 3,
3x1 − 4x2 + 6x3 + 8x4 + 9x5 = 5.
Р е ш е н и е. Составим расширенную матрицу и преобразуем ее по методу
Гаусса-Жордана:
„
2 −3 4 6 6 3





2 −3 4 6 6 3






0 −1 0 2 0 −1






0 1 0 −2 0 1
1 0 2 0 3 3
«
.
x1 x2 x3 x4 x5
В результате преобразований выделен единичный базисный минор, со-
стоящий из множителей при переменных x1 и x2. Таким образом, выбрав в
качестве основных переменных x1 и x2, получим общее решение:
x1 = 3 − 2x3 − 3x5;
x2 = 1 + 2x4 .
Базисными решениями для этой комбинации основных переменных (при
x3 = x4 = x5 = 0) являются допустимые (положительные) значения основ-
ных переменных:
x1 = 3; x2 = 1.
Случай 3 (rang A = k < rang P ).
2.4. Однородные системы уравнений 53
Преобразование расширенной матрицы P (2.9) по методу Гаусса–Жор-












0 1 . . . a′2n b
′
2
. . . . . . . . . . . . . . .
0 0 . . . 1 b′k








В рассматриваемом случае rang P = k + 1 > rang A = k.
Не равный нулю коэффициент b′k+1 (в случае равенства его нулю ранги
матриц A и P были бы равными) в правой части уравнения, соответству-
ющего последней строке матрицы (2.12), приравнен нулю (левая часть по-
следнего уравнения). Это противоречит условию рассматриваемого случая.
Следовательно, система уравнений противоречива (несовместна, не имеет
решения).




x1 + 2x2 − x3 = 1,
−2x1 + x2 + x3 = 2,
−x1 + 3x2 = −1.
Р е ш е н и е. Запишем и преобразуем расширенную матрицу P :
0
@
1 2 −1 1
−2 1 1 2







0 0 0 4
−2 1 1 2
−1 3 0 −1
1
A .
Дальнейшие преобразования расширенной матрицы неуместны, так как
первая строка матрицы указывает на несовместность системы уравнений.
Для этой системы rang P = 3; rang A = 2.
2.4. Однородные системы уравнений
Пусть задана однородная система m уравнений с n неизвестными. У






a11x1 + a12x2 + . . . + a1nxn = 0,
a21x1 + a22x2 + . . . + a2nxn = 0,
. . . . . . . . . . . . . . .
am1x1 + am2x2 + . . . + amnxn = 0.
(2.13)
Ранг расширенной матрицы однородной системы уравнений всегда ра-
вен рангу матрицы коэффициентов, так как правый столбец матрицы P
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нулевой и его можно отбросить при определении ранга матрицы. Поэтому
для однородной системы уравнений условия существования и единственно-
сти решения могут быть сформулированы следующим образом.
Однородная система линейных алгебраических уравнений в случаях, ес-
ли:
1) rang A = n, имеет единственное решение, причем это решение ну-
левое (тривиальное);
2) rang A < n, имеет бесчисленное множество решений.
Случай 1. Для того чтобы убедиться в справедливости утверждения
пункта 1 теоремы, достаточно сослаться на решение (2.5) системы методом
Крамера. В этих решениях ∆ 6= 0 (так как rang A = n ≤ m) и определитель
∆ должен определяться по коэффициентам тех уравнений, которые при
преобразованиях Гаусса–Жордана не обращаются тождественно в нуль.
Что касается определителей ∆i, то они обратятся в нули, так как в каж-
дом из них хотя бы один столбец представляет собой столбец нулевых сво-
бодных членов системы уравнений.
Случай 2 совпадает со случаем 2 теоремы Кронекера-Капелли и в до-
полнительном доказательстве не нуждается.




2x + 3y − z = 0,
x − 2y + 2z = 0,
3x + y + λz = 0
имеет нетривиальные решения. Найти эти решения.
Р е ш е н и е. Однородная система уравнений имеет ненулевые решения
только в случае, если ранг ее коэффициентов меньше количества неизвест-
ных. В заданной системе количество неизвестных равно трем и ранг мат-
рицы коэффициентов должен быть не больше двух. Поэтому определитель
матрицы коэффициентов (квадратной матрицы третьего порядка) должен













































= −7(λ− 1) = 0, =⇒ λ = 1.
Расширенную матрицу однородной системы уравнений составлять не
имеет смысла, так как преобразования Гаусса с нулевыми элементами столб-
ца свободных членов в любом случае оставят их нулевыми. Поэтому соста-
вим только матрицу коэффициентов системы с учетом полученного для λ
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Выбрав в качестве основных переменных y и z (множители перед этими
переменными равны единицам и образуют единичную матрицу), выразим
их через свободную переменную x :
y = −5
4
x; z = −7
4
x.
Это решение часто удобно представить в параметрическом виде, обозна-
чая, например, x = t. Тогда
x = t, y = −5
4
t; z = −7
4
t.
Таким образом, получено зависящее от значения параметра t общее ре-
шение заданной однородной системы уравнений при λ = 1.
При λ 6= 1 возможны только нулевые решения этой системы.
2.5. Определение обратной матрицы
с использованием преобразований
Гаусса–Жордана
Преобразования Гаусса–Жордана можно использовать для нахождения
обратных матриц.
Предположим, что требуется найти матрицу A−1, обратную по отноше-
нию к невырожденной квадратной матрице A.
Сопоставим с матрицей A единичную матрицу I: A|I.
Проделаем над строками расширенной матрицы A|I такие преобразова-
ния Гаусса–Жордана, которые обратят матрицу A в единичную. Это равно-
значно умножению матрицы A на матрицу A−1. Но при одновременном пре-
образовании матриц A и I единичная матрица превратится в IA−1 = A−1.
То есть в расширенной матрице на месте единичной матрицы будет образо-
вана матрица A−1, обратная по отношению к A.
Продемонстрируем описанные преобразования на примере.
56 Глава 2. Системы линейных уравнений









Р е ш е н и е. Составим расширенную матрицу, присоединяя к A единич-





−1 2 0 1 0 0
3 −2 −3 0 1 0









−1 2 0 1 0 0
0 −2 0 0 1 −3








−1 0 0 1 1 −3
0 1 0 0 −1/2 3/2









1 0 0 −1 −1 3
0 1 0 0 −1/2 3/2
0 0 1 −1 −1 2
1
A .










Она совпадает с обратной матрицей, полученной в примере § 1.7 путем
вычисления присоединенной матрицы.
Замечание. При получении обратной матрицы с помощью преобразо-
вания Гаусса-Жордана нельзя менять местами строки в матрице A|I.
2.6. Резюме
Условия существования и единственности решений системы m линейных
алгебраических уравнений с n неизвестными напрямую зависят от рангов
матриц коэффициентов A и расширенной матрицы P системы. Эти условия
сформулированы в следующей теореме (Кронекера–Капелли).
Система линейных алгебраических уравнений в случае, если:
1) rang A = rang B = n, имеет единственное решение;
2) rang A = rang B < n, имеет бесчисленное множество решений;
3) rang A < rang B, не имеет решений (несовместна).
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Универсальным методом решения систем линейных алгебраических
уравнений является метод Гаусса–Жордана, согласно которому в подмат-
рице коэффициентов расширенной матрицы системы путем элементарных
преобразований ее строк выделяется единичная матрица с рангом rang A.
Единичные элементы этой матрицы стоят в столбцах коэффициентов при
неизвестных, и поэтому эти неизвестные равны элементам матрицы-столбца
соответствующих свободных членов (стоят в тех же строках расширенной
матрицы, что и единицы в матрице коэффициентов).
Однородные системы уравнений могут иметь или нулевые решения для
всех неизвестных (если матрица их коэффициентов невырожденная), или, в
случае вырожденности матрицы коэффициентов, бесчисленное множество
решений.
Преобразования Гаусса–Жордана эффективно используются для нахож-
дения обратных матриц.
Описание методов решения систем уравнений имеется в [1, 2, 5, 6, 8].
2.7. Вопросы
1. Как записать систему уравнений в матричном виде?
2. Что собой представляет матричный метод решения систем линейных
уравнений? метод определителей?
3. Какая система уравнений называется однородной?
4. Опишите последовательность решения систем уравнений методом
Гаусса–Жордана.
5. Как формируется расширенная матрица систем уравнений? К како-
му виду она приводится в итоге преобразования по методу Гаусса–
Жордана?
6. Сформулируйте теорему Кронекера–Капелли: для общего вида си-
стем уравнений; для однородных систем.
Вопросы для тестирования
1. Перечислите соотношения, определяющие решение X = (xi) системы
уравнений AX = B матричным методом и методом определителей (A
— матрица коэффициентов, B — матрица свободных членов).
1. BA−1; 2. A−1B; 3. Ac/∆; 4. ∆i/∆; 5. B/∆.
2. Перечислите утверждения, справедливые для множеств допустимых
решений систем уравнений.
1. Неотрицательные значения основных переменных, удовлетворяю-
щие системе уравнений.
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2. Любые значения свободных переменных.
3. Решения, получаемые при условии, что свободные переменные рав-
ны нулю.
4. Любые частные положительные решения.
5. Среди пунктов 1–4 нет требуемых.
3. Какие утверждения справедливы согласно теореме Кронекера–Капел-
ли (A — матрица коэффициентов; P — расширенная матрица; m —
количество уравнений; n — количество неизвестных)?
1. Если rang A < rang P, система имеет бесчисленное множество ре-
шений.
2. Если rang A = rang P = n, система имеет единственное решение.
3. Если определитель коэффициентов равен нулю, то однородная си-
стема имеет бесчисленное множество решений.
4. Если определитель коэффициентов не равен нулю, то однородная
система не имеет решений.
5. Если rang A = rang P < n, система не имеет решений.
4. Какие преобразования над расширенной матрицей допустимы при ре-
шении систем уравнений методом Гаусса–Жордана?
1. Вычеркивание строки, элементы которой пропорциональны соот-
ветствующим элементам другой строки.
2. Перестановка строк или столбцов.
3. Добавление к элементам строк соответствующих элементов других
строк.
4. Вычеркивание строки и столбца, на пересечении которых стоит
нулевой элемент.
5. Умножение всех элементов любого столбца на отличный от нуля
множитель.




1. Что собой представляет невырожденная матрица
2. Почему при определении решения матричного уравнения в правой
части решения нельзя менять местами обратную матрицу коэффици-
ентов системы уравнений и матрицу свободных членов?
3. Что собой представляет матричный метод решения систем уравне-
ний? метод определителей?
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4. Опишите последовательность определения решения систем уравнений
методом обратной матрицы? методом определителей?
Задачи





x +3y − z = 4,
−x +2y + z = 6,
3x +4y −4z =−1.























Введенные матрицы позволяют записать исходную систему в матричном
виде: AX = B.
Если матрица A невырожденная, то, умножая матричное уравнение на
A−1 слева, придем к искомому решению:
X = A−1B. (2.14)
Обратить внимание на то, что X 6= BA−1. Произведение матриц некомму-
тативно!
Найдем определитель, образуя предварительно нули в элементах его
третьего столбца. Для этого к элементам третьего столбца определителя















































= −(1 · 2− 3 · (−1)) = −5 6= 0.
Определитель отличен от нуля, поэтому матрица A невырожденная и
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Поделив образованную из алгебраических дополнений союзную матри-

















































12 · 4+(−8) · 6+(−5) · (−1)
1 · 4+1 · 6+0 · (−1)



















Полученная матрица-столбец представляет собой искомое решение.
Подставим найденные значения неизвестных в исходные уравнения для




1+3·2 −3 = 4 (!),
−1+2·2 +3 = 6 (!),
3·1+4·2 −4·3 = −1 (!).
Все уравнения превратились в равенства, что подтверждает правиль-
ность найденного решения.
2. Систему уравнений задачи 1 решить методом Крамера.
Р е ш е н и е. Согласно методу Крамера неизвестные в заданной системе











Здесь ∆ = ∆A = −5 — определитель матрицы коэффициентов системы
уравнений (найден в задаче 1); ∆x, ∆y, ∆z — определители матриц, в кото-
рых вместо столбцов коэффициентов соответственно при неизвестных x, y,


















= 4 · 2 · (−4) + 3 · 1 · (−1) + (−1) · 6 · 4−

















= 1 · 6 · (−4) + 4 · 1 · 3 + (−1) · (−1) · (−1)−
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= 1 · 2 · (−1) + 3 · 6 · 3 + 4 · (−1) · 4−
−4 · 2 · 3− 3 · (−1) · (−1)− 1 · 6 · 4 = −15.




−5 = 1, y =
−10
−5 = 2, x =
−15
−5 = 3.
О правильности решения говорит его совпадение с решением, получен-
ным в предыдущей задаче матричным методом.










3x1+ x2+ x3= 1,
4x1+2x2+3x3= 0
решить:
1. Методом обратной матрицы.
2. Методом определителей.
3. Проверить правильность полученных решений путем их подстановки
в заданные уравнения и сравнением результатов двух решений.
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1. Как формируется расширенная матрица систем уравнений?
2. Опишите последовательность решения систем уравнений методом Га-
усса–Жордана. К какому виду при этом приводится матрица коэф-
фициентов?
3. Сформулируйте теорему Кронекера–Капелли для систем уравнений
общего вида и для однородных систем уравнений.
4. Изобразите конечный вид расширенной матрицы систем уравнений




2x + 3y = 0,
x− y = 5
решить:
1) методом исключения неизвестных;
2) путем преобразования расширенной матрицы системы методом Гаус-
са-Жордана.
Р е ш е н и е.




x− y = 5 =⇒

x = 3,




2. Составим расширенную матрицу системы и путем элементарных пре-
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Первый столбец полученной матрицы соответствует коэффициентам при
неизвестной x, второй — при y, третий — свободным членам. Если после
проделанных преобразований вернуться к системе уравнений, то получим:

1·x + 0·y = 3,
0·x + 1·y = −2.
Отсюда: x = 3, y = −2.
То есть решение системы уравнений (столбец свободных членов преоб-
разованной матрицы) соответствует неизвестным, коэффициенты при кото-
рых стали равными единице.
Решение системы линейных уравнений единственно, поэтому разные ме-
тоды преобразования исходных уравнений привели (и не могли не привести)
к одному результату.
В задачах 2–4 методом Гаусса–Жордана найти решения систем уравне-





x +3y − z = 4,
−x +2y + z = 6,
3x +4y −4z = −4.
Р е ш е н и е. Составим расширенную матрицу системы и преобразуем
матрицу коэффициентов при ее неизвестных к единичной:
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1 3 −1 4
−1 2 1 6








0 5 0 10
−1 2 1 6










0 1 0 2
0 −10 1 −14







0 1 0 2
0 0 1 6

















Так как матрица коэффициентов свелась к единичной матрице третьего
порядка, то ранг исходной матрицы равен трем. Ранг расширенной матрицы
также равен трем. В этом легко убедиться, вычитая из последнего столбца
последней записи преобразованной расширенной матрицы первый столбец,
умноженный на 4, второй столбец, умноженный на 2, и третий столбец,
умноженный на 6. В результате столбец свободных членов станет нулевым,
и его можно вычеркнуть при определении ранга матрицы. Так как ранг
матрицы коэффициентов и ранг расширенной матрицы равны, то согласно
теореме Кронекера–Капелли система имеет единственное решение — rang A
совпадает с количеством неизвестных.





2x1 − x2 + x3 − 5x4 = 6,
−x1 + 3x2 + 3x3 + x4 = −1,
x1 + x2 − x3 − x4 = −3.
Р е ш е н и е. Составим расширенную матрицу системы и преобразуем одну
из подматриц коэффициентов при ее неизвестных к единичной матрице:
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2 −1 1 −5 6
−1 3 3 1 −1
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0 1 −1 1 −4
0 2 1 0 −2








0 1 −1 1 −4
0 0 3 −2 6






0 1 −1 1 −4
0 0 1 −2/3 2







0 1 0 1/3 −2
0 0 1 −2/3 2
1 0 0 −2 1
1
A .
x1 x2 x3 x4 св
В матрице коэффициентов выделена единичная подматрица. Под столб-
цами этой матрицы стоят неизвестные x1, x2 и x3, которые принимаем за
базовые. Оставшееся неизвестное x4 относим к свободным неизвестным и




0 1 0 −2 −1/3
0 0 1 2 2/3
1 0 0 1 2
1
A
x1 x2 x3 св x4
Вытекающее из последней матрицы решение (выражение основных пе-




x1 = 1+ 2x4,
x2 =−2− x4/3,
x3 = 2+ 2x4/3.
В рассмотренном примере ранг матрицы коэффициентов равен рангу
расширенной матрицы (rang A = rang B = 3), а количество неизвестных
(n = 4) превосходит количество уравнений m = rang A = 3. Записанное
общее решение системы подтверждает справедливость теоремы Кронекера–
Капелли о бесконечном множестве ее частных решений. Каждому из бес-
численного множества значений свободной переменной x4 соответствуют
определенные частные решения (значения основных переменных). Напри-
мер, при x4 = 0 получим: x1 = 1, x2 = −2, x3 = 2.
Убедиться в правильности найденного общего решения (и каждого из
частных решений) можно, подставив его в исходную систему уравнений.
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Конечно, в качестве основных можно выбрать и другие неизвестные,
рассмотрев отличные от приведенных выше варианты преобразования мат-
рицы коэффициентов. Если, например, в качестве основных выбрать пе-
ременные x1, x3 и x4, то в процессе преобразований по методу Гаусса–
Жордана в единичную матрицу следует превратить подматрицу матрицы
коэффициентов, столбцами которой будут коэффициенты при этих пере-
менных.
Для получения такого решения воспользуемся матрицей, полученной
после третьего шага ранее проделанных преобразований:
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0 3 0 1 −6
0 2 1 0 −2








0 3 0 1 −6
0 2 1 0 −2





0 0 1 −6 −3
0 1 0 −2 −2
1 0 0 −11 −6
1
A .
x1 x2 x3 x4 св x1 x3 x4 св x2
Последняя матрица получена из предпоследней переносом в правую
часть (следовательно, сменой знака) второго столбца. Этим действием вы-
браны основные переменные x1, x3 и x4, а x2 становится свободной пере-
менной.




x1 = −11− 6x2,
x3 = −2− 2x2,
x4 = −6− 3x2.
Одно из частных решений системы, полученное при x2 = −2: x1 = 1,






x1− x2+2x3 = 1,
x1+4x2−3x3 = 0.
Р е ш е н и е. Составим расширенную матрицу системы и преобразуем
матрицу коэффициентов при ее неизвестных к единичной:
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2 3 −1 −3
1 −1 2 1








0 5 −5 −5
1 −1 2 1










0 1 −1 −1
1 0 1 0
0 0 0 4
1
A .
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Вид полученной матрицы говорит о следующем.
Ранг матрицы коэффициентов A оказался меньше ранга P расширен-
ной матрицы (rang A = 2 < rang P = 3). По теореме Кронекера–Капелли
рассматриваемая систем несовместна. Об этом говорит и преобразованное
третье уравнение системы, приводящее к противоречию: 0 = 4 (!).




3x1 − 2x2 + x3 = 0,
x1 + 2x2 − x3 = 0,
2x1 + λx2 + 2x3 = 0
имеет ненулевые решения. Найти эти решения.
Р е ш е н и е. Это однородная система уравнений, и она может иметь ненуле-
вые решения только в случае, если матрица коэффициентов при неизвест-


















Решая полученное после раскрытия определителя линейное алгебраиче-
ское уравнение относительно λ, получим λ = −4. При этом значении λ мат-
рица коэффициентов при неизвестных заданной системы уравнений будет
вырожденной. Факт вырожденности матрицы будет, кроме того, доказан,
если окажется, что ее ранг меньше трех. Ранг матрицы, а заодно и нену-
левые решения, определим, используя процедуру преобразований Гаусса–
Жордана.
Составим расширенную матрицу системы (к матрице коэффициентов
прибавляем нулевой столбец свободных членов, что, естественно, не изменит
ранга матрицы коэффициентов) и преобразуем полученную матрицу:
0
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3 −2 1 0
1 2 −1 0








0 −8 4 0
1 2 −1 0






Третью строку, обращающуюся в нуль после вычитания из нее первой
строки, вычеркиваем из матрицы. После этого продолжим преобразования
оставшихся двух строк матрицы:
„
0 −2 1 0





0 −2 1 0








x1 x2 x3 св x1 x3 x2
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3·0−2x2+ 2x2 = 0 (!),
0+2x2− 2x2 = 0 (!),
2·0−4x2+2·2x2 = 0 (!).
6. На изготовление единицы продукции первого вида предприятию тре-
буется: 0,2 кг сырья первого вида; 0,15 кг сырья второго вида:
0,1 кг сырья третьего вида. Соответственно на изготовление единицы про-
дукции второго вида требуется сырья: 0,4 кг первого; 0,2 кг второго и
0,05 кг третьего вида. На изготовление единицы продукции третьего вида
требуется: 0,1; 0,1 и 0,2 кг сырья соответствующих видов.
Предприятие располагает сырьем трех видов в количестве: 21 кг — пер-
вого вида, 15 кг — второго и 15 кг — третьего.
Требуется определить количество товаров первого, второго и третьего
видов, которое может выпустить предприятие из имеющихся у него запасов
сырья.
Р е ш е н и е. Обозначая искомое количество товаров через x1, x2, x3, для




0,2x1+ 0,4x2+0,1x3 = 21,
0,15x1+ 0,2x2+0,1x3 = 15,
0,1x1+0,05x2+0,2x3 = 15.




0,2 0,4 0,1 21
0,15 0,2 0,1 15
0,1 0,05 0,2 15
1
A =⇒




2 4 1 210
1,5 2 1 150








2 4 1 210










2 4 1 210
1 4 0 120








0 −4 1 −30










0 −4 1 −30
1 4 0 120







0 0 1 50
1 0 0 40




(x1, x2, x3) = (40, 20, 50).
В правильности полученного решения убедимся, подставив найденные




0,2 · 40+ 0,4 · 20+0,1 · 50 = 21, (!)
0,15 · 40+ 0,2 · 20+0,1 · 50 = 15, (!)
0,1 · 40+0,05 · 20+0,2 · 50 = 15. (!)










Р е ш е н и е. Присоединим к заданной матрице справа единичную матрицу и
путем преобразования Гаусса–Жордана (над строками !) приведем правую




2 −4 −2 1 0 0
−2 3 3 0 1 0










1 −2 −1 1/2 0 0
0 −1 1 1 1 0










1 0 −3 −3/2 −2 0
0 1 −1 −1 −1 0








1 0 0 −3/2 4 3
0 1 0 −1 1 1
0 0 1 0 2 1
1
A = IA−1.
В правой части полученной матрицы стоит матрица, обратная по отно-
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Задачи для самостоятельного решения
В задачах 1–3 методом Гаусса–Жордана найти решения систем уравне-





























имеет ненулевые решения. Найти эти решения.









Задания на расчетную работу
(общие положения)
В задания входят 5 частей. Части 1–3 рекомендуются для выполнения
студентам всех специальностей; часть 4 рассчитана на студентов с углублен-
ной подготовкой по математике; часть 5 рекомендуется студентам, обуча-
емым по экономическим специальностям без углубленной математической
подготовки.
Во всех частях заданий k = 1 +
N
n
, где N — последняя цифра номе-
ра группы, в которой обучается студент, n — порядковый номер студента
в списке группы (для заочного отделения — последние две цифры номера
студенческого билета. Если они больше 36, то последняя цифра).
Во всех частях заданий вычисления проводить, удерживая в результатах
три значащие цифры. Ошибка вычислений не должна превышать 1%.
Пояснительные записки всех частей расчетных работ оформлять на ли-
стах размера А4. Текст писать на одной стороне листа. Отчет представля-
ется преподавателю в сшитом виде вместе с титульным листом.
Титульный лист должен содержать следующую информацию (в поряд-
ке следования).
70 Задание на РР, часть 1
«НАИМЕНОВАНИЕ УЧЕБНОГО ЗАВЕДЕНИЯ»
Курсовая работа по линейной алгебре, часть №
Название работы
Выполнил: ст-т гр.. . .Фамилия И.
Принял: должность преподавателя,
Фамилия И.О.
ГОРОД 20. . . г.







2x1− x2+3x3 = 1 + 3N,
λx1−3x2−5x3 = 2(1−N).




4). Приравняв нулю правые части системы уравнений определить значение
λ, при котором система имеет нетривиальные решения. Найти эти решения.




3x1 − 2x2 + kx3 = 5,
2x1 + x2 + 2kx3 = −1,
x1 − 3x2 − kx3 = k.
Указание.
1. В пунктах 4 и 5 сделать проверку путем подстановки полу-
ченного решения (если оно существует) в исходную систему урав-
нений.
2. Вычисления и числовые решения представлять в виде обык-
новенных дробей.
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Типовые контрольные работы
БИЛЕТ ПО ТЕОРИИ (на 15 мин)
1. Перечислите свойства, характеризующие определитель.
1. Множитель всех элементов можно вынести за знак опреде-
лителя.
2. Строки и столбцы равноценны.
3. Определитель не изменится, если элементы любой его строки
умножить на числовой множитель.
4. Определитель треугольной матрицы равен произведению эле-
ментов его главной диагонали.
5. Среди пунктов 1–4 нет требуемых.
2. Перечислите соотношения, справедливые для произведений
матриц.
1. AB = BA. 2. A(BC) = (AB)C. 3. A2 = (a2ij).




3. Перечислите элементарные преобразования над матрицами,
которые не изменяют их ранг.
1. Прибавление к элементам столбца элементов другого столб-
ца.
2. Вычеркивание части строк, если их количество превышает
количество столбцов, и наоборот.
3. Транспонирование матрицы.
4. Суммирование двух матриц.
5. Умножение матрицы на число, отличное от нуля.
4. Перечислите соотношения, определяющие решения систем
уравнений матричным методом и методом Крамера.
1. BA−1. 2.A−1B. 3.Ac/∆. 4.∆i/∆. 5.B/∆.
5. Какие утверждения согласуются с теоремой Кронекера–Капелли
(A — матрица коэффициентов; B — матрица свободных членов;
m — количество уравнений; n — количество неизвестных)?
1. Если rang A < rang B, то система имеет множество решений.
2. Если rang A = rang B = n, то система имеет единственное
решение.
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3. Если определитель коэффициентов равен нулю, то однород-
ная система имеет бесчисленное множество решений.
4. Если определитель коэффициентов не равен нулю, то одно-
родная система не имеет решений.
5. Если rang A = rang B < n, то система не имеет решений.
БИЛЕТ ПО ПРАКТИКЕ (на 75 мин)





2 2 −1 0 3
−1 1 −2 −3 −4
1 4 2 3 1










2x1 + 2x2 + x3 = 4,
−x1 + x2 − 2x3 = −3,
x1 + 4x2 + x3 = −1.





x1 − 3x2 − x3 = −3,
2x1 − 4x2 − 3x3 = 6,
x1 − x2 − 2x3 = 7.




x1 + 2x2 + λx3 = 0,
−x1 + x2 − 2x3 = 0,
2x1 − x2 + x3 = 0.
имеет ненулевые решения. Найти эти решения.
5. Путем преобразований Гаусса–Жордана найти обратную










3.1. Вектор как геометрический объект
Вектором с геометрической точки зрения называется отрезок
в пространстве (на плоскости), направленный от точки A (начало


























Рис. 3.1. Вектор и суммы векторов
Вектор принято обозначать или парой букв AB с чертой (реже
стрелкой) сверху, обозначающих начало (первая буква) и конец
(вторая буква) вектора, или одной буквой a, выделенной жирным
шрифтом или чертой сверху.
Модулем вектора называется его длина a = |a| = |AB|.
Вектор, начало которого совпадает с его концом, называют ну-
левым вектором.
Произведением вектора a на число λ ∈ ℜ называют вектор λa, мо-
дуль которого равен |λ|a, параллельный вектору a и направленный
в сторону a при λ > 0 и в противоположную вектору a сторону при
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λ < 0.
Для нулевого вектора направление не определено.
Суммой двух векторов a и b называется вектор c, начало которого
совпадает с началом вектора a, а конец — с концом вектора b
при условии, что начало вектора b совмещено с концом вектора
a (левый рис. 3.1,б). Вектор c = a + b можно представить как
диагональ параллелограмма, сторонами которого служат векторы
a и b (правый рис. 3.1,б).
Суммой n векторов a1, a2, . . . , an называется вектор b, соединяю-
щий начало первого вектора с концом последнего при условии, что
конец каждого предыдущего из суммируемых векторов является
началом последующего вектора (рис. 3.1,в).
Напомним, что сложение и умножение на число математиче-
ских объектов называют линейными операциями над этими объекта-
ми.
С помощью геометрических построений можно убедиться в
том, что для линейных операций над векторами справедливы свой-
ства (a, b, c — векторы; λ ∈ ℜ):
1) a + b = b + a — коммутативность;
2) a + (b + c) = (a + b) + c — ассоциативность;
3) λ(a + b) = λa + λb — дистрибутивность.
Разность двух векторов a − b можно рассматривать как сумму
вектора a с вектором b, умноженным на −1.
Читателю рекомендуется провести построения для разности
векторов, аналогичные рис. 3.1,б.
3.2. Векторное и линейное пространства
Рассмотрим непустое множество, для элементов которого опре-
делены операции сложения и умножения на действительные чис-
ла.
Множество элементов a, b, c, . . . образуют векторное или линейное
пространство L, если для его элементов выполняются следующие
условия — аксиомы линейных пространств.
1. Любым двум элементам a, b ∈ L можно поставить в соответ-
ствие элемент (a + b) ∈ L, называемый суммой a и b.
2. Коммутативность по отношению к сумме: a + b = b + a.
3. Ассоциативность по отношению к сумме: a+(b+c) = (a+b)+c.
4. Разрешимость: для любых a и b ∈ L существует элемент x
такой, что a + x = b.
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5. Для любого a ∈ L и действительного числа λ ∈ ℜ существует
элемент (λa) ∈ L.
6. Ассоциативность по отношению к произведению на действи-
тельные числа λ и ν: (λν)a = λ(νa).
7. Для любого a ∈ L справедливо 1 · a = a.
8. Существует нулевой элемент Θ ∈ L такой, что Θ + a = a.
9. Дистрибутивность по отношению к произведению действи-
тельного числа на сумму элементов из L: λ(a + b) = λa + λb.
10. Для любого вектора a существует противоположный элемент
(−a) такой, что a + (−a) = Θ.
Элементы a, b, c, . . . множеств, для которых выполняются акси-
омы 1-10, называют векторами.
Приведем примеры векторных пространств.
1. Пространство векторов как геометрических объектов (рас-
смотрено в § 3.1).
2. Пространство L совокупностей конечного (n) числа элемен-
тов
a = (a1, . . . , an) = (ai) (i = 1, n).
Для двух произвольных элеменов a = (ai) и b = (bi) простран-
ства L справедливы линейные операции (λ – действительное чис-
ло):
a + b = (ai) + (bi) = (ai + bi) = (ci) = c ∈ L;
λa = λ(ai) = (λai) = (λa1, . . . , λan) = (d1, . . . , dn) = (di) = d ∈ L.





произвольных элементов Pn(ak, x) ∈ L и Pn(bk, x) ∈ L справедливы
линейные операции:

















k = Pn(ck, x) ∈ L;












k = Pn(dk, x) ∈ L.
4. Пространство L функций, непрерывных на некотором интер-
вале изменения переменной x.
Если функции f(x) ∈ L и g(x) ∈ L, то
f(x) + g(x) ∈ L.
λ · f(x) ∈ L.
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3.3. Линейная зависимость векторов
Пусть задана система n векторов ei ∈ L (i = 1, n): e1, e2, . . . , en
и совокупность n чисел ai ∈ ℜ: a1, a2, . . . , an.
Любой вектор типа




называется линейной комбинацией векторов ei (i = 1, n). Говорят, что
вектор a линейно выражается через векторы ei или разлагается
по этим векторам.
Система векторов ei (i = 1, n) называется линейно зависимой, если
существуют такие числа λi (i = 1, n), не равные одновременно
нулю, что выполняется равенство
λ1e1 + λ2e2 + . . . + λnen = Θ, (3.2)
где Θ – нулевой вектор.
Например, если два вектора a и b коллинеарны (параллельны),
направлены в противоположные стороны и известно, что модуль
вектора a в 5 раз больше модуля вектора b, то линейная комбина-
ция
a + 5b = Θ.
Поэтому векторы a и b и вообще любые коллинеарные векторы
линейно зависимы.
Система векторов ei (i = 1, n) называется линейно независимой, ес-
ли равенство (3.2) выполняется только в том случае, когда λi = 0
для всех i = 1, n, т.е. все числовые множители в линейной комби-
нации векторов равны нулю.
Перечислим некоторые важные свойства системы линейно за-
висимых векторов.
Свойство 1. Одиночный ненулевой вектор представляет собой
линейно независимую «систему векторов», а нулевой вектор —
линейно зависимую.
Д о к а з а т е л ь с т в о. Приравняем нулевому вектору линейную
комбинацию одного вектора a (λ — число):
λa = Θ.
Из равенства следует, что линейная комбинация векторов (од-
ного вектора) равна нулю при λ 6= 0 только в случае, когда вектор
a нулевой. Если же a 6= Θ, то λ = 0.
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Свойство 2. Если среди системы векторов имеется хотя бы один
такой, который является линейной комбинацией остальных векто-
ров, то система векторов линейно зависима.
Д о к а з а т е л ь с т в о. Пусть среди n векторов e1, e2, . . . , en име-
ется вектор ei, который линейно выражается через n−1 остальных
векторов:
ei = λ1e1 + . . . + λi−1ei−1 + λi+1ei+1 + . . . + λnen.
Прибавляя к обеим частям равенства вектор −ei, противопо-
ложный ei (−ei + ei = Θ), получим:
λ1e1 + . . . + λi−1ei−1 + (−1)ei + λi+1ei+1 + . . . + λnen = Θ.
Равенство нулю линейной комбинации векторов в случае, когда
не все множители входящих в нее векторов равны нулю (множи-
тель при ei равен −1), указывает на линейную зависимость векто-
ров.
Читателю предоставляется возможность самому доказать утвер-
ждение, обратное свойству 2: если система векторов линейно за-
висима, то среди входящих в нее векторов найдется хотя бы один
вектор такой, который может быть представлен в виде линейной
комбинации остальных векторов.
По аналогии с предыдущими можно доказать еще два ниже-
приведенных свойства.
Свойство 3. Если часть некоторой совокупности векторов пред-
ставляет собой линейно зависимую систему, то вся совокупность
векторов линейно зависима.
В частности, если система векторов содержит нулевой вектор,
то она линейно зависима.
Свойство 4. Если система векторов линейно независима, а при
добавлении к ней другого вектора становится линейно зависимой,
то добавленный вектор можно представить как линейную комби-
нацию векторов исходной системы.
Если векторы e1, e2, . . . , en в разложении (3.1) известны и не
изменяются в рассматриваемом процессе, то вектор a характери-
зуется только коэффициентами разложения. В этом случае вектор
принято представлять в виде совокупности коэффициентов разло-
жения (3.1):
a = (a1, a2, . . . , an)
T . (3.3)
Представление (3.3) часто в математической литературе (на-
пример, [1], [8]) называют арифметическим вектором. Знак «транс-
понирования» указывает на общепринятое представление вектора
в виде матрицы-столбца.
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Координатная форма (3.3) представления вектора, как и (3.1),
называется n-мерным вектором, или вектором размерности n.
Пример. Исследовать на линейную независимость векторы ak
(k = 1, m), представленные в виде линейных комбинаций линейно






a1 = a11e1 + a12e2 + a13e3 + . . . + a1nen,
a2 = a22e2 + a23e3 + . . . + a2nen,
a3 = a33e3 + . . . + a3nen,
. . . . . . . . .
(3.4)
Заданная совокупность векторов ak при фиксированных er об-
разует лестничную систему, составленную из коэффициентов akr






a1 = (a11, a12, a13, . . . , a1n),
a2 = ( 0 a22, a23, . . . , a2n),
a3 = ( 0 0 a33, . . . , a3n),
. . . . . . .
Количество m векторов ak (k = 1, m) может быть любым, но
m ≤ n (иначе совокупность векторов ak будет заведомо линейно
зависимой). Будем предполагать, что числа akk (с одинаковыми
индексами) отличны от нуля.
Р е ш е н и е. Составим и приравняем нулевому вектору линейную
комбинацию заданных векторов.
λ1a1 + λ2a2 + . . . + λmam = Θ. (3.5)
Перепишем последнее соотношение с учетом (3.4) и затем сгруп-
пируем слагаемые с одинаковыми er:
λ1(a11e1 + a12e2 + a13e3 + . . . + a1nen) + λ2(a22e2 + a23e3 + . . . + a2nen)+
+λ3(a33e3 + . . . + a3nen) + . . . = Θ.
λ1a11e1 + (λ1a12 + λ2a22)e2 + (λ1a31 + λ2a32 + λ3a33)e3 + . . .
+(λ1an1 + . . . + λmamn)en = 0e1 + 0e2 + 0e3 + . . . + 0en.
Уравнение будет выполняться при условии, что множители при
одинаковых векторах ek 6= Θ справа и слева от знака равенства бу-
дут равны. В частности, для k = 1 имеем λ1a11 = 0. При выполнении
условия a11 6= 0 из последнего соотношения следует λ1 = 0.
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Приравняем нулю множитель при e2 6= Θ. При выполнения
равенства λ1 = 0 из векторного уравнения получим λ2a22 = 0. Так
как по условию a22 6= 0, то λ2 = 0.
Приравнивая множители при e3 6= Θ, получим λ3 = 0 и т.д.
Продолжая описанный процесс приравнивания множителей при
одинаковых векторах er до r = m ≤ n можно показать, что все
λk = 0 (k = 1, m).
В итоге приходим к выводу: линейная комбинация исходных
векторов (3.5) равна нулевому вектору только в случае, когда все
λk = 0 (k = 1, m).
Из определения следует, что система исходных векторов ли-
нейно независима (сумма ненулевых линейно независимых векто-
ров равна нулевому вектору только в случае, когда все числовые
множители в их линейной комбинации равны нулю).
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как говорилось в § 1.1, можно рассматривать как совокупность
векторов-столбцов (j = 1, n):
Aj = (a1j . . . aij . . . amj)
T .
В этом случае
A = (A1 . . . Aj . . . An) .
Если ввести в рассмотрение векторы-строки (i = 1, m)
Bi = (ai1 . . . aij . . . ain) ,
то матрицу A можно представить в виде совокупности векторов-
строк:
A = (B1 . . . Bi . . . Bm)
T .
Ранг матрицы, представленной в виде совокупности векторов,
указывает на число линейно независимых векторов в рассматри-
ваемой совокупности.
Линейные операции над строками (столбцами) матриц отож-
дествляются с линейными операциями над ее векторами-строками
(векторами-столбцами). Например, для векторов-строк:
λBi = (λai1 . . . λaij . . . λain) ,
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Bi + Bj = ((ai1 + aj1) . . . (aik + ajk) . . . (ain + ajn)) .
Строка Bi называется линейной комбинацией k других строк
матрицы (k < m, i /∈ 1, k), если она равна сумме произведений этих
строк на произвольные числа λr (r = 1, k):
Bi = λ1B1 + . . . + λkBk.
Строки B1, . . . , Bk матрицы линейно зависимы, если их линейная
комбинация равна нулевому вектору:
λ1B1 + . . . + λrBr + . . . + λkBk = Θ (3.6)
при условии, что хотя бы один из k числовых множителей λr от-
личен от нуля.
Линейная зависимость строк матрицы означает, что хотя бы одна
из строк является линейной комбинацией остальных строк.
Сказанное позволяет сформулировать следующую теорему.
Теорема. Ранг матрицы равен минимальному из двух значений:
— максимальному числу ее линейно независимых строк;
— максимальному числу ее линейно независимых столбцов.
Линейно независимые строки (столбцы) матрицы называют ба-
зисными, а миноры, построенные на максимально возможном для
данной матрицы количестве линейно независимых строк и столб-
цов называются базисными минорами.
3.4. Разложение вектора по базису
в пространствах L1, L2 и L3
Любой вектор можно представить в пространствах L1, L2, L3 в
виде линейной комбинации линейно независимых векторов соот-
ветствующих пространств. В L1 только один вектор a (рис. 3.2,a)
может быть линейно независимым. Любой другой вектор p будет
отличаться от a скалярным множителем: p = λa.
Базисом в пространстве L1 называется вектор a этого простран-
ства такой, что любой другой вектор этого пространства будет
отличаться от a числовым множителем.
В пространстве L2 существуют не более двух линейно незави-
симых векторов (a и b на рис. 3.2,б). Любой вектор p может быть
представлен в виде линейной комбинации этих векторов:
p = λa + µb. (3.7)
Базисом в пространстве L2 называется пара двух линейно неза-
висимых векторов a, b этого пространства таких, что любой другой
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вектор p этого пространства будет представляться в виде линей-
ной комбинации (3.7).
Базисом в пространстве L3 называется тройка линейно незави-
симых векторов a, b и c этого пространства (рис. 3.2,в) таких, что
любой другой вектор p этого пространства будет представляться
в виде линейной комбинации:
p = λa + µb + νc. (3.8)
Для геометрических векторов базисные векторы в L2 не долж-
ны быть коллинеарными (параллельными), в L3 — не должны

























Рис. 3.2. Разложение вектора по базису
Слагаемые формулы (3.8) называются составляющими вектора
p по базисным векторам a, b и c, а множители λ, µ и ν — его ко-
ординатами, или компонентами вектора p в базисе векторов a, b,
c.
Такой же смысл заложен в слагаемые и множители соответ-
ствующих формул для L1 и L2. В этих формулах базисными век-
торами являются линейно независимые векторы соответствующих
пространств, а векторы p трех рассмотренных случаев — линейно
зависимы по отношению к базисным векторам.
Как отмечалось в предыдущем параграфе, если базисные век-
торы заданы и не изменяются в рассматриваемых процессах или
явлениях (могут изменяться только координаты векторов), то для
описания произвольного вектора p достаточно знать лишь все его
координаты. В этом случае вектор может быть представлен только
упорядоченной совокупностью его координат. В трехмерном про-
странстве с фиксированными и неизменяемыми базисными векто-
рами a, b и c
p = (λ, µ, ν). (3.9)
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3.5. Базис в пространстве Ln
Обобщим формулы § 3.4 на пространство Ln.
Базисом в пространстве Ln называется совокупность n векторов
ei (i = 1, n) этого пространства при выполнении условий:
1) векторы ei линейно независимы;
2) любой другой вектор p из Ln является линейной комбинаци-
ей векторов ei:
p = λ1e1 + λ2e2 + . . . + λnen, (3.10)
Здесь λi (i = 1, n) — координаты вектора p в базисе ei.






e1 = (1, 0, . . . , 0),
e2 = (0, 1, . . . , 0),
. . . . .
en = (0, 0, . . . , 1).
(3.11)
В линейной алгебре важное значение имеют следующие теоре-
мы.
Определение. Если e1, e2, . . . , en — система n линейно независи-
мых векторов некоторого пространства и любой другой вектор этого про-
странства может быть представлен в виде линейной комбинации этой
системы векторов, то пространство называется n-мерным (Ln), а сово-
купность векторов e1, e2, . . . , en — его базисом.
Теорема 1. В пространстве Ln любая система, состоящая из m век-
торов, при m > n линейно зависима.




akek и b =
nX
k=1
bkek. Тогда, если a = b, то ak = bk.
Утверждение теоремы следует из равенства a− b = (ak− bk)ek =
Θ.
Так как ek — базисные, следовательно, линейно независимые
векторы, то последнее равенство будет выполняться только при
условии ak − bk = 0, т.е при ak = bk.
Пример. Установить, могут ли три вектора: a=(−2, 3, 1),
b=(1,−2,−1) и c = (−5, 7, 2) образовать базис в пространстве L3.
Р е ш е н и е. Три заданных вектора можно считать базисными,
если они линейно независимы, т.е. если хотя бы один из числовых
множителей в приравненной нулю линейной комбинации этих век-
торов будет отличен от нуля.
Составим и приравняем нулевому вектору Θ = (0, 0, 0) линей-
ную комбинацию векторов:
λa + µb + νc = Θ.
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Как и в примере § 3.3, векторное уравнение можно заменить
аналогичными ему скалярными уравнениями, записанными для
каждой (по порядку следования соответствующих векторов) ко-
ординаты вектора. Сказанное приводит к системе трех уравнений








Записанная система, в чем нетрудно убедиться непосредствен-
ной подстановкой, имеет бесчисленное множество ненулевых ре-
шений при λ = −3ν и µ = −ν. В частности, ее решением будут
значения λ = 3, µ = 1 и ν = −1.
Не равные нулю значения множителей в приравненной нулю
линейной комбинации векторов:
3a + b − c = Θ
говорят о линейной зависимости векторов. Векторы a, b и c не
могут образовать базис в L3.
3.6. Скалярное произведение
Скалярным произведением (a, b) (или a·b) двух векторов a = (a1, . . . ,
an) и b = (b1, . . . , bn), заданных совокупностью своих координат в
пространстве Ln, называется число c, равное сумме произведений
соответствующих координат векторов:




В литературе скалярное произведение часто обозначается жир-
ной точкой, стоящей между векторами:
c = a · b.
Скалярное произведение широко используется в задачах эко-
номики и техники. Если, например, a = (a1, . . . , an) — вектор ко-
личества товаров, а b = (b1, . . . , bn) — вектор их цен, то скалярное
произведение (3.13) выражает суммарную стоимость товаров.
Если a — вектор силы, а b — вектор перемещения, то скалярное
произведение — работа силы на перемещении.
Понятие скалярного произведения векторов для пространства
Ln базируется на четырех аксиомах:
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1) (a, b) = (b, a) — коммутативность;
2)
`
(a + b), c
´
= (a, c) + (b, c) — дистрибутивность;
3) λ(a, b) = (λa, b) = (a, λb) — возможность внесения под (выне-
сения за) знак скалярного произведения числового множителя;
4) (a, a) = a2 > 0 (скалярный квадрат), если (a 6= Θ) и (Θ,Θ) = 0.
Линейное (векторное) n-мерное пространство, на котором опре-
делено скалярное произведение, называется евклидовым (простран-
ство En).
Норма (длина, модуль) вектора a в пространстве En определяется
как квадратный корень из суммы квадратов координат вектора:
|a| = a =
q
a21 + . . . + a
2
n. (3.14)
Нулевой вектор — единственный вектор, норма которого равна
нулю.
Неравенством Коши–Буняковского называется следующее соотно-
шение между скалярными произведениями двух векторов:
(a, b)2 ≤ (a, a) · (b, b). (3.15)
Докажем справедливость этого неравенства. Для этого найдем
скалярный квадрат вектора c = ka + b, где k — скалярный множи-
тель:
(c, c) = (ka + b, ka + b) = k2(a, a) + 2k(a, b) + (b, b) ≥ 0.
В левой части равенства стоит неотрицательная величина —
скалярный квадрат вектора c, поэтому правая часть записанного
равенства, представляющая собой квадратный трехчлен относи-
тельно k, также неотрицательна. Последнее утверждение говорит
о том, что четверть дискриминанта
D/4 = (a, b)2 − (a, a) · (b, b) ≤ 0.
Отсюда следует (3.15).
Неравенство Коши–Буняковского позволяет ввести формально






При этом, согласно (3.15),
cos2(â,b) ≤ 1, 0 ≤ (â,b) < π.
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Пример 1. Установить связь между неравенством Коши–Буня-
ковского и областью допустимых значений функции cos ϕ.
Р е ш е н и е. Пусть ϕ = (â,b) — угол между двумя векторами.




Извлекая квадратный корень из обеих частей последнего равен-
ства, получим:
−1 ≤ (a, b)
ab
≤ 1.
В центре полученного неравенства стоит выражение (3.16), оп-
ределяющее косинус угла между двумя векторами. Поэтому из
него следует:
−1 ≤ cos ϕ ≤ 1.
Формула (3.16) позволяет дать еще одну формулировку ска-
лярного произведения, относящегося больше к векторам как гео-
метрическим объектам.
Скалярное произведение равно произведению модулей векторов на
косинус угла между ними:
(a, b) = ab cos(â,b). (3.17)
Из формулы (3.17) следует, что знак скалярного произведения
определяется косинусом угла между векторами. Для геометриче-
ских векторов оно положительно, если угол между направления-
ми векторов меньше прямого, и отрицательно в противном случае.
Формула (3.17) может служить определением скалярного про-
изведения векторов для трехмерного пространства. При этом ак-
сиомы 1–4 скалярного произведения становятся его свойствами —
они следуют из формулы.
Пример 2. Найти скалярное произведение векторов a и b, если
известны их модули a = 1, b = 2 и угол α = (â,b) = π/6.
Р е ш е н и е. (a, b) = 1 · 2 cos(π/6) =
√
3.
Равенство нулю скалярного произведения является условием
ортогональности векторов, входящих в произведение.
Векторы e1, . . . , en пространства En, имеющие единичную нор-
му, образуют ортонормированный базис, если эти векторы попарно
ортогональны. Математическая формулировка определения орто-
нормированного базиса сводится к равенству (i, j = 1, n):
(ei, ej) = δij =

1, если i = j,
0, если i 6= j. (3.18)
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3.7. Проекции вектора
Проекцией точки на ось, как известно из школьного курса гео-
метрии, является основание перпендикуляра, опущенного на эту
ось из рассматриваемой точки.
Направленный отрезок прямой, который представляет собой
вектор как геометрический объект, является геометрическим ме-
стом точек. Поэтому проекция вектора a на ось, направление которой
определяется некоторым вектором c (Prca), представляет собой гео-
метрическое место проекций всех точек вектора a на эту ось, т.е.
(рис. 3.3,а)
Prca = a cos( ˆa, c). (3.19)
Из формулы видно, что знак проекции определяется знаком
косинуса угла между векторами a и c. Проекция положительна,





Prca, имеющий направление c (при cos( ˆa, c) > 0)
или противоположное c (при cos( ˆa, c) < 0), называется составляющей
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Рис. 3.3. Проекции векторов и их свойства
Свойства проекций.
1. Проекция суммы двух векторов на направленную ось равна
сумме проекций векторов на эту ось.
Справедливость свойства следует из рис. 3.3,б.
2. При умножении вектора на число λ его проекция увеличи-
вается в λ раз.
Справедливость свойства следует из подобия треугольников,
изображенных на рис. 3.3,в.
Сравнивая (3.19) с формулой (3.17), для скалярного произве-
дения получим:
(a, b) = aPrab = bPrba. (3.20)
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Если направление оси определяется единичным вектором e (e =
1), то
(a, e) = Prea. (3.21)
Пример. Найти проекцию вектора a на направление вектора b,
если a = 2 и α = (â,b) = 2π/3.
Р е ш е н и е. Prba = a cos α = 2 cos(2π/3) = −1.
3.8. Ортонормированный базис
Ортонормированным базисом пространства Ln называется сово-
купность n попарно ортогональных единичных векторов ik.
Согласно определению модули базисных векторов равны еди-
нице, а скалярное произведение пары любых из них, но различ-
ных, равно нулю:
|ik| = 1, (ik, ir) = δkr (k, r = 1, n). (3.22)
Здесь δkr — символ Кронекера (3.18).
При дальнейшем изложении материала параграфа ограничим-
ся пространством L3, где для упорядоченной тройки векторов орто-
нормированного базиса справедливы соотношения:
|i1| = |i2| = |i3| = 1;
(i1, i1) = (i2, i2) = (i3, i3) = 1;
(i1, i2) = (i2, i3) = (i3, i1) = 0. (3.23)
Упорядоченность ортонормированных базисных векторов име-
ет два варианта.
Наибольшее распространение получил правый базис, для которо-
го кратчайший поворот от направления вектора i1 к направлению
вектора i2 совершается против часовой стрелки, если смотреть с
конца вектора i3. Для левого базиса аналогичный поворот осуществ-
ляется по часовой стрелке.
Ортонормированный базис в пространстве L2 состоит из двух
ортогональных единичных векторов i1 и i2.
В аналитической геометрии для ортонормированных базисных
векторов евклидова пространства E3 чаще используются (как в
главах 7 и 8) обозначения i, j, k.
С направлением векторов ортонормированного базиса обычно
связывается ортогональная декартова (прямолинейная) система
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координат x1, x2, x3 (или x, y, z). Указанные координаты определя-
ют в единицах измерения базисных векторов расстояния от начала
координат до рассматриваемой точки по направлениям базисных
































Рис. 3.4. Разложение вектора в ортонормированных базисах
Если вектор a разложить по ортонормированному базису:
a = a1i1 + a2i2 + a3i3, (3.24)
то в этом разложении a1, a2, a3 будут координатами конца вектора
и одновременно проекциями вектора на направления единичных
базисных векторов i1, i2, i3. Действительно, умножим (3.24) ска-
лярно, например, на базисный вектор i1. С учетом (3.23) и (3.21)
получим
(a, i1) = a1(i1, i1) + a2(i2, i1) + a3(i3, i1) = a1 = Pri1a.
Аналогично (a, i2) = a2 = Pri2a и (a, i3) = a3 = Pri3a.




(a, i1) = |a||i1| cos α1 = a cos α1; (a, i2) = a cos α2; (a, i3) = a cos α3.
Здесь αk (k = 1, 3) — угол между векторами a и базисным ik.
Из последних выражений следует: cos αk = ak/a (k = 1, 3).
Поделим соотношение (3.24) на a (модуль вектора a):




= i1 cos α1 + i2 cos α2 + i3 cos α3. (3.25)
Здесь na — единичный вектор, сонаправленный (совпадающий
по направлению) вектору a. Соотношение (3.25) указывает на то,
что координатами единичного вектора при его разложении по век-
торам ортонормированного базиса являются направляющие коси-
нусы и
ak = a cos αk (k = 1, 3). (3.26)
Используя теорему Пифагора для L3, найдем скалярный квад-
рат вектора a:
(a, a) = a · a cos 0 = a2 = a21 + a22 + a23. (3.27)








В частности, после деления соотношения (3.27) на a2 с учетом
(3.26) для модуля единичного вектора получим формулу:




α3 = 1. (3.29)
Все приведенные выше соотношения легко записываются для
случая пространства L2.
Например, (3.29) с учетом того, что α2 = π/2−α1 и cos2(π/2−α1) =
sin2 α1, приводится к известной формуле из тригонометрии:
cos2 α1 + sin
2
α1 = 1.
Пример. В пространстве L2 задан вектор a своим модулем a =
5 и направляющим косинусом cos(â,i1) = cos α1 = 0, 6. Требуется
найти координаты вектора a.
Р е ш е н и е. 1. Используя (3.29)
`
cos2 α1 + cos
2 α2 = 1
´
, найдем
cos α2 = ±
p
1− cos2 α1 = ±
p
1− (0, 6)2 = ±0, 8.
2. Координаты вектора в ортонормированном базисе, как по-
казано выше, совпадают с проекциями вектора на направления
базисных векторов. Поэтому
ai1=Pri1a=a cos α1=5 · 0, 6 = 3; ai2=Pri2a=a cos α2=5·(±0, 8)=± 4.
Таким образом, условию задачи удовлетворяют два вектора:
a1 = 3i1 + 4i2 и a2 = 3i1 − 4i2 (рис. 3.4,б).
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3.9. Операции над векторами, заданными
в координатной форме
Для простоты изложения материала рассмотрим сначала про-
странство L2, с которым связан ортонормированный базис i1, i2
(рис. 3.5).
Пусть два вектора a и b представлены в этом базисе своими
составляющими:
a = a1i1 + a2i2, b = b1i1 + b2i2.
Если произвольные векторы представлены в виде разложения
по базисным векторам, то эти векторы могут быть охарактеризо-
ваны полностью своими координатами.
Вектор, выходящий из начала координат, называют радиусом-
вектором.
Радиусы-векторы a и b представим в виде совокупности их ко-
ординат:
a = (a1; a2); b = (b1; b2). (3.30)
Введем новый вектор
c = (c1; c2), (3.31)






В справедливости записанного равенства легко убедиться пу-
тем соответствующих геометрических построений (рис. 3.5).


















получить разность двух радиусов-
векторов, представленных в фик-
сированном базисе, связанном с
декартовой ортогональной систе-
мой координат, достаточно соста-
вить вектор, координатами кото-
рого будут разности соответству-
ющих координат этих векторов.
При этом первой в разности долж-
на стоять координата конца векто-












Условием равенства двух векторов OA = OB или a = b является,
очевидно, равенство их координат:
a1 = b1; a2 = b2.
Легко убедиться в том, что линейные операции над векторами,
заданными в фиксированном базисе, сводятся к линейным опера-
циям над их координатами. Например,
a + λb =
`
(a1 + λb1); (a2 + λb2)
´
. (3.33)
Рассмотрим скалярное произведение векторов a и b, представ-
ленных в ортонормированном базисе, с учетом свойств скалярного
произведения, приведенных в § 3.6:
(a, b) =
`
(a1i1 + a2i2), (b1i1 + b2i2)
´
=
= a1b1(i1, i1) + a1b2(i1, i2) + a2b1(i2, i1) + a2b2(i2, i2) = a1b1 + a2b2.
Обобщение приведенных выше соотношений на пространство
Ln очевидно. Если, например, OA = a = (a1, a2, . . . , an) и OB = b =
(b1, b2, . . . , bn) то вектор AB, соединяющий точку A(a1, a2, . . . , an) с










(b1 − a1)2 + (b2 − a2)2 + . . . + (bn − an)2. (3.35)
Скалярное произведение:
(a, b) = a1b1 + a2b2 + . . . + anbn. (3.36)
Из определения скалярного произведения (3.17) вытекает вы-





которое с учетом (3.36) представляется в виде
cos(â,b) =
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Равенство
(a, b) = a1b1 + a2b2 + . . . + anbn = 0 (3.39)
является условием ортогональности векторов. Оно следует из (3.38)
при cos(â,b) = 0.
Условие параллельности векторов a и b можно записать в виде
a = λb.










Для пространства L2 из последних отношений в равенстве оста-
ется только первое.
Пример 1. В торговый павильон поступили товары трех видов.
Совокупность этих товаров представляется вектором a = (a1, a2, a3).
Количество товаров первого вида a1 = 10, второго вида a2 = 5, тре-
тьего вида a3 = 12. Стоимость этих товаров задается вектором цен
b = (b1, b2, b3), где в некоторых денежных единицах b1 = 15, b2 = 20,
b3 = 25. Требуется определить общую стоимость P поступивших
товаров.
Р е ш е н и е. При определении общей стоимости трех упомя-
нутых товаров естественно использовать скалярное произведение
векторов количества товаров и вектора их цен:
P = (a, b) = a1 · b1 + a2 · b2 + a3 · b3 = 10 · 15 + 5 · 20 + 12 · 25 = 550.
Пример 2. Найти угол (косинус угла) между векторами
a = (1,−2, 2) и b = (−3, 2, 6).
Р е ш е н и е. cos(â,b) =















1 · (−3) + (−2) · 2 + 2 · 6
p
12 + (−2)2 + 22
p





Пример 3. Найти угол α (косинус угла) между прямыми AC и
BD, если A(2;−3; 1), B(1; 4; 0), C(−4; 1; 1), D(−5;−5; 3).
Р е ш е н и е. Используя (3.34), получим:
AC = (−4− 2; 1 + 3; 1− 1) = (−6; 4; 0) = 2(−3; 2; 0);











(−3)2 + 22 + 02 · 3
p
(−2)2 + (−3)2 + 12
= 0.
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Результат указывает на ортогональность векторов.
Пример 4. Доказать, что вектор a = (−1,3; 2,1; 0,7) параллелен
вектору b = (3,9;−6,3;−2,1).













Равенство указывает на то, что векторы параллельны.
3.10. Векторное произведение векторов
С геометрической точки зрения векторным произведением векто-
ра a на вектор b называется вектор c, обладающий следующими
свойствами:
1) модуль вектора c равен произведению модулей векторов a и
b на синус угла между ними:
c = ab sin(â,b) (â,b) ≤ π;
2) вектор c ортогонален плоскости векторов a и b;
3) векторы, входящие в векторное произведение, образуют пра-
вую тройку векторов в порядке их расположения cab (abc).
Для обозначения векторного произведения приняты записи
c = [a, b] или c = a × b.
С в о й с т в а векторного произведения.
1. Геометрически векторное произведение c = a × b по модулю
равно площади параллелограмма, построенного на векторах a и
b, как на сторонах. Действительно (рис. 3.6),
c = ab sin α = ah.
Здесь h высота, опущенная из конца вектора b на вектор a.
2. При перестановке векторов (коммутации) знак векторного
произведения меняется на противоположный:
a × b = −b × a.
3. Дистрибутивность по отношению к произведению вектора
на сумму векторов: a × (b + c) = a × b + a × c.
4. Постоянный множитель можно выносить за знак произведе-
ния: λ(a × b) = (λa)× b = a × (λb).
Отметим, что в ℜ2 ввести понятие векторного произведения
векторов невозможно.














Рис. 3.6. Векторное и смешанное произведения векторов
Обратимся к векторам ортонормированного базиса в простран-
стве L3 и рассмотрим их векторные произведения:
i1 × i2 = −i2 × i1 = i3,
i2 × i3 = −i3 × i2 = i1,
i3 × i1 = −i1 × i3 = i2;
i1 × i1 = i2 × i2 = i3 × i3 = Θ.





1, если klm = 123, 231, 312;
−1, если klm = 321, 213, 132;
0, в остальных случаях :
(3.41)
ik × il =
3X
m=1
eklmim (κ, l = 1, 3). (3.42)
Заметим, что равенство нулю векторного произведения двух
векторов указывает на то, что эти векторы линейно зависимы (па-
раллельны).
Рассмотрим, как представляется векторное произведение век-
торов, заданных своими координатами в ортонормированном ба-
зисе. Пусть заданы два вектора в виде их разложения по ортонор-
мированному базису ik (k = 1, 3):
a = a1i1 + a2i2 + a3i3, b = b1i1 + b2i2 + b3i3.
Формулу для определения векторного произведения этих век-
торов получим с учетом (3.42):
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a × b = (a1i1 + a2i2 + a3i3)× (b1i1 + b2i2 + b3i3) =
= i3(a1b2 − a2b1) + i2(a3b1 − a1b3) + i1(a2b3 − a3b2). (3.43)
Последнее выражение представляет собой разложение опреде-
лителя третьего порядка

















по элементам первой строки — совокупности трех векторов орто-
нормированного базиса.
Пример 1. Найти модули векторных произведений: а) a × b;
б) (2a − b) × (a + 2b), если a = 3, b = 2, (â,b) = π/6.
Р е ш е н и е.
а) Следуя п. 1 определения векторного произведения, найдем
|a × b| = ab sin(â,b) = 3 · 2 sin(π/6) = 3.
б) Для определения модуля произведения, заданного в этом пунк-
те, предварительно раскроем векторное произведение векторных
двучленов:
˛









˛2aa sin 0 + 5ab sin(π/6)− 2bb sin 0
˛
˛ = 5 · 3 · 2 · 1
2
= 15.
Пример 2. Найти площадь параллелограмма, построенного на
векторах a = (3, 0, 2) и b = (2, 4,−1).
Р е ш е н и е. Найдем векторное произведение s = a×b заданных
векторов, используя формулу (3.43):
s = (s1, s2, s3) =
`





(3 · 4− 0 · 2), (2 · 2− 3 · (−1)), (0 · (−1)− 2 · 4)
´
= (12, 7,−8).










122 + 72 + (−8)2 =
√
257.
96 Глава 3. Векторы
3.11. Смешанное произведение векторов
Смешанным (векторно-скалярным) произведением трех векторов
называется число, равное скалярному произведение одного векто-
ра на векторное произведение двух других:
c · (a × b).
С в о й с т в а смешанного произведения.
1. Модуль смешанного произведения векторов равен объему
параллелепипеда, построенного на входящих в него векторах как
на сторонах.
Свойство очевидно, так как векторное произведение — это век-
тор d = a × b, ортогональный плоскости векторов a и b и модуль
которого равен площади параллелограмма. Что касается скаляр-
ного произведения вектора c на единичный вектор в направлении
вектора d, то оно равно проекции c на этот вектор. А это высота
H параллелепипеда (рис. 3.6).
2. Знак смешанного произведения не изменится, если в нем
произвести четную перестановку векторов:
a · (b × c) = b · (c × a) = c · (a × b).
При нечетной перестановке векторов знак произведения изменит-
ся на противоположный:
a · (b × c) = −c · (b × a) = −b · (a × c) = −a · (c × b).
3. Значение смешанного произведения не изменится, если по-
менять местами знаки скалярного и векторного произведений:
a · (b × c) = (a × b) · c,
поэтому смешанное произведение часто изображают в виде сово-
купности расположенных в определенном порядке векторов:
a · (b × c) = abc.
Для записи формулы вычисления смешанного произведения
векторов, заданных своими координатами в ортонормированном
базисе, умножим (3.43) скалярно на вектор c = (c1, c2, c3):
abc = a1b2c3 + a3b1c2 + a2b3c1 − a3b2c1 − a1b3c2 − a2b1c3,
или


















Если смешанное произведение abc трех векторов в L3 отлично
от нуля, то эти векторы можно принять за базисные в L3. Если
abc > 0, то тройка векторов образует правый базис; при abc < 0 —
левый базис. Чтобы левый базис превратить в правый, достаточ-
но направление одного из векторов сменить на противоположное
(умножить вектор на −1).
Пример 1. Найти объемы V параллелепипедов, построенных
на векторах a, b, c, в случае двух вариантов векторов, заданных
своими координатами в ортонормированном базисе:
а) a = (1,−2, 4), b = (−3, 2, 0), c = (2,−1, 3);
б) a = (3, 2, 7), b = (−2, 1,−3), c = (−1, 4, 1).
Р е ш е н и е. Для определения объема найдем модули смешан-




























































Равенство нулю смешанного произведения векторов примера
б) указывает на их линейную зависимость. Действительно равен-
ство нулю линейной комбинации
−a − 2b + c = Θ
с отличными от нуля множителями при векторах подтверждает
записанный вывод. Три вектора линейно зависимы — они лежат в
одной плоскости — поэтому не могут образовать объемную фигуру
(параллелепипед) с неравным нулю объемом.
3.12. Деление отрезка в заданном
отношении
Пусть требуется определить координаты точки M , делящей от-
резок
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В векторной форме отношение может быть представлено в ви-
де равенства







Рис. 3.7. Деление отрезка
ных точек в ортогональной декар-
товой системе координат в L2 из-
вестны: M1(x1, y1), M2(x2, y2), M(x, y),
то равенство
(3.46) с учетом (3.34) можно пе-
реписать в виде
(x− x1; y − y1) = λ(x2 − x; y2 − y).
На основании теоремы 3 § 3.5
приравняем соответствующие координаты равных векторов и из








В частности, если точка M делит отрезок M1M2 пополам, то
M1M = MM2 и λ = 1. Тогда из (3.47) следует, что координаты точки













= 3, если M1(2; 3), M2(−2; 3).











2 + 3 · (−2)
1 + 3
;




Формулы (3.47) обобщим на пространство En (евклидово про-
странство, в котором речь можно вести об измеренном по прямой
расстоянии между точками).
Пусть в En две точки заданы своими координатами: M1(x
1
1, . . . , x
1
i ,
. . . , x1n), M2(x
2
1, . . . , x
2
i , . . . , x
2
n). Требуется найти координаты точки
M(x1, . . . , xi, . . . , xn), которая делит отрезок M1M2 в отношении λ.









Вектором в математике называют совокупность элементов, опи-
сывающих некоторый объект исследования. Такой вектор в линей-
ном пространстве Ln представляется в виде совокупности коорди-
нат:
a = (a1, a2, . . . , an)
T . (3.50)
В пространствах, размерность которых не превышает трех, мож-
но ввести геометрический аналог вектора — направленный отре-






2 + . . . + a
2
n.
Направление вектора в пространстве Ln определяется совокуп-
ностью «направляющих косинусов» ni — координат единичного











= (n1, . . . , nn).
Линейные операции над векторами (сложение и умножение на
число) обладают свойствами коммутативности, ассоциативности и
дистрибутивности.
Любой вектор может быть разложен по базисным векторам
e1, e2, . . . , en (представлен в виде их линейной комбинации):
a = a1e1 + a2e2 + . . . + anen.
В этом случае (3.50) представляет собой совокупность коорди-
нат вектора a в заданном базисе.
Если базис ортонормированный (i1, i2, . . . , in), то есть базис, век-
торы которого удовлетворяют условиям
(ik, ir) = δkr =

1, если k = r,
0, если k 6= r,
то в разложении a = a1i1 +a2i2 + . . .+anin координаты ak (k = 1, n) в
представлении (3.50) вектора являются проекциями вектора a на
направления базисных векторов.
Важной математической операцией над двумя векторами яв-
ляется их скалярное произведение. Для геометрических векторов
— это число, равное произведению модулей векторов на косинус
угла между ними:
(a, b) = ab cos(â,b).
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Для векторов, представленных в ортонормированном базисе,
(a, b) = a1b1 + a2b2 + . . . + anbn.
Скалярное произведение векторов коммутативно.
Векторы e1, e2, . . . , en называются линейно независимыми, если
равенство
λ1e1 + λ2e2 + . . . + λnen = Θ
(λ1, λ2, . . . , λn — числовые множители; Θ – нулевой вектор) вы-
полняется только при условии, когда все множители λi (i = 1, n)
равны нулю. В противном случае совокупность векторов линейно
зависима.
Кроме скалярного произведения на практике находят широкое
применение векторное и смешанное произведения векторов. С по-
мощью этих произведений упрощается вычисление площадей и
объемов фигур, ограниченных прямыми и плоскостями.
Желающим расширить свои познания в векторной алгебре ре-
комендуем [1], [4], [5], [6], [8].
3.14. Вопросы 101
3.14. Вопросы
1. Что собой представляет вектор с геометрической точки зре-
ния?
2. Что представляет собой модуль вектора? Как определяется
направление вектора?
3. Какой вектор называется нулевым? Можно ли определить
его направление?
4. Перечислите аксиомы векторных (линейных) пространств.
5. Что называется суммой двух векторов? n векторов?
6. Что называется скалярным произведением векторов? Запи-
шите формулу для скалярного произведения векторов и по-
ясните, от чего зависит знак скалярного произведения?
7. Что такое проекция вектора на направленную ось? составля-
ющая вектора? Перечислите основные свойства проекций.
8. Какие векторы называются линейно зависимыми? линейно
независимыми? Перечислите свойства линейно зависимых век-
торов.
9. Как можно разложить вектор по базисам в различных про-
странствах?
10. Что собой представляет ортонормированный базис? Запиши-
те все возможные варианты скалярных произведений векто-
ров ортонормированного базиса в L3.
11. Что собой представляют координаты единичного вектора в
ортонормированном базисе?
12. Как определить модуль вектора по его координатам в орто-
нормированном базисе?
13. Приведите выражения для скалярного произведения векто-
ров, представленных своими координатами в ортонормиро-
ванном базисе. Для косинуса угла между векторами.
14. Запишите в координатной форме условия ортогональности и
параллельности двух векторов.
15. Приведите формулы для определения координат точки, де-
лящей отрезок в заданном отношении. Делящей отрезок по-
полам.
16. Дайте определение и поясните геометрический смысл век-
торного произведения. Смешанного произведения.
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17. Запишите формулы для определения векторного и смешан-
ного произведения векторов, заданных своими координатами
в ортонормированном базисе.
Вопросы для тестирования
1. Отметьте, какие из записанных ниже выражений относятся
к линейным операциям над векторами (a, b — векторы, λ —
скаляр).
1. a + b; 2. (a, b); 3. a + µb; 4. a = |a|; 5. a − b.
2. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров вопросов (левая колонка) (a, b, c – векто-







1. (a, b) = λ;
2. a + b = b + a;
3. a+(b+c)=(a+b)+c;
4. λ(a + b) = λa + λb.
3. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров вопросов (левая колонка) по отношению к
скалярному произведению и его свойствам (a, b, c — векторы,






1. (a, b) = a cos( ˆa, b);
2. (a, b) = (b, a);
3.
`
a, (b + c)
´
= (a, b) + (a, c);
4. λ(a, b) = (λa, b) = (a, λb).
4. Какие из перечисленных ниже соотношений справедливы
для проекций векторов?
1. Prba = Prab; 2. Prba = b cos( ˆa, b);
3. Prbλa = λPrba; 4. Prc(a, b) = Prca · Prcb;
5. Prc(a + b) = Prca + Prcb.
5. Отметьте свойства, справедливые для векторов i1, i2 орто-
нормированного базиса в L2 (n — единичный вектор).





2 = 1; 5. (i1, i1) = 1.
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6. Отметьте свойства, справедливые по отношению к действи-
ям над векторами, представленными в ортонормированном
базисе.
1. a + b = (a1 + b1, a2 + b2, a3 + b3);
2. λa=(λa1, a2, a3)=(a1, λa2, a3)=(a1, a2, λa3);
3. (a, b) =
√
a1b1 + a2b2 + a3b3;
4. Prba = a1b1 + a2b2 + a3b3;
5. cos( ˆa, b) =














7. Отметьте свойства, справедливые по отношению к действи-
ям над векторами, представленными в ортонормированном
базисе (a — произвольный вектор).











2; 5. (i1, i3) = 1.
8. Отметьте свойства, справедливые для векторов, представ-
ленных в ортонормированном базисе в L3 (a — произвольный
вектор; n — единичный вектор).







3; 5. n = (cos α1; cos α2; cos α3).
9. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров вопросов (левая колонка). В местах отсут-






1. a cos α1;
2.
p
(xA1 −xB1 )2+(xA2 −xB2 )2;
3. (xA1 + λx
B
1 )/(1 + λ);
4. a1b1 + a2b2.
10. Поставьте в соответствие номера ответов (правая колон-
ка) в порядке следования номеров вопросов (левая колонка),
касающихся типов произведений векторов ортонормирован-
ного базиса ik, im и ir. В местах отсутствия правильных от-
ветов поставьте 5.
1. Скалярное 1. ikir
2. Векторное 2. ikimir
3. Смешанное 3. δkm,
4. Неопределенное 4. ekrmim.
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Т Е М А 3.1
(§ 3.1–3.7 теории)
Векторы. Линейные зависимость
и независимость системы векторов
Вопросы
1. Что собой представляет вектор с геометрической точки зре-
ния? модуль вектора? направление вектора?
2. Что собой представляют линейные операции над векторами?
Перечислите свойства линейных операций.
3. Что называется скалярным произведением векторов? Запи-
шите формулу для скалярного произведения векторов и по-
ясните, от чего зависит знак скалярного произведения.
4. Что такое проекция вектора на направленную ось? Перечис-
лите основные свойства проекций.
5. Как связана проекция вектора со скалярным произведением?
6. Какие векторы называются линейно зависимыми? линейно
независимыми?
7. Как можно разложить вектор по базисам пространств L1?
L2? L3?
Задачи
1. Заданы три вектора a, b и c, произвольным образом распо-
ложенные в пространстве. Путем построений изобразить процесс
получения векторов a + b + c, a + b − c и −2a + b + c.
Р е ш е н и е. Для решения задачи используем правила сумми-
рования векторов и умножения их на число. Например, в случае
построения третьего вектора сначала изображается вектор, длина
которого в 2 раза больше вектора a и который направлен в сторо-
ну, противоположную вектору a. С концом полученного вектора
совмещается начало вектора b, затем с концом присоединенного
вектора b совмещается начало вектора c. Началом искомого век-
тора является начало вектора −2a, а концом — конец вектора c.
Проверить справедливость свойства коммутативности опера-
ции сложения векторов.
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2. Построить вектор a = −2i1 + i2 + 3i3, где i1, i2 и i3 — тройка
взаимно ортогональных единичных векторов.
Р е ш е н и е (рис.3.8). Искомый вектор a можно получить дву-
мя способами. Либо построением прямоугольного параллелепипе-
да на векторах −2i1, i2 и 3i3, либо последовательно присоединяя
к концу каждого предыдущего вектора начало последующего. В
первом случае искомый вектор, началом которого служат начала
трех векторов — сторон параллелепипеда, совпадает с диагона-
лью построенного прямоугольного параллелепипеда. Во втором
случае начало вектора a совпадает с началом первого изображае-
мого вектора суммы, конец — с концом последнего.














Рис. 3.8. Задача 3
векторов и угол ϕ = (â,b) = 2π/3 между
ними. Найти скалярное произведение
(a, b).
Р е ш е н и е. Используя формулу, со-
ответствующую определению скаляр-












Знак «минус» в значении скаляр-
ного произведения говорит о том, что
угол между рассматриваемыми векто-
рами тупой.
4. Заданы модули a = 2, b = 5 двух векторов и их скалярное
произведение (a, b) = 10. Определить угол между векторами.
Р е ш е н и е. Из формулы, соответствующей определению
скалярного произведения, следует: cos(â,b) =
(a, b)
a · b . Воспользовав-
шись этим выражением, найдем
cos(â,b) =
10
2 · 5 = 1.
Отсюда (â,b) = 2πk (k ∈ Z).
5. Найти скалярное произведение векторов 2a+3b и a−2b, если
известны модули векторов a = 4, b = 1 и угол ϕ = (â,b) = π/3.
Р е ш е н и е. Для определения искомой величины предвари-
тельно раскроем скалярное произведение, опираясь на его свой-
ства (дистрибутивность, коммутативность и возможность вынесе-
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ния числового множителя за знак скалярного произведения):
`
(2a + 3b), (a − 2b)
´
= 2(a, a)− 4(a, b) + 3(b, a)− 6(b, b) =
= 2a2 − a · b cos ϕ− 6b2 = 2 · 42 − 4 · 1 · 1
2
− 6 · 12 = 24.
6. Найти проекцию вектора 2a + 3b на направление вектора c,
если a =
√
3, (â,c) = π/6, (b̂,c) = π/2.
Р е ш е н и е. Используя свойства суммы проекций векторов и
произведения проекции вектора на число, получим







+ 3 · b · 0 = 3.
7. Найти проекцию вектора 2a − 3b на направление вектора c,
если c = 2, (a,c) = −1, (b,c) = 4.
Р е ш е н и е. Используя формулу, связывающую проекции














8. Убедиться в том, что любое частное решение уравнения x−
2y = 0 представляет собой вектор в пространстве ℜ2.
Р е ш е н и е. Исходное уравнение — частный случай од-
нородной системы уравнений при n = 2 и m = 1. Ранги матри-
цы ее коэффициентов и расширенной матрицы равны: rang(1, 2) =
rang(1, 2, 0) = r = 1. Количество неизвестных n = 2 > r. Соглас-
но теореме Кронекера-Капелли система имеет бесчисленное мно-
жество решений. Общее решение заданной «системы» уравнений
неоднозначно и представляется совокупностью двух величин x = t
и x = 2t, где t ∈ ℜ.
Обозначим эту совокупность через X и покажем, что X = (t, 2t)
представляет собой вектор в пространстве ℜ2, т.е. удовлетворяет
всем условиям параграфа 3.2, определяющим векторное простран-
ства.
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Рассмотрим два частные решения исходного уравнения X1 =
(t1, 2t1) и X2 = (t2, 2t2) и совокупность Θ = (0, 0). Проверку осуще-
ствим следуя пунктам аксиом векторного пространства.
1. Образуем сумму двух векторов: X1 + X2 = ((t1, 2t1) + (t2, 2t2) =
(t1 + t2, 2t1 + 2t2) = (T, 2T ). Здесь и далее T = t1 + t2 ∈ ℜ.
2. Операция суммирования обладает свойством коммутативно-
сти. Действительно, X1 + X2 = (t1 + t2, 2t1 + 2t2) = (t2 + t1, 2t2 + 2t1) =
(t2, 2t2) + (t1, 2t1) = X2 + X1.
В выполнимости пунктов 3-9 аксиом векторного пространства
читателям предлагается убедиться самостоятельно.
10. X + (−X) = (t, 2t) + (−t,−2t) = (t− t, 2t− 2t) = (0, 0) = Θ.
Все пункты аксиом выполнены, поэтому, следуя определению,
X представляет собой вектор в ℜ2.
9. Установить, будут ли векторы a1 = (2, 1, 1) = 2i1 + i2 + i3, a2 =
(−3, 1,−4) = −3i1 + i2 − 4i3 и a3 = (1, 3,−2) = i1 + 3i2 − 2i3 линейно
независимыми.
Р е ш е н и е. Для установления факта линейной зависимо-
сти или линейной независимости заданных векторов составим и
приравняем нулевому вектору их линейную комбинацию:
λ1a1 + λ2a2 + λ3b3 = Θ.
Подставим в записанное равенство заданные векторы, выра-
женные через базисные векторы и сгруппируем слагаемые с оди-
наковыми ik (k = 1, 2, 3):
(2λ1− 3λ2 + λ3)i1 +(λ1 + λ2 +3λ3)i2 +(λ1− 4λ2− 2λ3)i3 = 0 · i1 +0 · i2 +0 · i3.
Приравнивая множители при одинаковых базисных векторах





2λ1 − 3λ2 + λ3 = 0,
λ1 + λ2 + 3λ3 = 0,
λ1 − 4λ2 − 2λ3 = 0.
Однородная система уравнений будет иметь ненулевые реше-



































Обратим внимание на то, что столбцами определителя являют-
ся координаты заданных векторов.
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Равенство нулю определителя указывает на то, что существу-
ют ненулевые значения коэффициентов λk при которых линейная
комбинация заданных векторов обращается в нуль. Эти значения:
λ1 = −2t, λ2 = −t, λ3 = t. Таким образом
−2a1 − a2 + a3 = Θ.
Система заданных векторов линейно зависима.
10. Установить, можно ли считать функции ek1x и ek2x линейно
независимыми векторами.





Предположим, что хотя бы один из числовых множителей в
равенстве (пусть λ1) не равен нулю. Перенесем второе слагаемое






В правой части полученного выражения стоит число, а в левой
— функция переменной x. Равенство возможно только в случае,
когда k1 = k2. Таким образом, экспоненциальные функции будут
линейно независимыми если коэффициенты в их показателях раз-
личны.
11. Установить, можно ли считать функции x и kx линейно неза-
висимыми векторами.
Р е ш е н и е. Составим и приравняем нулю линейную комбина-
цию заданных функций:
λ1x + 2λ2kx = 0.
Ясно, что записанное равенство будет выполняться при не рав-
ных нулю коэффициентах λ1 и λ2, связанных зависимостью λ1 =
−2kλ2. Функции — линейно зависимые.
12. Записать вектор a = −1,5p1 + 0,5p2 в базисе (e1, e2), если за-









Р е ш е н и е. Из двух векторных уравнений, связывающих
заданные базисные векторы, найдем
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p1 = −e1 + 2e2; p2 = 3e1 − 2e2.
Подставляя эти зависимости в выражение для вектора a, по-
лучим
a = 3e1 − 4e2.
Замечание: линейная независимость двух пар базисных векто-
ров следует из возможности взаимного однозначного представле-
ния одной пары векторов через другую.
Желательно представленные преобразования сопроводить ри-
сунком, выбрав в качестве исходного базиса любую пару неком-
планарных векторов: (e1; e2) или (p1; p2).
13. Записать вектор a = p1 − p2 + 2p3 в базисе (e1, e2, e3), если
зависимость между векторами выражается соотношениями:
e1 = 3p1 + p2 − 2p3; e2 = −1,5p1 + p2; e3 = 3p1 − 2p2.
Р е ш е н и е. Искомое представление вектора a должно иметь
вид
a = λ1e1 + λ2e2 + λ3e3. (3.51)
Подставим в (3.51) зависимости между ek и pk (k = 1, 3) и сгруп-
пируем в полученном выражении слагаемые при одинаковых век-
торах pk:
a = (λ1 − 1,5λ2 + 3λ3)p1 + (−λ1 + λ2 − 2λ3)p2 − 2λ1p3.
Приравнивая коэффициенты при векторах pk в полученном и
исходном выражениях для вектора a, придем к системе трех урав-














Умножение первого уравнения системы на −2, второго на 3
приводит к уравнениям с одинаковыми левыми и различными
правыми частями: (
3λ2 − 6λ3 = 4,
3λ2 − 6λ3 = −6,
что говорит о несовместности двух уравнений. Причина тому —
линейная зависимость (коллинеарность) двух заданных векторов:
e3 = −2e2.
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14. Денежные единицы E, D и R трех государств связаны от-
ношениями, представленными таблицей (значения единиц, приве-





ных координатами строк (столб-
цов) таблицы.





E 1 5/6 25
D 6/5 1 30



































Нетрудно убедиться в том, что любой из записанных векторов













b. Аналогичные соотношения можно за-
писать для векторов, представленных координатами столбцов таб-
лицы. Следовательно, отношения обменных курсов различных ва-
лют представляются числами, которые являются координатами
линейно зависимых векторов.
Задачи для самостоятельного решения
1. Изобразить на рисунке три произвольных вектора a, b и c.
Построить по ним векторы 0,5a, −0,5a, a+b+2c, 2a−b и a+(−a).
2. Заданы модули векторов a = 4, b = 5 и угол ( ˆa, b) = 2π/3.
Найти скалярное произведение векторов.
3. Заданы модули векторов a = 1, b = 3 и угол ( ˆa, b) = π/2. Найти
скалярное произведение векторов (a + b, a − b).
4. Найти Prba, если b = 4, (a, b) = 8.
5. Найти угол α = ( ˆa, b), если (a, b) = 4, a = 2, b = 4.
6. Доказать, что полином n-й степени a0 + a1x + a2x
2 + . . . + anx
n
представляет собой линейную комбинацию системы линейно неза-
висимых «векторов» (x0, x1, x2, . . . , xn).
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7. Записать вектор a = 2e1 − 3e2 + e3 в базисе (i1, i2, i3), если
i1 = e1, i2 = e1 + e2, i3 = e1 + e2 + e3.
8. Записать вектор a = 3e1 − e2 в базисе (i1, i2), если i1 = e1 −
2e2, i2 = e1+e2. Изобразить на рисунке разложение вектора в двух
базисах.
9. Определить, будут ли линейно независимыми функции sin x
и cos x?
10. Определить, будут ли векторы (3, 1, 5), (−2, 2,−3) и (1,−5, 1)
линейно независимыми.





1. Что собой представляет ортонормированный базис? Запиши-
те все возможные варианты скалярных произведений векто-
ров ортонормированного базиса.
2. Какова связь между проекциями вектора на векторы орто-
нормированного базиса и координатами вектора?
3. Что собой представляют координаты единичного вектора в
ортонормированном базисе?
4. Как определить модуль вектора по его координатам в орто-
нормированном базисе?
5. Как связаны между собой направляющие косинусы вектора,
заданного в ортонормированном базисе?
6. Приведите выражение для скалярного произведения векто-
ров, представленных своими координатами в ортонормиро-
ванном базисе, а также для косинуса угла между векторами.
7. Запишите в координатной форме условия ортогональности и
параллельности двух векторов.
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Задачи
1. В пространстве L2 заданы два геометрических вектора CA
и CB. Ввести в этом пространстве ортонормированный базис и
показать на рисунке проекции векторов CA, CB и AB. Записать
выражения для проекций и составляющих этих векторов по на-
правлениям базисных векторов.
Р е ш е н и е. Проекции векторов соответствуют длинам отрез-
ков по координатным осям, связанным с базисными векторами,
так как ортогональные базисные векторы имеют единичные мо-
дули: Pri1CA = a1 − c1 (отрицательная величина); Pri1CB = b1 − c1,
Pri1AB = b1 − a1, . . . , Pri2AB = b2 − a2.
Векторы раскладываются на составляющие по направлениям ба-
зисных векторов:
CA = (a1 − c1)i1 + (a2 − c2)i2, . . . , AB = (b1 − a1)i1 + (b2 − a2)i2.





























Рис. 3.9. Решения задач 1 (слева) и 2 (справа)
Построить векторы OA, OB и AB в ортонормированном базисе,
связанном с системой координат (O — начало координат).
Р е ш е н и е. Векторы, задаваемые координатами точек их
конца и начала, определяются разностями соответствующих ко-
ординат. Так как координаты точки O нулевые: O(0, 0), то OA =
(a1 − 0; a2 − 0) = (a1; a2) = (3;−2), OB = (b1; b2) = (2;−4). Записанные
соотношения подтверждают утверждение о том, что координаты
радиусов-векторов в ортонормированном базисе равны координа-
там концов этих векторов.





3. В ортонормированном базисе заданы векторы a = (4;−2; 0) и
b = (3; 5;−1). Найти 0,5a + b и 2b − a.
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Р е ш е н и е. Учитывая свойства линейных операций над век-
торами, заданными своими координатами, найдем:
0,5a + b =
`
0,5 · 4 + 3; 0,5 · (−2) + 5; 0,5 · 0 + (−1)
´
= (5; 4;−1);
2b − a =
`
2 · 3− 4; 2 · 5− (−2); 2 · (−1)− 0
´
= (2; 12;−2) = 2(1; 6;−1).
4. Найти Prba, если a = (0; 2;−3), b = (1;−2;−1).
Р е ш е н и е. Воспользуемся формулой определения проекций



















5. Найти угол между векторами a = (−0,5; 2; 1,5) и b = (1;−4;−3).
Р е ш е н и е. Воспользуемся формулой определения косинуса




a · b =















−0,5 · 1 + 2 · (−4) + 1,5 · (−3)
p
(−0,5)2 + 22 + (1,5)2
p









Отсюда ϕ = arccos(−1) = π.
Заданные векторы оказались коллинеарными. Этого результа-
та можно было ожидать. Действительно, векторы a и b линейно
зависимы: b = −2a.
6. Найти m и n, если известно, что векторы a = (2; 2; m) и b =
(n; 4; 6) параллельны.






























=⇒ m = 3.
7. Найти m, если векторы a = (5m; 2; m) и b = (−1; 3; m) перпен-
дикулярны.
Р е ш е н и е. Из условия перпендикулярности векторов
(a, b) = a1b1 + a2b2 + a3b3 = 0
следует:
5m · (−1) + 2 · 3 + m ·m = 0.
Для определения m имеем квадратное уравнение
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m2 − 5m + 6 = 0.
Это уравнение имеет два действительных корня: m1 = 2 и m2 = 3
— искомые значения m.
8. Найти длину и направляющие косинусы вектора a = (1;
√
2;−1).











2)2 + (−1)2 = 2,
















Координатами единичного вектора в ортонормированном ба-








, cos α3 = −1
2
.
Отсюда находим значения углов: α1 = π/3, α2 = π/4, α3 = 2π/3,
которые определяют направление вектора a.
Задачи для самостоятельного решения
1. Найти вектор AB, если в декартовой ортогональной системе
координат A(1; 2;−1), B(3;−4; 1).
Построить векторы OA, OB и AB в ортонормированном базисе,
связанном с системой координат (O – начало координат).
2. В ортонормированном базисе заданы векторы a = (2;−1; 0) и
b = (3; 1; 5). Найти a + b и b − 2a.
3. Найти Prba, если a = (0; 2;−3), b = (1;−2;−1).
4. Найти угол между векторами a = (2; 3;−1) и b = (−1; 0; 3).
5. Найти m, если известно, что векторы a = (1; n; 3) и b = (m; 4; 6)
параллельны.
6. Из условия перпендикулярности векторов a = (m; 2m; 1) и
b = (m; 1; 1) найти m.
7. Найти угол между диагоналями четырехугольника, заданно-
го координатами его вершин: A(−1;−1), B(−1; 2), C(2;−1) и D(2; 2).
8. Найти длину и направляющие косинусы вектора a = (3;−6; 2).
Тема 3.3 Векторное и смешанное произведения 115
Т Е М А 3.3
(§ 3.10–3.12 теории)
Векторное и смешанное произведения
векторов
Вопросы
1. Дайте определение векторного произведения векторов?
2. В чем геометрический смысл векторного произведения?
3. Дайте определение смешанного произведения векторов?
4. В чем геометрический смысл смешанного произведения?
5. В чем состоит задача деления отрезка в заданном отноше-
нии? Приведите формулы для определения координат точ-
ки, делящей отрезок в заданном отношении и, в частности,
пополам.
Задачи
1. Заданы модули двух векторов a и b: a = 3, b = 1/
√
3 и угол
между векторами (â,b) = π/3. Вычислить площадь S параллело-
грамма, двумя сторонами которого являются векторы 3a−b и a+b.
Р е ш е н и е.
Составим векторное произведение, раскроем его и найдем мо-
дуль полученного вектора:
c = |c| = |(3a − b)× (a + b)| = |3a × a + 3a × b − b × a − b × b|.
Так как |a × a| = aa sin 0 = 0, |b × b| = bb sin 0 = 0 и a × b = −b × a то






= 2 = S.
2. Сумма трех векторов равна нулевому вектору: a + b + c = Θ.
Доказать, что при этом a× b = b× c = c×a. Каков геометрический
смысл полученного результата?
Р е ш е н и е. Из первого заданного равенства выразим один из
векторов (произвольный) через два других:
a = −b − c.
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Полученное равенство приводит к следующим результатам:
a × b = −(b + c)× b = −c × b = b × c;
c × a = −c × (b + c) = −c × b = b × c.
Таким образом требуемое равенство доказано.
Геометрический смысл полученного результата объясняется сле-
дующим. Равенство нулю суммы трех векторов указывает на то,
что эти векторы образуют замкнутый треугольник. Векторные
произведения любой из пар векторов a, b, c равны одной и той
же площади — площади, образованной тремя векторами.
3. a = 4, b = 3 — модули векторов a и b. Угол между этими
векторами (â,b) = π/6. Выразить через a и b единичный вектор i,
ортогональный плоскости векторов a и b и образующий с задан-
ными векторами (в порядке их записи) правую тройку векторов.
Р е ш е н и е. Согласно определению в векторном произведении
c = a × b
c — вектор, перпендикулярный векторам a и b, составляет с ни-
ми правую тройку векторов. Чтобы найти единичный вектор в
направлении c, достаточно разделить этот вектор на его модуль











4. Используя определение векторного произведения найти угол
между векторами a = (−2, 1, 0) и b = (3, 2,−1).
Р е ш е н и е. Для определения векторного произведения
















































(−1)2 + (−2)2 + (−7)2 =
√
54.
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Найдем модули векторов a и b:
a =
p




32 + 22 + (−1)2 =
√
14.
















5. Найти вектор c = (2a−b)×(a+3b), если векторы a и b заданы в
задаче 4 в виде совокупности их координат в ортонормированном
базисе.
Р е ш е н и е. Для определения векторного произведения раскроем
векторное произведение двучленов, стоящих в скобках условия
примера:
c = 2a × a + 2 · 3a × b − b × a − 3b × b = 7a × b.
Используем полученное в примере 4 по формуле (3.44) значе-











6. Вычислить площадь треугольника с вершинами A(1, 5, 0),
B(3, 1, 0), C(0, 3, 0).
Р е ш е н и е. Отметим характерную особенность расположения
точек в L3. Отсутствие в них третьей координаты указывает на то,
что все точки лежат в первой координатной плоскости.
Выберем любые два из трех векторов, совпадающих со сто-
ронами треугольника. Пусть эти векторы a = CB = (3,−2, 0) и











































˛ = |4i1| = 4.
Замечание. Если бы под знаком абсолютной величины стояла
сумма трех отличных от нуля векторов: s1i1 + s2i2 + s3i3, то иско-
мую площадь следовало искать по правилам определения модуля







7. Три вектора заданы своими координатами в ортонормиро-
ванном базисе: a = (2,−1, 4), b = (0,−2, 3), c = (−2, 3, 1).
Установить, могут ли эти векторы, расположенные в порядке
их перечисления, составлять правый базис в L3;
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Р е ш е н и е.
Если смешанное произведение трех векторов abc положитель-
но, то векторы образуют правый базис в L3. При отрицательном
значении смешанного произведения — левый базис. Если смешан-
ное произведение векторов равно нулю, то векторы компланарны
и не могут быть базисными.



































= 2 · (−2) ·1+4 ·0 ·3+(−1) ·3 · (−2)−4 · (−2) · (−2)−2 ·3 ·3− (−1) ·0 ·1 = −32.
Отличное от нуля значение смешанного произведения указы-
вает на то, что векторы линейно независимы и могут быть при-
няты в качестве базисных. Знак минус указывает на то, что трой-
ка векторов образует левый базис. Чтобы изменить ориентацию
векторов на правую, достаточно в порядке заданного следования
векторов abc поменять местами два любых вектора. Так, напри-
мер, acb = +32.
8. Вершины тетраэдра заданы своими координатами в ортонор-
мированном базисе L3: A(1,−2, 5), B(4, 3, 0), C(−2, 1, 3), D(4, 0, 2).
а) Определить объем V
T
тетраэдра ABCD;
б) Вычислить высоту h тетраэдра, опущенную из вершины A.
Р е ш е н и е.









|abc|. Векторы a, b и c при этом должны
выходить из одной вершины (или быть направлеными в одну вер-
шину). Пусть это будет вершина D. Тогда:
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Sh, где S – площадь основания тет-
раэдра, противоположного вершине A. Для ее определения вос-
пользуемся векторным произведением двух произвольных векто-

































































9. Отрезок, соединяющий точки M1(6;−8; 2) и M2(−2; 0; 2), разде-
лить в отношении 3:1.




















6 + 3 · (−2)
1 + 3
= 0; x2 =
−8 + 3 · 0
1 + 3
= −2; x3 = 2 + 3 · 2
1 + 3
= 2.
Эти значения определяют координаты точки M(0;−2; 2), деля-
щей отрезок M1M2 в отношении 3:1.
10. Записать выражение для вектора AD, совпадающего с ме-
дианой треугольника ABC, если A(0; 5;−2), B(3;−1; 4), C(1; 3;−4).
Р е ш е н и е. По определению медианы точка D делит отрезок





























=⇒ D(2; 1; 0).
Запишем выражение для вектора, совпадающего с медианой:
AD = (xD1 − xA1 ; xD2 − xA2 ; xD3 − xA3 ) =
`
2− 0; 1− 5; 0− (−2)
´
= 2(1;−2; 1).
11. Найти координаты точки C, симметричной точке A(1; 2) от-
носительно точки B(−1; 5).
Р е ш е н и е. Из условия задачи следует, что B делит отре-
зок AC пополам. Пусть координаты точки C xC и yC . Из формул
определения координат точки, делящей отрезок пополам,








находим и определяем значения искомых координат:
xC = 2xB − xA = 2 · (−1)− 1 = −3; yC = 2yB − yA = 2 · 5− 2 = 8.
Задачи для самостоятельного решения
1. Заданы модули двух векторов a и b: a = 1, b = 3 и угол между
векторами (â,b) = π/6. Вычислить площадь S параллелограмма,
двумя сторонами которого являются векторы 2a − 3b и a + 2b.
2. Найти модуль вектора c = (3a−2b)× (a+4b), если a = (1,−2, 0)
и b = (−3, 1,−1).
Заданы координаты точек: A(−2, 3, 1), B(2, 0,−1), C(0,−2, 3),
D(−1, 4, 1). Требуется:
3. Проверить, будут ли точки лежать в одной плоскости.
4. Определить, могут ли три вектора, выходящих из точки D в
направлениях оставшихся точек, образовать базис.
5. Установить, какой тип базиса (правый или левый) образует
тройка векторов, построенных в задаче 4.
6. Найти площадь основания тетраэдра, противоположного вер-
шине D.
7. Вычислить объем тетраэдра, вершинами которого являются
заданные точки.
8. Определить высоту тетраэдра, опущенную из вершины D на
противоположное основание.
9. Разделить отрезок, соединяющий точки M1(2; 3; 0) и M2(4; 1; 2),
в отношении 2:1.
10. Точка B(2; 1; 4) делит отрезок AC пополам. Найти координа-
ты точки C, если A(3;−1; 5).
Задание на расчетную работу. Часть 2
«Векторная алгебра»
Пояснения к выполнению и оформлению задания даны на стра-
нице 69.
Заданы координаты четырех вершин тетраэдра: A(3, 5,−2),
B(−1, 3, 2), C(k,−4, 3), D(3,−4,−k).
В декартовой ортогональной системе координат изобразить тет-
раэдр.
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Средствами линейной алгебра найти следующие элементы тет-
раэдра.
1. Длину стороны CD.
2. Длину медианы треугольника BCD, выходящую из вершины
D.
3. Угол между диагоналями параллелограмма, построенного
на сторонах BC и BD.
4. Длину высоты, опущенной из вершины A на основание BCD.
5. Площадь основания BCD.
6. Объем тетраэдра.
7. Убедиться в том, что векторы AB, AC, AD и BC линейно
зависимы. Выбрать среди этих векторов линейно независимые.
Доказать факт их линейной независимости.
По возможности, выполнить проверку правильности получен-
ных результатов (возможно получив результаты другими метода-
ми).




1. Перечислите элементарные преобразования над определите-
лями, не изменяющие их значения.
1. Прибавление к элементам столбцов соответствующих эле-
ментов других столбцов.
2. Перестановка любых строк (столбцов).
3. Вычеркивание столбцов, состоящих только из нулевых эле-
ментов.
4. Вычеркивание строки и столбца, на пересечении которых
стоит нулевой элемент.
5. Среди ответов 1–4 нет правильных.
2. Перечислите соотношения, справедливые для произведений
матриц.
1. AB = BA; 2. A(BC) = (AB)C; 3. A2 = (a2ij);
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3. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров вопросов (левая колонка) по отношению к ска-
лярному произведению и его свойствам (a, b, c — векторы, λ ∈ ℜ).





1. (a, b) = a cos( ˆa, b);
2. (a, b) = (b, a);
3.
`
a, (b + c)
´
= (a, b) + (a, c);
4. λ(a, b) = (λa, b) = (a, λb).
4. Какие из перечисленных ниже соотношений справедливы
для проекций векторов?
1. Prba = Prab; 2. Prba = b cos( ˆa, b);
3. Prbλa = λPrba; 4. Prc(a, b) = Prca · Prcb;
5. Prc(a + b) = Prca + Prcb.
5. Отметьте свойства, справедливые для векторов, представ-
ленных в ортонормированном базисе в L3 (a — произвольный век-
тор; n — единичный вектор).







3; 5. n = (cos α1; cos α2; cos α3).
Билет по практике
(на 45 минут)
1. Из условия перпендикулярности векторов a = (m; 2m; 1) и
b = (m; 1; 1) найти m.
2. Найти скалярное (другой вариант: векторное) произведение
`
(2a − b), (a + 2b)
´
, если a = 1, b = 2, ( ˆa, b) = π/3.
3. Определить, при каких условиях будут линейно независи-
мыми векторы (функции) ak1x и ak2x.
4. Найти длину и направляющие косинусы вектора AB, если
A(−2; 1; 3) и B(2; 1; 0).
5. Найти площадь параллелограмма, вершинами которого яв-





Найдем решение квадратного уравнения
z2 − 4z + 13 = 0.
Два корня этого уравнения (решения) представим в виде
z1 = 2− 3i, z2 = 2 + 3i,
где i =
√
−1 называется мнимой единицей.
В общем случае
z = x + iy (4.1)
называется ко́мплексным числом, а выражение (4.1) — алгебраической
формой комплексного числа. Если x и y переменные, то z — перемен-
ная комплексная величина.
Первое слагаемое (4.1) x = Re z называется действительной ча-
стью z (сокращение от английского real — действительный). Мно-
житель y = Im z при i называется мнимой частью z (от английского
imájinary — мнимый). Так что
z = Re z + i Im z. (4.2)
Комплексное число
z = x− iy (4.3)
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называют сопряженным по отношению к z (4.1).
Комплексные числа не принадлежат множеству действитель-





Im z = y





ло можно изобразить точкой на плос-
кости со связанной с этой плоскостью
ортогональной декартовой системой
координат (x, y): координату x = Re z
принимают за абсциссу и называют
действительной осью, y = Im z — за ор-
динату числа z и называют мнимой
осью (рис. 4.1).
Такое представление дает право
отождествить комплексное число с
вектором (x, y) в L2. Базисными в пред-
ставлении z = x + yi являются пара
линейно независимых векторов 1 и i.
Для комплексных чисел определены линейные операции
сложение:
z1 + z2 = (x1 + y1i) + (x2 + y2i) =
= (x1 + x2) + (y1 + y2)i = (x1 + x2, y1 + y2);
и умножение на действительное число:
λz = λ(x + yi) = λx + λyi = (λx, λy).
Можно убедиться в том, что комплексные числа удовлетворя-
ют всем аксиомам линейного векторного пространства (§3.2).
Что касается произведений комплексных чисел, то они облада-
ют некоторыми характерными свойствами. В частности, произве-
дение двух комплексных чисел равно в общем случае комплекс-
ному числу, состоящему из действительной и мнимой частей (ис-
ключение — произведение комплексно-сопряженных чисел):
z = z1z2 = (x1 + y1i)(x2 + y2i) = (x1x2 − y1y2) + (x1y2 + x2y1)i;
Re z = x1x2 − y1y2, Im z = x1y2 + x2y1.
Произведение комплексно-сопряженных чисел равно действи-
тельному числу. Действительно,
zz = (x + iy)(x− iy) = x2 − i2y2 = x2 + y2. (4.4)
Комплексное число z, удовлетворяющее равенству z2z = zz2 =




ставления частного от деления комплексных чисел в алгебраиче-
ском виде следует числитель и знаменатель дроби умножить на
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(x1 + iy1)(x2 − iy2)
(x2 + iy2)(x2 − iy2)













4.2. Тригонометрическая и показательная
формы комплексных чисел
Вернемся к рис. 4.1. Действительное число,
r = |z| =
p
x2 + y2 =
p
(Re z)2 + (Im z)2, (4.5)
определяющее длину вектора Oz, называется модулем комплексно-




Направление этого радиуса-вектора определяет угол ϕ, отсчи-
тываемый против часовой стрелки от положительного направле-
ния координаты x. Для этого угла (n ∈ Z):







Всякое решение уравнения (4.6) называется аргументом ком-
плексного числа z:
Arg z = Arctg
y
x
= ϕ + 2πn, (n ∈ Z). (4.7)
Угол ϕ = arg z ∈ [0; 2π) называется главной частью аргумента
числа z.
Из приведенных соотношений следует:
x = r cos ϕ, y = r sin ϕ. (4.8)
При подстановке этих зависимостей в алгебраическую форму
(4.1) получим тригонометрическую форму комплексного числа:
z = r(cos ϕ + i sin ϕ). (4.9)
Пример 1. Комплексное число z = −2 + 2
√
3i представить в три-
гонометрической форме.
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Р е ш е н и е. Так как x = Re z = −2, y = Im z = 2
√























Отсюда находим главную часть аргумента:




















Еще одну форму комплексного числа получим, используя из-
вестные в математике формулы Эйлера зависимости тригономет-




(eϕi + e−ϕi), i sin ϕ =
1
2
(eϕi − e−ϕi). (4.10)
Суммируя два последних соотношения, получим
eϕi = cos ϕ + i sin ϕ. (4.11)
Аналогично, вычитание второго соотношения (4.10) из первого
приводит к выражению
e−ϕi = cos ϕ− i sin ϕ. (4.12)
Подставляя последние выражения в (4.9), получим показатель-
ные формы комплексного числа:
z = reϕi z = re−ϕi. (4.13)
Показательная форма комплексного числа зачастую облегчает
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Для квадрата комплексного числа получим
z2 = z · z = r2e2ϕi,
для n-й степени:
zn = zn−1z = rnenϕi.
В тригонометрическом представлении последняя формула, на-
зываемая формулой Муавра, имеет вид
zn = rn(cos nϕ + i sin nϕ). (4.14)
Пример 2. Записать в показательной и тригонометрической
формах комплексное число z = (1 + i)8.
Р е ш е н и е. Найдем модуль и аргумент комплексного числа
1 + i (Re(1 + i) = Im(1 + i) = 1):
r =
p
12 + 12 =
√







Подставим полученные выражения в формулу Муавра:
z = (1 + i)8 = r8e8ϕi = 16e2πi = 16(cos 2π + i sin 2π) = 16.
Пусть a = reϕi = re(ϕ+2πn)i — комплексное число. Тогда урав-




















r — положительное действительное число. Решения zk
(k = 0, n− 1) называются корнями n-й степени из комплексного числа
a.






Р е ш е н и е. Представим комплексное число a = −2 + 2
√
3i в
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4.3. Комплексное векторное пространство
Пусть в n-мерном векторном пространстве задан вектор сво-
ими координатами: x = (x1, x2, . . . , xn).
Будем считать, что координаты xk (k = 1, n) — комплексные
числа:
xk = Re xk + i Im xk = αk + iβk.
Введем сопряженные величины







Наряду с вектором x рассмотрим вектор y = (y1, y2, . . . , yn),
координаты которого yk = ηk + iνk.
Скалярным произведением двух векторов x и y, заданных в n-






То есть, скалярное произведение равно сумме произведений коор-
динат первого вектора на сопряженные координаты второго век-
тора.
Скалярное произведение обладает свойством положительной
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Рассмотрим некоторые свойства скалярных произведений век-
торов комплексного пространства, отличные от скалярных произ-
ведений действительных векторов.
1. Для векторов с комплексными координатами справедливо
свойство эрмитовой симметрии: если скалярное произведение двух
векторов x и y комплексного пространства равно комплексному
числу a = Re a + iIm a, то при перестановке множителей в скаляр-
ном произведении получится число a = Re a− iIm a, сопряженное
с a.
Покажем, что это так.
Пусть x = (xk) = (αk + iβk), y = (yk) = (ηk + iνk) (k = 1, n).
Скалярное произведение векторов x и y согласно (4.16) равно
сумме произведений координат первого вектора xk на соответству-
ющие сопряженные координаты yk второго вектора:










(αkηk + βkνk) + i
nX
k=1











(αkηk + βkνk)− i
nX
k=1
(βkηk − αkνk) = Re a− i Im a = a.
Сравнение двух полученных величин указывает на то, что они
—
сопряженные комплексные числа. Отсюда следует эрмитова сим-
метрия
(x, y) = (y, x) (4.17)
2. Скалярный множитель (не вектор, а комплексная скалярная
величина), стоящий перед первым множителем скалярного произ-
ведения, можно выносить за знак скалярного произведения. Ска-
лярный множитель, стоящий перед второй комплексной величи-
ной в скалярном произведении, можно выносить за знак скалярно-
го произведения, заменяя его на соответствующий сопряженный
множитель:
(ax, y) = a(x, y), (x, by) = b(x, y). (4.18)
В справедливости второго соотношения можно убедиться, вос-
пользовавшись формулами (4.17) и (4.18):
(x, by) = (by, x) = b (y, x) = b (x, y). (4.19)
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Свойства 1 и 2, рассмотренные выше, справедливы для векто-
ров действительного пространства, получаемых из векторов ком-
плексного пространства в предположении, что Im x = 0. В этом
случае x = x.
4.4. Резюме
Решение квадратных уравнений функций одной переменной
зачастую приводит к отрицательному значению дискриминанта. В
этом случае действительные корни уравнения отсутствуют, а для
записи его решения вводится мнимая единица (i =
√
−1). Реше-
нием квадратного уравнения в этом случае будут два комплексно
сопряженных корня.
Для удобства использования комплексных чисел при решении
задач кроме естественной алгебраической их формы вводят триго-
нометрическую форму (формула Муавра) и показательную фор-
му, предложенную Эйлером.
Комплексные числа образуют комплексное векторное простран-
ство. Векторы этого пространства обладают рядом свойств, отлич-
ных от свойств действительного пространства («эрмитова» сим-
метрия, особенности вынесения скалярного комплексного множи-
теля за знак скалярного произведения).
Отметим, что математический анализ функций комплексного
переменного привел к развитию самостоятельного раздела мате-
матики — теории аналитических функций.
4.5. Вопросы
1. Какие числа называют комплексными? комплексно сопря-
женными?
2. Дайте геометрическую интерпретацию комплексного числа.
3. Воспроизведите тригонометрическую и показательную фор-
мы комплексного числа.
4. В чем смысл эрмитовой симметрии?




1 Поставьте в соответствие номера ответов (правая колонка)
в порядке следования номеров вопросов (левая колонка), касаю-
щихся комплексных чисел z = x+ iy. В местах отсутствия правиль-
ных ответов поставьте 5.
1. |z| 1. arctg y/x;
2. arg z 2.
p
x2 + y2;
3. Re z 3. x;
4. Im z 4. y
√
−1.
2. Поставьте в соответствие номера ответов (правая колонка)
в порядке следования номеров вопросов (левая колонка), касаю-
щихся комплексных чисел z = x + iy и комплексных векторов x и
y. В местах отсутствия правильных ответов поставьте 5.
1. Формула Эйлера 1. (x, y) = (y, x);
2. Формула Муавра 2. zn=rn(cos nϕ+i sin nϕ);
3. Эрмитова симметри́я 3. z = reiϕ;
4. Модуль z 4.
p
x2 + y2.
3. Перечислите номера правильных соотношений, относящих-
ся к векторам x = (xk)
T , y = (yk)
T , z, заданным в комплексном
пространстве (a – комплексное число).






x, (y + z)
´
=(y, x) + (z, x); 4. (x, ay) = a(x, y);
5. Среди соотношений 1–4 нет правильных.
4. Перечислите номера правильных соотношений, относящих-
ся к комплексным числам z (Ln — линейное пространство; ℜ и J
множества рациональных и иррациональных чисел).
1. z ∈ Ln (n > 2); 2. zz ∈ ℜ; 3. z2 ∈ J; 4. |z| ∈ ℜ;
5. Среди соотношений 1–4 нет правильных.
5. Перечислите номера правильных утверждений, относящих-
ся к комплексным числам zk = xk + iyk = rke
ϕki = rk(cos ϕk + i sin ϕk)
(k = 1, 2);
1. z1z2 = (x1x2 − y1y2) + i(x1y2 + x2y1); 2. arg(z1 + z2) = ϕ1 + ϕ2;
3. z2 = r2(cos 2ϕ + i sin 2ϕ); 4. arg n
√
z = ϕ1/n;
5. Среди соотношений 1–4 нет правильных.
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Т Е М А 4.1
Комплексные числа
Задачи
1. Доказать (самостоятельно), что операции сложения и умно-
жения комплексных чисел (zk = xk + iyk) (k = 1, 2, 3) обладают
свойствами:
а) z1 + z2 = z2 + z1;
б) z1 + (z2 + z3) = (z1 + z2) + z3;
в) z1z2 = z2z1;
г) z1(z2z3) = (z1z2)z3;
д) z1(z2 + z3) = z1z2 + z1z3.
В задачах 2 – 5 преобразовать выражения к алгебраической
форме комплексного числа.
2. z = (1− 2i)(2 + i)2 + 5i.
Р е ш е н и е проведем поэтапно:
(2 + i)2 = 4 + 4i + i2 = 3 + 4i;
(1− 2i)(3 + 4i) = 3 + (4− 6)i− 8i2 = 11− 2i;
z = 11− 2i + 5i = 11 + 3i.
3. z = (2i− 1)2 + (1− 3i)3 :
z = (4i2 − 4i + 1) + (1− 3 · 3i + 3(3i)2 − 33i3) =






















(2 + 4i)(3 + i)− (2− 4i)(3− i)
(3− i)(3 + i) =
(2 + 14i)− (2− 14i)
9 + 1
= 2,8i.
6. Найти действительные решения уравнения
12[(2x + i)(1 + i) + (x + y)(3− 2i)] = 17 + 6i.
Р е ш е н и е. Преобразуем уравнение:
12[(2x− 1) + (2x + 1)i + 3(x + y)− 2(x + y)i] = 17 + 6i;
12[5x + 3y − 1 + (1− 2y)i] = 17 + 6i.
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Так как в выражении a + bi слагаемые c Re a и Im a линейно
независимы, то для нахождения решения уравнения приравнива-





5x + 3y − 1 = 17
12
,
1− 2y = 6
12
;






В задачах 7–8 доказать справедливость соотношений.
7. z1 + z2 = z1 + z2, где zk = xk + yk (k = 1, 2).
Р е ш е н и е. Так как zk = xk − yki, то
z1 + z2 = (x1 + x2) + (y1 + y2)i, =⇒ z1 + z2 = (x1 + x2)− (y1 + y2)i.

















































































































9. Доказать, что |z1− z2| — это расстояние между точками M1 и
M2, изображающими комплексные числа z1 и z2.
Р е ш е н и е. Пусть z1 = x1 + iy1, z2 = x2 + iy2. Тогда z1 − z2 =
(x1 − x2) + (y1 − y2)i и |z1 − z2| =
p
(x1 − x2)2 + (y1 − y2)2.
Записанное выражение представляет собой модуль вектора
M1M2 =
`
(x2 − x1), (y2 − y1)
´
.
10. Найти корни второй, третьей и четвертой степеней из еди-
ницы.
Р е ш е н и е. Для a = 1 (a = 1+0·i) имеем: r = 1, ϕ = arctg 0
1
= 0.
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Для n = 3.


























Для n = 4.



















Задачи для самостоятельного решения
Привести к алгебраической форме комплексные выражения.
















5. Доказать справедливость равенства |z1z2| = |z1||z2|.
6. Доказать справедливость неравенств





Представить в показательной и тригонометрической формах
комплексные числа
7. z = 12i 8.
z1
z2
, если z1 = 2
√













Обращение квадратных матриц намного упрощается, если при-
вести их к треугольному виду. В этом случае использование толь-
ко обратного хода метода Гаусса позволяет найти обратную матри-
цу. Рассмотрим один из приемов представления квадратных невы-
рожденных матриц в виде произведения двух треугольных мат-
риц.
Теорема. Любую квадратную невырожденную матрицу с действи-
тельными элементами можно представить в виде произведения нижней
треугольной матрицы с единицами на ее главной диагонали справа на верх-
нюю треугольную матрицу. При этом, если диагональные элементы ис-
ходной матрицы отличны от нуля, то такое представление единственно.






a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .






Будем считать, что все элементы главной диагонали матрицы A
не равны нулю. Если условие не выполняется, то элементарными
преобразованиями над строками или столбцами матрицы можно
добиться выполнения этого требования.
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Введем величины µi1 = ai1/a11 (i = 2, n) и обратим в нули все
элементы первого столбца матрицы A, кроме первого. Для этого
осуществим первый шаг преобразования — найдем произведение
матрицы A слева на матрицу M1:





1 0 . . . 0
−µ21 1 . . . 0
. . . . . .. . .. . .









a11 a12 . . .a1n
a21 a22 . . .a2n












a11 a12 . . . a1n
0 a122 . . . a
1
2n
. . . . . . . . . . . .








Здесь a1ik = aik − µi1a1k (i, k = 2, n).




22 (i = 3, n). На втором
шаге преобразуем матрицу A1 путем ее произведения на матрицу
M2:







1 0 0 . . . 0
0 1 0 . . . 0
0 −µ32 0 . . . 0
. . . . . . . . .. . .. . .











a11a12 . . .a1n
0 a122 . . .a
1
2n
. . . . . . . . . . . .















a11 a12 a13 . . . a1n
0 a122 a
1
23 . . . a
1
2n
0 0 a233 . . . a
2
3n
. . . . . . . . . . . . . . .










Здесь a2ik = a
1
ik − µi2a12k (i, k = 3, n).
Процесс преобразования матрицы A следует продолжить до
образования верхней треугольной матрицы. На предпоследнем,
(n − 1)-м шаге, необходимо выполнить следующее произведение
матриц:







1 . . . 0 0
0 . . . 0 0
. . .. . . . . . . . .
0 . . . 1 0











a11a12. . .a1,n−1 a1n





. . . . . . . . . . . .















a11 a12 . . . a1n
0 a122 . . . a
1
2n
0 0 . . . a23n
. . . . . . . . . . . .








Здесь an−1nn = a
n−2
nn − µn,n−1an−2n−1,n.
Объединим действия умножения матриц на всех шагах преоб-
разования матрицы A. В результате получим верхнюю треуголь-
ную матрицу
U = An−1 = Mn−1 . . . M2M1A = MA. (5.1)
Непосредственным произведением матриц Mi (i = n−1, 1) мож-












1 0 0 . . . 0 0
−µ21 1 0 . . . 0 0
−µ31 −µ32 1 . . . 0 0
. . . . . . . . . . . . 1 0








Из соотношения (5.1) путем обращения матрицы M получим
A = M−1U. (5.3)
Матрица







1 0 0 . . . 0 0
µ21 1 0 . . . 0 0
µ31 µ32 1 . . . 0 0
. . . . . . . . . . . . 1 0








В правильности определения M−1 можно убедиться, выполнив
операцию произведения матриц M−1M = I.
Матрица L — нижняя треугольная матрица с единичной глав-
ной диагональю.
Таким образом, получено требуемое представление квадратной
матрицы A в виде произведения слева нижней треугольной матри-
цы с единичной главной диагональю L на верхнюю треугольную
матрицу U :
A = LU. (5.5)
В литературе последнее представление называют LU-представле-
нием матриц, от английских слов: «lower» – нижний; «upper» –
верхний).
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Метод LU-представления матриц дает заметный выигрыш при
решении линейных алгебраических уравнений, представляемых в
матричном виде (пример 3 § 1.6):
AX = B
.
Применение метода становится особенно эффективным в зада-
чах, где при одинаковых матрицах коэффициентов A рассматрива-
ются варианты решения уравнений с различными правыми частя-
ми (различными векторами B). С такими моделями часто имеют
дело экономисты при необходимости выбора наилучших решений
задач с различными ограничениями, определяемыми вектором B.
Например, производство продукции по заданным технологиям с
отлаженной системой управления предприятием, но с различны-
ми вариантами поставок материалов.
5.2. Преобразование векторов и матриц
при преобразовании базиса
Пусть ek и ẽk (k = 1, n) — совокупности n линейно независимых
векторов одного и того же линейного пространства Ln и пусть из-
вестно правило преобразования векторов одного базиса в другой:
ẽk = s1ke1 + . . . + snken =
nX
i=1
sikei (k = 1, n). (5.6)
Введем векторы Ẽ = (ẽ1 ẽ2 . . . ẽn)








s11 s12 . . . s1n
s21 s22 . . . s2n
. . . . . . . . . . . .






Так как в (5.6) суммирование идет по первому индексу у sik,
то матричный вид этого преобразования:
Ẽ = ST E. (5.7)
Любой вектор x из Ln может быть представлен в виде линейной














Здесь XT и X̃T — матрицы-строки координат вектора x в бази-
сах E и Ẽ.
Приравняем правые части равенств (5.8) и (5.9), после чего
подставим в полученное равенство вместо Ẽ соотношение (5.7):
XT E = X̃T ST E.
Полученное равенство выполняется при условии
XT = X̃T ST =⇒ X = SX̃. (5.10)
Зависимость выражает правило преобразования матрицы век-
тора (вектора-столбца) при известном правиле (5.7) преобразова-
ния базисных векторов.
Если базисные векторы ek (ẽk) (k = 1, n) линейно независимы,
то матрица S невырожденная и можно получить матрицу S−1, об-
ратную к S. В этом случае из (5.10) получим обратное преобразо-
вание:
X̃ = S−1X. (5.11)
Так как (S−1)T = (ST )−1, то X̃T = XT (ST )−1.
Запись XT E для вектора x сохраняет свой вид при переходе к
новому базису. Действительно,
X̃T Ẽ = XT (ST )−1ST E = XT E.
Равенство указывает на то, что вектор x = X̃T Ẽ = XT E — ин-
вариантная по отношению к выбору базиса величина. Свойство
инвариантности — это свойство независимости от выбора базиса.
Рассмотрим пару векторов, заданных в базисе E: x = XT E и
y = Y T E.
Пусть квадратная невырожденная матрица A преобразует век-
торы-столбцы X в Y :
Y = AX. (5.12)
Зададим новый базис Ẽ, который связан с E преобразованием
(5.7) и в котором x = X̃T Ẽ и y = Ỹ T Ẽ.
Векторы — объекты, инвариантные по отношению к измене-
нию базисов. Поэтому зависимость (5.12) в новом базисе должна
перейти в аналогичную зависимость:
Ỹ = ÃX̃. (5.13)
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При известным преобразовании (5.10) векторов-столбцов уста-
новим правило преобразования матрицы A при переходе к новому
базису. Для этого подставим в (5.13) вместо X̃ и Ỹ выражения, вы-
текающие из (5.11):
S−1Y = ÃS−1X.
Матрица S невырожденная, поэтому S = S−1 и
Y = SÃS−1X.
Сравнивая полученную зависимость с (5.12) получим правило
преобразования матриц при переходе от нового базиса к исходно-
му:
A = SÃS−1.
Отсюда приходим к формуле преобразования матриц, задан-
ных в исходном (без тильды) базисе, к матрицам, заданным в но-
вом базисе (с тильдой):
Ã = S−1AS. (5.14)
Отметим, что соотношения (5.10), (5.11) и (5.14) строго согла-
суются с изначально принятой зависимостью (5.7) для матрицы
преобразования ST . Если в зависимости (5.7) заменить обозначе-
ние ST на S (что правомерно), то в последующих соотношениях
следует всюду заменить S на ST .
5.3. Ортогональные матрицы
Пусть ii и ĩk — векторы двух ортонормированных базисов в Ln
(i, k = 1, n). В этом случае (δik — символы Кронекера)
(ii, ij) = δij , (ĩi, ĩj) = δij . (5.15)












sikδij = sjk. (5.17)
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Так как sjk представляет собой скалярное произведение еди-
ничных векторов двух ортонормированных базисов, то по смыслу
— это косинусы углов между единичными векторами ĩk и ij:
sjk = cos(ĩj ,̂ik) = skj , (5.18)
т.е. матрица S симметрична (S = ST ).

























sikskj = δij . (5.19)
Последнее равенство говорит о следующем.
1. Сумма квадратов направляющих косинусов преобразования
ортонормированных базисов равна единице;
2. Приведенная последняя сумма есть правило вычисления про-
изведения матриц (количество столбцов первой матрицы рав-
но количеству строк второй матрицы);
3. Первую матрицу, представленную в последней сумме эле-
ментами sik, можно считать транспонированной по отноше-
нию к матрице S, представленной элементами ski (δij — эле-
менты единичной матрицы).
Поэтому
ST S = I (5.20)
и из определения обратной матрицы следует
ST = S−1.
Обобщим полученный результат.
Квадратная невырожденная матрица A называется ортогональ-
ной, если для нее справедливо соотношение
AT = A−1, (5.21)
или
AT A = AAT = I. (5.22)
Пусть
A = (aij), A
T = (aij)
T = (aji) = A
−1.
Приведем основные свойства ортогональных матриц.
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1. Векторы, представляющие строки (столбцы) ортогональной
матрицы, попарно ортогональны. Действительно, так как AT A = I,
то по аналогии с (5.19)
nX
k=1
aikakj = δij , (5.23)







Равенство нулю последних двух сумм указывает на то, что век-
торы, которые определяются элементами i-й строки и j-го столбца
(i-го столбца и j-й строки), ортогональны. Сумма произведений их
координат — это скалярное произведение векторов.
2. Сумма произведений элементов каждой i-й строки (k-го столб-
ца) ортогональной матрицы на соответствующие элементы i-го
столбца (k-й строки) равна единице. Действительно, из (5.23) при






aikaki = 1 (i, k = 1, n). (5.24)
3. Определитель ортогональной матрицы равен ±1. Действи-
тельно, из равенств
det I = det (AT A) = det AT · det A = (det A)2 = 1
следует
det A = ±1. (5.25)
4. Матрицы транспонированная и обратная по отношению к ор-
тогональной матрице также являются ортогональными. Свойство
следует из (5.21).








a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .
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в виде совокупности векторов-столбцов aj = (a1j a2j . . . anj)
T
(j = 1, n):
A = (a1 a2 . . . an). (5.26)
Матрицы, все элементы которых – действительные числа, бу-
дем называть действительными матрицами.
Сформулируем и докажем следующую теорему.
Теорема 1. Всякую неособенную действительную квадратную матри-
цу A можно представить в виде произведения матрицы Q с ортогональ-
ными столбцами справа на верхнюю треугольную матрицу U с единичной
диагональю:
A = QU. (5.27)
Д о к а з а т е л ь с т в о. Для упрощения преобразований








A = (a1 a2 a3),
где aj = (a1j a2j a3j)
T (j = 1, 3).
Так как матрица A неособенная, то векторы a1, a2 и a3 линейно
независимы.
Будем искать ортогональную матрицу Q, входящую в равен-
ство (5.27), в виде
Q = (q1 q2 q3),
где qj = (q1j q2j q3j)
T (j = 1, 3) — искомые векторы-столбцы.
Положим
q1 = a1. (5.28)
Введем далее вектор q2, ортогональный вектору q1
`
(q1, q2) = 0
´
(рис. 5.1). Разложим вектор a2 по направлениям двух введенных
ортогональных векторов q1 и q2. При этом модуль вектора q2 вы-
берем таким образом, чтобы этот вектор входил в разложение с
множителем, равным единице:
a2 = u12q1 + q2. (5.29)
Введем еще один вектор q3, перпендикулярный плоскости век-
торов q1 и q2, и такой, что вектор a3 будет представляться в виде
линейной комбинации:
a3 = u13q1 + u23q2 + q3. (5.30)
Векторы q1, q2 и q3 попарно ортогональны, т.е. для них спра-
ведливы соотношения:
















Рис. 5.1. Ортогонализация столбцов матрицы
(qi, qj) = δijq
2
i . (5.31)
Из системы равенств (5.28)–(5.30) выразим координаты uij век-
торов aj, представленных в базисе qi. Для этого умножим обе ча-
сти равенства (5.29) скалярно на q1:
(q1, a2) = u12(q1, q1) + (q1, q2).





Умножим соотношение (5.30) последовательно на q1 и q2 ска-
лярно. Имея в виду (5.31), получим:
(q1, a3) = u13q
2











Таким образом, получены разложения трех линейно независи-
мых векторов ai (i = 1, 3) по взаимно ортогональным векторам qj





a2 = u12q1 + q2,
a3 = u13q1 + u23q2 + q3.
(5.34)
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Система (5.34) эквивалентна матричному равенству (5.27):








Таким образом, в представлении (5.27) матрица

















является верхней треугольной матрицей с единичной главной диа-
гональю.











1 u12 . . . u1n
0 1 . . . u2n
. . . . . . . . . . . .
























преобразовать в матрицу с ортогональными столбцами.
Р е ш е н и е. Пусть A = (a1 a2 a3), где a1 = (0 1 2)
T , a2 = (1 2 0)
T ,
a3 = (2 0 1)
T . Положим q1 = (0 1 2)
T = a1.





0 · 1 + 1 · 2 + 2 · 0
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Из второго соотношения (5.34) найдем вектор q2, ортогональ-
ный q1:





































1 · 2 + 1,6 · 0 + (−0,8) · 1







Обратимся к последней формуле (5.34). Из нее следует






















































Аналогично ортогонализации столбцов можно осуществить ор-
тогонализацию строк матриц. Теорема 1, сформулированная для
ортогонализации столбцов, для случая ортогонализации строк фор-
мулируется следующим образом.
Теорема 2. Всякую действительную неособенную матрицу A можно
представить в виде произведения нижней треугольной матрицы с еди-
ничной диагональю L справа на матрицу P с ортогональными строками:
A = LP.
Существенно следование матриц в произведениях: A = QU =
LP , но не наоборот.
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5.5. Ортогонализация строк матрицы путем
элементарных преобразований
Рассмотрим еще один способ ортогонализации на примере ор-
тогонализации строк.






a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .





















ai = (ai1 ai2 . . . ain) (i = 1, n) (5.37)
Из второй и всех последующих строк матрицы A вычтем первую







a11 a12 . . . a1n
a121 a
1
22 . . . a
1
2n
. . . . . . . . . . . .
a1n1 a
1








Здесь a1ij = aij − λi1a1j.
Множители λi1 найдем из условия, чтобы вектор a1 (первая





i2 . . .
a1in) (i = 2, n). Запишем условия ортогональности векторов в виде























Следующим шагом описанную процедуру проделаем со второй
(уже преобразованной) вектором-строкой, превращая векторы--
строки i = 3, n в ортогональные ей. Для этого к элементам строк
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(i = 3, n).
После завершения ортогонализации первых k строк для кор-












(i = k + 1, n). (5.38)
Таким образом доходим до последней, n-ной строки. В резуль-






a11 a12 . . . a1n
a121 a
1
22 . . . a
1
2n
. . . . . . . . . . . .
an−1n1 a
n−1








все строки которой попарно ортогональны.
Матрица P получена из матрицы A путем элементарных пре-
образований. Отождествим совокупность этих преобразований с
некоторой матрицей L такой, что справедливо равенство
A = LP (5.40)







1 0 . . . 0
λ21 1 . . . 0
. . . . . . . . . . . .
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5.6. Свойства матриц с ортогональными
строками (столбцами)
Сформулируем и докажем следующую теорему.
Теорема 1. Произведение действительной неособенной матрицы с ор-
тогональными строками P (столбцами Q) справа (слева) на транспониро-




Д о к а з а т е л ь с т в о. Для матрицы P с ортогональными
строками согласно теореме
PP T = D2P , (5.42)
где
P = (p1 p2 . . . pn)
T , P T = (p1 p2 . . . pn),
pi = (pi1 pi2 . . . pin) (i = 1, n).
Так как векторы-строки pi попарно ортогональны, то справед-
ливо соотношение
(pk, pm) = |pk||pm|δkm = p2kδkm (k, m = 1, n).






(p1, p1) (p1, p2) . . . (p1, pn)
(p2, p1) (p2, p2) . . . (p2, pn)
. . . . . . . . .











p21 0 . . . 0
0 p22 . . . 0
. . . . . . . . . . . .





= ⌈p21 p22 . . . p2n⌋ = D2P .
Аналогично доказывается вторая часть теоремы:
QT Q = D2Q, (5.43)
Теорема 2. Всякую действительную неособенную матрицу с ортого-
нальными строками P (столбцами Q) можно представить в виде произ-
ведения ортогональной матрицы ℑP (ℑQ) слева (справа) на диагональную
матрицу DP (DQ).
Д о к о з а т е л ь с т в о. В силу теоремы 1 имеем соотношение
(5.42). В этом соотношении матрица D2P = ⌈p21 p22 . . . p2n⌋, так что
DP = ⌈p1 p2 . . . pn⌋.
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Так как
PP T = D2P = DP DP
и матрица DP неособенная (существует D
−1
P ), то справедливо со-
отношение
D−1P PP
T D−1P = I. (5.44)
Матрица, транспонированная к диагональной, является той же
диагональной матрицей, т.е. D−1P = (D
−1
P )






Равенство указывает на то, что матрица
ℑP = D−1P P
ортогональная.
Из последнего соотношения следует утверждение теоремы 2:
P = DPℑP . (5.45)
Аналогично, для матрицы Q с ортогональными столбцами спра-
ведливо равенство
Q = ℑQDQ. (5.46)
Чтобы неособенную матрицу с ортогональными строками P
(с ортогональными столбцами Q) преобразовать в ортогональную
матрицу ℑP (ℑQ) необходимо осуществить нормирование строк
матрицы P (столбцов матрицы Q). Для этого достаточно все векто-











































элементы нормированных векторов-строк (векторов-столбцов)
матрицы с ортогональными строками (столбцами).
Свойства ортогональных и частично ортогональных матриц
(матрицы только с ортогональными строками или только с ортого-
нальными столбцами) используются в решении систем линейных
уравнений, что зачастую намного упрощает процесс вычислений.
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Пусть требуется найти решение системы уравнений, приведен-
ной к матричному виду:
AX = B. (5.48)
Если матрица A действительная и неособенная, то ее векторы-
столбцы или векторы-строки можно сделать попарно ортогональ-
ными и даже выделить из A ортогональную матрицу ℑ. Целесооб-
разность таких преобразований заключается в том, что обращение
получающихся при преобразовании треугольных и диагональных
матриц требует намного меньше времени, чем обращение квад-
ратных матриц общего вида.
Покажем как можно осуществить решение (5.48) на приме-
ре ортогонализации столбцов матрицы A. В этом случае A мож-
но представить в виде произведения матрицы с ортогональными
столбцами Q на верхнюю треугольную матрицу с единичной диа-
гональю U . Система (5.48) примет вид
QUX = ℑQDQUX = B. (5.49)
Умножим обе части уравнения слева на (ℑQDQU)−1 = U−1D−1Q ℑTQ
(ℑ−1Q = ℑTQ). Получим искомое решение:
X = U−1D−1Q ℑTQB. (5.50)
Матрица, обратная по отношению к ортогональной, равна транс-
понированной матрице: ℑ−1Q = ℑTQ; матрица D−1Q определяется по
матрице DQ обращением диагональных элементов:
D−1Q = ⌈qi⌋−1 = ⌈q−1i ⌋.
Относительно просто находится и матрица U−1, обратная по
отношению к верхней треугольной матрице U с единичной диаго-
налью.
5.7. Матрица как оператор преобразования
векторов
В математике под преобразованием понимают действие, кото-
рое переводит элементы одного пространства в элементы другого
пространства.
Если преобразование переводит элементы некоторого простран-
ства в элементы этого же пространства, то объект, который осу-
ществляет преобразование, называют оператором. Понятие опера-
тора не связывается с базисом пространства или с координатными
системами.
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Если оператор A переводит некоторый вектор x в вектор y того
же пространства, что и x, то этот факт можно записать в виде
y = Ax. (5.51)
Последнее преобразование можно обобщить и представить в
виде
y − y0 = Ax. (5.52)
В отличие от (5.51) последнее соотношение указывает на то,
что значение вектора y зависит не только от вектора x и вида
оператора A, но и от положения «начала» вектора y, которое опре-
деляется вектором y0.
Если ввести в рассматриваемом пространстве базис, в кото-
ром векторы x и y представляются своими координатами X =
(x1 x2 . . . xn)
T , Y = (y1 y2 . . . yn)






a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .






то инвариантное по отношению к выбору базиса соотношение (5.51)
превратится в матричное соотношение
Y − Y 0 = AX. (5.53)
Элементы матриц этого соотношения зависят от выбора базиса.
Матрица A с совокупностью образующих ее элементов представ-
ляет оператор A так же, как совокупности элементов векторов-
столбцов X и Y представляют векторы x и y.






y1 − y01 = a11x1 + a12x2 + . . . + a1nxn,
y2 − y02 = a21x1 + a22x2 + . . . + a2nxn,
. . . . . . . . . . . . . . .
yn − y0n = an1x1 + an2x2 + . . . + annxn.
(5.54)
Пример 1. Пусть на плоскости каждому вектору X = (x1 x2)
T
ставится в соответствие вектор Y = (y1 y2)
T , являющийся составля-
ющей вектора X на направление оси x1 декартовой ортогональной
системы координат (рис. 5.2).
Требуется показать, что в преобразовании Y = AX матрица A
представляет оператор линейного преобразования.












Рис. 5.2. Пример 1
довательно, линейно и представляемое ими








Выясним смысл элемента aij матрицы преобразования A. Пред-
положим, что вектор X = (x1 x2 . . . xn)
T представляет совокуп-
ность координат декартовой ортогональной системы. Рассмотрим
связанные с координатами xi (i = 1, n) единичные орты E1 = (1 0 . . .
0)T , E2 = (0 1 . . . 0)
T , . . . , En = (0 0 . . . 1)
T .
Применим преобразование A к Ej — вектору, в котором j-я






a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . aij . . .




















































(j = 1, n).
Приведенное равенство указывает на то, что aij — i-я коорди-
ната преобразования j-го единичного вектора, осуществляемого
оператором A.












разования, который переводит на плос-
кости радиус-вектор x с матрицей X =
(x1 x2)
T в радиус-вектор y с матрицей Y =
(y1 y2)
T , равный по модулю вектору x.
Пусть α — угол между векторами x и
y. Принято считать угол между вектора-
ми положительным, если поворот от пер-
вого вектора ко второму осуществляется
против часовой стрелки.
Пусть x = |x|, y = |y| – модули векто-
ров. По условию примера x = y.
Запишем соотношения, вытекающие из
условия примера и рис. 5.3.
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Проекции вектора y:
y1 = y cos(α + θ) = y(cos α cos θ − sin α sin θ);
y2 = y sin(α + θ) = y(sin α cos θ + cos α sin θ).
(5.55)
Проекции вектора x с учетом равенства модулей векторов x =
y:
x1 = x cos θ = y cos θ;
x2 = x sin θ = y sin θ.
Подставим последние соотношения в (5.55):

y1 = x1 cos α− x2 sin α,
y2 = x1 sin α + x2 cos α.
(5.56)
Таким образом, преобразование поворота линейное (sin α и cos α
— числа). Оно осуществляется матрицей линейного оператора
A =
„
cos α − sin α
sin α cos α
«
.
Отметим, что матрица A ортогональная (A−1 = AT ).
Соотношения (5.56) определяют «жесткий поворот» в преоб-
разованиях декартовой ортогональной системы координат в ℜ2.
Если наряду с поворотом осуществляется параллельный перенос
системы координат, определяемый вектором y0, то соотношения,













y1 − y01 = x1 cos α− x2 sin α,
y2 − y02 = x1 sin α + x2 cos α.
(5.57)
Перечислим основные свой-
ства линейных операторов (A,
B — матрицы операторов; X, Y
— векторы-столбцы; a — чис-
ло).
1. Постоянный множитель можно выносить за знак оператора:
A(aX) = aAX.
2. Оператор от суммы векторов равен сумме операторов от этих
векторов
A(X + Y ) = AX + AY.
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3. (A + B)X = AX + BX.
4. (aA)X = a(AX).
5. (AB)X = A(BX).
Перечисленные действия не изменяют характера линейности
операторов. Это свойство, как и свойства, перечисленные в пунк-
тах 1–5, можно проверить на примерах.





y1 = 5x1 − x2 + 3x3,
y2 = x1 − 2x2,




z1 = 2y1 + y3,
z2 = y2 − 5y3,
z3 = 2y2.
















Преобразование Z = CX осуществляет матрица преобразова-
ния, равная произведению матриц:


























z1 = 10x1 + 5x2 + 5x3,
z2 = x1 − 37x2 + 5x3,
z3 = 2x1 − 4x2.
Если в соотношении (5.53) матрица оператора A квадратная и
невырожденная, то можно осуществить обратное преобразование:
X = A−1(Y − Y 0).
Если же матрица A вырожденная (detA = 0), то формула (5.53)
осуществляет преобразование вектора X ∈ Ln в вектор Y ∈ Lm
(m < n).
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5.8. Собственные значения матриц
Пусть с помощью квадратной матрицы A = (aij) n-го поряд-
ка осуществляется линейное преобразование векторов-столбцов (в
общем комплексных) X в Y , заданных в n-мерном (в общем ком-
плексном) пространстве:
Y = AX. (5.58)
Если преобразование (5.58) превращает некоторый вектор X в
параллельный ему вектор
AX = λX, (5.59)
то вектор X 6= Θ называется собственным вектором матрицы A, а
число λ — собственным значением этой матрицы.
Рассмотрим и сформулируем в виде теоремы важное свойство
собственных значений квадратной матрицы.
Теорема 1. В комплексном векторном пространстве (в частности, в
пространстве действительных чисел) матрица оператора линейного пре-
образования имеет по меньшей мере одно действительное или пару ком-
плексных собственных значений.
Д о к а з а т е л ь с т в о. Собственные векторы являются
ненулевыми решениями матричного уравнения (5.59). Перепишем
это уравнение в виде
(A− λI)X = Θ. (5.60)
Матрица A−λI называется характеристической матрицей. Систе-
ма линейных однородных уравнений, которая представлена мат-
ричным уравнением (5.60) будет (согласно теореме Кронекера-Ка-
пелли) иметь ненулевые решения только в случае если определи-
тель характеристической матрицы равен нулю:
det(A− λI) = 0. (5.61)
Уравнение (5.61) называется характеристическим или вековым
(определение, заимствованное из астрономии) уравнением матри-









a11 − λ a12 . . . a1n
a21 a22 − λ . . . a2n
. . . . . . . . . . . .










Раскрывая определитель придем к уравнению n-го порядка от-
носительно неизвестного λ:
λ
n − σ1λn−1 + σ2λn−2 + . . . + (−1)n−1σn−1λ + (−1)nσn = 0. (5.63)
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Коэффициенты σk (k = 1, n) характеристического полинома (левая
часть уравнения) определяются следующим образом.




называется следом матрицы A. В математической литературе этот




































То есть, коэффициент σ2 равен сумме всех диагональных ми-
норов второго порядка матрицы A. Диагональным называют минор,
элементы главной диагонали которого являются рядом стоящими
упорядоченными элементами главной диагонали матрицы. Минор
последней суммы образован элементами, стоящими на пересече-
нии n-й и первой строк с n-м и первым столбцами матрицы A.
Вообще, коэффициенты σk (k = 1, n) равны суммам всех диа-
гональных миноров k-го порядка матрицы A, главными диагона-
лями которых являются упорядоченные соседствующие элементы
главной диагонали матрицы.
Свободный член характеристического полинома равен опреде-
лителю матрицы A (минору порядка n):
σn = detA. (5.66)
Уравнение (5.63) c многочленом степени n в левой части имеет,
следуя основной теореме алгебры, ровно n корней. Среди этих
корней могут быть равные и комплексно сопряженные. Тем не
менее наверное можно утверждать, что это уравнение имеет по
меньшей мере один действительный или одну пару комплексно-
сопряженных корней.
Различные корни характеристического уравнения называются
собственными значениями или характеристическими числами матрицы,
а совокупность всех различных значений корней называют спек-
тром матрицы.
Максимальное по абсолютной величине собственное значение
матрицы A называется спектральным радиусом матрицы:
ρ(A) = max{|λ1|, |λ2|, . . . , |λn|}.
Спектральный радиус является одной из норм матрицы.
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Пусть корнями уравнения являются числа λk (k = 1, n), среди
которых могут быть равные и комплексно сопряженные. Следуя
формулам Вье́та коэффициенты уравнения n-го порядка (5.59)
выразим через его корни:
σ1 = λ1 + λ2 + . . . + λn,
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λ1 0 . . . 0
0 λ2 . . . . . .









Сравним формулы (5.64)–(5.66) с формулами (5.67). И в пер-
вых и во вторых формулах одни и те же коэффициенты σk харак-
теристического уравнения представляются в виде сумм главных
миноров k-го порядка (k = 1, n). В отличие от первых, в определи-
телях вторых формул на месте недиагональных элементов стоят
нули.
Подчеркнем еще раз тот факт, что одни и те же коэффици-
енты σk характеристического уравнения выражаются различным
образом через элементы матрицы A. Оказывается можно осуще-
ствить такие преобразования матрицы A, которые превратят опре-
делители (5.64)–(5.66) в диагональные (5.67). Неизменяемость зна-
чений σk позволяет назвать их главными инвариантами матрицы A.
















2− λ 1 1
1 2− λ 1








Раскрывая определитель, придем к кубическому уравнению
λ
3 − σ1λ2 + σ2λ− σ3 = λ3 − 6λ2 + 9λ− 4 = 0.
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Корни этого уравнения:
λ1 = λ2 = 1; λ3 = 4.
Проверим справедливость формул Вьета:
σ1 = λ1 + λ2 + λ3 = 1 + 2 + 3 = 6;
σ2 = λ1λ2 + λ2λ3 + λ3λ1 = 1 · 1 + 1 · 4 + 4 · 1 = 9;
σ3 = λ1λ2λ3 = 1 · 1 · 4 = 4.
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Представив соотношение (5.60) в компонентной форме, под-
ставим в него одно из собственных значений λk матрицы A. В ре-
зультате придем к однородной системе линейных уравнений для








(a11 − λk)xk1 + a12xk2 + . . . + a1nxkn = 0,
a21x
k
1 + (a22 − λk)xk2 + . . . + a2nxkn = 0,





2 + . . . + (ann − λk)xkn = 0.
(5.68)
Так как по условию (5.61) определитель системы уравнений
(5.68) det(A− λkI)=0, то согласно теореме Кронекера-Капелли си-
стема уравнений имеет ненулевые решения. Эти решения являют-
ся собственными векторами матрицы A.
Если rang(A − λkI) = r (r < n), то существуют n − r ≥ 1 линейно
независимых собственных векторов, соответствующих собствен-
ным значениям λk матрицы A. То есть, существует хотя бы один
собственный вектор, соответствующий конкретному значению λk.
Координаты xki этих векторов (этого вектора) находятся из систе-
мы (5.68), например, методом Гаусса-Жордана.
Пример. Найти собственные векторы матрицы A, заданной в
примере предыдущего параграфа.
Р е ш е н и е. Воспользуемся результатами решения указанного
примера: λ1 = λ2 = 1, λ3 = 4.




(2− 1)x11 + x12 + x13 = 0,
x11 + (2− 1)x12 + x13 = 0,
x11 + x
1
2 + (2− 1)x13 = 0.
(5.69)
Ранг матрицы коэффициентов этой системы r = 1, поэтому два
ее уравнения являются следствием третьего. То есть среди трех
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3 = 0. (5.70)





рому собственному значению λ = λ2 = 1 матрицы A получим такое





3 = 0. (5.71)
Произвол в выборе координат векторов X1 и X2 можно сузить,
выполняя требования: во-первых, удовлетворения равенствам (5.70-
5.71), во-вторых, линейной независимости векторов X1 и X2. Из
первого требования вытекают равенства −x13 = x11 +x12, −x23 = x21 +x22.
Что касается второго требования, то его усилим условием ортого-











Воспользовавшись оставшимся произволом, полагаем x13 = 0 и
вводим для векторов скалярные множители k1 и k2, обеспечиваю-
щие произвольность длин векторов X1 и X2.
В результате получим два собственных вектора, соответствую-
















Любые другие векторы, которые могут быть получены из (5.69)
для собственного значения λ = 1, можно представить в виде ли-
нейной комбинации векторов X1 и X2 — все они будут лежать в
плоскости этих векторов.





(2− 4)x31 + x32 + x33 = 0,
x31 + (2− 4)x32 + x33 = 0,
x31 + x
3
2 + (2− 4)x33 = 0.
(5.72)
Ранг матрицы коэффициентов этой системы равен двум. Это
следует, во-первых, из того, что определитель матрицы коэффи-












Отличие от нуля минора говорит о том, что два первых урав-
нения системы (5.72) линейно независимы. Что касается третьего
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уравнения, то оно при ранге r = 2 матрицы коэффициентов зави-
сит от первых двух уравнений и может быть отброшено. Таким
образом, искомый вектор можно найти из двух уравнений:

−2x31 + x32 + x33 = 0,
x31 − 2x32 + x33 = 0.















Заметим, что собственный вектор X3, соответствующий соб-
ственному значению λ3 = 4, отличному от значений λ1 = λ2 = 1, ор-
тогонален векторам (плоскости векторов) X1 и X2. Действительно,
скалярные произведения
(X1,X3) = k1k3(1·1−1·1+1·0) = 0, (X2,X3) = k2k3(1·1+1·1−2·1) = 0.
Ортогональные векторы X1, X2, X3 желательно нормировать к
единичной длине, поделив их на соответствующие модули:
|X1| = k1
p
12 + (−1)2 + 02 =
√
2; |X2| = k2
p





12 + 12 + 12 =
√
3.





(1,−1, 0); e2 = 1√
6
(1, 1,−2); e3 = 1√
3
(1, 1, 1).
Проверим, будет ли полученная тройка векторов образовывать
правый базис. Для проверки этого факта достаточно, чтобы сме-























= 1 > 0 (!).
Таким образом получен правый ортонормированный базис.
Предварительный вывод, который можно сделать по резуль-
татам примера, следующий. Если собственные значения матрицы
действительные и равные (кратные) числа, то соответствующие
им собственные векторы располагаются произвольно в некоторой
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плоскости (в частности, могут быть ортогональными при соответ-
ствующем подборе координат этих векторов). Что касается соб-
ственного значения, отличного от других, то ему соответствует
собственный вектор, ортогональный другим векторам.
Обобщим результаты решения примера в виде теоремы.
Теорема. Собственные векторы матрицы, соответствующие попар-
но различным собственным значениям этой матрицы, линейно независи-
мы.
Д о к а з а т е л ь с т в о. Пусть для квадратной матрицы A
n-го порядка, у которой rangA = n, справедливы соотношения
AXk = λkX
k (k = 1, n), (5.73)
в которых Xk 6= Θ, λk 6= λj при k 6= j. То есть все собственные
значения λk попарно не равны.




2 + . . . + anX
n = Θ. (5.74)
Предположим в противовес теореме, что векторы Xk линейно
зависимы. В этом случае равенство (5.74) должно выполняться
в случае, если хотя бы один из множителей ak отличен от нуля.
Пусть таким множителем является a1 (a1 6= 0).
Подействуем оператором A на (5.74). В силу (5.73) получим
a1λ1X
1 + a2λ2X
2 + . . . + anλnX
n = Θ. (5.75)
Умножим (5.74) на −λn и прибавим полученное равенство к
(5.75). В результате получим равенство, в котором отсутствует
слагаемое с вектором Xn:
a1(λ1 − λn)X1 + a2(λ2 − λn)X2 + . . . + an−1(λn−1 − λn)Xn−1 = Θ. (5.76)
Следующим шагом избавимся от слагаемого с вектором Xn−1.
Для этого в (5.74) полагаем an = 0. Затем умножим полученное
выражение на −(λn−1 − λn) и сложим с (5.76). Получим:
a1(λ1 − λn−1)X1 + a2(λ2 − λn−1)X2 + . . . + an−2(λn−2 − λn−1)Xn−2 = Θ.
И так далее.
Процесс продолжаем до получения равенства
(λ1 − λ2)a1X1 = Θ.
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Последнее равенство получено в предположении, что все ak = 0
при k = 1, n−1. Это равенство будет выполнено в условиях приня-
тых предположений только при a1 = 0. Но если линейная ком-
бинация векторов (5.74) равна нулю только при условии, что все
коэффициенты ak = 0, то по определению векторы X
k (k = 1, n) —
линейно независимы.
З а м е ч а н и е. Если все собственные значения квадратной
действительной матрицы порядка n попарно различны, то соот-
ветствующие им n собственных векторов матрицы образуют базис
в n-мерном пространстве. Векторы этого базиса попарно ортого-
нальны.
5.10. Подобные матрицы
Матрицы, собственные векторы и собственные значения кото-
рых совпадают, называются подобными. Подобные матрицы путем
преобразования базисов могут быть приведены к одному виду. Ес-
ли матрицы A и B подобны, то будем писать A ∼ B (B ∼ A).
Выведем соотношения, связывающие подобные матрицы при
преобразованиях базисов.
Пусть в линейном пространстве Ln заданы два базиса: E =
(e1, . . . , en)
T и Ẽ = (ẽ1, . . . , ẽn)
T и пусть известна матрица преобра-
зования ST = (sik) векторов ei в векторы ẽk (5.6).
Рассмотрим два представления одного вектора x в данном про-
странстве. Одно представление вектором-столбцом X = (x1, . . . , xn)
T
в базисе E:




второе представление — вектором-столбцом X̃ = (x̃1, . . . , x̃n)
T в ба-
зисе Ẽ:




Матрицы X и X̃ связаны преобразованием (5.10)
X = SX̃ (5.77)
Пусть матрицы A и B осуществляют преобразования векторов
X и X̃ в векторы Y и Ỹ :
Y = AX; Ỹ = BX̃, (5.78)
где A ∼ B.
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Так как векторы Y и X представлены в одном базисе E, а век-
торы Ỹ и X̃ в другом (но одинаковым для обоих векторов) базисе
Ẽ, то векторы Y и Ỹ должны быть связаны соотношением (5.77):
Y = SỸ . (5.79)
Подставим преобразования (5.77) и (5.79) в первое соотноше-
ние (5.78):
SỸ = ASX̃.
Так как S — невырожденная матрица, то отсюда получим
Ỹ = S−1ASX̃.
Сравнение последней формулы со второй зависимостью (5.78)
приводит к правилу преобразования подобных операторов при
преобразовании базисов с помощью матрицы S:
B = S−1AS A = SBS−1. (5.80)
Полученная зависимость позволяет утверждать: если две мат-
рицы подобны, то для них существует правило преобразования (5.80).
Отметим без доказательства некоторые свойства матрицы пре-
образования S.
1. Преобразование суммы матриц равно сумме преобразований
этих матриц:
S−1(A + B)S = S−1AS + S−1BS.
2. Преобразование произведения матриц равно произведению
преобразований этих матриц:
S−1(AB)S = S−1AS · S−1BS.
Обобщением этого свойства является формула
S−1AnS = (S−1AS)n.
3. Преобразование обратной матрицы равно обратной матрице
от преобразования:
S−1A−1S = (S−1AS)−1.
Сформулируем и докажем следующие теоремы.
Теорема 1. Подобные матрицы имеют одинаковые характеристиче-
ские полиномы.
Д о к а з а т е л ь с т в о. Пусть матрицы A и B подобны (име-
ют одинаковые собственные значения λ и одинаковые собственные
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векторы X). Тогда при известной матрице S преобразования ба-
зисных векторов и очевидной справедливости соотношений
detS 6= 0, detS−1detS = 1
получим
det(B − λI) = det[S−1(A− λI)S] =
= detS−1det(A− λI)detS = det(A− λI).
То есть,
det(B − λI) = det(A− λI).
В обеих частях равенства стоят полиномы, о которых шла речь
в теореме.
С л е д с т в и е 1. Так как подобные матрицы имеют одинако-
вые собственные значения то их одинаковые инварианты равны.
С л е д с т в и е 2. Свойство вектора быть собственным для кон-
кретного линейного преобразования не зависит от выбора базиса
в рассматриваемом векторном пространстве.
Действительно, пусть
AX = λX (X 6= Θ).
Если вектор с матрицей координат X в новом базисе представ-
ляется матрицей координат X̃, то справедливы соотношения
X = SX̃ и ASX̃ = λSX̃.
Отсюда следует
S−1ASX̃ = S−1λSX̃, или BX̃ = λX̃.
Теорема 2. Если квадратная матрица A порядка n имеет n линейно
независимых собственных векторов, то, приняв эти векторы за базисные,
получим диагональную матрицу, подобную A.
Д о к а з а т е л ь с т в о. Образуем базис из собственных
векторов ei (i = 1, n) матрицы A. Так как ei собственный вектор
матрицы A и λi — соответствующее этому вектору собственное
значение, то справедливо соотношение
Aei = λiei (i = 1, n).
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Применяя преобразование A к вектору x, получим новый век-
тор (δik — символ Кронекера)















Сравнивая полученное выражение с разложением вектора y по





и приравнивая в двух последних выражениях множители при оди-





Следовательно, в базисе собственных векторов ei матрица пре-
образования векторов x в y (X в Y ):
Λ = (δikλi),






λ1 0 . . . 0
0 λ2 . . . 0
. . . . . . . . . . . .






С л е д с т в и е. Всякую квадратную матрицу, собственные
векторы которой попарно различны, можно путем преобразования
подобия привести к диагональному виду.
5.11. Билинейная и квадратичная формы
Пусть A = (aij) — квадратная действительная матрица порядка
n, x и y — векторы n-мерного, в общем комплексного простран-










Соотношения, входящие в равенства (5.81), называются били-
нейной формой матрицы A.
В следующих преобразованиях использовано свойство: сопря-
женная величина произведения двух комплексных чисел равна
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произведению сопряженных величин, входящих в произведение,
но записанных в обратном порядке (4.17). Кроме того, исполь-













T y, x) = (x, AT y).
Таким образом,
(Ax, y) = (x, AT y). (5.82)
То есть, в билинейной форме действительную матрицу как опе-
ратор преобразования одного из векторов можно переставлять от
первого вектора ко второму и наоборот, заменяя ее при этом на
транспонированную.
Если матрица A симметричная, то в (5.82) ее можно переносить
от одного вектора к другому:
(Ax, y) = (x, Ay). (5.83)
Билинейная форма (5.83) при x = y называется квадратичной
формой:
(Ax, x) = (x, Ax).
Привлекательность последних двух формул приводит к необ-
ходимости выделения из квадратной матрицы ее симметричной
части.
Рассмотрим квадратную матрицу A = (aij).








Очевидно, что QT = Q — симметричная матрица; ΩT = −Ω —
обратносимметричная матрица.






(aji + aij) = qji шесть в общем неравных.
Среди координат матрицы Ω : ωij =
1
2
(aij − aji) = −1
2
(aji − aij) =
−ωji в том же пространстве ℜ3 неравных три (как у вектора) —
диагональные координаты матрицы равны нулю.
Складывая равенства (5.84) получим
A = Q + Ω.
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Таким образом, любая квадратная матрица может быть пред-
ставлена в виде суммы симметричной Q и обратносимметричной
Ω матриц. При этом справедливы соотношения
AT = QT + ΩT = Q− Ω.
Теорема. Квадратичная форма обратносимметричной матрицы рав-
на нулю.
Докажем справедливость теоремы на примере квадратной об-




















= ωx1x2 −ωx1x2 = 0.
Теорема по существу утверждает, что для квадратной, в общем
несимметричной матрицы A справедливо равенство




(A + AT ).
5.12. Свойства симметричных матриц
Сформулируем в виде теорем некоторые основные свойства
симметричных матриц.
Теорема 1. Собственные значения действительных симметричных
матриц — действительные числа.
Д о к а з а т е л ь с т в о. Пусть λ — собственное значение
симметричной матрицы A и x — соответствующий этому значению
собственный вектор. В этом случае справедливо равенство
Ax = λx (x 6= Θ). (5.85)
Так как A = AT , то для квадратичной формы матрицы A спра-
ведливо соотношение
(Ax, x) = (x, Ax),
или с учетом (5.85)
(λx, x) = (x, λx).
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По свойствам скалярных произведений комплексных векторов
отсюда получим
λ(x, x) = λ(x, x).
Собственный вектор — ненулевой, поэтому (x, x) 6= 0 и послед-
нее равенство справедливо если λ = λ. Равенство выполнимо толь-
ко когда λ — действительное число.
Теорема 2. Собственные векторы действительной симметричной
матрицы, соответствующие ее различным собственным значениям, по-
парно ортогональны.
Д о к а з а т е л ь с т в о. Пусть двум различным собствен-
ным значениям λi и λj симметричной действительной матрицы A
соответствуют собственные векторы xi и xj. При этом будут вы-
полнены равенства
Axi = λix
i, Axj = λjx
j . (5.86)
Составим скалярные произведения, справедливые для симмет-
ричной матрицы A:
(Axi, xj) = (xi, Axj).
Перепишем это равенство с учетом (5.86) и свойств скалярных
произведений:
λi(x
i, xj) = λj(x
i, xj).
Отсюда
(λi − λj)(xi, xj) = 0.
Для различных собственных значений матрицы (λi 6= λj) из по-
следнего равенства следует
(xi, xj) = 0.
Равенство нулю скалярного произведения векторов указывает
на их ортогональность. Иллюстрацией сказанного служит пример,
разобранный в § 5.9.
Теорема 3. Всякую действительную симметричную матрицу можно
при помощи преобразования подобия привести к диагональному виду.
Теорема была сформулирована как следствие к теореме 2 §5.10.
Приведем два следствия, вытекающие из теоремы 3.
С л е д с т в и е 1. Для всякого линейного преобразования дей-
ствительной симметричной матрицы A существует ортогональный
базис, состоящий из собственных векторов матрицы и для кото-
рого матрица A — диагональная.
С л е д с т в и е 2. Каждому k-кратному собственному значе-
нию действительной симметричной матрицы соответствует k ли-
нейно независимых векторов.
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Теорема 4 (экстремальное свойство собственных значений). Для
действительной симметричной матрицы A справедливо соотношение
λmin(x, x) ≤ (Ax, x) ≤ λmax(x, x),
где λmin — минимальное; λmax — максимальное из всех возможных значе-
ний матрицы A:
λmin = min{λ1, λ2, . . . , λn};
λmax = max{λ1, λ2, . . . , λn}.
Д о к а з а т е л ь с т в о. Предположим для определенности, что
матрица A имеет n различных корней — собственных значений
λi (i = 1, n). При этом n совпадает с размерностью пространства.
Пусть значениям λi соответствуют собственные ортонормирован-
ные векторы ei. Отметим, что собственные векторы, получаемые
в результате решения задачи, имеют неопределенную длину. Од-
нако, их всегда можно нормировать, поделив каждый из векторов
на его модуль. Для нормированных собственных векторов, таким
образом, будут справедливы соотношения
(ei, ej) = δij .
Запишем очевидные равенства:
Aei = λiei (i = 1, n).
Произвольный вектор x представим в виде линейной комбина-
ции векторов ei




Умножим обе части (5.87) слева на матрицу A. С учетом того,
что скалярные множители (xi) можно вынести за пределы произ-
ведения матриц, получим




Чтобы не усложнять дальнейшие преобразования, будем счи-
тать, что собственные векторы матрицы A — действительные чис-




























Таким образом, в базисе собственных векторов матрицы A











Заменяя в (5.88) все λi на λmin и затем на λmax, придем к нера-
венствам:









Отсюда следует утверждение теоремы.
Процесс приведения квадратной матрицы A к диагонально-
му виду можно осуществить с помощью матрицы преобразования
произвольного вектора x = XT I к собственному вектору x̃ = X̃T I
матрицы A. Считаем, что оба вектора представлены в одном ба-
зисе I = (ik).
Так как квадратичная форма (x, Ax) — величина, инвариантная
по отношению к выбору базиса, то справедливо равенство
XT AX = X̃T ΛX̃. (5.90)
Считаем, что тильдой отмечены собственные векторы-столбцы
матрицы A, а Λ — приведенная к диагональному виду матрица A
с собственными значениями на главной диагонали.
Так как XT = X̃T S−1 и X = SX̃, то левая часть равенства (5.90)
преобразится к виду
X̃T S−1ASX̃.
Сравнивая это выражение с правой частью (5.90), получим фор-





Действительная симметричная матрица A называется положи-
тельно (отрицательно) определенной, если положительна (отрицатель-
на) квадратичная форма:
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(Ax, x) > 0 (< 0).
Если в последнем выражении строгие неравенства заменить на
нестрогие ≥ (≤), то квадратичная форма называется положительно
(отрицательно) полуопределенной.
Теорема 1. Действительная симметричная матрица является поло-
жительно определенной тогда и только тогда, когда все ее собственные
значения положительны.
Д о к а з а т е л ь с т в о. Обратимся к первому из неравенств
(5.89). Допустим, что для матрицы A λmin < 0. В этом случае квад-
ратичная форма для собственного вектора, соответствующего λmin,
будет отрицательной. По определению матрица A не будет поло-
жительно определенной.
С другой стороны, если все λi > 0 то в сумму правой части
(5.88) будут входить только положительные слагаемые. Матрица
A будет положительно определенной.
Следующая теорема поможет выяснить будет ли матрица по-
ложительно определенной.
Теорема 2. Для положительной определенности действительной сим-
метричной матрицы A = (aik) необходимо и достаточно, чтобы все ее
главные миноры были положительными.
Теорема отражает условие, известное в математике как принцип
Сильвестра или условие Сильвестра.
Если все собственные значения симметричной действительной
матрицы меньше нуля, то такая матрица будет, очевидно, отрица-
тельно определенной.
Ясно, что для перехода от положительной к отрицательной
определенности достаточно матрицу умножить на −1. Вспомним,
что при умножении матрицы на число все ее элементы умножа-
ются на это число.
Если положительно определенную матрицу умножить на −1,
то знаки ее нечетных главных миноров станут отрицательными.
Поэтому можно сформулировать критерий отрицательной опре-
деленности действительной симметричной матрицы A.
Если знаки (sign) главных миноров Mk (k-го порядка) матрицы
A определяются соотношением
sign Mk = (−1)k,
то матрица A отрицательно определенная.
Пример. Определить знак квадратичной формы K(X) = 4x21 +
2x1x2 + x
2
2, не приводя ее к базису собственных значений.
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= 3 > 0.
Так как оба главных минора матрицы положительны, то квад-
ратичная форма определена положительно. Образуем из K(X) от-
рицательную квадратичную форму: −K(X) = −4x21 − 2x1x2 − x22.












= 3 > 0.
Так как знаки главных миноров матрицы чередуются, при-




Пусть вектор X = (x1 x2)
T вместе с действительной симмет-






K = XT QX.
Предположим, что вектор X и матрица Q заданы своими коор-
динатами в ортонормированном базисе I = (i1i2)
T .
Так как матрица Q действительная и симметричная, то ее соб-
ственные векторы взаимно ортогональны. Обозначим нормиро-
ванный базис собственных значений матрицы Q через E = (e1 e2)
T
и предположим, что базис E образован поворотом базиса I на угол
α (рис. 5.5).
Так как базисные векторы «скользящие», т.е. могут переме-
щаться параллельно самим себе, то можно считать, что они при-
ложены к одной точке и рассматриваемое преобразование рав-
носильно «жесткому повороту» базиса на угол α. Принято угол
поворота считать положительным, если он отсчитывается от по-
ложительного направления оси i1 против часовой стрелки.
В силу того, что векторы ik и er (k, r = 1, 2) ортонормированные,
их проекции на направления других векторов равны косинусам
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углов между этими векторами. Тогда

e1 = i1 cos α + i2 sin α,
e2 = −i1 sin α + i2 cos α,
или













векторов E по базисным векторам I обра-




cos α sin α
− sin α cos α
«
= S−1.
Используя ST выразим вектор X пере-
менных исходной декартовой ортогональ-
ной системы координат через вектор X̃ = (x̃1x̃2)
T новой системы
координат, «соосной» с ортонормированным базисом E:







cos α − sin α






При переходе к новому базису матрица Q преобразуется в Q̃ :
Q̃ = S−1QS =
„
cos α sin α





cos α − sin α











Ã = A cos2 α + B sin 2α + C sin2 α;
B̃ = (−A sin 2α + 2B cos 2α + C sin2 α)/2; (5.92)
C̃ = A sin2 α−B sin 2α + C cos2 α.
В последних соотношениях угол α выберем таким, чтобы ко-
эффициент B̃ обратился в нуль, т.е.







Если угол поворота базиса выбрать таким, чтобы выполнялось
последнее условие, то в матрице Q̃ = Λ диагональные элементы
обратятся в нуль. А это означает, что матрица приведена к диа-
гональному виды и на ее главной диагонали стоят собственные
значения λ1 = Ã, λ2 = C̃. При этом квадратичная форма примет
вид
















Все реальные объекты существуют независимо от вводимых
систем координат и базисных векторов. Тем не менее, построение
алгоритмов решения задач требует введение базисных векторов
и систем координат. Совокупности базисных векторов могут быть
различными, но между ними существуют соотношения, позволяю-
щие преобразовывать один базис в другой. Такое преобразование
осуществляется соответствующими матрицами. Для обеспечения
инвариантности математических моделей, состоящих из коорди-
нат векторов и матриц, последние должны подчиняться опреде-
ленным правилам преобразования при изменении базисов.
Простейшим из базисов является базис ортонормированных
векторов. Преобразование таких базисов осуществляется ортого-
нальными матрицами, наиболее удобными в решении задач. По-
этому важную роль в реализации решений задач уделяется во-
просам выделения из произвольных матриц их ортогональных со-
ставляющих.
Собственные значения матриц обладают свойствами экстре-
мальности. Поэтому проблеме определения собственных векто-
ров и собственных значений матриц в математической литературе
уделяется большое внимание. В частности, в базисах собственных
векторов матриц квадратичных форм алгебраические уравнения
второго порядка имеют канонический вид.
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5.16. Вопросы
1. Дайте характеристики матриц, входящих в LU-представление
матрицы A.
2. Какой смысл LU представления матриц при решении систем
уравнений?
3. Получите формулы, определяющие преобразования векто-
ров и матриц при известном преобразовании матриц.
4. Что представляет собой ортогональная матрица? В чем со-
стоит особенность использования ортогональных матриц в
задачах преобразования векторов?
5. Поясните, в чем заключается метод Шмидта ортогонализа-
ции столбцов матриц. Метод элементарных преобразований?
6. Какими способами можно осуществить ортогонализацию строк
матриц?
7. Перечислите основные характерные свойства матриц с орто-
гональными строками (столбцами).
8. Как можно найти главные инварианты матриц?
9. Что такое собственные значения матрицы? собственные век-
торы?
10. Запишите систему уравнений для определения собственных
значений и собственных векторов матрицы.
11. Перечислите основные свойства собственных векторов и соб-
ственных значений произвольных квадратных матриц. Сим-
метричных матриц.
12. Какие матрицы называют подобными? Перечислите основ-
ные свойства подобных матриц.
13. Что такое билинейная форма матриц? Квадратичная форма?
Как выглядят эти формы для симметричных матриц?




1. Перечислите номера правильных утверждений, относящих-
ся к разложению A = LU , где A = (akr), U = (ukr), L = (µkr)
(k, r = 1, n).
1. U — матрица с единичной главной диагональю;
2. L — диагональная матрица;
3. ukr = 0 при k < r;
4. µkr = 0 при k < r;
5. Среди утверждений 1–4 нет правильных.
2. Перечислите номера правильных соотношений, справедли-
вых для ортогональной матрицы A = (akr).
1. akr = ark; 2. akmamr = δkr; 3. detA=±1; 4. (A−1)T = A;
5. Среди соотношений 1–4 нет правильных.
3. Заданы векторы двух произвольных базисов E = (ek)
T и
Ẽ = (ẽr)
T и преобразование S = (skr), в котором skr = (ek, ẽr). Пе-
речислите номера правильных соотношений.
1. ek = skrẽr; 2. skr = δkr; 3. skmsmr = δkr; 4. S
−1 = ST ;
5. Среди соотношений 1–4 нет правильных.
4. Заданы векторы двух ортонормированных базисов I = (ik)
T ,
Ĩ = (ĩr)
T и преобразование S = (skr), в котором skr = (ik, ĩr). Пере-
числите номера правильных соотношений.
1. ik = cos(ik ,̂ĩr)ĩr; 2. skr = δkr; 3. skmsmr = δkr; 4. S
−1 = ST ;
5. Среди соотношений 1–4 нет правильных.
5. Задана матрица в виде разложения на произведения A =
QU = ℑQDQU . Перечислите номера правильных соотношений, от-
носящихся к приведенному произведению, в котором Q = (qr),
U = (ukr), qr = (qkr)
T , DQ = ⌈dk⌋.
1. qikqjk = δijq
2
k; 2. ukr = 0 при k > r;
3. (qk, qr) = δkr; 4. ℑ−1Q = ℑTQ;
5. Среди соотношений 1–4 нет правильных.
6. Матрица A представлена по методу Шмидта в виде A = QU ,
где A = (ak), Q = (qr), U = (ukr) (k, r = 1, n). Перечислите номера
правильных соотношений и утверждений.




3. (qk, qr) = qkqrδkr; 4. ukr = 0, если k < r;
5. Среди соотношений 1–4 нет правильных.
7. Какие утверждения и соотношения справедливы для равен-
ства
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AXm = λmX
m, где A = (akr), X = (xk)
T (k, r, m = 1, n).
1. A — всегда ортогональная матрица;
2. Среди λm имеется по меньшей мере пара комплексно сопря-
женных чисел, если A = AT ;
3. Векторы Xm линейно зависимы (m = 1, n);
4. det(A− λIm) = 0;
5. Среди утверждений 1–4 нет правильных.
8. Перечислите номера правильных утверждений.
1. Если все собственные значения произвольной матрицы дей-
ствительны и различны, то ее собственные векторы всегда обра-
зуют ортонормированный базис;
2. Если матрица A симметрична, то (Ax, y) = (x, Ay);
3. Если среди собственных значений действительной матрицы
имеется комплексное число λk, то среди них имеется и комплексно
сопряженное число λk.
4. Матрица положительно определена, если для ее главных ми-
норов справедливо условие sign Mk = (−1)k;
5. Среди утверждений 1–4 нет правильных.
9. Какие утверждения справедливы при отыскании собствен-
ных значений и векторов квадратной матрицы?
1. Собственные векторы всегда ортонормированы.
2. Для симметричной матрицы с действительными элементами
собственные значения — действительные числа.
3. Матрица становится диагональной в базисе собственных век-
торов.
4. Симметричная матрица, выраженная через собственные зна-
чения, равна своей обратной матрице.
5. В пунктах 1–4 отсутствуют правильные утверждения.
10. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров вопросов, касающихся собственных значений и
векторов матриц (левая колонка). В местах отсутствия соответ-
ствия поставьте цифру 5.
1. Характеристическое уравнение 1. diag (λ1 λ2 . . . λn);
2. Условие существования соб-
ственных векторов
2. |A− λI| = 0;
3. Условие для собственных векто-
ров симметричных матриц
3. AX = λX;
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1. Какие векторы могут образовать базис в пространстве Ln?
2. Что представляет собой правый базис в пространстве L3?
3. Какие признаки характеризуют правый базис? Каким обра-
зом можно превратить левый базис в правый.
4. При каких условиях можно осуществить взаимно однознач-
ное преобразование одной совокупности векторов в другую?
Задачи
1. Между двумя совокупностями векторов линейного простран-
ства L3 E = (e1, e2, e3)
T (условно исходный базис) и Ẽ=(ẽ1, ẽ2, ẽ3)
T
существует зависимость:
ẽ1 = e1 + e2, ẽ2 = e2 + e3, ẽ3 = e1 + e3.
Требуется составить матрицу ST преобразования Ẽ=ST E и уста-
новить, можно ли Ẽ считать совокупностью базисных векторов.
Если да, то записать преобразование, обратное к заданному.


































1 1 0 1 0 0
0 1 1 0 1 0








1 1 0 1 0 0
0 1 1 0 1 0









1 1 0 1 0 0
0 1 1 0 1 0








1 1 0 1 0 0
0 1 0 1/2 1/2 −1/2








1 0 0 1/2 −1/2 1/2
0 1 0 1/2 1/2 −1/2
0 0 1 −1/2 1/2 1/2
1
A =⇒









Так как (ST )−1 существует, то совокупность трех векторов Ẽ
образует базис в том же линейном пространстве L3, что и векторы
E.













































(−ẽ1 + ẽ2 + ẽ3).
Для проверки правильности полученных результатов достаточ-
но подставить в них заданные соотношения между векторами Ẽ
и E. В результате придем к исходному базису. Проверка соответ-
ствует матричной записи:
E = (ST )−1Ẽ = (ST )−1ST E = IE = E.
2. В базисе E = (e1 e2 e3)
T задан вектор x = −e1 + 2e2 + e3.
Представить x в базисе Ẽ = (ẽ1 ẽ2 ẽ3)
T , если зависимость Ẽ = ST E
задана в условии задачи 1.
Р е ш е н и е. Запишем заданное разложение вектора x в матрич-
ной форме
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Используя формулу преобразования базисов и результат, по-
лученный в задаче 1, перейдем к базису Ẽ:























A = 2ẽ2 − ẽ3.
3. Вектор E задан своими координатами E1 = (1, 2)
T , E2 =
(2, 3)T в базисе I = (i1 i2)
T . Доказать, что E представляет базис в
L2. Вектор x, заданный в базисе I матрицей X = (−1, 4), записать
в базисе E.
Р е ш е н и е. По условию



















= ST – матрица преобразования бази-
сов I в E.











= 1 · 3 − 2 · 2 = −1 6= 0, то существует














Представим вектор x в новом базисе:














= 11e1 − 6e2.
4. Векторы правого ортонормированного базиса I = (i1 i2 i3)
T
связаны с совокупностью векторов E = (e1 e2 e3)
T зависимостями
e1 = i2, e2 = −i1, e3 = i1 + 2i3.
Требуется:
а) установить, будет ли совокупность векторов E базисом в
пространстве L3; определить его ориентацию;
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б) записать вектор x = 2i1 − i2 + i3 в базисе E.
Р е ш е н и е. Запишем заданное преобразование векторов в мат-










































A =⇒ rang ST = 3.
Поэтому векторы E образуют базис в линейном пространстве L3.
Для проверки того, будет ли базис E правым, найдем смешан-


































Положительное значение смешанного произведения указывает
на то, что базис E правый.
Найдем матрицу, обратную по ношению к ST :
0
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0 1 0 1 0 0
−1 0 0 0 1 0








1 1 0 1 −1 0
−1 0 0 0 1 0





1 1 0 1 −1 0
0 1 0 1 0 0








1 0 0 0 −1 0
0 1 0 1 0 0
0 0 1 0 1/2 1/2
1
A .
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Существование обратной матрицы (ST )−1 указывает на то, что
ST невырожденная матрица и векторы E образуют базис в про-
странстве L3.
Получим разложение вектора







A = XT I
в этом базисе:

















































преобразования базисов I в Ẽ.
Р е ш е н и е. Так как


























6. Задана совокупность многочленов T = (1 t t2)T . Показать, что
она может служить базисом в линейном пространстве L3. Пред-
ставить совокупность многочленов
P = (p1 p2 p3)
T = (1− 2t, t− t2, t2)T
в базисе T .
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Проверить, будет ли P базисом в L3. Если да, то представить
многочлен Q3 = 1 + 2t− 3t2 в базисе P .
Р е ш е н и е. Совокупность T может быть представлена в виде
канонического разложения. Действительно,








Ранг записанной таким образом матрицы равен трем — векторы-
столбцы (и векторы-строки) линейно независимы.























Матрица преобразования ST невырожденная. Это треугольная мат-
рица, определитель которой равен произведению элементов глав-
ной диагонали: det ST = 1 6= 0.
Найдем обратную к ST матрицу методом Гаусса-Жордана:
0
@
1 −2 0 1 0 0
0 1 −1 0 1 0






1 −2 0 1 0 0
0 1 0 0 1 1












Обратимся к многочлену Q3:
Q3 = Q






















A = p1 + 4p2 + p3.
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Задачи для самостоятельного решения
1. Заданы соотношения:
ẽ1 = e1 + e2, ẽ2 = e1 − e2, ẽ3 = −e1 + 2e2 − e3,
При условии, что векторы E = (e1 e2 e3) образуют базис в L3,
доказать, что Ẽ = (ẽ1 ẽ2 ẽ3) также образуют базис в L3. Найти
координаты вектора x = e1 − 2e2 + 2e3 в этом базисе.
2. В линейном пространстве L4 задан ортонормированный ба-
зис I = (i1 i2 i3 i4)
T . Векторы E = (e1 e2 e3 e4)







e1 = 2i1 − i2 + i3 + 2i4,
e2 = −i1 + 3i2 − 2i3 + i4,
e3 = 2i1 − 3i2 + 2i3,
e4 = i1 − 2i2 + i3 − i4.
Установить, будут ли векторы E образовывать базис в рассмат-
риваемом пространстве.
3. В линейном пространстве L3 с ортонормированным базисом
I = (i1 i2 i3)
T заданы две матрицы ST1I и S
T
2I преобразования базиса
I в базисы E1 и E2: E1 = S
T
1II и E2 = S
T
2II. Найти матрицу S
T
12,


















4. Доказать, что система многочленов T = (1 + t2, 2t − t2, 1 +
t)T образует базис в пространстве L3. Представить в этом базисе
многочлен 1− 2t + t2.
5. Вектор X = (x1, x2, x3)
T с помощью матрицы S преобразова-
ния базисных векторов приводится к виду X̃ = (0, x2 − x3, 2x2)T .
Записать выражение для матрицы S. Возможно ли обратное пре-
образование?
6. В линейном пространстве L3 заданы три базиса: E = (e1 e2 e3)
T ,














e′1 = 8e1 − 6e2 + 7e3,
e′2 = 16e1 + 7e2 − 13e3,





e′′1 = e1 − 2e2 + e3,
e′′2 = 3e1 − e2 + 2e3,
e′′3 = 2e1 + e2 + 2e3.
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Найти матрицу A оператора A в базисе E ′′, если его матрица в






















(−i1 + 4i2 − i3).
Считая базис I правым ортонормированным, показать, что ба-
зис Ĩ также ортонормированный. Определить ориентацию базиса
Ĩ. Найти матрицу преобразования базисов. Показать, что она ор-
тогональна. Выразить векторы старого базиса через векторы но-
вого.
8. В ортонормированном базисе задан вектор r = 2i1 + 3i2 + 5i3.
Представить этот вектор в базисе, повернутом относительно i3 на
угол π/4.
Т Е М А 5.2
(§ 5.1, 5.3–5.6 теории)
Разложение матриц
Вопросы
1. Дайте характеристики матриц, входящих в LU-представление
матрицы A.
2. Какой смысл LU представления матриц при решении систем
уравнений?
3. Получите формулы, определяющие преобразования векто-
ров и матриц при известном преобразовании матриц.
4. Что представляет собой ортогональная матрица? В чем со-
стоит особенность использования ортогональных матриц в
задачах преобразования векторов?
5. Поясните, в чем заключается метод Шмидта ортогонализа-
ции столбцов матриц. Метод элементарных преобразований?
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6. Какими способами можно осуществить ортогонализацию строк
матриц?
7. Перечислите основные характерные свойства матриц с орто-
гональными строками (столбцами).
Задачи





представить в виде суммы симмет-
ричной и обратносимметричной матриц.

















































1) разложить матрицу на сумму симметричной S и обратно-
симметричной Ω матриц;
Представить симметричную матрицу S в виде произведений:
2) слева матрицы с ортогональными столбцами на верхнюю
треугольную матрицу с единичной главной диагональю.
3) справа матрицы с ортогональными строками на нижнюю
треугольную матрицу с единичной главной диагональю.
Ортогонализацию строк и столбцов матрицы произвести двумя
способами: методом Шмидта и с помощью элементарных преоб-
разований.
4). Выделить из матриц, полученных в пунктах 2 и 3 ортого-
нальные матрицы.
Р е ш е н и е.
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2) Осуществим ортогонализацию столбцов и строк симметрич-







где s1 = (1, 2)
T , s2 = (2, 3)
T , следует представить в виде произведе-
ния S = QU , где










; (q1, q2) = 0.



















































Осуществим процесс ортогонализации столбцов путем элемен-
тарных преобразований, а именно, используем возможность при-
бавления к одному столбцу элементов другого столбца, умножен-























Верхний индекс «0» у элементов s0ij матриц указывает на то,
что рассматривается решение на исходном, «нулевом» шаге (в
данной задаче единственном в преобразовании матрицы).
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Осуществим описанные преобразования со вторым




s11 s12 − λ12s11




1 2− 8/5 · 1








Матрица совпадает с такой же матрицей, полученной в резуль-
тате ортогонализации столбцов методом Шмидта.
3) Осуществим ортогонализацию строк матрицы S методом
Шмидта. Для этого представим матрицу в виде совокупности век-
торов-строк S = (s1, s2)
T , где s1 = (1, 2), s2 = (2, 3).
Примем, согласно методу Шмидта s1 = p1 = (s11, s12) = (1, 2),
s2 = l21p1 + p2.
Для определения l21 умножим последний вектор скалярно на
p1 и учтем условие ортогональности векторов p1 и p2:
(s2, p1) = l21p
2














Составим левую (нижнюю) треугольную матрицу L с единич-


















Искомая матрица с ортогональными строками














Осуществим ортогонализацию строк матрицы путем добавле-
ния к элементам второй строки соответствующих элементов пер-
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Матрица совпадает с такой же матрицей, полученной в резуль-
тате ортогонализации строк методом Шмидта.
4) Полученные в пунктах 2 и 3 матрицы с ортогональными
строками и столбцами оказываются, как в том нетрудно убедить-
ся, ортогональными одновременно и по строкам и по столбцам.
Отметим, что это не закономерность.
Следующий шаг в решении задачи — выделение диагональных
и ортогональных матриц.


























Аналогичные вычисления с левой ортогональной матрицей при-



































= QD−1Q = ℑQ.
Матрицы ℑQ и ℑP ортогональны, так как ℑTQℑQ = ℑTPℑP = I.
3. Убедиться в том, что матрица S =
„
cos α sin α




Р е ш е н и е. Для ортогональных матриц справедливо соотноше-
ние ST = S−1. Поэтому для установления принадлежности матри-
цы к ортогональным следует найти транспонированную матрицу
ST и убедиться в том, что SST = I.
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Последовательно найдем: ST =
„
cos α − sin α





cos α − sin α
sin α cos α
«„
cos α sin α




cos2 α+ sin2 α − cos α sin α+ sin α cos α








Результат указывает на то, что S — ортогональная матрица.
Задачи для самостоятельного решения
1. В линейном пространстве L3 заданы три базиса: E = (e1 e2 e3)
T ,














e′1 = 8e1 − 6e2 + 7e3,
e′2 = 16e1 + 7e2 − 13e3,





e′′1 = e1 − 2e2 + e3,
e′′2 = 3e1 − e2 + 2e3,
e′′3 = 2e1 + e2 + 2e3.
Найти матрицу A оператора A в базисе E ′′, если его матрица в
















A представить в виде произведе-
ний LP и QU , где L и U — нижняя и верхняя треугольные матрицы;
P и Q — матрицы с ортогональными строками и столбцами. Найти







−1 3 2 1
1 4 −2 3
−3 2 2 −3





представить в виде суммы сим-
метричной и обратносимметричной матриц.
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Т Е М А 5.3
(§ 5.8–5.14 теории)
Собственные значения и векторы матриц
Вопросы
1. Как можно найти главные инварианты матриц?
2. Что такое собственные значения матрицы? собственные век-
торы?
3. Запишите систему уравнений для определения собственных
значений и собственных векторов матрицы.
4. Перечислите основные свойства собственных векторов и соб-
ственных значений произвольных квадратных матриц. Сим-
метричных матриц.
5. Какие матрицы называют подобными? Перечислите основ-
ные свойства подобных матриц.
6. Что такое билинейная форма матриц? Квадратичная форма?
Как выглядят эти формы для симметричных матриц?
7. Как представить квадратичную форму в виде матричного
произведения?
Задачи
1. Найти собственные значения и собственные векторы опера-
тора проектирования P12 произвольного вектора пространства L3







A = x1i1 + x2i2 + x3i3
на плоскость базисных векторов (i1, i2).
Р е ш е н и е. По условию результатом действия оператора P
на любой вектор является вектор, лежащий в плоскости (i1, i2).
Составляющая вектора на направление вектора i3 равна нулю.
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Составим характеристическое уравнение:







1− λ 0 0








= −λ(1− λ)2 = 0.
Собственные значения матрицы P : λ1 = λ2 = 1 (два одинаковых
корня) и λ3 = 0.





(1− λ)x1 + 0 · x2 + 0 · x3 = 0,
0 · x1 + (1− λ)x2 + 0 · x3 = 0,





(1− λ)x1 = 0,
(1− λ)x2 = 0,
−λx3 = 0.
Найдем собственные векторы, соответствующие собственному
значению λ1 = λ2 = 1. Для этого собственного значения первые

























2. Собственные векторы, соответствующий первым
двум (равным) собственным значениям матрицы:
x
1 = k11i1 + k
1
2i2, x
2 = k21i1 + k
2
2i2 −
произвольные векторы, лежащие в плоскости базисных векторов.
Матрицы-столбцы этих векторов состоят из совокупностей коор-
динат: X1 = (k11 , k
1
2, 0)




При имеющейся произвольности в выборе двух собственных
векторов удобно выбирать их взаимно ортогональными и единич-












2 = 1, (k21)
2 + (k22)
2 = 1,
уменьшающие до единицы «степени свободы» в произволе вы-
бора координат kji собственных векторов X
1 и X2. То есть, для
однозначного определения kji достаточно задать значение одного
из них.
Один из вариантов задания этих векторов: X1 = (1, 0, 0), X2 =
(0, 1, 0).




2 = 0, x
3
3 = k3
— произвольное число. Поэтому
x
3 = k3i3 или X
3 = (0, 0, k3)
T .
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В частном случае X3 = (0, 0, 1). Вместе с X1 = (1, 0, 0) и X2 =
(0, 1, 0) в этом случае собственные векторы образуют ортонорми-
рованный базис.
Проверим ориентацию полученного базиса нормированных век-

















= 1 > 0.
Положительное значение смешанного произведения указывает
на то, что полученный базис собственных векторов матрицы P
правый.




















= λ2 − 5λ− 36 = 0.
Уравнение имеет два корня: λ1 = −4 и λ2 = 9.
Будем считать, что A является матрицей оператора, преобразу-
ющего вектор x в параллельный ему вектор λx. При этом считаем,
что операция преобразования осуществляется в ортонормирован-
ном базисе I = (i1 i2)
T . В этом случае искомый вектор






Матрицы-столбцы собственных векторов найдем из системы
линейно зависимых однородных уравнений:

(2− λ)x1 + 6x2 = 0,
7x1 + (3− λ)x2 = 0.
Для вектора, соответствующего собственному значению λ1 =
−4: 
(2 + 4)x11 + 6x
1
2 = 0,
7x11 + (3 + 4)x
1
2 = 0.
Из двух уравнений только одно линейно независимое. Его ре-
шение
x11 = −x12.
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С точностью до множителя k1 матрицу первого собственного
вектора можно представить в виде
X1 = k1(1, −1)T .
Для λ2 = 9: 
(2− 9)x21 + 6x22 = 0,
7x21 + (3− 9)x22 = 0.
В системе уравнений одно независимое. Его решение приводит
к матрице второго вектора:
X2 = k2(6, 7)
T .
Направление первого вектора совпадает с биссектрисой вто-
рого координатного угла (между положительным направлением
одного из базисных векторов и отрицательным направлением вто-
рого). Второй собственный вектор располагается между положи-
тельными (отрицательными) направлениями базисных векторов и
имеет проекции на их направления 6k2 на i1 и 7k2 на i2.
Собственные векторы матрицы A не ортогональны. Этого сле-
довало ожидать: матрица A — несимметричная.









Найти ее собственные значения и собственные векторы.








2− λ −1 2
5 −3− λ 3







= −λ3 − 3λ2 − 3λ− 1 = 0.
Слева в уравнении стоит отрицательное значение куба суммы
λ и 1. То есть, характеристическое уравнение приводится к виду
(λ + 1)3 = 0
и имеет три одинаковых корня, соответствующих единственному
собственному значению λ = −1.
Координаты единственного собственного вектора матрицы A
найдем из системы уравнений




(2 + 1)x1 − x2 + 2x3 = 0,
5x1 + (−3 + 1)x2 + 3x3 = 0,
−x1 + (−2 + 1)x3 = 0.
Найдем решение системы уравнений методом Гаусса-Жордана






















Отсюда получаем решение x1 = x2 = −x3 = k (k произвольное
число). Этому решению соответствует собственный вектор:
X = k(1, 1, −1)T .
Поделив X на его модуль |X| = k
p
12 + 12 + (−1)2 =
√
3k получим







Два других собственных вектора получим, выбирая в качестве















нормированные, но они не ортогональные
(исходная матрица несимметричная). Найдем смешанное произве-

































Положительное значение смешанного произведения указыва-
ет на то, что собственные векторы матрицы A образуют правый
базис.
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Требуется.
1. Составить характеристическое уравнение. Найти собствен-
ные
значения матрицы. Определить главные инварианты, выра-
зив их через главные значения матрицы и через заданные
значения элементов матрицы.
2. Определить собственные векторы матрицы. Нормализовать
эти векторы. обеспечить их правую ориентацию. Проверить,
будут ли эти векторы попарно ортогональными.
3. Составить матрицу S преобразования исходного ортонорми-
рованного базиса в базис собственных векторов матрицы.
Убедиться в том, что эта матрица ортогональная.
4. С помощью матрицы S преобразовать матрицу A в диаго-
нальную матрицу ее собственных значений.
Р е ш е н и е.


















Для формирования характеристического полинома
λ
3 − σ1λ2 + σ2λ− σ3 = 0
найдем главные инварианты σk (k = 1, 3) матрицы A:






































































































Подставляя полученные значения в характеристическое урав-
нение, получим кубическое уравнение:
λ
3 − 3λ2 − 6λ + 8 = 0.
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Уравнение имеет три различные действительные корня:
λ1 = −2, λ2 = 1, λ3 = 4.
В качестве проверки правильности определения главных зна-
чений матрицы найдем согласно теореме Вьета главные инвари-
анты матрицы A:
σ1 = λ1 + λ2 + λ3 = −2 + 1 + 4 = 3;
σ2 = λ1λ2 + λ2λ3 + λ3λ1 = −2 · 1 + 1 · 4 + 4 · (−2) = −6;
σ3 = λ1λ2λ3 = −2 · 1 · 4 = −8.
Значения совпадают с найденными выше значениями главных
инвариантов.





(3− λ)x1 + x2 + x3 = 0,
x1 − λx2 + 2x3 = 0,
x1 + 2x2 − λx3 = 0.
Найдем решения этой линейно зависимой системы при различ-
ных собственных значениях.



















Образуем матрицу коэффициентов при неизвестных и преоб-

































(3− 1)x21 + x22 + x23 = 0,
x21 − x22 + 2x23 = 0,
x21 + 2x
2
2 − x23 = 0.
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(3− 4)x31 + x32 + x33 = 0,
x31 − 4x32 + 2x33 = 0,
x31 + 2x
3
2 − 4x33 = 0.






























Проверим, будут ли собственные векторы попарно ортогональ-
ными. Для этого найдем их скалярные произведения:
(x1, x2) = 0 + 1− 1 = 0 (!),
(x2, x3) = −2 + 1 + 1 = 0 (!),
(x3, x1) = 0 + 1− 1 = 0 (!).
Векторы попарно ортогональны. Нормируем их и запишем в






























(2i1 + i2 + i3).
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Векторы образуют правый базис.
3. Запишем матрицу преобразования Ĩ = ST I исходного базиса





















Матрица ST должна быть ортогональной, так как преобразует



































A = I (!).
4. Используя матрицу S путем преобразования найдем диаго-
нальную матрицу собственных значений матрицы A:


















































На главной диагонали полученной матрицы стоят главные зна-
чения матрицы A.
5. В ортонормированном базисе I = (i1, i2)
T задана квадратич-
ная форма









б) записать матрицу преобразования исходного базиса в базис пе-
ременных квадратичной формы K̃.
Р е ш е н и е. Заданную квадратичную форму представим в
матричном виде:














— матрица квадратичной формы.
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Составим характеристическое уравнение для определения соб-











= 0 =⇒ λ2 − 2λ + 0,64 = 0.
Решения характеристического уравнения: λ1 = 0,4 и λ2 = 1,6.
Найдем собственные векторы матрицы Q, соответствующие най-
денным собственным значениям.
Для λ1 = 0,4:

(1− 0,4)x11 + 0,6x12 = 0
0,6x11 + (1− 0,4)x12 = 0
=⇒ X̃1 = k1(1,−1)T








Для λ2 = 1,6:

(1− 1,6)x21 + 0,6x22 = 0
0,6x21 + (1− 1,6)x22 = 0
=⇒ X̃2 = k2(1, 1)T





Матрицы-столбцы Ẽ1 и Ẽ2 связывают базис собственных век-
торов E = (Ẽ1, Ẽ2)


























Выписанные соотношения позволяют записать преобразование

























= ST I .
Получено преобразование, соответствующее (5.7). Отсюда по-
лучаем выражение для матрицы преобразования исходного бази-











Эта матрица ортогональная, так как ST S = S−1S = I.
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Преобразуем матрицу Q к базису ее собственных значений:
























Запишем квадратичную форму в базисе собственных векторов
матрицы Q:








= 0,4x̃21 + 1,6x̃
2
2.
Имея в виду зависимость (5.11) X̃ = S−1X, преобразуем квад-
ратичную форму к исходному базису:
K̃ = X̃T Q̃X̃ = XT SS−1QSS−1X = XT QX = K.
Таким образом, квадратичная форма инвариантна по отноше-
нию к выбору базиса.
Задачи для самостоятельного решения














Базис, в котором задана матрица B, правый.
Требуется.
1. Составить характеристические уравнения.
2. Найти собственные значения матриц. Определить главные
инварианты, выразив их через главные значения матриц и
через заданные значения элементов матриц.
3. Определить собственные векторы матриц. Нормализовать эти
векторы. Проверить, будут ли векторы попарно ортогональ-
ными. Обеспечить правую ориентацию базиса, построенного
на собственных векторах матрицы B.
4. Составить матрицы S преобразования исходных ортонорми-
рованных базисов в базисы собственных векторов матриц.
Убедиться в том, что эти матрицы ортогональные.
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5. С помощью матриц S преобразовать матрицы A и B в диаго-
нальные матрицы их собственных значений.
Квадратичную форму 31x21 + 10x1x2 + 21x
2
2, заданную в ортонор-
мированном базисе:





7. Записать матрицу преобразования исходного базиса в базис
собственных значений матрицы квадратичной формы.
Задание на расчетную работу. Часть 3:
«Преобразование матриц»
Пояснения к выполнению и оформлению задания даны на стра-
нице 69.









Требуется выполнить следующие действия.
1. Найти матрицу, обратную по отношению к A.
Представить A в следующих видах.
2. LU-разложения, где L — нижняя треугольная матрица с еди-
ничной главной диагональю; U — верхняя треугольная матрица.
3. LP -разложения, где P — матрица с ортогональными строка-
ми.
4. QU-разложения, где Q — матрица с ортогональными столб-
цами.
Задания пунктов 3 и 4 выполнить двумя способами: методом
Шмидта и путем элементарных преобразований.
5. Убедиться в том, что векторы-строки (векторы-столбцы) в
полученных матрицах ортогональны. Нормализовать эти векто-
ры.
5. Получить ортогональные матрицы ℑP и ℑQ по найденным в
пунктах 3 и 4 матрицам P и Q. Убедиться в том, что полученные
матрицы ортогональные.
6. Представить матрицу A в виде суммы симметричной Q и
обратносимметричной Ω матриц.
Для симметричной матрицы Q, полученной в пункте 6, найти
7 главные инварианты и собственные числа;
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8 главные векторы и нормализовать их. Обеспечить правую
ориентацию базисных векторов.
9. Считая исходный базис, в котором задана матрица Q, ор-
тонормированным, найти матрицу S его преобразования в базис
собственных векторов матрицы Q.
10. С помощью матрицы S привести матрицу Q к диагональ-
ному виду.
Осуществить все возможные проверки полученных результа-
тов.




1. Поставьте в соответствие номера ответов (правая колонка)
в порядке следования номеров вопросов (левая колонка), касаю-
щихся комплексных чисел z = x + iy и комплексных векторов x и
y. В местах отсутствия правильных ответов поставьте 0.
1. Формула Эйлера 1. (x, y) = (y, x),
2. Формула Муавра 2. zn=rn(cos nϕ+i sin nϕ),
3. Эрмитова симметри́я 3. z = reiϕ,
4. Модуль z 4.
p
x2 + y2.
2. Перечислите номера правильных утверждений, относящих-
ся к разложению A = LU , где A = (akr), U = (ukr), L = (µkr)
(k, r = 1, n).
1. ukr = 0 при k < r;
2. µkr = 0 при k < r;
3. U — матрица с единичной главной диагональю;
4. L — диагональная матрица;
5. Среди утверждений 1–4 нет правильных.
3. Заданы векторы двух базисов I = (ik)
T , Ĩ = (ĩr)
T и преоб-
разование S = (skr), в котором skr = (ik, ĩr). Перечислите номера
правильных соотношений.
1. ik = cos(ik ,̂ĩr)ĩr; 2. skr = δkr;
3. skmsmr = δkr; 4. S
−1 = ST ;
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5. Среди соотношений 1–4 нет правильных.
4. Какие утверждения и соотношения справедливы для равен-
ства AXm = λmX
m, где A = (akr), X
m = (xmk )
T (k, r, m = 1, n).
1. Хотя бы одна из координат xmk векторов X
m может быть
представлен в виде линейной комбинации координат xmk ;
2. Xm, соответствующие различным значениям λm, линейно неза-
висимы;
3. Если матрицы имеют одинаковые собственные значения и
собственные векторы, то они подобны;
4. Матрицы подобны, если они представлены в одном базисе;
5. Среди утверждений 1–4 нет правильных.
5. Перечислите номера правильных утверждений.
1. Если все собственные значения матрицы различны, то ее
собственные векторы образуют ортогональный базис;
2. Если матрица A симметрична, то (AX, Y ) = (X, AY );
3. Если среди собственных значений симметричной действи-
тельной матрицы имеется комплексное число λk, то среди них
имеется и комплексно сопряженное число λk.
4. Матрица положительно определена, если для ее главных ми-
норов справедливо условие sign Mk = (−1)k;
5. Среди утверждений 1–4 нет правильных.
Билет по практике
(на 75 минут)












2. Выделить из A симметричную матрицу Σ. Представить Σ
в виде LU произведения (в других вариантах могут быть другие
задания представления Σ: методом Шмидта или путем элементар-
ных преобразований LU , QU).
3. Выделить из матрицы Σ ортогональную матрицу ℑQ (ℑP ).
Убедиться в том, что полученная матрица ортогональная.












5. В предположении, что матрица B пункта 4 задана в ортонор-
мированном базисе, найти матрицу преобразования S исходного
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базиса в базис собственных векторов B. С помощью матрицы S





Введем еще один вид произведения векторов — неопределенное
произведение. Используются другие названия: диадное или тензорное
произведения.
Пусть паре векторов x и y ∈ Ln ставится в соответствие неко-
торый объект, который обозначим xy (или x ⊗ y).
Определение. Диадой векторов x и y называется математиче-




x(y + z) = xy + xz.
3. Возможность вынесения скалярного множителя за знак про-
изведения
λ(xy) = (λx)y = x(λy).
4. Существование нулевой диады, образованной совокупностью
двух нулевых векторов θθ такой, что
xy + θθ = xy.
5. Существование противоположной диады −xy такой, что
xy + (−xy) = θθ.
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Рассмотрим некоторые математические операции над диадами.
Прежде всего из сформулированных пяти свойств диад выте-
кает очевидность и справедливость линейных операций над ними.
В частности, сумма двух диад (о правилах суммирования будет ска-
зано ниже при рассмотрении линейных операций над тензорами)
коммутативна
x1y1 + x2y2 = x2y2 + x1y1;
ассоциативна
x1x2 + (y1y2 + z1z2) = (x1x2 + y1y2) + z1z2;
и дистрибутивна по отношению к произведению на число
λ(x1y1 + x2y2) = λx1y1 + λx2y2.
Введем еще некоторые понятия и операции над диадами.
Диада yx = DT называется транспонированной по отношению к
диаде xy = D.
Каждой диаде можно поставить в соответствие скаляр, равный
скалярному произведению входящих в диаду векторов и называ-
емый следом диады:
tr D = d = x · y
и вектор
d = x × y.
Введем понятие скалярного произведения диады на вектор.
Скалярным произведением диады xy на вектор u справа назы-
вается вектор, сонаправленный x и равный произведению x на
скалярное произведение y · u. То есть,
(xy) · u = x(y · u)
Аналогично
u · (xy) = (u · x)y 6= (xy) · u
Векторным произведением диады xy на вектор u справа назы-
вается диада, составленная из векторов x и (y × u). То есть,
(xy)× u = x(y × u).
Аналогично
u × (xy) = (u × x)y.
Скалярным произведением диад называется диада, определяе-
мая соотношением
(xy) · (uv) = x(y · u)v = (y · u)xv
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Ясно, что новая диада отличается от диады xv скалярным мно-
жителем y · u.
Диады могут быть образованы базисными векторами. Так, для
ортонормированного базиса I = (i1, i2, i3)
T , введенного в линейном
пространстве L3, можно образовать девять диад:
i1i1, i1i2, i2i1, . . . , i3i3 или ikir (k, n = 1, 3).
Перейдем к пространству Ln. Разложим векторы x и y по ба-
зису I = (i1, i2, . . . , in)
T :










































Используя эти соотношения, запишем выражение для диады
векторов x и y:



















= (i1 . . . in)
0
@
x1y1 . . . x1yn
. . . . . . . . .






















xkyrikir = xkyrikir. (k, r = 1, n).
В последнем равенстве использовано соглашение о суммировании
Эйнштейна. Согласно этому соглашению (правилу) в одночлене с
повторяющимся индексом ведется суммирование по этому индек-
су от 1 до n — до размерности пространства. Знак суммы Σ при
этом не ставится. Индексы, по которым ведется суммирование,
называются немыми.
Последнее приведенное соотношение указывает на то, что диа-
да векторов xy представляется в базисе I пространства Ln суммой
n2 слагаемых.
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В отличие от немых, индексы, повторяющиеся в различных
слагаемых многочленов, называются свободными. Они пробегают
значения от 1 до n.
Например, выражение yk = Akrxr в пространстве L2 представ-
ляет собой совокупность двух соотношений:

y1 = A11x1 + A12x2,
y2 = A21x1 + A22x2.
6.2. Тензор второго ранга
Рассмотрим два вектора
x = IT X и y = IT Y, (6.1)
заданных в линейном пространстве Ln их разложениями по орто-
нормированному базису I = (i1, i2, . . . , in)
T , в котором X = (x1, x2, . . . ,
xn)
T , Y = (y1, y2, . . . , yn)
T .
Пусть вектор y является образом вектора x (x — прообраз y),
получаемым с помощью оператора T :
T : x −→ y
Определение 1. Оператор, с помощью которого отображает-
ся (преобразуется) один вектор (как инвариантная величина!)
в другой вектор того же пространства, называется тензором
второго ранга.
Для тензора T и векторов x и y такое преобразование записы-
вается в виде
y = T · x (6.2)
Между тензором T и вектором x ставится знак скалярного про-
изведения (!).
Представим (6.2) в матрично-индексной форме:
I










= (i1 . . . in)
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Скалярное произведение вектора-столбца базисных векторов
на их вектор-строку (между ними стоит знак · скалярного произ-
ведения) дает единичную матрицу. Поэтому









A = (i1 . . . in)
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Приравнивая множители при одинаковых базисных векторах,
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yk = tkrxr (k, r = 1, n), или Y = TX. (6.4)
В рассматриваемом ортонормированном базисе I пространства
Ln тензор T представляется матрицей T размера (n× n), так что
T = IT TI . (6.5)
Введем в рассматриваемом пространстве Ln новый базис Ĩ =
(ĩ1, ĩ2, . . . , ĩn)
T . В этом базисе инвариантный математический объ-
ект, тензор T , представится в виде
T = ĨT T̃ Ĩ . (6.6)
Зная вводимое по (5.7) правило преобразования базисных век-
торов
Ĩ = ST I , ĨT = IS, (6.7)
перейдем в (6.5) к новому базису:
T = IT ST̃ST I .
Сравнивая это выражение с (6.5), запишем правило преобра-
зования матрицы T тензора T при переходе от нового базиса к
исходному:
T = ST̃ST . (6.8)
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Если осуществляется ортогональное преобразование (ортонор-
мированного базиса в ортонормированный), то S−1 = ST и послед-
нее соотношение примет вид
T = ST̃S−1. (6.9)
Обратное по отношению к (6.9) преобразование:
T̃ = S−1TS. (6.10)
Определение 2. Тензором второго ранга называется математиче-
ский объект пространства Ln, соответствующий квадратной мат-
рице порядка n, которая при преобразовании ортонормированных
базисов подчиняется правилам преобразования (6.9) — (6.10).
Отметим две особенности, характерные для тензора T . Во-пер-
вых, понятие тензор отождествляется с понятием оператора. Как
всякий оператор, тензор преобразует векторы рассматриваемого
пространства в векторы того же пространства. Во-вторых, тензор
(как и оператор) в заданном базисе представляется матрицей, что
дает возможность использовать при выполнении операций с тен-
зорами аппарат матричного исчисления.
6.3. Диада как тензор второго ранга
Пусть заданы два вектора a и b ∈ Ln, образующие диаду ab.
Умножим эту диаду справа (можно слева) скалярно на некоторый
вектор x ∈ Ln. В результате получим новый вектор y, который
определится следующим образом:
y = (ab) · x.
Произведение диады ab скалярно справа на вектор x преобра-
зует этот вектор в y. Так как векторы a и b принадлежат одно-
му линейному пространству Ln и, следовательно, ab преобразует
вектор x ∈ Ln в вектор y ∈ Ln, то в описанном действии диада вы-
полняет роль оператора линейного пространства Ln. Поэтому на
основании определения, вытекающего из (6.2), диада ab является
тензором второго ранга. Обозначим этот тензор T :
T = ab = akbrikir = tkrikir. (6.11)
Преобразование компонентов тензора, порожденного диадой,
вытекает из правила преобразования векторов. Действительно, в
исходном базисе I = (i1, . . . , in)
T
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a = IT A, b = BT I и


























Рис. 6.1. Диады в L3
нового базиса Ĩ = (ĩ1, . . . , ĩn)
T за-
пишем в виде:
a = ĨT Ã, b = B̃T Ĩ и
ab = ĨT ÃB̃T Ĩ . (6.13)
Пусть далее матрица S преоб-
разует исходный базис I в новый
Ĩ (5.7):
Ĩ = ST I и ĨT = IT S. (6.14)
Подставим (6.14) в (6.13)
ab = IT S(ÃB̃T )ST I . (6.15)
Приравнивая выражения, стоящие между IT и I в форму-
лах (6.12) и (6.15), получим правило преобразования компонентов
(ABT ) диады
(ABT ) = S(ÃB̃T )ST или (ÃB̃T ) = ST (ABT )S,
что соответствует правилу преобразования матрицы тензора вто-
рого ранга (6.10) при преобразовании ортонормированных бази-
сов.
Дадим геометрическую интерпретацию тензора второго ран-
га. Введем в L3 ортонормированный базис I = (i1, i2, i3)
T и изобра-
зим куб, образованный плоскостями, перпендикулярными базис-
ным векторам (рис. 6.1).
На рисунке показаны 9 векторов, каждый из которых обозна-
чен соответствующей ему диадой. Принято считать, что первый
базисный вектор диады обозначает направление нормали к пло-
щадке, на которую воздействует векторная величина, направление
которой определено вторым вектором диады.
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6.4. Тензоры ранга n
В § 6.1 упоминалось о скалярном и векторном произведени-
ях векторов и введено понятие таких произведений вектора на
диаду. В частности, для векторов ортонормированного базиса I =
(i1, . . . , in)
T пространства Ln упомянутые произведения могут быть
представлены в виде:
ik · ir = δkr − скаляр; ik × ir = ekrmim − вектор; ikir − диада.
Рассмотрим различные виды произведений диады на вектор:
ikim · ir = δmrik − вектор;
ikim × ir = emrpikip − диада;
ikimir − триада или тензор третьего ранга.
Тонзорное произведение диады (тензора второго ранга) на век-
тор приводит к новому объекту — триаде или тензору третьего
ранга. Триада трех произвольных (не базисных) векторов также
приводит к тензору третьего ранга:
abc = akbmcrikimir = Akmrikimir =
(3)
A. (6.16)
Заметим, что ранг тензора определяется количеством базис-
ных векторов — в тензоре третьего ранга их три (триада). Тензор
второго ранга содержал диаду двух базисных векторов.
Обобщая сказанное на n базисных векторов, образующих поли-
аду n-го порядка, запишем выражение для тензора n-го ранга:
(n)
A = ak1k2...kn−1knik1ik2 . . . ikn−1ikn .
После сделанного обобщения становится ясным, что вектор, ха-
рактеризуемый только одним базисным вектором, является тензо-
ром первого ранга. Скаляр не содержит базисных векторов, он —
тензор нулевого ранга.
По отношению к тензорам справедливы все действия, приме-
нимые к линейным операторам и, в том числе, к их матрицам.
В частности, операция сложения может иметь место только по
отношению к тензорам одинакового ранга.
Не представляет труда убедиться в том, что тензоры одинако-
вого ранга образуют линейное пространство.
Для транспонирования тензора второго ранга (на знаке для тен-
зора второго ранга не принято указывать его ранг) A = akrikir
достаточно поменять местами индексы только у его компонентов
или только у базисных векторов:
6.4. Тензоры ранга N 215
A
T = arkikir = akririk.
Что касается тензора ранга n, то для него существует операция
транспонирования по какой-либо паре индексов.
Теперь естественным образом может быть введено понятие ска-
лярного, векторного и неопределенного произведений тензоров.
Оговорим лишь условие: в произведениях тензоров (скалярном,
векторном или неопределенном) знак соответствующего произве-
дения относится к «соприкасающимся» с этим знаком базисным
векторам.
Рассмотрим в качестве примера скалярное произведение двух
тензоров:
(n)
A · (m)B = Ak1...kn−1kn ik1 . . . ikn−1ikn
| {z }
n




= Ak1...kn−1knBr1r2...rmik1 . . . ikn−1ikn · ir1ir2 . . . irm =
= Ak1...kn−1knBr1r2...rmik1 . . . ikn−1δkn,r1ir2 . . . irm =




Постановка знака скалярного произведения между парой со-
прикасающихся базисных векторов называют свертыванием тензо-
ра по паре соответствующих индексов.
Свертка тензора второго ранга приводит к скаляру, называе-
мому следом тензора или первым главным инвариантом тензора.
Названия, как и следовало ожидать, повторяют названия, введен-
ные ранее для квадратных матриц.
Скалярное произведение уменьшило суммарное количество ба-
зисных векторов (n + m) перемножаемых тензоров на два. Коли-
чество свободных индексов в произведении компонентов тензоров
стало равным (n + m − 2), так как два индекса, а именно (kn) и
(r1), стали одинаковыми (немыми) и по ним ведется суммирова-
ние. Количество слагаемых в упомянутой сумме равно размерно-
сти пространства.
Аналогично можно показать, что векторное произведение двух
тензоров равно новому тензору, ранг которого на единицу меньше
суммарного ранга перемножаемых тензоров:
(n+m−1)
C = (n)A × (m)B.
Неопределенное произведение двух тензоров приводит к тензору,
ранг которого равен сумме рангов перемножаемых тензоров:
(n+m)
C = (n)A(m)B.
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6.5. Матрицы тензоров
Рассмотрим соотношение между двумя скалярными величина-
ми X и Y , отличающимися друг от друга числовым множителем
A:
(0)Y = (0)A (0)X.
С точки зрения рангов входящих в это соотношение величин
(скаляр — тензор нулевого ранга) попробуем воспринять пред-
ставленную зависимость как зависимость между двумя точками
«нульмерного пространства рангов тензора».
Усложним зависимость, заменив скаляры на параллельные век-
торы:
(1)
Y = (0)A (1)X .
Разложим векторы по базису n-мерного пространства:
(y1 y2 . . . yn)
T = (0)A(x1 x2 . . . xn)
T .
С точки зрения рангов матриц (векторов-столбцов) простран-
ство, в котором записано это соотношение, является одномерным.
Следующий шаг усложнения — зависимость между произволь-
ными (в общем неколлинеарными) векторами:
(1)
Y = (2)A·(1)X ,




















a11 a12 . . . a1n
a21 a22 . . . a2n
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Последнее соотношение относится к двухмерному ранговому
пространству. Пространству соответствует квадратный вид мат-
рицы преобразования объекта (1)X в объект (1)Y .
Рассмотрим следующее соотношение
(2)
Y = (3)A · (1)X ,
которое преобразует вектор X одномерного рангового простран-
ства в тензор Y двухмерного рангового пространства с помощью
оператора A трехмерного векторного пространства.
При некоторых мысленных усилиях можно представить себе
трехмерную «кубическую» матрицу в трехмерном ранговом про-
странстве и даже ухитриться изобразить куб, разбитый на ячейки-
кубики и содержащий n3 элементов тензора третьего ранга.
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Изобразить и даже мысленно представить матрицу четвертого
ранга, входящую, например, в уравнение
(2)
Y = (4)A : (2)X ,
невозможно в силу ограниченности нашего мышления, способного
составлять образы только трехмерного мира.
В последней записи знак :, равносильный ··, обозначает
двойное скалярное произведение: сначала перемножается пара со-
прикасающихся знаками произведения базисных векторов, затем
следующая пара.
Отметим, что программное обеспечение современных компью-
теров не рассчитано на представление n-мерных n ≥ 3 матриц и на
действия с ними. Тем не менее, решение тензорных соотношений
— посильная задача для компьютеров.
Чтобы составить алгоритмы решения тензорных уравнений,
тензоры любого ранга представляются в виде прямоугольных (в
общем случае) и квадратных (для матриц с четным рангом) мат-
риц.
6.6. Резюме
Все реальные процессы и явления, происходящие в природе и
обществе, существуют независимо от нашего сознания. Естествен-
но, что эти процессы и явления инвариантны по отношению к ис-
кусственно вводимой исследователем системе координат. Это об-
стоятельство диктует определенные правила преобразования ко-
ординат векторов, матриц и других математических объектов при
преобразовании базисов.
Использование аппарата тензорной алгебры позволяет состав-
лять математические модели реальных процессов в операторном
виде — в виде, не содержащем никаких координатных систем.
Тензорная запись отличается большой наглядностью, не зависит
от размерности рассматриваемых пространств и напоминает соот-
ветствующие зависимости для одномерных процессов и явлений.
Переход к тензорно-операторной записи математических моде-
лей стал возможным благодаря введению операции неопределен-
ного произведения векторов.
Благодаря возможности представить тензорные соотношения в
матричной форме (при выборе соответствующего базиса) не вы-
зывает принципиальных трудностей реализация операторных ма-
тематических моделей на компьютерах.
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6.7. Вопросы
1. Что такое диада векторов. Перечислите аксиомы диды.
2. Как осуществляются различные виды произведений тензор-
ных величин?
3. Дайте определения тензоров второго ранга. Ранга n.
4. Перечислите свойства диады базисных векторов.
5. Как тензорные соотношения привести к матричному виду?
Вопросы для тестирования
1. Поставьте в соответствие номера ответов (правая колонка) в
порядке следования номеров вопросов (левая колонка). В местах
отсутствия правильных ответов поставьте 5.
1. Вектор, параллельный
x
1. (xy) · u;
2. Тензор нулевого ранга 2. (xy) : (uv);
3. Тензор первого ранга 3. xy + yx;
4. Симметричный тензор 4. x × y.
2. Перечислите номера пунктов, содержащих правильные от-
веты на вопрос: что определяет ранг тензора?
1. Число знаков скалярного произведения между базисными
векторами.
2. Количество базисных векторов в полиаде.
3. Размерность пространства, в котором задан тензор.
4. Размерность матрицы координат тензора.
5. В пунктах 1–4 не содержится правильных ответов.
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y1 = 2x1 + 3x2 − 4x3,
y2 = −x1 + 2x2 − 3x3,
y3 = x1 − 4x2 − x3
осуществляют преобразование A : x −→ y. Векторы заданы в
ортонормированном базисе I = (i1, i2, i3)
T .
Т р е б у е т с я представить заданное преобразование:
а) в матричном виде;
б) в тензорно-операторном виде;
в) в виде суммы диад;
г) в координатно-индексном виде.
Р е ш е н и е.























а) Y = AX или Y T = XT AT ;
б) Y = A ·X ,
где




















































в) ykik = amnimin · xrir = amnimδnrxr = amnxnim;
г) yk = aknxn.
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2. В пространстве L2 задано соотношение xkr = aknbnr. Распи-
сать это соотношение для kr = 11 и kr = 12.
Р е ш е н и е.
x11 = a11b11 + a12b21; x12 = a11b12 + a12b22.
3. Векторы a = AT I, b = BT I и c = CT I заданы своими коорди-
натами в ортонормированном базисе I = (i1 i2 i3)
T пространства
L3: A = (1 3 − 1)T , B = (−2 1 0)T и C = (2 0 − 1)T .
Требуется:
а) записать выражения для диад ab, и ac;
б) найти a · b; a × b; ab · c; c · ab; ab × c; ab : ca.
Р е ш е н и е.
а) ab = IT ABT I =






























= −2i1i1 + i1i2 − 6i2i1 + 3i2i2 + 2i3i1 − i3i2.
Аналогично находим






























= 2i1i1 − i1i3 + 6i2i1 − 3i2i3 + 2i3i1 + i3i3.
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1 · (−2) + 3 · 1 + (−1) · 0 = 1.
Такой же результат получится, если в исходном произведении
поменять местами векторы-столбцы координат и базисных векто-
ров:
a · b = IT A · BT I .
Результат предлагается получить самостоятельно.
Найдем скалярное произведение, выполняя операции в коорди-
натно-индексной форме:
a · b = akik · bmim = akbmδkm = akbk =
= a1b1 + a2b2 + a3b3 = 1 · (−2) + 3 · 1 + (−1) · 0 = 1.
a × b = AT I × IT B =
= (1 3 − 1)
0
@
i1 × i1 i1 × i2 i1 × i3
i2 × i1 i2 × i2 i2 × i3
























A = i1 + 2i2 + 7i3.
Обратимся к определению векторного произведения, представ-
ляя векторы в координатно-индексной форме:
a × b = akik × bmim = akbmekmnin =
= a1b2i3 + a2b3i1 + a3b1i2 − a3b2i1 − a2b1i3 − a1b3i2 = i1 + 2i2 + 7i3.
Решения следующих трех заданий пункта б) приводят к ре-
зультатам:
ab · c = −4a;
c · ab = 3b;
ab × c = −3(i2i1 + 2i2i2 + 2i2i3).
Обратимся к последнему заданию пункта б).
Выполним операцию двойного скалярного произведения, пред-
ставляя выражение в координатно-индексной форме:
ab : ca = akbrikir : cmanimin.
Для выполнения операции двойного скалярного произведения
(:) сначала выполняется свертка по первым соприкасающимся ба-
зисным векторам ir · im = δrm. После этого скалярная величина
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δrm выносится за скалярное произведение оставшихся базисных
векторов и находится их свертка. В результате получим
ab : ca = akbrδrmδkncman = akbrcrak = (akak)(brcr) =






2b1c1 + . . . + a
2
3b3c3 = −44.
4. Найти свертку I · A и двойную свертку I : A, где I = δkrikir
— единичный тензор, A тензор второго ранга в пространстве Ln.
Р е ш е н и е.
I · A = δkrikir · amnimin = aknikin = A.
I : A = aknik · in = ann = a11 + a22 + . . . + ann = trA.
Остальные задания предлагается выполнить студентам само-
стоятельно.
Задачи для самостоятельного решения
1. Векторы a, b и c заданы своими координатами в ортонорми-
рованном базисе пространства L3: A = (2 1 − 3)T , B = (−1 0 2)T и
C = (2 1 4)T .
Требуется:
а) записать выражения для диад ab и bc;
б) найти a · b; a × b; ab · c; c · ab; ab × c; ab : ca.
2. Доказать справедливость соотношений:
а) x · A · y = A : xy = AT : yx (A — тензор второго ранга, x, y —
векторы);
б) tr(A · B · C) = (A · B · C) : I = (A · B) : C) = A : (B · C) (A, B, C —
тензоры второго ранга, I — единичный тензор).
Глава 7
Прямые и плоскости
7.1. Прямая на плоскости
Проведем из фиксированной точки M0 прямой ℓ, принадлежа-
щей пространству ℜ2, вектор N , перпендикулярный этой прямой
(рис. 7.1). Соединим точку M0 с произвольной точкой M прямой
радиусом-вектором M0M = R.















Рис. 7.1. Прямая в ℜ2
кулярны, их скалярное произведение
равно нулю:
(N , R) = 0. (7.1)
Равенство (7.1) представляет собой
уравнение прямой на плоскости, запи-
санное в векторной форме. Действи-
тельно, оно справедливо только для то-
чек M, лежащих на прямой.
Для представления уравнения (7.1)
в координатной форме введем в рас-
сматриваемом пространстве ортонор-
мированный базис i, j со связанной с ним декартовой ортогональ-
ной системой координат x, y.
Пусть A и B являются проекциями вектора N на направления
базисных векторов, x0 и y0 — координаты фиксированной точки
M0 прямой ℓ, а x и y — координаты ее произвольной точки M .
Введенные векторы представим в виде совокупности их коор-
динат:
N = (A; B), R = M0M = (x−x0; y−y0). (7.2)
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Подставим (7.2) в (7.1). Имея в виду, что скалярное произведе-
ние векторов, представленных в ортонормированном базисе, рав-
но сумме произведений их соответствующих координат, получим
A(x− x0) + B(y − y0) = 0. (7.3)
Это уравнение прямой, проходящей через заданную точку, или урав-
нение пучка прямых. Если прямая проходит через точку с коорди-
натами x = x0, y = y0, то при этих значениях координат уравнение
(7.3) обращается в тождество.
Раскрыв в (7.3) скобки, приводя подобные члены и обозначая
C = −Ax0 −By0, придем к уравнению прямой в общем виде:
Ax + By + C = 0. (7.4)
Уравнение, называемое уравнением прямой в отрезках, получает-
ся из (7.4), если в нем перенести C в правую часть равенства и
поделить полученное уравнение на −C (при условии, что C 6= 0,







Здесь a = −C/A, b = −C/B.
При x = 0 из (7.5) находится координата y = b пересечения
прямой с осью y, а координата x = a пересечения прямой с осью x
определяется из уравнения при y = 0. Отсюда следует, что a и b —
это отрезки, отсекаемые прямой на координатных осях (рис. 7.1).
Найдем модуль вектора N = (A, B): N =
√
A2 + B2. Деление век-
тора на его модуль приводит к единичному вектору, совпадающе-
му по направлению (сонаправленному) с исходным вектором (§
3.8). При этом координатами единичного вектора будут его на-











= (cos α, cos β).
Отмеченное свойство единичных векторов позволяет получить
еще один вид уравнения прямой. Для его записи умножим все сла-
гаемые уравнения (7.4) на нормирующий множитель µ = − signC√
A2 + B2
.
В результате получим уравнение прямой в нормальном виде:
x cos α + y cos β− p = 0. (7.6)
В этом уравнении p = µC — расстояние от начала координат
до прямой. В этом можно убедиться, обратившись к рис. 7.2. Из
рисунка видно, что p = x cos α + y cos β. Следует иметь в виду, что в
уравнении (7.6) перед параметром p должен стоять знак «минус».
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Если уравнение (7.5) умножить на b и ввести обозначение k =
−b/a, то придем к известному из школьного курса математики
уравнению прямой с угловым коэффициентом:
y = kx + b. (7.7)










Рис. 7.2. Расстояние от
начала координат до
прямой
ходит через две точки: M0(x0, y0) и
M1(x1, y1). Тогда уравнение (7.3) при
подстановке в него координат точки
M1 должно обратиться в тождество:
A(x1 − x0) + B(y1 − y0) = 0.
Перенесем в (7.3) и в полученном
уравнении слагаемые с множителем
B в правые части равенств. Поделив
почленно полученные равенства, при-
дем к уравнению прямой, проходящей че-







Если ввести обозначения для координат вектора M0M1:








Координаты m и n отличаются от единичного вектора, соосного
вектору M0M1, только множителем — модулем этого вектора. По-
этому в частном случае в качестве координат m и n можно принять
направляющие косинусы прямой.
К уравнению прямой с угловым коэффициентом, проходящей через за-
данную точку, можно прийти, потребовав, чтобы уравнение (7.7)
обратилось в тождество при подстановке в него координат точ-
ки (x0; y0), т.е. y0 = kx0 + b. Вычитая последнее равенство из (7.7),
получим:
y = y0 + k(x− x0). (7.10)
Обобщая сказанное, отметим, что любое линейное уравнение в ℜ2,
т.е. уравнение, связывающее переменные x и y (в первых степенях !), пред-
ставляет собой уравнение прямой.
Пример. На связанной с плоскостью декартовой ортогональ-
ной системе координат заданы координаты двух точек M0(1;−2) и
M1(5; 0). Требуется:
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1. Записать уравнение прямой, проходящей через эти точки, и
представить его в виде уравнений:
1.1) в общем виде;
1.2) в отрезках;
1.3) с угловым коэффициентом.
2. Найти угол между:
2.1) прямой и осью x;
2.2) нормалью к прямой и осями координат.
Р е ш е н и е.












1.1. Приводя полученное уравнение к общему знаменателю и
перенося все слагаемые в его левую часть, получим общее урав-
нение прямой (A = 1, B = −2, C = −5):
x− 2y − 5 = 0.
1.2. Перенесем свободный член (число −5) в правую часть по-
лученного уравнения. После деления уравнения на 5 придем к






Следовательно, прямая отсекает на оси x отрезок, равный 5, а на
оси y — отрезок, равный −2,5.
1.3. Выражая из полученных уравнений переменную y, придем





2.1. Угол θ наклона прямой к оси x определяется ее угловым
коэффициентом (уравнение п. 1.3), равным тангенсу искомого уг-
ла:




2.2. Для определения угла между нормалью к прямой и осями
координат найдем единичный вектор n, совпадающий по направ-
лению с N = (A; B) = (1;−2) (координаты вектора – множители при
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Координаты полученного вектора являются косинусами иско-








Рассмотрим в пространстве ℜ3 плоскость ℘ (рис. 7.3,а).
Подход к выводу уравнения плоскости не отличается в прин-
ципе от вывода уравнения прямой на плоскости, приведенного в
предыдущем параграфе.
Пусть из некоторой фиксированной точки M0 плоскости вос-
становлен перпендикуляр к ℘, параллельный (может, и совпадаю-
щий) с некоторым вектором N .
Соединим выбранную точку M0 с произвольной точкой M плос-
кости радиусом-вектором M0M = R. Так как векторы R и N пер-



















Рис. 7.3. Плоскости в ℜ3
Это векторное уравнение плоскости, совпадающее по написа-
нию с векторным уравнением прямой на плоскости (7.1).
Введем в рассматриваемое пространство ℜ3 ортонормирован-
ный базис i, j, k со связанной с ним декартовой ортогональной
системой координат x, y, z. Пусть в этом базисе векторы N и R
представлены своими координатами:
N = (A, B, C), R = M0M = (x−x0, y−y0, z−z0). (7.12)
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Подставляя (7.12) в (7.11) и расписывая скалярное произведе-
ние, придем к уравнению
A(x−x0) + B(y−y0) + C(z−z0) = 0. (7.13)
По смыслу вывода уравнение (7.13) описывает плоскость, про-
ходящую через заданную точку.
Если в этом уравнении раскрыть скобки и ввести обозначение
постоянной величины
D = −Ax0 −By0 − Cz0,
то придем к уравнению плоскости в общем виде:
Ax + By + Cz + D = 0. (7.14)
Перенесем постоянную D в правую часть уравнения (7.14) и
поделим полученное уравнение на −D при условии, что D 6= 0
(плоскость не проходит через начало координат). Вводя обозна-
чения a = −D/A, b = −D/B, c = −D/C, перепишем (7.14) в виде










При y = z = 0 из этого уравнения получаем x = a; при z = x =
0: y = b; при x = y = 0: z = c, т.е. a, b, c — отрезки, отсекаемые
плоскостью на осях координат (рис. 7.3,б).
Найдем модуль вектора N = (A, B, C): N =
√
A2 + B2 + C2. Деле-
ние вектора на его модуль приводит к единичному вектору, сов-
падающему по направлению с вектором N . Координатами еди-














= (cos α, cos β, cos γ).
Как и в случае прямой на плоскости умножим все слагаемые
уравнения (7.4) на нормирующий множитель µ = − signD√
A2 + B2 + C2
. В
результате получим уравнение плоскости в нормальном виде:
x cos α + y cos β + z cos γ− p = 0. (7.16)
В этом уравнении p = µD — расстояние от начала координат
до плоскости. Следует иметь в виду, что в уравнении (7.16) перед
параметром p должен стоять знак «минус».
Рассмотрим некоторые частные виды общего уравнения (7.14).
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При D = 0, как отмечалось выше, плоскость проходит через
начало координат, так как обращается в тождество при x = y = z =
0.
Равенство A = 0 (или B = 0, или C = 0) делает уравнение (7.4)
не зависящим от координаты x (или y, или z). Отсутствие коорди-
наты x (или y, или z) в уравнении указывает на то, что плоскость
параллельна оси x (или y, или z).
Равенство нулю двух постоянных, стоящих при независимых
переменных (например, A = B = 0 при C 6= 0), приводит к уравне-
нию плоскости, перпендикулярной третьей координате (z).
Равенство постоянных A = B = C определяет плоскость, равно-
наклоненную к осям координат.
Пример 1. В пространстве ℜ3 заданы вектор a = (2;−4; 5) и неко-
торая точка M(1;−2; 0). Требуется:
1) получить и записать в общем виде уравнение плоскости, пер-
пендикулярной вектору a и проходящей через точку M ;
2) найти отрезки, отсекаемые плоскостью на координатных осях;
3) определить косинусы углов между вектором нормали к плос-
кости и координатными осями.
Р е ш е н и е.
1. Принимаем N = a. Воспользовавшись уравнением плоско-
сти, проходящей через заданную точку (7.13), получим
2(x− 1)− 4(y + 2) + 5(z + 0) = 0.
Раскрывая скобки и приводя подобные члены, придем к урав-
нению плоскости в общем виде:
2x− 4y + 5z − 10 = 0.
2. Для получения уравнения плоскости в отрезках перенесем









В знаменателях слагаемых уравнения стоят величины, равные
отрезкам, отсекаемым плоскостью на координатных осях: a = 5,
b = −2,5, c = 2.
3. Чтобы найти косинусы углов между нормалью N к плоско-
сти и осями координат, достаточно записать уравнение плоскости
в нормальном виде. Для этого определив модуль вектора N :
N =
p
A2 + B2 + C2 =
p
22 + (−4)2 + 52 = 3
√
5,
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умножим представленное в общем виде уравнение на нормирую-


























Множителями при координатах нормального уравнения явля-















Последнее слагаемое нормального уравнения (перед ним дол-








Запишем уравнение плоскости, проходящей через три точки
с координатами: A1(x1; y1; z1), A2(x2; y2; z2) и A3(x3; y3; z3). Для этого
выберем на плоскости произвольную точку A(x; y; z) и проведем
через четыре точки три вектора, которые представим в виде со-
вокупности их координат:
A1A = (x− x1; y − y1; z − z1),
A1A2 = (x2 − x1; y2 − y1; z2 − z1),
A1A3 = (x3 − x1; y3 − y1; z3 − z1).
Векторы компланарны (лежат на одной плоскости) и потому
линейно зависимы. Смешанное произведение этих векторов равно
нулю. В этом случае определитель, составленный из координат







x− x1 y − y1 z − z1
x2 − x1 y2 − y1 z2 − z1








Это (линейное относительно переменных x, y и z) уравнение
плоскости, проходящей через три фиксированные точки.
Пример 2. Записать уравнение плоскости, проходящей через
точки с координатами (1,−2, 0), (2,−2, 1) и (3,−1, 1).
Р е ш е н и е. Подставим координаты заданных точек в уравнение








x− 1 y + 2 z − 0
2− 1 −2 + 2 1− 0



























































Отсюда, раскрывая определители, получим
−1 · (x− 1) + (y + 2) + z = 0,
или
x− y − z − 3 = 0.
Подстановка координат каждой из трех точек в полученное
уравнение обращает его в тождество, что подтверждает его пра-
вильность.
Сравнение уравнений различных видов для плоскости с со-
ответствующими уравнениями прямой указывает на их идентич-
ность и одинаковую природу с точки зрения векторной алгебры.
В математической литературе обобщения упомянутых уравне-
ний на многомерные пространства с переменными x1, x2, . . . , xn на-
зывают гиперплоскостями. Так, для уравнения гиперплоскости в об-
щем виде имеем:
A1x1 + A2x2 + . . . + Anxn + D = 0.
Подходя с этих позиций, например к уравнению (7.4), можно
назвать его уравнением гиперплоскости в общем виде, а (7.5) —
гиперплоскости в отрезках в пространстве ℜ2. Характерной осо-
бенностью гиперплоскости (в том числе прямой) является то, что
все переменные входят в ее уравнение в первой степени.
7.3. Взаимное расположение плоскостей
Рассмотрим две плоскости ℘1 и ℘2, заданные в общем виде:
℘1 : A1x + B1y + C1z + D1 = 0;
℘2 : A2x + B2y + C2z + D2 = 0. (7.18)
Следы этих плоскостей на плоскости страницы, перпендику-
лярной заданным плоскостям, показаны на рис. 7.4, где θ — угол
между плоскостями.
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Восстановим к плоскостям ℘1 и ℘2 нормали N1 и N2.
Из рис. 7.4 видно, что угол θ между плоскостями равен уг-
лу между векторами нормалей к ним. Поэтому cos θ может быть
определен по скалярному произведению векторов N1 = (A1, B1, C1)






























ет записать условие ортогонально-
сти двух плоскостей (cos θ = 0):
A1A2 + B1B2 + C1C2 = 0. (7.20)
Условие параллельности плоско-
стей вытекает из условия параллель-











Угол между двумя прямыми
ℓ1: A1x1 + B1y1 + C1 = 0;
ℓ2: A2x2 + B2y2 + C2 = 0 (7.22)
может быть изображен тем же рис. 7.4, что и угол между плоско-
стями.
Что касается определения угла θ, записи условий ортогональ-
ности и параллельности прямых, то формулы для них получаются
из выражений (7.19)– (7.21) путем отбрасывания в них членов, со-





















(ℓ1 ‖ ℓ2). (7.25)
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Напомним, что в школьном курсе математики предлагался еще
один вариант определения угла между прямыми на плоскости (но
не между плоскостями).
Пусть θ1 и θ2 — углы наклона прямых ℓ1 и ℓ2 к координатной
оси x и k1 = tg θ1; k2 = tg θ2 — угловые коэффициенты, входящие в
уравнения прямых с угловым коэффициентом:
ℓ1: y = k1x + b1; ℓ2: y = k2x + b2.





Условие ортогональности и параллельности соответственно
k1 = − 1
k2
, k1 = k2. (7.27)
Пример 1. Найти углы между плоскостями
а) ℘1: x− 3y + 4z + 2 = 0 и ℘2: 6x + 4y − 3 = 0.
б) ℘1: 2x− 3y + z − 2 = 0 и ℘2: 4x + 3y + z + 5 = 0.
в) ℘1: x− 2y + 3z + 1 = 0 и ℘2: − 2x + 4y − 6z + 5 = 0.
Р е ш е н и е:
а) так как N1 = (1;−3; 4), N2 = (6; 4; 0), то по (7.19):
cos θ =
1 · 6 + (−3) · 4 + 4 · 0
p
12 + (−3)2 + 42
√






б) cos θ =
2 · 4 + (−3) · 3 + 1 · 1
p
22 + (−3)2 + 12
√
42 + 32 + 12







= −1 =⇒ θ = π.
Результат решения варианта в) говорит о том, что плоскости
параллельны. Знак косинуса здесь не имеет значения — ориен-
тацию плоскости определяет только условие ее ортогональности
вектору нормали N .
Убедимся в правильности последнего результата, используя ус-
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Пример 2. Составить уравнение плоскости ℘, проходящей че-
рез точку M(2; 1; 0) и параллельной плоскости ℘1: x− 3y + 2z− 5 = 0.
Р е ш е н и е. Длина вектора N , перпендикулярного плоскости,
несущественна. Поэтому в силу требуемой параллельности плос-
костей (и их нормальных векторов) принимаем N = N1 = (1;−3; 2).
Воспользовавшись уравнением плоскости, проходящей через
заданную точку (7.13), запишем требуемое уравнение:
1(x− 2)− 3(y − 1) + 2(z − 0) = 0.
Раскрывая скобки и приводя подобные, запишем уравнение в
общем виде:
x− 3y + 2z + 1 = 0.
Пример 3. Составить уравнение плоскости ℘, проходящей через
точку M(3; 2;−1) и перпендикулярной плоскостям ℘1: 2x−y+z−3 = 0
и ℘2: x + 2y − z − 2 = 0.
Р е ш е н и е Запишем уравнение плоскости ℘, проходящей через
точку M :
A(x− 3) + B(y − 2) + C(z + 1) = 0, (7.28)
и потребуем выполнения условия (7.20) ортогональности плоско-
сти ℘ плоскостям ℘1 и ℘2 одновременно:

2A− B + C = 0;
A + 2B − C = 0.
Решение двух уравнений с тремя неизвестными позволяет вы-
разить две неизвестные через третью. После преобразования си-
стемы придем к зависимостям:
B = −3A; C = −5A.
Подставляя эти выражения в (7.28), получим
A(x− 3)− 3A(y − 2)− 5A(z + 1) = 0.
При всех слагаемых этого уравнения стоит одинаковый множи-
тель A, что закономерно при таких преобразованиях. Сокращая
уравнение на A, раскрывая скобки и приводя подобные, приходим
к искомому уравнению плоскости в общем виде:
x− 3y − 5z − 2 = 0.
Вектор нормали N = (1,−3,−5) можно найти как векторное про-
изведение векторов нормалей N1 = (2,−1, 1) и N2 = (1, 2,−1) к за-
данным плоскостям ρ1 и ρ2:
















= −i + 3j + 5k = −(1,−3,−5).
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Вектор параллелен найденному первым способом вектору.
Замечание. При решении задач на построение математических
моделей, описывающих геометрические объекты, рекомендуется
проверять правильность их построения установлением их непро-
тиворечивости исходным данным.
Так, плоскость, смоделированная в последней задаче, должна
быть:
1) перпендикулярной плоскости ℘1 =⇒ (AA1 + BB1 + CC1 = 0):
1 · 2 + (−3) · (−1) + (−5) · 1 = 0 (!);
2) перпендикулярной плоскости ℘2 =⇒ (AA2 + BB2 + CC2 = 0):
1 · 1 + (−3) · 2 + (−5) · (−1) = 0 (!);
3) проходить через точку M(3, 2,−1) (обращаться в тождество
при подстановке в уравнение плоскости координат точки M вместо
текущих координат):
1 · 3− 3 · 2− 5 · (−1)− 4 = 0 (!).
Пример 4. Найти угол между прямыми ℓ1: 3x + 4y − 8 = 0 и
ℓ2: 2x− y + 3 = 0.
Р е ш е н и е.





























Для определения угловых коэффициентов k1 и k2 приведем за-
данные уравнения к виду уравнений с угловыми коэффициента-
ми:
ℓ1: y = −3
4
x + 2, =⇒ k1 = −3
4
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Пример 5. Заданы уравнение прямой ℓ: 3x − y − 5 = 0 и точка
M(2;−1). Составить уравнения прямых, проходящих через точку
M :
а) параллельную ℓ; б) перпендикулярную ℓ.
Р е ш е н и е. Уравнение прямой, проходящей через точку M :
A(x− 2) + B(y + 1) = 0.





−1 , =⇒ A = −3B, =⇒ −3B(x− 2) + B(y + 1) = 0, =⇒
=⇒ 3x− y − 7 = 0.
б) используем условие ортогональности прямых (7.24):
3A−B = 0, =⇒ B = 3A, =⇒ A(x− 2) + 3A(y + 1) = 0, =⇒
=⇒ x + 3y + 1 = 0.
Полученные в пунктах а) и б) прямые перпендикулярны, так
как их коэффициенты удовлетворяют условию (7.24):
3 · 1 + (−1) · 3 = 0. (!)
7.4. Расстояние от точки до плоскости
Пусть заданы плоскость ℘ своим общим уравнением
Ax + By + Cz + D = 0
и точка M0, не лежащая на плоскости. На рис. 7.5 показаны след
этой плоскости, расположенной для удобства перпендикулярно
плоскости листа, и точка. Требуется найти расстояние d от точ-
ки до плоскости.
Выбирая на плоскости произвольную точку M, построим век-
тор M0M.
Проекция вектора M0M на направление вектора нормали N к
плоскости будет искомым расстоянием:
d = |PrNM0M | = |(N , M0M)|
N
. (7.29)
Если в рассматриваемом пространстве ввести ортонормирован-
ный базис и декартову ортогональную систему координат, в кото-
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d =
1√
A2 + B2 + C2
˛
˛A(x− x0) + B(y − y0) + C(z − z0)
˛
˛.
Раскроем скобки под знаком модуля. Изменив знак на противо-
положный (под знаком модуля это допустимо) и вводя использу-
емую в общем уравнении плоскости (7.14) и получаемую из этого
уравнения постоянную D = −Ax−By − Cz, придем к формуле:
d=
1√
A2 + B2 + C2
˛
˛Ax0 + By0 + Cz0 + D
˛
˛. (7.30)











чается знак минус (как в рассматриваемом
случае), если точка M0 и начало координат
лежат по одну сторону от плоскости, и знак
плюс, если по разные стороны.
В частном случае расстояние от точки






˛Ax0 + By0 + C
˛
˛. (7.31)
Если точка M0 совпадает с началом ко-
ординат, то M0M = OM = (x; y; z) и (N , OM) = Ax + By + Cz. В этом
случае
d = p =
1
N
|Ax + By + Cz|.
Так как A/N = cos α, B/N = cos β, C/N = cos γ, то последнее равен-
ство приводит к полученному ранее (7.16) уравнению плоскости в
нормальном виде
x cos α + y cos β + z cos γ− p = 0.
Пример. Найти расстояние от начала координат и от точки
M(2, 3) до прямой, заданной уравнением 3x+4y +2 = 0. Определить
направляющие косинусы углов наклона нормали к плоскости.
Р е ш е н и е. Для определения расстояния от начала координат
до плоскости приведем ее уравнение к нормальному виду, разде-















а направляющие косинусы нормали: cos α = −0,6; cos β = −0,8.
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|3 · 2 + 4 · 3 + 2| = 4.
7.5. Уравнения прямой в ℜ3
Рассмотрим в ℜ3 прямую ℓ с фиксированной на ней точкой M0
(рис. 7.6).









Рис. 7.6. Прямая в ℜ3
ку M и построим вектор L = M0M.
Направление прямой зададим неко-
торым параллельным ℓ (можно сов-
падающим с ℓ) вектором s.
Тогда условием того, что любая
точка M ∈ ℓ, будет условие парал-
лельности векторов L и s:
L = ts. (7.32)
Уравнение (7.32) является уравнением прямой в ℜ3, представ-
ленным в векторной форме. Модуль параметра t определяет раз-
деленное на модуль вектора s расстояние от фиксированной точки
M0 прямой до ее произвольной точки M. Если |s| = 1, то |t| равно
этому расстоянию.
Отметим, что векторная запись (7.32) уравнения прямой не
накладывает никаких ограничений на размерность пространства.
Уравнение справедливо и для ℜn, и, в частности, для ℜ2. Введем
в рассматриваемое пространство ортонормированный базис с де-
картовой ортогональной системой координат, в которых
s = (m, n, p); L = M0M = (x−x0, y−y0, z−z0). (7.33)
Подставляя (7.33) в (7.32) и приравнивая соответствующие ко-





x = x0 + tm,
y = y0 + tn,
z = z0 + tp.
(7.34)
Выразим из каждого уравнения (7.34) параметр t. Приравняв
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Если прямая проходит через две заданные точки M0(x0; y0; z0) и
M1(x1; y1; z1), то в качестве вектора, определяющего направление
прямой, можно выбрать s = (x1−x0; y1−y0; z1−z0). Тогда уравнения











Из трех канонических уравнений прямой (7.36) только два ли-
















X −Y = 0,
Y−Z = 0,
−X +Z = 0.
Выпишем матрицу коэффициентов этой однородной системы
уравнений и преобразуем ее:
0
@
1 −1 0 0
0 1 −1 0







1 −1 0 0
1 0 −1 0
1 0 −1 0
1
A .
Две последние строки у матрицы равны и одну из них можно
вычеркнуть. Умножим все элементы полученной после этого мат-







В левой части расширенной матрицы получена единичная под-
матрица второго порядка. Следовательно, ранг расширенной мат-
рицы равен двум. Из трех уравнений, которые представляет мат-
рица, линейно независимыми остаются только два.
В частном случае для пространства ℜ2 (отсутствует координата







совпадающее с ранее полученным уравнением (7.8).
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Пример. Записать в параметрическом и каноническом видах
уравнения прямой, проходящей через точку M0(1;−2; 3) и:
а) параллельной вектору s = (−2; 4; 1);
б) проходящей через точку M1(0;−2; 5).
Р е ш е н и е:




x = 1− 2t,
y = −2 + 4t,


























В последней формуле в знаменателе второго выражения по-
явился нуль. В записи канонических уравнений прямой это допу-
стимо. Нуль в знаменателе говорит о том, что вектор s, координа-
ты которого стоят в знаменателях, перпендикулярен соответству-
ющему базисному вектору. В данном случае это вектор j. Поэтому
прямая перпендикулярна координате y. Для решения уравнения,
содержащего в знаменателе нуль, следует перейти к параметри-
ческой форме записи уравнений прямой.





x = 1− t,
y = −2,
z = 3 + 2t.
7.6. Взаимное расположение прямых
и плоскостей






x = x1 + tm1,
y = y1 + tn1,





x = x2 + tm2,
y = y2 + tn2,
z = z2 + tp2.
(7.37)
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Направления прямых задаются двумя векторами s1 = (m1; n1; p1)
и s2 = (m2; n2; p2).
Тогда косинус угла θ между прямыми определится как косинус




























Рис. 7.7. Угол между
прямой и плоскостью
кулярности двух прямых:
m1m2 + n1n2 + p1p2 = 0. (7.39)
Условие параллельности прямых сле-
дует из условия параллельности векто-










Найдем угол ϕ между прямой ℓ и плос-
костью ℘ (рис. 7.7).
Этот угол дополняется до π/2 углом θ между вектором s, сона-
правленным прямой, и вектором N , ортогональным плоскости.
Найдем косинус угла θ между векторами s и N , который равен
синусу угла ϕ между прямой и плоскостью:
cos θ = sin ϕ =
(N , s)
N · s =
Am + Bn + Cp√
A2 + B2 + C2
p
m2 + n2 + p2
. (7.41)
Из последней формулы следует условие параллельности прямой и
плоскости (s⊥N):
Am + Bn + Cp = 0. (7.42)
Условию перпендикулярности прямой и плоскости соответствует па-
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Р е ш е н и е Знаменатели уравнений представляют собой направ-
ляющие векторы s1 = (8; 6; 5
√
5) и s2 = (3;−4; 0). По формуле (7.38)
находим
cos θ =








32 + (−4)2 + 02
=
24− 24
15 · 5 = 0.
Равенство нулю косинуса угла говорит о том, что прямые ор-
тогональны.
















−1 = (−1, 2) (!).
Равенство отношений говорит о параллельности прямых.
Пример 3. Записать уравнение прямой, проходящей через
точку





x = 1 + 3t,
y = 4− 2t,





x = 2 + t,
y = −2 + 2t,
z = 1− t.










Вектор s = (m; n; p), определяющий направление этой прямой,
должен быть перпендикулярен одновременно двум векторам, со-
направленным заданным прямым: s1 = (3;−2; 3) и s2 = (1; 2;−1).
Запишем условия перпендикулярности этих векторов:

3m− 2n + 3p = 0,
m + 2n− p = 0.
Два уравнения с тремя неизвестными позволяют выразить две
неизвестные через третью. Например, p = −2m; n = −3
2
m. Подста-
вим полученные значения в ранее записанное уравнение прямой,
проходящей через точку A. После умножения полученных урав-
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Для проверки правильности решения следует убедиться в том,
что полученное уравнение удовлетворяет условиям задачи. Заме-
чание: вектор s, характеризующий направление искомой прямой,
можно было найти как векторное произведение s1 × s2.
Пример 4. Заданы координаты вершин треугольника: A(1; 0),
B(−2;−3), C(2;−1) (рис. 7.8). Требуется: а) записать уравнение
медианы, выходящей из вершины A; б) найти координаты точки
M , симметричной точке A относительно точки пересечения меди-
аны и стороны BC.
Р е ш е н и е:
а) найдем координаты точки D, середины стороны BC тре-













−2− 0 =⇒ y = 2x− 2;
б) для определения координаты точки M полученное уравне-
ние прямой AD, на продолжении которой лежит точка M, запишем
в параметрическом виде:

x = 1 − t,
y = − 2t. (7.44)




















Рис. 7.8. Пример 4
ризующий расстояние от точки A
(именно эта точка зафиксирована
в записи последних уравнений пря-
мой AD) до точки D. Для этого
в систему уравнений (7.44) вместо
координат (x; y) текущей точки пря-
мой подставим координаты точки
D(0;−2). Решение обоих уравнений
приводит (что естественно) к од-
ному значению параметра: tD = 1.
Если параметр tD определяет
расстояние от точки A до точки D,
то расстояние до точки M, симмет-
ричной точке A относительно D, будет характеризовать параметр
tM , вдвое больший, чем tD, т.е. tM = 2tD = 2 · 1 = 2.
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Подставляя это значение t в уравнение (7.44), найдем коорди-
наты точки M :
x
M
= 1− 2 = −1; y
M
= −2 · 2 = −4.
Таким образом, M(−1;−4).
Замечание 1. Задача нахождения координат точки на прямой
в ℜ3, симметричной заданной точке, аналогична рассмотренной
задаче.
В задаче определения координат точки, симметричной задан-
ной точке относительно некоторой плоскости, необходимо сначала
провести через точку прямую, перпендикулярную плоскости, най-
ти точку пересечения прямой с плоскостью, а затем продолжить
решение по рассмотренной схеме.
Замечание 2. Описанный в замечании 1 способ определения
координат точки на прямой, симметричной заданной, поясняет
смысл параметра t. Однако решение этой задачи проще получить,
используя формулы деления отрезка пополам. Из них получим




















Задача нахождения координат точки на прямой в ℜ3, симмет-
ричной заданной точке, аналогична рассмотренной задаче.









костью 4x + 2y − 5z + 8 = 0.
Р е ш е н и е. По уравнениям прямой и плоскости определя-
ем вектор, соосный прямой: s = (−1; 2; 0), и вектор, нормальный к
плоскости: N = (4; 2;−5).
По формуле (7.41) находим
sin ϕ =
4 · (−1) + 2 · 2 + (−5) · 0
p
42 + 22 + (−5)2
p
(−1)2 + 22 + 02
= 0.
Равенство нулю числителя говорит о том, что прямая и плос-
кость параллельны.
Пример 6. Предприятие изготавливает на продажу товары трех
видов с планом производства в сутки: первого вида m = 14 ед.;
второго вида n = 10 ед. и третьего вида p = 5 ед. На момент плани-
рования на складе предприятия имелась продукция: первого вида
x0 = 40 ед.; второго вида y0 = 120 ед. и третьего вида z0 = 32 ед.
Определить сколько дней (t) потребуется предприятию для то-
го, чтобы выпустить продукции на P=10 000 д.е., если единица про-
дукции первого вида стоит A=10 д.е.; второго — B=8 д.е. и третьего
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— C=20 д.е. Найти количества товаров, планируемых предприяти-
ем для выпуска через t дней его работы.
Р е ш е н и е. Обозначим x, y, z — количество единиц товаров,
планируемых предприятием для продажи через t дней его рабо-
ты. Тогда выпуск продукции определится из системы уравнений,




x = x0 + mt,
y = y0 + nt,
z = z0 + pt.
(7.45)
Общую стоимость планируемого к выпуску товара трех видов
можно определить по формуле
P = Ax + By + Cz.
Подставляя в последнее уравнение неизвестные x, y и z из си-
стемы уравнений, выразим из полученного соотношения искомое
неизвестное:
t∗ =
P −Ax0 −By0 − Cz0
Am + Bn + Cp
.
Используя заданные значения входящих в это выражение ве-
личин, получим
t∗ =
10 000− 10 · 40− 8 · 120− 20 · 30
10 · 14 + 8 · 10 + 20 · 5 = 25(дней).
Подставляя t∗ = 25 в систему (7.45), найдем количество плани-




x∗ = 40 + 14·25 = 390,
y∗ = 120 + 10·25 = 370,
x∗ = 32 + 5·25 = 157.
Алгоритм решения последнего примера может быть исполь-
зован в общем случае определения координат точки пересечения
прямой и плоскости. Алгоритм сводится к следующему.
1. Уравнения прямой приводят к параметрическому виду (7.45).
2. Выраженные через параметр t в явном виде переменные x,
y и z этих уравнений подставляют в уравнение плоскости, запи-
санное в общем виде. Из полученного уравнения с одним неиз-
вестным t определяют значение этого параметра, соответствую-
щее точке пересечения прямой и плоскости:
t∗ = −Ax0 + By0 + Cz0 + D
Am + Bn + Cp
. (7.46)
3. Найденное значение t∗ подставляют в уравнения (7.45). В
результате определяют искомые координаты точки M(x∗; y∗; z∗) пе-
ресечения прямой и плоскости:




x∗ = x0 + mt
∗,
y∗ = y0 + nt
∗,
z∗ = z0 + pt
∗.
(7.47)
7.7. Прямая как геометрическое место
точек пересечения плоскостей
Линией пересечения двух непараллельных плоскостей являет-
ся прямая. Пусть эти плоскости заданы своими общими уравне-
нийми:
A1x + B1y + C1z + D1 = 0, (7.48)
A2x + B2y + C2z + D2 = 0, (7.49)




x = x0 + tm,
y = y0 + tn,












В оба приведенные уравнения прямой входят координаты x0,
y0 и z0 фиксированной точки прямой.
Координаты такой точки можно получить, рассекая плоско-
сти (7.48) и (7.49) любой третьей плоскостью, не параллельной
заданным. Удобнее в качестве такой плоскости выбрать любую
координатную плоскость. Пусть это будет плоскость z = z0 = 0. В
этом случае система уравнений (7.48) – (7.49) превратится в два
уравнения с двумя неизвестными.
Пусть в результате решения полученной системы

A1x + B1y + D1 = 0,
A2x + B2y + D2 = 0
найдены значения неизвестных: x0 и y0. Вместе с заданным зна-
чением z0 = 0 эти координаты принадлежат точке M0(x0, y0, 0), ле-
жащей на прямой.
Вторым этапом решения задачи является определение вектора
s = (m, n, p), определяющего направление прямой. Этот вектор
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параллелен заданным плоскостям, и следовательно, ортогонален
нормалям к ним.
Рассмотрим два варианта определения этого вектора.
а). Векторы, ортогональные к заданным плоскостям:
N1 = (A1, B1, C1) и N2 = (A2, B2, C2).
Имея в виду, что длина вектора s произвольная и вспоминая,
что векторное произведение векторов равно вектору, ортогональ-
ному их плоскости, примем

















= (B1C2 −C1B2)i1 + (C1A2 −A1C2)i2 + (A1B2 −B1A2)i3 = mi1 + ni2 + pi3.
После этого, например, каноническое уравнение прямой пред-
ставится в виде (7.35).
б). Аналогично точке M0(x0, y0, 0) можно найти координаты еще
одной точки на прямой. Добавив к уравнениям (7.48) и (7.49) урав-
нение еще одной плоскости, например, y = y1 = 0 и решив систему
уравнений

A1x + C1y + D1 = 0,
A2x + C2y + D2 = 0,
найдем координаты M1(x1, 0, z1).
В качестве вектора, соосного искомой прямой, примем вектор
s = (x1 − x0, y1, −z0) = (m, n, p). После этого уравнение прямой
можно представить в каноническом (7.35) или параметрическом
(7.34) видах.
7.8. Резюме
Многие математические модели линейной алгебры могут быть
наглядно представлены в виде геометрических образов.
Линейное уравнение с n неизвестными (в пространстве ℜn)
A0 + A1x1 + A2x2 + . . . + Anxn = 0
представляет собой гиперплоскость — обобщение уравнения плос-
кости в общем виде пространства ℜ3: Ax + By + Cz + D = 0.
В пространстве ℜ2 уравнение гиперплоскости описывает пря-
мую: Ax + By + C = 0.
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Уравнения плоскости в пространстве ℜ3 (гиперплоскости в ℜn,
в частности прямой в ℜ2) может быть представлено в различных
видах.
В векторном виде:
(N , r) + D = 0,
где N = (A, B, C) — вектор нормали к плоскости; r = (x, y, z) —
радиус-вектор произвольной точки плоскости.












(n, r)− p = 0, или nxx + nyy + nzz − p = 0,
где n = (nx, ny, nz) — единичный вектор нормали к плоскости; p —
расстояние от начала координат до плоскости.
Уравнение плоскости, проходящей через заданную точку с ко-
ординатами (x0, y0, z0):
A(x− x0) + B(y − y0) + C(z − z0) = 0.
Кроме записанных уравнений для плоскости прямая на плоско-
сти (гиперплоскость в ℜ2) может быть представлена еще несколь-
кими видами характерных уравнений.
Уравнение с угловым коэффициентом (k — тангенс угла между
прямой и осью x):
y = kx + b,
в том числе проходящей через заданную точку:
y = y0 + k(x− x0).







Уравнение прямой в пространстве ℜn имеет два характерных











Здесь (x10, . . . , xn0) — координаты фиксированной точки, через ко-
торую проходит прямая. Вектор m = (m1, m2, . . . , mn) сонаправлен
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прямой. В частности, если в качестве сонаправленного вектора вы-
брать вектор m =
`
(x10−x11), (x20−x21), . . . , (xn0−xn1)
´
, то уравнение







x1 = x10 + tm1,
x2 = x20 + tm2,
· · · ·
xn = xn0 + tmn.
Более глубокое изложение основ аналитической геометрии при-
ведено в [5].
7.9. Вопросы
1. Запишите в векторном виде уравнение прямой на плоскости
и уравнение плоскости. Поясните записи соответствующими
рисунками.
2. Получите из векторного уравнения уравнение прямой (плос-
кости), проходящей через заданную точку.
3. Приведите уравнение прямой (плоскости), проходящей через
заданную точку, к уравнению прямой (плоскости) в общем
виде.
4. Что с геометрической точки зрения представляет собой сово-
купность коэффициентов, стоящих при переменных в общем
уравнении прямой (плоскости)?
5. Приведите общее уравнение прямой (плоскости) к уравне-
нию прямой (плоскости) в отрезках. Поясните на рисунках
смысл коэффициентов этого уравнения.
6. Получите из общего уравнения прямой уравнение прямой с
угловым коэффициентом. Поясните смысл коэффициентов.
7. Получите уравнение прямой, проходящей через две задан-
ные точки.
8. Определите углы наклона к осям координат вектора нормали
к прямой (плоскости).
9. Изобразите на координатных плоскостях следы плоскостей,
получаемых из общего уравнения при различных вариантах
равенства нулю некоторых его коэффициентов.
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10. Что такое гиперплоскость? Запишите уравнение гиперплос-
кости: в общем виде; в виде уравнения в отрезках; в виде
уравнения гиперплоскости, проходящей через заданную точ-
ку.
11. Получите формулу для определения угла между плоскостя-
ми. Сопроводите запись соответствующим рисунком.
12. Запишите условия параллельности и перпендикулярности пря-
мых и плоскостей.
13. Как найти расстояние от точки до плоскости? до прямой?
Ответ сопроводите поясняющим рисунком.
14. Получите уравнение плоскости (прямой) в нормальном ви-
де. Что представляет собой свободный член (p) в уравнении
плоскости в нормальном виде?
15. Запишите уравнение прямой в ℜ3 в векторном виде. Получи-
те уравнения прямой в ℜ3 в параметрическом и каноническом
видах.
16. Запишите уравнение прямой в ℜ3, проходящей через задан-
ную точку.
17. Что определяет параметр t в уравнениях прямой, записанных
в параметрическом виде?
18. Как найти угол между прямыми в пространстве? Запишите
условия параллельности и ортогональности прямых в ℜ3.
19. Как найти угол между прямой и плоскостью? Запишите усло-
вия параллельности и ортогональности прямой и плоскости.
20. Как осуществляется преобразование переноса осей коорди-
нат на плоскости? Запишите формулы связи старых и новых
координат.
21. Как осуществляется преобразование поворота осей коорди-




Во всех заданиях, где вопросы и ответы расположены в две
колонки, в местах отсутствия соответствия между вопросом и от-
ветом следует поставить цифру 5.
1. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров соответствующих им вопросов (левая ко-
лонка) относительно уравнений прямой на плоскости.









2. В отрезках 2. Ax + By + C = 0;
3. В нормальном виде 3. A(x−x0)+B(y−y0)=0;
4. В общем виде 4. x cos α+y cos β−p=0.
2. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров вопросов (левая колонка) в отношении пря-
мых на плоскости.















3. Тангенс угла между прямыми 3. A1B2 = B1A2;
4. Косинус угла между прямыми 4. k1 = −1/k2.
3. Расставьте номера ответов (правая колонка) в порядке следо-
вания номеров вопросов (левая колонка) относительно урав-
нений плоскости.










2. В отрезках 2. Ax + By + C = 0;
3. В нормальном виде 3. Ax + By + Cz + D = 0;
4. В общем виде 4. x cos α+y cos β+x cos γ−p=0.
4. Отметьте соотношения, являющиеся уравнениями прямой.




















5. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров вопросов (левая колонка), касающихся вза-
имного расположения прямой l и плоскости ρ.
252 Глава 7. Прямые и плоскости










2. Условие перпендикулярности l
и ρ
2. Am + Bn + Cp = 0;
3. Синус угла между l и ρ 3. −Ax0 + By0 + Cz0 + D
Am + Bn + Cp
;
4. Параметр t∗, соответствующий
точке пересечения l и ρ
4.





6. Расставьте номера ответов (правая колонка) в порядке сле-
дования номеров вопросов (левая колонка) (Тильдой обозна-
чены новые координаты).






2. Катангенс удвоенного угла 2. x̃=x cos α+y sin α,
поворота координат ỹ=−x sin α+y cos α;
3. Преобразование поворота осей ко-
ординат
3. x̃=x−x0, ỹ=y−y0;
4. Поворот координат вокруг оси z 4. x̃ = y, ỹ = −x.
7. Расставьте номера ответов (правая колонка) в порядке следо-














2. Условие параллельности пря-
мых
2.





3. Условие параллельности l и ρ 3. m1m2 + n1n2 + p1p2 = 0;
4. Синус угла между l и ρ 4. Am + Bn + Cp = 0.
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Т Е М А 7.1
(§ 7.1, 7.4 теории)
Прямая на плоскости
Вопросы
1. Запишите в векторном виде уравнение прямой на плоскости.
Поясните запись рисунком.
2. Что с геометрической точки зрения представляет собой сово-
купность коэффициентов, стоящих при переменных в общем
уравнении прямой?
3. Запишите уравнение прямой в отрезках. Поясните смысл ко-
эффициентов этого уравнения.
4. Запишите уравнение прямой с угловым коэффициентом. По-
ясните смысл коэффициентов.
5. Запишите уравнение прямой, проходящей через две задан-
ные точки.
6. Как найти угол наклона к осям координат вектора нормали
к прямой?
7. Как найти угол между прямыми (через косинусы и танген-
сы)? Запишите условие параллельности прямых и их перпен-
дикулярности.
8. Как найти расстояние от точки до прямой?
9. Запишите уравнение прямой в нормальном виде. Что пред-
ставляет собой свободный член (p) в этом уравнении?
Задачи
1. Изобразить на плоскости прямые, задаваемые уравнениями:
а) x = y; б) x− 3 = 0; в) y = 1.
Р е ш е н и е:
а) прямая проходит через начало координат (в уравнении от-
сутствует свободный член) и равнонаклонена к координатным осям
(множители при переменных равны и tg( ˆl, x) = 1);
б) прямая параллельна оси ординат и отсекает на оси абсцисс
отрезок, равный 3;
в) прямая параллельна оси абсцисс и отсекает на оси ординат
отрезок, равный 1.
Графическое изображение решений показано на левом рисунке
7.9.






















Рис. 7.9. Задачи 1 и 2
2. Уравнение 6x− 8y = 9 записать: а) в общем виде; б) в отрез-
ках;
в) в нормальном виде; г) в виде уравнения с угловым коэффици-
ентом.
Изобразить прямую и пояснить значения коэффициентов урав-
нений.
Р е ш е н и е. Перенося все слагаемые исходного уравнения
в его левую часть, придем к уравнению прямой в общем виде
(Ax + By + C = 0):
6x− 8y − 9 = 0,
где A = 6, B = −8, C = −9. Так что вектор нормали к прямой
представляется через его координаты: N = (A; B) = (6;−8).









исходное уравнение поделить на отрицательное значение свобод-











; b = −9
8
(правый рисунок 7.??).
Для записи уравнения в нормальном виде определим модуль
вектора нормали к прямой: N =
√
A2 + B2 =
p
62 + (−8)2 =
√
100 =
10. Поделив на N уравнение прямой в общем виде, приходим к
уравнению прямой в нормальном виде (x cos α + y cos β− p = 0):
0,6x− 0,8y − 0,9 = 0.
Отсюда определяем значения косинусов углов α и β наклона
нормали к осям координат. Эти величины являются координатами
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= (nx; ny) = (cos α; cos β) = (0,6;−0,8).
Расстояние от начала координат до прямой: p = 0,9.
Для записи уравнения прямой с угловым коэффициентом (y =
kx+b) достаточно из любого вида ее представления выразить в










— тангенс угла ϕ наклона прямой к оси x.
3. Записать уравнение прямой, проходящей через точки с за-
данными координатами M1(1; 2,5) и M2(3, 1): 1) в общем виде; 2) в
отрезках; 3) в нормальном виде; 4) в виде уравнения с угловым
коэффициентом.
Пояснить на рисунке смысл коэффициентов уравнений. Опре-
делить расстояние от начала координат и от точки A(1, 0) до пря-
мой. Найти углы между нормалью к прямой и осями координат и
угол наклона прямой к оси x.
























Рис. 7.10. Задача 3
заданные точки проводим вектор l =















Умножив это уравнение на 6 и пере-
нося все слагаемые в левую часть, по-
лучим уравнение прямой в общем виде:
3x + 4y − 13 = 0.
Множители при x и y в этом уравнении являются координатами
вектора нормали к прямой N = (3; 4) с модулем N =
√
32 + 42 = 5.
Поделив уравнение прямой в общем виде на N , приходим к
нормальному уравнению прямой:
0,6x + 0,8y − 2,6 = 0.
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Отсюда выписываем значения направляющих косинусов:
cos α = 0,6; cos β = 0,8
и расстояние до прямой от начала координат: p = 2,6.
Приводя общее уравнение к уравнению прямой в отрезках (де-
















Угол наклона прямой к оси x можно найти, определив его тан-
генс из уравнения прямой с угловым коэффициентом (из уравне-







Отсюда tg ϕ = −3
4
= −0,75.
Для определения расстояния от точки A(1; 0) до прямой вос-
пользуемся формулой d =
1
N




|3 · 1 + 4 · 0− 13| = 2.
4. Записать в общем виде уравнение прямой, проходящей через
точку M(2;−3) и:
а) параллельной вектору a = (m; n) = (4;−5);
б) перпендикулярной этому вектору.
Р е ш е н и е. Запишем уравнения пучка прямых, проходящих
через точку
`
A(x− x0) + B(y − y0) = 0
´
:
A(x− 2) + B(y + 3) = 0;
а) так как вектор N = (A; B) перпендикулярен прямой, то он
перпендикулярен и вектору a. Из условия перпендикулярности
двух векторов (mA + nB = 0) получим
4A− 5B = 0, или B = 0,8A.
Подставим полученное выражение для B в уравнение пучка
прямых:
A(x− 2) + 0,8A(y + 3) = 0.
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После умножения всех слагаемых уравнения на 5/A, раскрытия
скобок и приведения подобных получим искомое уравнение:
5x + 4y + 2 = 0;
б) векторы N и a параллельны. Для определения постоянных A













−5 . Отсюда A = −0,8B.
Подставим полученное выражение в уравнение пучка прямых:
−0,8B(x− 2) + B(y + 3) = 0.
После умножения всех слагаемых уравнения на 5/B, раскрытия
скобок и приведения подобных получим искомое уравнение:
4x− 5y − 23 = 0.
Для проверки правильности полученных уравнений достаточ-
но использовать исходные данные.
Так, для задачи а):
— прохождение прямой через точку M(2;−3): 5·2+4·(−3)+2=0 (!);
— N⊥a: mA + nB = 4 · 5 + 5 · (−4) = 0 (!).
Для задачи б):






5. Заданы координаты вершин треугольника: A(−2; 1), B(2; 2),
C(0;−2). Записать и представить в общем виде уравнение прямой,
проходящей через:
а) точки A и B;
б) медиану, выходящую из вершины A;
в) точку C параллельно медиане;
г) точку C перпендикулярно медиане.
Р е ш е н и е.





















258 Тема 7.1 Прямая на плоскости
Умножая обе части уравнения на 4, раскрывая скобки и при-
водя подобные, получим
x− 4y + 6 = 0;

























Точки A и D медианы принадлежат искомой прямой, поэтому












Умножая обе части уравнения на 3, раскрывая скобки и при-
водя подобные, получим
x + 3y − 1 = 0;







Так как искомая прямая параллельна медиане AD, то в каче-
стве ее направляющего вектора можно выбрать sв = (mв; nв) = sб =






Приводя уравнение к общему знаменателю, раскрывая скобки
и приведя подобные, получим
x + 3y + 6 = 0.
Это уравнение, как и следовало ожидать, отличается от урав-
нения параллельной прямой пункта в) только свободным членом,
ответственным за расстояние до прямой от начала координат;
г) прямая проходит через ту же точку C, что и прямая пункта
в), поэтому ее уравнение отличается от уравнения пучка прямых,
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Из условия ортогональности направляющих векторов (sг⊥sв)
следует
mвmг + nвnг = 0, или 3mг − nг = 0.
Отсюда находим nг = 3mг.
Подставляя это выражение в начальное уравнение, умножая
на 3mг, раскрывая скобки и приводя подобные, получим
3x− y − 2 = 0.
6. Найти угол между прямыми и координату точки их пересе-
чения, если прямые заданы уравнениями:
а)

2x− y + 1 = 0,
x + 2y − 2 = 0. б)

2x− 4y + 1 = 0,
− x + 2y − 3 = 0.
Р е ш е н и е. В случае представления уравнений прямых в
общем виде угол между ними удобно определить, находя косинус















а) cos θа =









Поэтому прямые ортогональны и θ = π/2. Об ортогональности
прямых говорит равенство нулю числителя — скалярного произ-
ведения векторов нормалей.
Координаты точки пересечения двух прямых определим, ре-
шая систему двух уравнений, описывающих эти прямые:

2x− y + 1 = 0,




Таким образом точка M(0; 1) является точкой пересечения пря-
мых. Ее координаты, в чем можно убедиться, удовлетворяют обо-
им уравнениям пункта а);
б) cos θб =











Отсюда θб = π, т.е. прямые параллельны. В этом убеждает и
пропорциональность коэффициентов при переменных.
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Задачи для самостоятельного решения
Правильность решения задач этой и других тем главы проверить, под-
ставляя в полученные уравнения исходные данные заданий.
1. Провести прямую через точки A(1;−2) и B(3, 0). Записать по-
лученное уравнение:
а) в общем виде;
б) в отрезках;
в) в виде уравнения с угловым коэффициентом.
Найти углы наклона:
г) прямой с осью x;
д) нормали к прямой с осями координат.
2. Записать в общем виде уравнение прямой, проходящей через
точку M(−2; 1) и
а) параллельной вектору a = (3;−2);
б) перпендикулярной вектору b = (1;−3).
3. Найти косинус и тангенс угла между прямыми 2x− y + 3 = 0
и x + y − 2 = 0.
4. Заданы точка M(3; 1) и уравнение прямой ℓ : 2x − y + 2 = 0.
Составить уравнение прямой, проходящей через точку M :
а) параллельной ℓ;
б) перпендикулярной ℓ.
5. Заданы координаты трех точек: A(−3; 2), B(2; 1), C(1;−1). Тре-
буется
а) записать и представить в общем виде уравнение прямой,
проходящей через точки A и C;
б) считая AC диагональю параллелограмма, средствами анали-
тической геометрии найти координаты его недостающей вершины
D;
в) найти угол между диагоналями AC и BD параллелограмма
и координаты точки E их пересечения;
г) найти расстояние между сторонами AB и CD.
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1. Запишите в векторном виде уравнение плоскости. Поясните
запись рисунком.
2. Что с геометрической точки зрения представляет собой сово-
купность коэффициентов, стоящих при переменных в общем
уравнении плоскости?
3. Запишите уравнение плоскости в отрезках. Поясните смысл
коэффициентов этого уравнения.
4. Запишите уравнение плоскости, проходящей через три точ-
ки. На основе каких предположений оно получено?
5. Как найти углы наклона к осям координат вектора нормали
к плоскости?
6. Что такое гиперплоскость?
7. Как найти угол между плоскостями? Запишите условие па-
раллельности плоскостей. Условие перпендикулярности.
8. Запишите уравнение плоскости в нормальном виде. Что пред-
ставляет собой свободный член в этом уравнении? Как найти
расстояние от точки до плоскости?
Задачи
В задачах 1–3 по заданным уравнениям изобразить на декар-
товых ортогональных координатах соответствующие плоскости.
1. Ax + By + Cz = 0.








Рис. 7.11. Задачи 2 и 3
рез начало координат. Если A = B =
C = 1, то плоскость одинаково накло-
нена ко всем координатам. Вектор
нормали к плоскости N = (1; 1; 1) сов-
падает с биссектрисой первого коор-
динатного угла.
2. By + Cz + D = 0.
Р е ш е н и е. Плоскость параллельна оси x (рис. 7.11,а). При
262 Тема 7.2 Плоскость
B = 0 (A 6= 0, C 6= 0) плоскость параллельна оси y. При C = 0 — оси
z.
3. Ax + D = 0;
Р е ш е н и е. Плоскость перпендикулярна оси x (параллельна
осям y и z) (рис. 7.11,б).
Если в общем уравнении плоскости A = 0 и B = 0 (C 6= 0),
то плоскость перпендикулярна оси z; при A = 0 и C = 0 — оси
y. Уравнения x = 0, y = 0 и z = 0 представляют координатные
плоскости, перпендикулярные координатам, равным нулю.
4. Записать уравнение плоскости, проходящей через точку
A(3;−2; 0) и ортогональной вектору a = (4; 3;−1):
а) в общем виде;
б) в нормальном виде;
в) в отрезках.
Определить:
г) направляющие косинусы нормали к плоскости;
д) расстояние от начала координат до плоскости;
е) отрезки, отсекаемые плоскостью на осях координат.
Р е ш е н и е. В уравнении плоскости A(x−x0)+B(y−y0)+C(z−z0)=0,
проходящей через фиксированную точку, согласно условию зада-
чи координаты точки: x0 = 3, y0 = −2, z0 = 0; координаты вектора,
нормального к плоскости: A = 4, B = 3, C = −1.
Поэтому искомое уравнение представляется в виде
4(x− 3) + 3(y + 2)− (z − 0) = 0.
После раскрытия скобок и приведения подобных придем к урав-
нению плоскости в общем виде (Ax + By + Cz + D = 0):
4x + 3y − z − 6 = 0.
Координаты вектора нормали к этой плоскости равны множи-
телям при переменных N = (4; 3;−1) = a, но могут отличаться от
координат вектора a на постоянный множитель. В частности, век-












Чтобы получить уравнение плоскости в нормальном виде
(x cos α + y cos β + z cos γ − p = 0), необходимо умножить ее общее
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Множители при переменных этого уравнения являются направ-




; cos β =
3√
26
; cos γ = − 1√
26
,
а расстояние от начала координат до плоскости определяет от-

















достаточно перенести свободный член общего уравнения C = −6 в
его правую часть и поделить полученное выражение на −C = 6 (в
правой части уравнения должна стоять положительная единица,










Отсюда получаем значения отрезков, отсекаемых плоскостью
на координатных осях:
a = 1,5; b = 2; c = −6.
5. Записать в общем виде уравнение плоскости, проходящей
через точки M1(3;−2; 0), M2(1;−1; 4) и параллельной вектору a =
(1; 2;−2).
Р е ш е н и е. Уравнение плоскости, проходящей через точку M1:
A(x− 3) + B(y + 2) + C(z − 0) = 0. (7.50)
Так как искомая плоскость должна проходить через точку M2,
то координаты этой точки должны удовлетворять уравнению ис-
комой плоскости:
A(1− 3) + B(−1 + 2) + C(4− 0) = 0 =⇒ 2A−B − 4C = 0. (7.51)
Это первое уравнение, ограничивающее выбор коэффициентов
уравнения (7.50).
Вектор N = (A; B; C) ортогонален плоскости, а заданный в усло-
вии задачи вектор a = (1; 2;−2) параллелен ей. Следовательно
N⊥a. Из условия ортогональности векторов получим второе урав-
нение для определения коэффициентов (равенство нулю скаляр-
ного произведения векторов):
A + 2B − 2C = 0. (7.52)
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В результате имеем систему двух уравнений (7.51) и (7.52) с
тремя неизвестными:

−2A+ B + 4C = 0,
A+ 2B − 2C = 0. (7.53)
Решая систему, выразим две ее неизвестные через третью (в
качестве основных неизвестных могут быть выбраны любые две из
трех): A = 2C, B = 0. Подставим эти выражения в уравнение (7.50).
После деления на C, раскрытия скобок и приведения подобных
получим
2x + z − 6 = 0.
Проверим его адекватность. Уравнение должно удовлетворять
трем условиям (℘ — обозначение плоскости):
M1 ∈ ℘ : 2 · 3 + 0 · (−2) + 0− 6 = 0 (!),
M2 ∈ ℘ : 2 · 1 + 0 · (−1) + 4− 6 = 0 (!),
a⊥℘ : 2 · 1 + 0 · 2 + 1 · (−2) = 0 (!).
Замечания.
1. Вектор нормали к искомой плоскости можно определить как
векторное произведение M1M2 × a.
2. Если векторы M1M2 и a параллельны, то задача будет иметь
бесчисленное множество решений.
6. Записать в общем виде уравнение плоскости, проходящей
через точку M(3; 0; 2), параллельной вектору a = (2; 0;−2) и оси z.
Р е ш е н и е. Уравнение плоскости, проходящей через точку M :
A(x− 3) + By + C(z − 2) = 0. (7.54)
Так как искомая плоскость параллельна векторам a и k = (0; 0; 1)
(базисный вектор, определяющий направление оси z), то нормаль
к плоскости N = (A, B, C) будет ортогональна этим векторам. Усло-
вия ортогональности — равенство вектора N векторному произ-
ведению векторов a и k:
















= 2j = (0, 2, 0) = (A, B, C).
Подставляя полученные значения координат вектора N вместо
соответствующих коэффициентов в уравнение (7.54) получим
2y = 0, или y = 0.
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Искомая плоскость — координатная плоскость, ортогональная
оси y. При проверке правильности решения этой задачи надо иметь
в виду, что A = B = 0.
7. Записать в общем виде уравнение плоскости, проходящей
через три точки: M0(1; 0;−2), M1(2; 1; 3) и M2(1;−1; 0).







x− x0 y − y0 z − z0
x1 − x0 y1 − y0 z1 − z0















x− 1 y − 0 z + 2
2− 1 1− 0 3 + 2



























































Раскрывая определители, скобки и приводя подобные, прихо-
дим к искомому уравнению:
7x− 2y − z − 9 = 0.
Проверим правильность полученного уравнения, подставляя в
него координаты заданных точек:
M1 : 7 · 1− 2 · 0− 1 · (−2) = 0 (!);
M2 : 7 · 2− 2 · 1− 1 · 3 = 0 (!);
M3 : 7 · 1− 2 · (−1)− 1 · 0 = 0 (!).
8. Записать в общем виде уравнение плоскости, проходящей
через точку M(2; 1;−3) и параллельную плоскости 3x−y+2z−4 = 0.
Найти расстояние между плоскостями.
Р е ш е н и е. Следуя первому условию запишем уравнение плос-
кости, проходящей через точку M :
A(x− 2) + B(y − 1) + C(z + 3) = 0. (7.55)
Для определения коэффициентов уравнения используем усло-
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Число λ может быть любым, но отличным от нуля. Удобнее
всего считать λ = 1. Тогда A = 3, B = −1, C = 2.
Подставляя эти значения в (7.55), раскрывая скобки и приводя
подобные, получим
3x− y + 2z + 1 = 0.
Для определения расстояния между плоскостями достаточно
выбрать на одной из них произвольную точку M0(x0; y0; z0) и вос-
пользоваться формулой d =
1√
A2 + B2 + C2
|Ax0 + By0 + Cz0 + D|.
Так как точка M(2; 1;−3) принадлежит искомой плоскости, то
требуемое расстояние можно найти, определив его как расстояние




32 + (−1)2 + 22
|3 · 2 + (−1) · 1 + 2 · (−3)− 4| = 5√
14
.
9. Записать в общем виде уравнение плоскости, проходящей
через точку M(0;−1; 3) и перпендикулярной плоскостям ρ1 : x −
2y + 3z − 1 = 0 и ρ2 : 2x− y + 3z + 2 = 0.
Р е ш е н и е. Уравнение плоскости, проходящей через точку M :
Ax + B(y + 1) + C(z − 3) = 0. (7.56)
При известных координатах векторов нормалей к заданным
плоскостям N1 = (1,−2, 3) и N2 = (2,−1, 3) определим вектор норма-
















= −3i + 3j + 3k = −3(1,−1,−1).
Принимаем за вектор нормали к искомой плоскости вектор
N = (A, B, C) = (1,−1,−1).
Подставим эти значения в (7.56). После приведения подобных
приходим к искомому уравнению:
x− y − z + 2 = 0.
Заданные условия задачи выполняются, в чем можно убедить-
ся соответствующими проверками.
10. Найти косинус угла между плоскостями
3x− 2y + z + 5 = 0 и x + 2y − 3z − 1 = 0.
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Р е ш е н и е. Угол между плоскостями равен углу между нор-
малями N1 = (3;−2; 1) и N2 = (1; 2;−3) к этим плоскостям. Найдем
косинус угла между векторами:
cos θ =
3 · 1 + (−2) · 2 + 1 · (−3)
p
32 + (−2)2 + 12
p






Задачи для самостоятельного решения
Заданы своими координатами в декартовой ортогональной си-
стеме координат точка A(1; 2;−3) и вектор в связанном с коорди-
натами ортонормированном базисе a = (3; 3; 1).
1. Записать в общем виде уравнение плоскости ℘, проходящей
через точку A и перпендикулярной вектору a.
2. Найти отрезки, отсекаемые плоскостью ℘ на осях координат.
3. Определить косинусы углов между нормалью к плоскости ℘
и осями координат.
4. Записать уравнение плоскости, проходящей через след пе-
ресечения ℘ с координатной плоскостью xy и параллельной оси
z.
5. Записать уравнение плоскости, проходящей через точку пе-
ресечения ℘ с осью y и перпендикулярной этой оси.
6. Найти косинус угла между плоскостями 2x + 3y − z + 3 = 0 и
x− y + z − 1 = 0.
7. Записать уравнение плоскости, проходящей через точку
M(2;−1; 3) и параллельной плоскости 2x− y + 3z − 2 = 0.
8. Записать уравнение плоскости, проходящей через точку
M(3; 0;−1) и перпендикулярной плоскостям 3x − y + 2z − 1 = 0
и x + y − 3z + 3 = 0.
9. Записать уравнение плоскости, проходящей через три точки:
M1(−1; 1; 0); M2(1; 2;−3); M3(−1; 3; 1).
10. Дана плоскость ℘: 2x + 3y − 6z + 14 = 0.
Найти расстояние от ℘: а) до точки A(3;−21; 1); б) до начала
координат.
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1. Запишите уравнение прямой в ℜ3 в векторном виде. Получи-
те уравнения прямой в ℜ3 в параметрическом и каноническом
видах. Что определяет параметр t в записанных в парамет-
рическом виде уравнениях прямой?
2. Запишите уравнение прямой в ℜ3, проходящей через задан-
ную точку.
3. Как найти угол между прямыми в пространстве? Запишите
условия параллельности и ортогональности прямых в ℜ3.
4. Как найти угол между прямой и плоскостью? Запишите усло-
вия параллельности и ортогональности прямой и плоскости.
Задачи
1. Прямая проходит через две точки M1(1;−2;−1) и M2(4;−2; 3).
Записать ее канонические и параметрические уравнения. Опреде-
лить направляющие косинусы прямой.
Р е ш е н и е. Для составления искомых уравнений воспользуемся



























В знаменателях этих представленных в каноническом виде урав-
нений стоят координаты вектора, сонаправленного прямой: s =
(3; 0; 4).
Направляющие косинусы прямой совпадают с направляющими







32 + 02 + 42
= (0,6; 0; 0,8).
Отсюда следует: cos α = 0,6; cos β = 0; cos γ = 0,8.
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Обозначая равенства (7.57) через t и выражая из них перемен-





x = 1 + 3t,
y = −2;
z = −1 + 4t.

















Р е ш е н и е. Знаменатели уравнений представляют собой на-
правляющие векторы прямых s1 = (12; 3;−4) и s2 = (0;−8; 6).
По формуле cos θ =















12 · 0 + 3 · (−8)− 4 · 6
p
122 + 32 + (−4)2
p
02 + (−8)2 + 62
=
−48






















Р е ш е н и е. Повторяем действия предыдущей задачи:
cos θ =
12 · 0 + 3 · 8− 4 · 6
p
122 + 32 + (−4)2
p
02 + (−8)2 + 62
=
0
13 · 10 = 0.
Равенство нулю косинуса говорит об ортогональности прямых.
4. Записать уравнение прямой, проходящей через точку




x = 4 + 3t,
y = 1 + 2t,





x = 5 + t,
y = −3 + 2t,
z = −t.











Вектор s = (m, n, p), определяющий направление прямой, па-
раллелен векторному произведению векторов s1 = (3, 2,−3) и s2 =
(1, 2,−1):
















= 4i + 4k = 4(1, 0, 1).
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В качестве вектора s принимаем вектор, параллельный най-
денному: s = (m, n, p) = (1, 0, 1).














x = 2 + t;
y = −2;
z = 3 + t.
Для проверки правильности решения следует убедиться в том,
что полученное уравнение удовлетворяет условиям задачи.




x = 2 + 3t;
y = −2t;
z = t
с плоскостью 3x + y − 2z − 1 = 0 и угол между ними.
Р е ш е н и е. Для определения параметра t = t∗, соответству-
ющего точке пересечения прямой и плоскости, подставим пере-
менные, определяемые параметрическими уравнениями прямой,
в уравнение плоскости. Из полученного уравнения с неизвестным
t определяем этот параметр:
t∗ = −Ax0 + By0 + Cz0 + D
Am + Bn + Cp
= −3 · 2 + 1 · 0 + (−2) · 0− 1
3 · 3 + 1 · (−2) + (−2) · 1 = −1.





x∗ = 2 + 3 · (−1) = −1;
y∗ = −2 · (−1) = 2;
z∗ = −1.
Итак, координаты точки пересечения найдены: M(−1; 2;−1).
Косинус угла между направляющим вектором прямой s = (3;−2; 1)
и нормальным к плоскости вектором N = (3; 1;−2) равен синусу уг-
ла между прямой и плоскостью. Поэтому
sin θ =
Am + Bn + Cp√
A2 + B2 + C2
p
m2 + n2 + p2
=
=
3 · 3 + 1 · (−2)− 2 · 1
p
32 + 12 + (−2)2
p
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Значение параметра t∗ = −1 говорит о том, что точку A(2; 0; 0),
через которую проходит прямая, и точку M(−1; 2;−1) пересече-
ния прямой и плоскости соединяет вектор t∗s = (−1) · (3;−2; 1) =
(−3; 2;−1). Этот вектор (если он найден правильно) должен сов-
падать с вектором AM = (−1 − 2; 2 − 0;−1 − 0) = (−3; 2;−1). Что и
подтверждается.
6. Найти проекцию точки M0(5; 3; 1) на плоскость 3y + 4z + 12 = 0
и координаты точки, симметричной точке M0 относительно плос-
кости.
Р е ш е н и е задачи будем искать следующим образом. Сначала
проведем прямую (составим уравнения прямой), проходящую че-
рез точку M0 и перпендикулярную плоскости. Затем найдем пара-
метр t1, соответствующий расстоянию от точки M0 до плоскости.
По этому параметру найдем координаты точки M1 — проекции
точки на плоскость. Удваивая параметр t1, по нему найдем коор-
динаты точки M2, расположенной от точки M0 на расстоянии, в 2
раза превышающем расстояние до плоскости. Это и будет точка,
симметричная M0.
Составим уравнения прямой, проходящей через точку M0(5; 3; 1)





y = 3 + 3t;
z = 1 + 4t.
Совместное решение полученных уравнений прямой и задан-
ного уравнения плоскости позволяет найти параметр t = t1, соот-
ветствующий точке пересечения прямой и плоскости:
t1 = −Ax0 + By0 + Cz0 + D
Am + Bn + Cp
= −0 · 5 + 3 · 3 + 4 · 1 + 12
0 · 0 + 3 · 3 + 4 · 4 = −1.
Подставляя значения этого параметра в уравнения прямой, опре-





y1 = 3 + 3 · (−1) = 0;
z1 = 1 + 4 · (−1) = −3.
Таким образом, Pr
P
M0 = M1(5; 0;−3).
Удвоим параметр t (t2 = 2t1 = −2) и по уравнениям прямой най-
дем соответствующие ему координаты точки M2, симметричной
M0 относительно плоскости:





y2 = 3 + 3 · (−2) = −3;
z2 = 1 + 4 · (−2) = −7.
Таким образом, M2(5;−3;−7).
Для проверки правильности определения координат точки най-
дем векторы M0M2 = (5 − 5;−3 − 3;−7 − 1) = (0;−6;−8) и −t2s =
−2(0; 3; 4) = (0;−6;−8). Векторы равны.
Убедимся в том, что точка M1 делит отрезок M0M2 пополам.
Координаты точки M1 должны равняться полусуммам соответ-







(5+5) = 5 (!), y1 =
1
2
(3−3) = 0 (!), z1 = 1
2
(1−7) = −3 (!).
7. Записать параметрическое уравнение прямой, заданной в ви-
де пары пересекающихся плоскостей:

3x− y + 2z − 4 = 0;
−x + y − z − 2 = 0.
Р е ш е н и е. Выберем на линии пересечения плоскостей про-
извольную точку M0(x0; y0; z0). Для этого достаточно пересечь па-
ру плоскостей третьей, непараллельной им плоскостью, например,
плоскостью x = x0. В качестве x0 может быть выбрано любое чис-
ло, в том числе нуль (во многих случаях нуль оказывается наи-
более удобным числом). Оставшиеся две координаты точки M0
определятся из решения двух уравнений плоскостей, в которых
после задания одной координаты (x0) останутся неизвестными две
координаты y0 и z0.
Итак, пусть x = x0 = 0. Тогда уравнения плоскостей преобразу-
ются к виду

−y0+ 2z0 − 4 = 0;
y0− z0 − 2 = 0.
Решая эти уравнения, получим y0 = 8, z0 = 6. Таким образом на
линии пересечения плоскостей задана точка M0(0; 8; 6).
Аналогично можно получить координаты еще одной точки
M1(x1; y1; z1) на линии пересечения плоскостей. Пусть, например,
z1 = 0. Перепишем уравнения двух плоскостей с учетом этого
предположения:

3x1 − y1 − 4 = 0;
−x1 + y1 − 2 = 0.
Решая систему уравнений, найдем: x1 = 3, y1 = 5. Таким обра-
зом вторая точка на линии пересечения плоскостей: M1(3; 5; 0).
Тема 7.3 Прямая и плоскость 273
В качестве направляющего вектора s = (m; n; p) искомой прямой
выбираем вектор, соосный M0M1 = (3 − 0; 5 − 8; 0 − 6) = (3;−3;−6) =
3(1;−1;−2). Пусть s = 1
3
M0M1 = (1;−1;−2).
Для записи искомых уравнений воспользуемся параметриче-
скими уравнениями прямой, проходящей через точку M0 и имею-





y = 8− t;









Эти уравнения прямой l удовлетворяют трем условиям сформу-
лированной задачи:







l⊥N0 : 1 · 3 + (−1) · (−1) + (−2) · 2 = 0 (!),
l⊥N1 : 1 · (−1) + (−1) · 1 + (−2) · (−1) = 0 (!).
Замечание. Вместо определения координат второй точки для
записи уравнения прямой можно было определить вектор s из
условия его ортогональности векторам нормалей двух плоскостей
(условие использовано при проверке правильности решения зада-
чи).
Одним из способов определения вектора s в этом случае явля-
ется приравнивание его векторному произведению векторов нор-
малей к заданным плоскостям.









Р е ш е н и е. Проведем через точку M плоскость, ортогональную
заданной прямой. Вектор нормали к этой плоскости N = (A; B; C)
приравняем вектору s = (m; n; p) = (2; 3;−1), определяющему на-
правление прямой. Уравнение плоскости:
2(x− 3) + 3(y − 1)− (z + 5) = 0, или 2x + 3y − z − 14 = 0.
Найдем параметр t∗, определяющий количество векторов s,
укладывающихся в расстояние от точки A(x0; y0; z0) = A(1;−2; 3),
находящейся на прямой, до плоскости:
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t∗ = −Ax0 + By0 + Cz0 + D
Am + Bn + Cp
= − 2·1+2·3−1·3−14




По найденному параметру из уравнений прямой, представлен-
ных в параметрическом виде, находим координаты точки M∗ пе-




x∗ = 1 + 2t∗ = 1 + 2 · 1,5 = 4;
y∗ = −2 + 3t∗ = −2 + 3 · 1,5 = 2,5;
z∗ = 3− t∗ = 3− 1,5 = 1,5.
Итак, координаты точки пересечения: M∗(4; 2,5; 1,5).
Определим вектор MM∗ = (4− 3; 2,5− 1; 1,5 + 5) = (1; 1,5; 6,5). Мо-
дуль этого вектора является расстоянием от точки M до заданной
прямой:
d = |MM∗| =
p
12 + (1,5)2 + (6,5)2 =
p
45,5.
9. Найти проекцию точки M(xm, ym, zm) = M(2; 1;−1) на плос-
кость Ax + By + Cz = 0: 3x + 2y − z + 5 = 0 и координаты точки
S(xs, ys, zs), симметричной точке M относительно плоскости.
Р е ш е н и е.
Запишем уравнение прямой, проходящей через точку M и пер-
пендикулярной заданной плоскости. В этом случае в качестве век-
тора, сонаправленного прямой, можно выбрать вектор N = (A, B, C)
= (3, 2,−1), нормальный к плоскости. Представим искомое уравне-




x = xm + At = 2 + 3t;
y = ym + Bt = 1 + 2t;
z = zm + Ct = −1− t.
Найдем параметр tp, соответствующий точке P пересечения
прямой и плоскости:
tp = −Axm + Bym + Czn + D
A ·A + B ·B + C · C = −
3 · 2 + 2 · 1 + 1 · 1 + 5
3 · 3 + 2 · 2 + 1 · 1 = −1.
По известному параметру tp находим координаты точки P пе-




xp = xm + Atp = 2 + 3 · (−1) = −1;
yp == ym + Btp = 1 + 2 · (−1) = −1;
zp = zm + Ctp = −1− 1 · (−1) = 0.
Найденные координаты точки P (−1,−1, 0) — это координаты
проекции точки M на заданную плоскость.
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Для определения координат точки S достаточно в параметри-
ческое уравнение найденной рямой подставить удвоенное значе-




xs = xm + Ats = 2 + 3 · (−2) = −4;
ys = ym + Bts = 1 + 2 · (−2) = −3;
zs = zm + Cts = −1− 1 · (−2) = 1.
Таким образом S(−4,−3, 1).
Заметим, что координаты точки S можно было найти по фор-
мулам деления отрезка пополам. Действительно, можно убедиться
в том, что координаты точки P равны полусуммам соответствую-
щих координат точек M и S.







y = 1− 2t;





x = 3 + 2t;
y = −2 + t;
z = 5− t.
.
Р е ш е н и е. Прямая l1 проходит через точку M1(0, 1, 3), l2 — че-
рез точку M2(3,−2, 5). Векторы, определяющие направления этих
прямых: s1 = (4,−2, 1), s2 = (2, 1,−1).
Вектор N = (A, B, C) ортогонален одновременно векторам s1 и
s2 и может быть сопоставлен векторному произведению
















= i + 6j + 8k = (1, 6, 8).
Принимаем N = (A, B, C) = (1, 6, 8),
Расстояние между прямыми l1 и l2 равно расстоянию между
параллельными плоскостями, содержащими эти прямые и имею-
щими общую нормаль N . Поэтому искомое расстояние равно мо-
дулю проекции вектора M1M2 = (3 − 0,−2 − 1, 5 − 3) = (3,−3, 2) на






|1 · 3− 6 · 3 + 8 · 2|√
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Задачи для самостоятельного решения
1. Записать в каноническом и параметрическом видах уравне-
ния прямой, проходящей через точку A(1;−1; 2) и:
а) точку B(0;−3; 1);










в) перпендикулярной плоскости ℘: 2x− y + 3z − 1 = 0.
Найти:
г) синус угла между ℓ и ℘;
д) координаты точки M пересечения ℓ и ℘;
е) координаты точки M∗, симметричной A относительно точки M .
2. Заданы координаты вершин треугольника A(1; 2;−1), B(1; 0; 3),
C(3; 2;−1). Записать уравнения прямых, выходящих из точки A:
а) медианы;
б) параллельной BC;
в) перпендикулярной плоскости треугольника ABC.
3. Заданы уравнения двух плоскостей:
℘1: 2x− 3y + z + 2 = 0 и ℘2: − x + y − z = 0.
Составить уравнения прямых, проходящих через точку
M(3;−2; 0):
а) параллельную плоскостям ℘1 и ℘2;
б) перпендикулярную плоскости ℘1.
4. Найти координаты точки M∗, являющейся проекцией M преды-
дущей задачи на плоскость ℘1.
5. Составить уравнение прямой, являющейся геометрическим
местом точек пересечения плоскостей ℘1 и ℘2 задачи 3.
Глава 8
Кривые и поверхности
8.1. Уравнения второго порядка в ℜ2
В отличие от математических моделей прямых и плоскостей,
которые представляются в виде уравнений первого порядка, ма-
тематические модели кривых и поверхностей общего вида описы-
ваются уравнениями, содержащими переменные в степенях, пре-
вышающих единицу.
Общее уравнение кривой второго порядка в ℜ2 (на плоскости):
Ax2 + 2Bxy + Cy2 + Dx + Ey + F = 0. (8.1)
Переменные x и y — это координаты произвольных точек на
плоскости в декартовой ортогональной системе координат. Мно-
житель 2 во втором слагаемом обусловлен тем, что присутствую-
щие в такого рода суммах слагаемые B1xy и B2yx для математиче-
ских моделей геометрических объектов можно объединить, вводя
обозначение 2B = B1 + B2.
Преобразуем уравнение (8.1) к новой системе координат x̃ỹ,
повернутой относительно исходной системы xy на угол α против
часовой стрелки относительно начала координат. Формулы преоб-
разования координат полученны в § 5.7. В нашей задаче требуется
выразить координаты исходного базиса через координаты ново-
го базиса — преобразование, обратное по отношению к (5.56). В
обозначениях этого параграфа упомянутое преобразование коор-
динат:

x = x̃ cos α + ỹ sin α,
y = −x̃ sin α + ỹ cos α. (8.2)
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Описанное преобразование было проделано в § 5.14. В упомя-




Если систему координат повернуть на угол α, определенный по
этой формуле, то слагаемое с произведением координат в квадра-
тичной форме исчезает.
При этом уравнение (8.1) примет вид
Ãx̃2 + C̃ỹ2 + D̃x̃ + Ẽỹ + F = 0, (8.3)
где (5.92):
Ã = A cos2 α + B sin 2α + C sin2 α;
C̃ = A sin2 α−B sin 2α + C cos2 α;
D̃ = D cos α + E sin α;
Ẽ = E cos α−D sin α. (8.4)
Для дальнейшего преобразования уравнения (8.3) сгруппируем
в нем слагаемые с одинаковыми переменными, дополнив их до
полных квадратов. Для сохранения равенства «дополнительные»

































− F 6= 0 поделим полученное уравне-
ние на F̃ , свернем выражения в скобках до квадратов сумм, а















Вводя обозначения для новых переменных и постоянных:
x = x̃ +
D̃
2Ã
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Понятно, что введение новых переменных x и y равносильно
параллельному переносу координатной системы x̃ỹ в новый центр




. В зависимости от знаков, сто-






















Если уравнение (8.3) не содержит квадрата одной из перемен-
ных (Ã или C̃ равны нулю), то параллельным переносом координат
его можно привести к уравнению параболы:
x2 = 2qy или y2 = 2px. (8.7)
Уравнения (8.5)–(8.7) называются каноническими уравнениями кри-
вых соответственно эллипса, гиперболы и параболы.
Других кривых, описываемых уравнениями второго порядка,
не существует.
По виду канонического уравнения легко определить тип кри-
вой второго порядка. Тем не менее это можно сделать, по знаку
определителя коэффициентов квадратичной формы общего урав-
















> 0 − эллипс,
< 0 − гипербола,
= 0 − парабола.
Пример 1. Привести к каноническому виду уравнение
9x2 + 16y2 − 54x + 64y + 1 = 0.
Р е ш е н и е. Так как ∆ = AC − B2 = 9 · 16 − 02 > 0, то заданное
уравнение описывает эллипс.
В уравнении отсутствует слагаемое, содержащее произведение
переменных. Поэтому его приведение к каноническому виду све-
дется лишь к параллельному переносу осей координат.
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Для осуществления этого переноса сгруппируем слагаемые, за-
висящие только от одной переменной, дополняя их постоянными
слагаемыми до полного квадрата. Чтобы не нарушить равенства,
такие же слагаемые добавим в правую часть уравнения, перенося
туда же свободный член:
9(x2 − 6x + 9) + 16(y2 + 4y + 4) = 81 + 64− 1.
Следует обратить внимание на то, что множители, стоящие при
квадратах переменных, должны быть обязательно вынесены за
скобки. В противном случае будет изменяться масштаб координат
(координаты будут сокращаться или удлиняться).
Поделив полученное уравнение на 144=122, группируя слагае-








Это уравнение эллипса, собственные оси координат которого
смещены вправо от исходных координат на 3 единицы и вниз — на
2 единицы. Так что новые (собственные) оси координат эллипса
выражаются через исходные соотношениями
x = x− 3, y = y + 2.
Пример 2. Привести к каноническому виду уравнение
16x2 + 24xy + 9y2 − 140x + 20y − 200 = 0.
Р е ш е н и е. Для удобства преобразований выпишем коэффици-
енты уравнения, следуя обозначениям (8.1): A = 16, 2B = 24, C = 9,
D = −140, E = 20, F = −200.
Найдем определитель коэффициентов квадратичной формы:
∆ = AC −B2 = 16 · 9− 122 = 0 −
Исходное уравнение описывает параболу.












Для определения коэффициентов уравнения в системе коорди-
нат, повернутой на угол α, следует правильно сориентировать «по-
вернутую систему координат» и найти тригонометрические функ-
ции, необходимые для вычисления коэффициентов (8.4) нового
уравнения кривой (8.3).
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Используя зависимость ctg 2α=
1− tg2 α
2 tg α
, получим из нее квад-
ратное уравнение для определения tg α:
tg2 α + 2 ctg 2α · tg α− 1 = 0,




tg α− 1 = 0.
Решая уравнение, находим два корня: tg α1 = −4/3 и tg α2 = 3/4.














Рис. 8.1. Парабола в трех
системах координат
кости два взаимно ортогональных
направления, показанных на рис.
8.1. Выбор любого из них в каче-
стве направления для новой оси
координат x̃ приведет в конечном
итоге к одинаковому результату, ка-
сающемуся расположения кривой
на плоскости. Тем не менее второе
значение угла дает положительный
угол поворота и только поэтому от-
даем ему предпочтение, т.е. при-
нимаем tg α = 3/4.








при известном значении tg α отсю-










1− sin2 α =
9
16






Из последнего уравнения получаем два решения: sin α = ±3
5
.
Для определения косинуса угла α используем известную из
тригонометрии зависимость
cos α = ±
p
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2. По формулам (8.4) находим коэффициенты








































Подставив найденные коэффициенты в (8.3) и поделив полу-
ченное уравнение на 25, приходим к уравнению
x̃2 − 4x̃ + 4ỹ − 8 = 0.
3. Для определения положения следующей системы координат
прибавим к уравнению и вычтем из него цифру 4 (чтобы полу-
чить квадрат разности для переменной x̃). Разделяя переменные,
запишем:
x̃2 − 4x̃ + 4 = −4ỹ + 12,
или
(x̃− 2)2 = −4(ỹ − 3).
4. Введем новые координаты xy, параллельные координатам x̃ỹ
с началом отсчета в точке x̃0 = 2 и ỹ0 = 3:
x = x̃− 2, y = ỹ − 3.
В новых координатах уравнение кривой приводится к канони-
ческому виду:
x2 = −4y.
Это уравнение параболы, симметричной относительно оси y с
ветвями, направленными в сторону ее отрицательных значений.
На рис. 8.1 изображены исследуемая кривая (парабола) и три ко-
ординатные системы, каждой из которых соответствуют различ-
ные уравнения одной и той же (!) кривой.
8.2. Свойства кривых второго порядка
В предыдущем параграфе говорилось об инвариантности гео-
метрических объектов по отношению к преобразованию коорди-
нат. Там же приведены канонические уравнения (8.5)–(8.7) всех
трех видов кривых второго порядка.
Приведем независимые от вводимых систем координат опреде-
ления кривых второго порядка и опишем их основные свойства.
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8.2.1. Эллипс и его свойства
Эллипсом называется геометрическое место точек, сумма рас-
стояний от которых до двух фиксированных точек F1 и F2, назы-
ваемых фокусами, есть величина постоянная (2a).
Согласно определению сумма модулей векторов F1M = r1 и
F2M = r2 (рис. 8.2) равна 2a (M — точка, лежащая на эллипсе):
r1 + r2 = 2a. (8.8)
Уравнение (8.8) не привязано ни к какому базису и, следо-
вательно, ни к какой системе координат. Это уравнение эллипса
инвариантно по отношению к выбору систем координат.
Для преобразования уравнения к каноническому виду введем
собственную систему координат. Ось x собственной системы напра-
вим по вектору F1F2, ось y проведем через середину отрезка F1F2
перпендикулярно оси x.
На рис. 8.2 показан эллипс со связанной с ним собственной си-
стемой координат.
Обозначим расстояние между фокусами F1F2 = 2c. Заметим,
что два параметра (a и c) полностью характеризуют эллипс с точ-
ностью до его расположения в пространстве.
Во введенной собственной (декартовой ортогональной) системе
координаты характерных точек: F1(−c, 0), F2(c, 0), M(x, y). Тогда r1 =
F1M = (x + c, y), r2 = F2M = (x− c, y).
Подставим значения модулей записанных векторов в уравнение
(8.8) и перенесем второе слагаемое в правую часть уравнения:
p
(x + c)2 + y2 = 2a−
p
(x− c)2 + y2.
Чтобы избавиться от радикалов, возведем обе части записан-
ного равенства в квадрат:
(x + c)2 + y2 = 4a2 − 4a
p




(x− c)2 + y2 = a2 − cx.
Чтобы избавиться от корня, повторно возведем равенство в
квадрат. После приведения подобных получим
(a2 − c2)x2 + a2y2 = a2(a2 − c2).
Вводя новый параметр
b2 = a2 − c2 (a > c),
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придем к равенству
b2x2 + a2y2 = a2b2.


















получено после того как исходное урав-
нение (8.8) дважды возводилось в квад-
рат, то (8.9) может содержать лишние
корни. В этом случае координаты то-
чек, которые удовлетворяют уравнению
(8.9), не будут удовлетворять исходному
уравнению.
Убедимся в том, что этого не будет.
Пусть координаты x и y некоторой
точки удовлетворяют уравнению (8.9).
Подставим найденную из этого уравне-




















Так как |x| < a, что следует из (8.9), и c
a
< 1, то a+
c
a
> 0. В этом




Аналогично найдем r2 = a − c
a
x. Складывая два последних ра-
венства, получаем r1 + r2 = 2a.
Таким образом, любая точка, удовлетворяющая каноническому
уравнению эллипса, принадлежит эллипсу и наоборот.
Опишем некоторые основные характеристики и свойства эл-
липса.
1. Постоянные a и b называются полуосями эллипса.
При y=0 из уравнения эллипса получим x= ± a, а при x=0 —
y= ± b. То есть a и b — это отрезки, отсекаемые эллипсом на осях
координат.
2. Координаты фокусов F1(−c; 0), F2(c; 0), где




при условии, что a — бо́льшая полуось эллипса. Величина 2c —
расстояние между фокусами.
3. Можно ввести параметр t, связанный с переменными x и y
соотношениями 
x = a cos t,
y = b sin t,
(8.10)
которые называются параметрическими уравнениями эллипса.
При подстановке (8.10) в каноническое уравнение (8.9) послед-





называется эксцентриситетом эллипса e ∈ [0, 1).
При e = 0 (a = b = R) эллипс превращается в окружность:
x2 + y2 = R2;
при e→ 1 (b→ 0) эллипс приближается к прямой.
Читателю предлагается самостоятельно исследовать уравнение
эллипса, установив области определения переменных, интервалы
возрастания и убывания, симметричность относительно коорди-
нат. В справедливости проведенных исследований можно убедить-
ся, сопоставляя их с изображенным на рис. 8.2 эллипсом.
8.2.2. Гипербола и ее свойства
Гиперболой называется геометрическое место точек, модуль
разности расстояний от которых до двух фиксированных точек F1
и F2, называемых фокусами, есть величина постоянная (2a).
Если M — произвольная точка, принадлежащая гиперболе и
r1 = F1M r2 = F2M , то уравнение гиперболы, инвариантное по
отношению к выбору систем координат
|r1 − r2| = 2a. (8.11)
Введение собственной системы координат, аналогичной эллип-
су, и преобразования, аналогичные проделанным в 8.2.1, приводят
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тики и свойства гиперболы.
1. Постоянные a и b называются
полуосями гиперболы. При y = 0 име-
ем x = ±a. При x = 0 получаем мни-
мые корни y = ±
√
−b2, т.е. гипер-
бола не пересекает ось y, которая
называется мнимой осью гипербо-
лы (x — действительная ось).





Расстояние между фокусами равно 2c.
3. Можно ввести параметр t такой, что












При таких значениях переменных x и y уравнение гиперболы
превращается в тождество.
Уравнения (8.13) называются параметрическими уравнениями ги-
перболы.






называется эксцентриситетом гиперболы. Для гиперболы эксцентри-
ситет
e ∈ (1;∞).
Эксцентриситет характеризует степень отклонения точек ги-
перболы от оси x. При e→1 (b → 0) ветви гиперболы стремятся к
оси x; при e→∞ (b → ∞) – к прямым x = ±a, перпендикулярным
оси x.
5. Гипербола имеет две асимптоты. Это прямые
y = ± b
a
x,
проходящие через начало координат и вершины прямоугольника
со сторонами 2a и 2b, изображенного пунктиром на рис. 8.3.









для которой ось x является мнимой, называется сопряженной по
отношению к (8.12). Асимптоты у обеих гипербол общие.
Читателю предлагается самостоятельно исследовать гипербо-
лу, определив интервалы возрастания и убывания, симметрич-
ность осям координат, области определения переменных.
8.2.3. Парабола и ее свойства
Параболой называется геометрическое место точек, расстоя-
ния от которых до некоторой фиксированной точки F, называемой
фокусом параболы, равны расстоянию до фиксированной прямой, на-
зываемой директрисой.
Выбрав на параболе произвольную точку M и обозначив про-
екцию точки M на директрису через D (рис. 8.4), согласно опре-
делению параболы запишем равенство:
|DM | = |FM |. (8.14)
Это и есть уравнение параболы, не зависящее от систем коор-
динат.
Введем собственную (декартову) систему координат параболы та-
ким образом, чтобы ее ось x расположилась ортогонально дирек-
трисе и проходила через точку F . Положительным считаем на-
правление от директрисы к фокусу. Ось y проведем перпендику-
лярно оси x через середину отрезка между директрисой и фокусом
в направлении, соответствующем правой системе координат.
Обозначим расстояние между директрисой и фокусом через p
— единственный параметр, который с точностью до ориентации






, а уравнение директрисы x = −p
2
. Пусть координаты про-
извольной точки M(x, y).












образуют векторы в равенстве (8.14), позволяет записать выраже-
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Приравняем, следуя (8.14), полученные выражения:
x2 + px +
p2
4




Отсюда, приводя подобные, приходим к каноническому урав-
нению параболы:
y2 = 2px. (8.15)
На рис. 8.4 изображена парабола с собственными координата-
ми.









1. Парабола проходит через нача-
ло координат — точку O(0; 0) (y = 0
при x = 0), называемую вершиной па-
раболы.
2. Парабола симметрична относи-
тельно оси x.




ортогональная оси x и находящаяся
от начала собственной системы коор-
динат на таком же расстоянии, что и
фокус.
4. Эксцентриситет параболы равен единице. Этот факт дока-
зывается, если уравнения кривых второго порядка представить
в полярной системе координат (x, α), где α — угловая координата,
отсчитываемая от направления оси x.
5. Важным свойством параболы, определяющим ее широкое
применение в рефлекторах осветительных и других волновых при-
борах, является ее оптическое свойство: луч, выходящий из фо-
куса, отражается от линии параболы в направлении, перпендику-
лярном директрисе.
Рассмотрим несколько примеров решений задач, основанных
на использовании свойств кривых второго порядка.
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Пример 1. Составить уравнение кривой второго порядка, если
известно, что в ее собственных координатах кривая проходит че-
рез две точки (2;2) и (3;1).
Р е ш е н и е. Заметим, что обе точки находятся в первой коорди-
натной четверти. Координата x второй точки больше координаты
x первой точки (3 > 2), а координата y второй точки меньше коор-
динаты y первой точки (1 < 2). Поэтому функция, описывающая
кривую, убывающая.
Из трех функций, описывающих кривые второго порядка в соб-
ственных координатах, только эллипс обладает таким свойством.







Обозначая A = 1/a2, B = 1/b2 и подставляя в уравнение эллип-
са последовательно координаты первой и второй точек, придем к
системе двух уравнений:

4A + 4B = 1,
9A + 1B = 1.
Решая уравнение, найдем A = 1/a2 = 3/32, B = 1/b2 = 5/32.











Пример 2. Записать уравнение кривой второго порядка, прохо-
дящей через точку (1;2) и имеющей асимптоты y = ±1
2
x.
Р е ш е н и е. Среди кривых второго порядка только гипербола
имеет асимптоты. Гипербола может иметь два вида канонических














Сравнивая общее уравнение асимптот y = ± b
a







, или a = 2b.
При этих зависимостях между a и b и между координатами
заданной точки первое из возможных уравнений гиперболы не
имеет решений. Поэтому за исходное принимаем второе из запи-





+ y2 = b2.
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+ 22 = b2. Отсюда b2 = 15/4.
Тогда a2 = 4b2 = 4 · 15
4
= 15.








Пример 3. Записать каноническое уравнение кривой, рассто-
яние от каждой точки которой до фиксированной точки равно
расстоянию до фиксированной прямой. Расстояние от фиксиро-
ванной точки до прямой равно 8.
Р е ш е н и е. По условию заданная кривая — парабола с пара-
метром p = 8. Возможны четыре варианта решения для параболы,
представимой в собственных осях координат:
y2 = ±16x; x2 = ±16y.
Все четыре уравнения удовлетворяют условиям задачи.
8.3. Поверхности второго порядка
Геометрическими образами квадратных уравнений в простран-
стве ℜ3 являются поверхности. Количество различных видов по-
верхностей (как и кривых) второго порядка ограничено. Каждая
из поверхностей преобразованием координат (параллельным пе-
реносом и поворотами вокруг трех осей) может быть приведена к
каноническому виду, где ее математическая модель имеет харак-
терный вид.
Рассмотрим все типы поверхностей второго порядка. Они изоб-
ражены на рис. 8.5 вместе с собственными осями координат.
1. Цилиндрические поверхности — это поверхности, образован-
ные параллельным переносом прямой, образующей цилиндра, вдоль
некоторой кривой, называемой направляющей цилиндра.
Так как речь идет о поверхностях второго порядка, то направ-
ляющая может быть либо эллипсом (в частном случае окруж-
ностью), либо гиперболой, либо параболой. Соответствующие по-
верхности будут называться эллиптическим (в частности, круговым)
(рис. 8.5,а), гиперболическим (рис. 8.5,б) и параболическим (рис.
8.5,в) цилиндрами.
Канонические уравнения соответствующих цилиндрических
поверхностей не содержат одну из координат — ту координату,
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параллельно которой располагается образующая цилиндрической
поверхности. Поэтому уравнения изображенных на рис. 8.5 ци-













= 1; в) z2 = 2px. (8.16)
2. Поверхности вращения. Характерной особенностью этих по-
верхностей является наличие в их уравнениях слагаемых с квад-
ратами двух переменных, имеющих одинаковые коэффициенты.
В этом случае в сечениях поверхностей плоскостями, перпенди-
кулярными третьей координате (третья координата — постоянная
величина), получаются окружности.
Например,
x2 + y2 − cz = 0 — поверхность, образованная вращением параболы
x2 = cz (или y2 = cz) вокруг оси z;
x2 +y2 = cz2 — круговой конус (рис. 8.5,г), образованный вращени-
ем прямой x = Cz (y = Cz) вокруг оси z (c = C2).
3. Конические поверхности. Уравнения этих поверхностей, за-
писанных в собственной системе координат, содержат только сла-
гаемые с квадратами трех переменных. Свободный член равен ну-
лю и одно из слагаемых входит в сумму со знаком, противополож-











В сечениях этих поверхностей координатными плоскостями (для











При a = b коническая поверхность становится круговой.
4. Эллипсоид — это геометрическое место точек в ℜ3, удовле-










В сечениях этой поверхности плоскостями x = 0, y = 0 и z = 0
получаются эллипсы.
5. Однополостный гиперболоид — геометрическое место точек

























Рис. 8.5. Поверхности второго порядка
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Минус в канонических уравнениях однополостных гиперболо-
идов может стоять только перед одним из слагаемых уравнения.
Переменная, перед которой стоит минус, определяет мнимую ось
гиперболоида.
В сечениях поверхности координатными плоскостями x=0 и z=0
получаются гиперболы; y = ±h (в том числе h = 0) — эллипсы.
6. Двухполостный гиперболоид — геометрическое место точек











Отрицательные слагаемые этого уравнения определяют коор-
динаты плоскости y = 0, которую не пересекает поверхность ги-
перболоида.
В сечениях поверхности координатными плоскостями x = 0 и
z = 0 получаются гиперболы; y = ±h (h > b) — эллипсы.
7. Эллиптический параболоид — геометрическое место точек в







В сечениях поверхности координатными плоскостями x=0 и y=0
получаются параболы; сечение z = 0 определяет точку (0;0;0) —
вершину параболоида; z = h > 0 — эллипсы.
8. Гиперболический параболоид — геометрическое место точек







Для канонического уравнения этой поверхности характерно то,
что слагаемые с квадратами координат имеют противоположные
знаки, а третья координата входит в уравнение в первой степени.
Для анализа форм поверхностей широко используется метод
сечений. Метод в виде сечений координатными плоскостями при-
менялся выше. В общем поверхности можно рассекать плоскостя-
ми, параллельными координатным плоскостям, или даже плоско-
стями общего вида.
Так, при x = ±d из (8.22) получим
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Полученные в двух сечениях кривые представляют собой па-
раболы, ветви которых направлены в сторону отрицательных y, а
вершины смещены в сторону положительных y на величину y0.
Кривые, соответствующие обсуждаемому уравнению параболы,
показаны на рис. 8.5,и — это крайние правое и левое сечения.
Других поверхностей второго порядка, кроме перечисленных,
не существует.
Записанные в произвольных координатах поверхности второго
порядка в ℜ3 и гиперповерхности в ℜn содержат слагаемые с про-
изведениями координат. Существует рассмотренный в § 8.1 метод
приведения этих уравнений к каноническому виду (содержащему
только квадраты переменных).
Квадратичные формы уравнений поверхностей можно приве-
сти к каноническому виду путем их записи в ортогональных ко-
ординатах, совпадающих по направлению с собственными векто-
рами.
8.4. Резюме
Уравнения аналитической геометрии описывают не только
представленные линейные модели, но и поверхности в простран-
ствах различной размерности. Уравнения таких «гиперповерхно-
стей» представляют собой, в частности, полиномы различных сте-
пеней с n переменными. Для двух переменных квадратное урав-
нение
Ax2 + 2Bxy + Cy2 + Dx + Ey + F = 0
описывает в зависимости от коэффициентов три вида кривых: эл-
липс, гиперболу и параболу (при A = B = C = 0 — прямую на
плоскости).
Преобразования координат (поворот и параллельное переме-
щение) позволяют найти собственные координаты кривых, в ко-















парабола: y2 = 2px.
Существует универсальный метод приведения квадратных урав-
нений к каноническому виду. Метод базируется на определении
собственных значений и собственных векторов матриц коэффици-
ентов квадратичных форм, входящих в уравнения поверхностей.
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Более глубокое изложение основ аналитической геометрии при-
ведено, например, в [5].
8.5. Вопросы
1. Запишите общее уравнение кривых второго порядка на плос-
кости. Перечислите все возможные виды кривых второго по-
рядка на плоскости.
2. Как определить тип кривой по значению определителя мат-
рицы квадратичной формы?
3. Запишите канонические уравнения всех кривых второго по-
рядка на плоскости.
4. Изобразите эллипс. Поясните на рисунке значения парамет-
ров, определяющих эллипс. Запишите параметрические урав-
нения. Убедитесь в том, что эти уравнения являются реше-
ниями канонического уравнения эллипса.
5. Изобразите гиперболу. Поясните на рисунке значения пара-
метров, определяющих гиперболу. Запишите параметриче-
ские уравнения гиперболы. Убедитесь в том, что эти уравне-
ния являются решениями канонического уравнения.
6. Что определяет эксцентриситет в уравнениях кривых второ-
го порядка? В каких пределах он изменяется для эллипса и
гиперболы?
7. Изобразите параболу. Поясните на рисунке значения пара-
метров, определяющих параболу. В чем состоит оптическое
свойство параболы?
8. Перечислите все возможные виды поверхностей второго по-
рядка. Приведите их канонические уравнения. Изобразите
поверхности на рисунках. Обратите внимание на согласован-
ность ориентации координат с записью уравнений.
9. Как привести к каноническому виду квадратное уравнение,
которое содержит линейные слагаемые?
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Вопросы для тестирования
Во всех заданиях необходимо расставить номера ответов (пра-
вая колонка) в порядке следования номеров вопросов (левая ко-
лонка). В местах отсутствия соответствия поставьте цифру 5.
1. По отношению к уравнению Ax2+2Bxy+Cy2 = 0 и ∆ = AC−B2:
1. Эллипс 1. ∆ < 0;
2. Гипербола 2. ∆ = 0;
3. Парабола 3. ∆ > 0;
4. Окружность 4. A = C.
2. По отношению к признакам кривых и их названиям:
1. Сумма расстояний от точек до
фокусов постоянна
1. Эллипс;
2. Модуль разности расстояний от
точек до фокусов постоянен
2. Гипербола;
3. Фокусы совпадают 3. Парабола;
4. Расстояния от точек до фокуса
равны расстояниям до директрисы
4. Окружность.
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1. Запишите общее уравнение кривых второго порядка на плос-
кости.
2. По какой формуле и как по значениям коэффициентов обще-
го уравнения кривой второго порядка определить вид кри-
вой?
3. Перечислите все возможные виды кривых второго порядка
на плоскости. Запишите их канонические уравнения.
4. Изобразите эллипс. Поясните на рисунке значения парамет-
ров, определяющих эллипс.
5. Изобразите гиперболу. Поясните на рисунке значения пара-
метров и характеристик, определяющих гиперболу.
6. Что определяет эксцентриситет в уравнениях кривых второ-
го порядка? В каких пределах он изменяется для эллипса и
гиперболы?
7. Изобразите параболу. Поясните на рисунке значение пара-
метра, определяющего параболу. В чем состоит оптическое
свойство параболы?
Задачи
Заданные в пунктах 1–3 уравнения второго порядка привести
к каноническому виду. Определить характеристики кривых (экс-
центриситет, полуоси, асимптоты, координаты фокусов и вершин,
уравнение директрисы).
1. 4x2 + y2 + 16x− 2y + 1 = 0.
Р е ш е н и е. Сравнивая заданное уравнение с общим уравнением
кривой второго порядка Ax2+2Bxy+Cy2+Dx+Ey+F = 0, определяем
входящие в определитель ∆ = AC−B2 коэффициенты: A = 4, B = 0,
C = 1.
Значение определителя заданной кривой ∆ = 4 · 1 − 02 = 4 > 0
говорит о том, что уравнение описывает эллипс.
Приведем уравнение к каноническому виду. Для этого сгруп-
пируем слагаемые с одинаковыми переменными и выделим в них
полные квадраты суммы или разности:
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4(x2 + 4x + 4)− 16 + (y2 − 2y + 1)− 1 + 1 = 0.
Следует обратить внимание на следующее. Множитель, стоя-
щий при квадрате переменной, выносится за скобку трехчлена;
добавленное в скобках слагаемое, умноженное на вынесенный за
скобку коэффициент, вычитается из уравнения.















Рис. 8.6. Задача 1
4(x + 2)2 + (y − 1)2 = 16.
Поделив на 16, получим каноническое
уравнение эллипса, центр которого нахо-







Введем новые координаты x= x + 2,
y= y−1, получаемые параллельным пере-
носом исходной системы координат. Так
что начало координат исходной системы
O(0; 0) в новой системе (xy) имеет коорди-
наты O(2;−1).
В новых координатах, являющихся собственными координата-














получаем значение полуосей эллипса: a = 2; b = 4. Полуось b —
большая; a — малая.
Расстояние между фокусами эллипса 2c, где
c =
p
b2 − a2 =
√
















Координаты фокусов: F1(0;−c) = F1(0;−2
√
3); F2(0; c) = F2(0; 2
√
3).
Координаты вершин (±a; 0) и (0;±b):
(±2; 0) и (0;±4).
2. x2 − 4x− 6y − 14 = 0.
Р е ш е н и е. По коэффициентам этого уравнения: A = 1, B = C = 0
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находим ∆ = AC −B2 = 1 · 0− 02 = 0. Равенство нулю определителя
указывает на то, что уравнение описывает параболу.
Сгруппируем слагаемые при переменной x с целью выделения
квадрата разности:
(x2 − 4x + 4)− 4− 6y − 14 = 0.
Преобразуем уравнение:
(x− 2)2 = 6(y + 3).











Рис. 8.7. Задача 2
x = x− 2; y = y + 3
и приведем уравнение к виду:
x2 = 2py = 2·3y → x2 = 6y.
Отсюда p = 3.
Парабола симметрична относи-








Фокус: F (0; p/2) = F (0; 1,5).
3. 2xy = 1.
Р е ш е н и е. В этом уравнении A = C = 0, 2B = 2, B = 1.
Определитель ∆ = AC − B2 = 0 · 0 − 12 = −1 < 0. Отрицательное
значение определителя характерно для гиперболы.
Исходное уравнение содержит произведение переменных. Что-
бы избавиться от произведения, необходимо осуществить поворот








Отсюда 2α = ±π
2
, =⇒ α = ±π
4
.
Для определенности выбираем положительное значение α. Для




, sin 2α = 1.
Для определения новых коэффициентов уравнения используем
формулы:
Ã = A cos2 α + B sin 2α + C sin2 α = 1,
C̃ = A sin2 α−B sin 2α + C cos2 α = −1,
D̃ = D cos α + E sin α = 0; Ẽ = E cos α−D sin α = 0.
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Подставляя эти значения в уравнение кривой, полученное по-
сле поворота системы координат (D̃ = 0):
Ãx2 + C̃y2 + D̃x + Ẽy + F̃ = 0,
получим
x2 − y2 = 1.







Рис. 8.8. Задача 3
перболы, из которого определяем па-
раметры:














y = ± b
a
x, =⇒ y = ±x.
Координаты вершин: (±1; 0).
4. Записать каноническое уравнение кривой второго порядка,
если известны координаты двух ее точек M1(
√
5; 4/3) и M2(3/2;
√
3)
в собственной системе координат.
Р е ш е н и е. Предварительно установим, какой кривой принад-
лежат точки. Для этого сравним заданные координаты точек:
x1 =
√
5; y1 = 4/3;
x2 = 1,5; y2 =
√
3.
Так как большему значению координаты x (x1 > x2) соответ-
ствует меньшее значение координаты y (y1 < y2), то искомая функ-
ция — убывающая в первой координатной четверти. Из трех су-
ществующих кривых второго порядка этим свойством обладает














. После подстановки коорди-

























45A + 16B = 9,
9A + 12B = 4.
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5. Записать в собственной системе координат каноническое урав-
нение кривой второго порядка, если известно, что ее эксцентри-
ситет e = 0,8, расстояние между фокусами 2c = 16.
Р е ш е н и е. Эксцентриситет e < 1 указывает на то, что кри-








Предположим, что a — большая полуось эллипса. Тогда для














= 10, b =
p
a2 − c2 =
p
102 − 82 = 6.
Подставляя найденные параметры в каноническое уравнение,







6. Записать в собственной системе координат каноническое урав-
нение кривой второго порядка, модуль разности расстояний от
каждой точки которой до двух фиксированных точек равен 6.




Р е ш е н и е. По определению эта кривая — гипербола. В соб-
ственной системе координат ее уравнение имеет канонический вид














При этом в первом варианте оси гиперболы: x — действительная;
y — мнимая; во втором варианте — наоборот.
Рассмотрим первый вариант уравнения.
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Это уравнение с одним неизвестным параметром (b). Для его
















Найдем параметры, характеризующие гиперболу.
Расстояние от начала координат до фокусов:
c =
p
a2 + b2 =
p











Уравнения асимптот: y = ± b
a
x =⇒ y = ±2
3
x.
Проведение аналогичных преобразований для второго вариан-
















7. Записать в собственной системе координат каноническое урав-
нение кривой второго порядка, расстояние от каждой точки ко-
торой до некоторой фиксированной точки равно расстоянию до
фиксированной прямой, причем расстояние между фиксирован-
ными точкой и прямой равно 4.
Р е ш е н и е. По определению эта кривая — парабола. Предпо-
лагая, что фокус кривой находится на оси x собственной системы
координат параболы, воспользуемся уравнением
y2 = 2px.
По определению расстояние от фокуса параболы до ее дирек-
трисы определяет параметр p = 4.
Каноническое уравнение параболы
y2 = 8x.
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Уравнение директрисы (x = −p/2): x = −2;
координаты фокуса F (
p
2
; 0): F (2; 0).







а) x + 2y = 4; б) 2x− 3y = 12.
Р е ш е н и е.
а) Выразим из уравнения прямой переменную y/2, возведем








+ 1 и подставим в
уравнение эллипса. После преобразования придем к квадратному








Решениями уравнения являются два корня x1 = 0, x2 = 2,88.
Определяя из уравнения прямой (или эллипса) соответствующие
значения y, запишем координаты двух точек пересечения эллипса
с прямой: M1(0; 2) и M2(2,88; 0,56).







в уравнение эллипса приводит к квадратному
уравнению y2 + 4y + 6 = 0, которое не имеет действительных кор-
ней, так как дискриминант уравнения D = 42−4·6 = −8 — величина
отрицательная. Результат указывает на то, что прямая не пересе-
кает эллипса (не имеет с эллипсом общих точек).
Если совместное решение уравнения прямой и эллипса дает
только одну пару координат x и y, то прямая касается эллипса
в одной точке. Например, прямая, описываемая уравнением y =
2, имеет только одну общую точку с эллипсом — это вершина
эллипса с координатами (0;2).










= 1 плоскостью z = c?
Р е ш е н и е. Подставляя в уравнение поверхности вместо z зна-
чение этой переменной, соответствующее уравнению плоскости,
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Это уравнения пары прямых. Аналогичный результат можно
получить, рассекая заданную поверхность плоскостью x = a, па-







Отсюда следует заключение: однополостный гиперболоид мо-
жет быть образован семейством прямых (например, телевизион-
ная башня в Шаболовке, спроектированная архитектором В.Г. Шу-
ховым).
Задачи для самостоятельного решения
1. Установить, какая кривая определена уравнением 4x2 − y2+
16x + 2y + 6 = 0 и записать ее каноническое уравнение. Изобразить
на одном графике с кривой исходную и ее собственную системы
координат.
2. Записать уравнение кривой второго порядка, если в ее соб-
ственной системе координат известны координаты двух располо-
женных на кривой точек A(5; 0) и B(0;−4). Найти координаты фо-
кусов и эксцентриситет.
3. Записать уравнение кривой второго порядка, сумма рассто-




4. Записать уравнение кривой второго порядка, если известно,
что она проходит через точку M(5; 2,25) (в собственной системе
координат) и имеет эксцентриситет e = 1,25.
5. Записать уравнение параболы, если известно, что расстояние
от ее вершины до фокуса равно 3.
6. Установить, какие типы кривых второго порядка (эллипс,











(конических сечениях) плоскостями а) y = h; б) y = kx + d (d 6=
b/a); в) y =
b
a
(x − e); г) x = g. В задании b, c, d, e, g, h - постоянные
величины.
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Задание на расчетную работу. Часть 4
«Аналитическая геометрия»
Пояснения к выполнению и оформлению задания даны на стр.
69.
1. Заданы координаты четырех вершин тетраэдра (повторя-
ются задание части 1 расчетной работы):
A(3, 5,−2), B(−1, 3, 2), C(k,−4, 3), D(3,−4,−k).
В декартовой ортогональной системе координат изобразить тет-
раэдр.
Средствами аналитической геометрии записать следующие урав-
нения.
1. Стороны CD (как прямой, проходящей через две точки).
2. Медианы, выходящей из точки C треугольника CBD.
3. Высоты, опущенной из точки C на сторону BD.
4. Плоскостей треугольников ABC и BCD.
5. Стороны CD (как геометрического места точек пересечения
двух плоскостей).
6. Нормали, опущенной из точки A на плоскость BCD.
Определить следующие характеристики.
7. Проекцию точки A на плоскость BCD.
8. Координаты точки E, симметричной точке A относительно
плоскости BCD.
9. Расстояние от точки A до плоскости BCD.
10. Угол между диагоналями четырехугольника, построенного
на сторонах BC и CD.
11. Найти расстояние от точки E до прямой BC.
12. Записать уравнение прямой, проходящей через точку E и
параллельной плоскостям ABC и ABD.
2 Задано уравнение второго порядка
3x2 − 2xy + 2(−1)nky2 + kx + y − 2N = 0.
Требуется
1. Определить тип кривой, описываемой заданным уравнени-
ем.
Привести квадратичную форму уравнения к каноническому
виду:
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2 преобразованием поворота векторов исходного ортонормиро-
ванного базиса (определением угла поворота α);
3 переходя к собственным значениям, определенным из харак-
теристического уравнения.
4. Привести квадратное уравнение к каноническому виду, осу-
ществив параллельный перенос осей координат.
5. Построить кривую в удобном масштабе с изображением ис-
ходной, промежуточной и собственной систем координат.
6. Найти параметры кривой (координаты вершин, фокусов,
уравнения асимптот) во всех координатных системах. Определить
эксцентриситет.
По возможности, выполнить проверку правильности получен-
ных результатов (убедиться в выполнении заданий или получив
результаты другими методами).
Т И П О В Ы Е Б И Л Е Т Ы
контрольных работ
БИЛЕТ ПО ТЕОРИИ (на 15 мин)
Во всех пяти вопросах билета требуется расставить номера от-
ветов (правые колонки) в порядке следования номеров вопросов
(левые колонки). В местах отсутствия соответствия поставить циф-
ру 5.
1. Прямая на плоскости
1. В общем виде
2. В отрезках
3. С угловым коэффициентом
4. В нормальном виде
1. x cos α + y sin α = p;
2. y = kx + b;
3. Ax + By + C = 0;
4. x/a + y/b = 1.
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2. Плоскость










2. В векторном виде 2. x cos α+y cos β+x cos γ−p=0;
3. В нормальном виде 3. A(x−x0)+B(y−y0)+C(z−z0)=0;
4. Проходящей через точку 4. Ax + By + C = 0.
3. Прямая (ℓ) и плоскость (ρ)










2. Условие перпендикулярности ℓ
и ρ
2. Am + Bn + Cp = 0;
3. Синус угла между ℓ и ρ 3. −Ax0 + By0 + Cz0 + D
Am + Bn + Cp
;
4. Параметр t∗, соответствующий
точке пересечения ℓ и ρ
4.





4. Кривые второго порядка
1. Сумма расстояний от точек до
фокусов постоянна
1. Эллипс;
2. Модуль разности расстояний от
точек до фокусов постоянна
2. Гипербола;
3. Фокусы совпадают 3. Парабола;
4. Расстояния от точек до фокуса







4. Свойство собственного вектора
1. NX = C;
2. AX = λX;
3. |A− λI| = 0;
4. XT AX + XT B = C.
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БИЛЕТ ПО ПРАКТИКЕ (на 75 мин)
1. Найти координаты точки пересечения двух прямых 2x+y = 1
и 4x− 3y = 2 и угол между ними.
2. Записать уравнение плоскости, проходящей через точку










3. Найти проекцию точки M(2;−1; 1) на плоскость 4x−2y+z−8=0.
4. Записать уравнение кривой второго порядка, если известно,
что ее эксцентриситет 0,6, а расстояние между фокусами 6.
5. Привести уравнение 4x2 + 2xy + 4y2 = 1 к каноническому ви-
ду. Установить тип кривой. Найти полуоси и координаты правого




Принятие оптимального решения — основная задача плани-
рования любого процесса, протекающего в зависимости от воз-
действия на него человека. В экономике многие задачи линейно-
го программирования нацелены, в частности, на разработку та-
ких планов развития фирм и деятельности отдельных лиц и сооб-
ществ, которые приводят к получению наибольшей прибыли или
наибольшей экономии. Решением этих и сходных неэкономиче-
ских задач, сформулированных в виде логически обоснованных
математических моделей, занимается раздел математики, полу-
чивший название линейного программирования (ЛП). Линейное
программирование является простейшей из задач, рассматривае-
мых в разделе математики, называемом математическим програм-
мированием или исследованием операций.
9.1. Выпуклые множества точек
Множества, элементами которых являются точки, называют
точечными множествами.
Множество ℜ1 представляет собой точечное множество на не-
ограниченной прямой. Любое подмножество ℜ1, например, отре-
зок прямой, также представляет собой точечное множество.
Точечное множество в ℜ2 — это точки неограниченной плоско-
сти или любой части плоскости, например, ограниченные замкну-
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тыми кривыми.
В ℜ3 — это точки бесконечного трехмерного пространства или
любой его (неограниченной или ограниченной) части.
В общем случае точечное множество может быть представлено
в ℜn.
Множество B ⊂ ℜn называется выпуклым, если для любых x1 и
x2 ∈ B выполняется условие
`
αx1 + (1− α)x2
´
∈ B, (α ∈ [0, 1]).
Другими словами, множество точек будет выпуклым, если все
точки, принадлежащие отрезку, соединяющему две любые точки
A и B множества, также принадлежат этому множеству.
На рис. 9.1,а показан пример выпуклого точечного множества














Рис. 9.1. Выпуклые и невыпуклые множества
Теорема. Пересечение двух выпуклых множеств является выпуклым
множеством.
Справедливость теоремы поясняется рис. 9.1,в. Действительно,
если AB ∈M1
T
M2, то AB ∈M1 и AB ∈M2. Но M1 и M2 — выпуклые
множества. Следовательно, M1
T
M2 также выпуклое множество,
так как оно состоит из точек, принадлежащих одновременно M1 и
M2.
Пользуясь методом математической индукции, можно дока-
зать, что пересечение конечного числа выпуклых множеств также
является выпуклым множеством.
Ограниченные множества имеют внутренние точки и граничные
точки.
Для любой внутренней точки множества рассматриваемого про-
странства (например, точка A на рис. 9.2) всегда можно выбрать
проходящий через эту точку произвольно направленный отрезок
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некоторой длины такой, для которого A является внутренней точ-
кой и все точки которого принадлежат множеству.
Для граничных точек множества (например, точка B) прохо-
дящий через них отрезок не может иметь, по крайней мере, про-
извольного направления, все точки отрезка которого лежат или
на границе множества, или внутри него.





Рис. 9.2. Точки множества
вается угловой точкой, если через нее
нельзя провести ни одного отрезка,
состоящего только из точек множе-
ства и для которого эта точка была
бы внутренней (точки C и D на рис.
9.2).
Следуя введенным определениям,
можно говорить о выпуклых многоу-
гольниках, многогранниках и т.д.
9.2. Интерпретация решений линейных
уравнений и неравенств в ℜ2
Рассмотрим одно линейное уравнение с двумя переменными
(неизвестными) x1 и x2:
2x1 + 3x2 = 6.
Это частный вид «системы уравнений» при m = 1 и n = 2 (§ 2.1).
Найдем множество всех допустимых решений этой «системы»,
базисные решения и граничные точки.
Напомним, что допустимыми решениями называются решения с
неотрицательными значениями переменных.
Каждое решение заданного уравнения представляет собой па-
ру чисел, лежащих на неограниченной прямой, показанной на рис.
9.3,а.
Допустимые (неотрицательные) решения этого уравнения ле-
жат на отрезке AB прямой, расположенной в первой координатной
четверти и имеющей две граничные точки A(0; 2) и B(3; 0).
Базисным решением будем называть решение уравнения (систе-
мы уравнений), в которых основные (базисные) переменные вы-
ражены через свободные переменные.
Найдем все возможные варианты записи общих решений урав-
нения. Если принять x1 за основную переменную, x2 — за свобод-
















Рис. 9.3. Иллюстрация решений линейных уравнений
ную (неосновную), то общее решение запишется в виде
x1 = 3− 3
2
x2.
Полагая x2 = 0, получим частное решение (3;0).
Если за основную переменную принять x2, то на основе общего
решения
x2 = 2− 2
3
x1
при x1 = 0 получим частное решение (0;2).
Оба частные решения допустимы. Им соответствуют гранич-
ные точки A и B множества решений.
При x1 ∈ [0; 3] и x2 ∈ [0; 2] из заданного уравнения можно по-
лучить все возможные варианты допустимых решений. Все они
представляют собой точки, принадлежащие отрезку AB прямой.
Для уравнения
x1 − x2 = 1
существует единственная граничная точка для допустимых реше-






2x1 + 2x2 + 3 = 0
вообще не имеет граничных допустимых решений и, следователь-





Линейные неравенства для одного уравнения с двумя перемен-
ными представляются в двух видах:
a1x1 + a2x2 + b ≥ 0 (9.1)
или
a1x1 + a2x2 + b < 0. (9.2)
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Каждому из бесчисленного множества решений неравенств (9.1)
и (9.2) соответствует пара чисел (x1; x2), совокупность которых
представляет собой точку на плоскости. Геометрический смысл
множества решений этих неравенств устанавливает следующая
приводимая без доказательства теорема.
Теорема. Множеством решений линейного неравенства (9.1) служит
одна из двух полуплоскостей, на которые всю неограниченную плоскость
делит прямая a1x1 +a2x2 + b = 0, включая эту прямую. Вторая полуплос-
кость без самой прямой является множеством решений строгого нера-
венства (9.2).
Установить принадлежность точек полуплоскости тому или ино-
му неравенству можно с помощью пробной точки — это произволь-
ная точка, принадлежащая одной из полуплоскостей, но не лежа-
щая на прямой.
Координаты пробной точки подставляются вместо неизвестных
в одно из неравенств (9.1) или (9.2). Если неравенство удовлетво-
ряется, то полуплоскость, которой принадлежит пробная точка,
описывается этим неравенством; в противном случае — вторым
неравенством. В качестве пробной точки удобно использовать на-
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Рис. 9.4. Множество решений
неравенства
ство допустимых решений, со-
ответствующих неравенству
2x1 − 5x2 + 10 ≥ 0.







зуя координаты точек пересе-
чения прямых с осями коорди-
нат A(−5; 0) и B(0; 2).
Для определения множества
пар значений координат (x1; x2),
удовлетворяющих заданному
неравенству, используем любую
пробную точку. Подставим, например, координаты точки (0;4),
расположенной выше прямой, в левую часть заданного неравен-
ства:
2 · 0− 5 · 4 + 10 = −10 < 0.
Полученное неравенство говорит о том, что координаты точ-
ки (0;4), как и координаты всех других точек, лежащих выше
прямой, не удовлетворяют заданному неравенству. Следователь-
но, неравенству будут отвечать координаты точек, лежащих ниже
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прямой, например, координаты точки (0;0):
2 · 0− 5 · 0 + 10 > 0 (!).
Если говорить о допустимых значениях x1 и x2, то они будут
лежать под и справа от изображенной на рис. 9.4 прямой в части
плоскости, ограниченной дополнительными неравенствами:
x1 ≥ 0; x2 ≥ 0.
Область допустимых значений заданного неравенства отмечена
на рисунке штриховыми линиями.
Отметим, что полученное решение (в том числе допустимое
решение) является выпуклым множеством — все его граничные
точки удовлетворяют уравнениям 2x1 − 5x2 + 10 = 0, x1 = 0 или
x2 = 0, а точки любого отрезка, соединяющего внутренние точки
C и D множества, удовлетворяют неравенству 2x1 − 5x2 + 10 > 0.
9.3. Системы неравенств на плоскости
Рассмотрим систему двух неравенств с двумя переменными:

a11x1 + a12x2 + b1 ≥ 0,
a21x1 + a22x2 + b2 ≥ 0. (9.3)
Знаки неравенств могут иметь противоположное направление,
или быть строгими.
В общем случае множеством решений системы m неравенств в
ℜ2 (если система соответствующих уравнений совместна) являют-
ся точки, принадлежащие пересечению полуплоскостей множеств
решений всех неравенств. Это множество имеет конечное число
угловых точек. Система двух неравенств имеет не более одной уг-
ловой точки. Это точка пересечения двух прямых, описываемых
уравнениями, следующими из (9.3).
Границами трех неравенств на плоскости являются в общем
случае три прямые. Угловыми точками таких выпуклых множеств
являются точки пересечения прямых.
Множеством решений системы m совместных линейных нера-
венств с двумя переменными является выпуклый многоугольник
на плоскости, количество угловых точек в котором не превосходит
m.
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Пример. Определить и изобразить на координатной плоскости
множество решений системы линейных неравенств и найти коор-








x1 + x2 − 3 ≤ 0;
x1 + x2 − 1 ≥ 0;
x1 − x2 ≥ 0;
x1 ≤ 2,5;
0 < x2 < 1.
Р е ш е н и е.


















Рис. 9.5. Множество решений






= 1. Эта прямая
проходит через точки (0;3) и (3;0)
(рис. 9.5).
Подставим в первое неравенст-
во координаты контрольной точки
(0;0): 0+0−3 ≤ 0 (!). Результат под-
тверждает справедливость перво-
го из заданных неравенств. То
есть начало координат принадле-
жит искомому множеству. Поэто-
му множеством решений этого не-
равенства является полуплоскость,
расположенная ниже и левее прямой ©1 , включая саму прямую.





= 1. Она проходит через точки
(0;1) и (1;0). Для пробной точки (0;0) получим: 0+0−1<0. Это про-
тиворечит второму заданному неравенству — начало координат не
входит в множество решений второго неравенства. Множеством
решений являются точки, находящиеся выше и правее прямой ©2 ,
включая саму прямую.
3. Строим прямую ©3 x1 = x2. Она является биссектрисой пер-
вого координатного угла.
Начало координат не может быть контрольной точкой для опре-
деления множества решений неравенства, так как координаты точ-
ки (0, 0) обращают в тождество уравнение, но не дают возможности
проверить выполнимость неравенства. Выберем в качестве проб-
ной точку (1;0), и подставим ее координаты в третье неравенство:
1− 0 > 0.
Неравенство выполняется. Поэтому множество решений рас-
положено в нижней полуплоскости.
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4. Прямая ©4 x1 = 2,5 параллельна оси ординат. Начало ко-
ординат принадлежит области решений четвертого неравенства
(0 < 2,5). Поэтому полуплоскость, лежащая слева от прямой ©4 ,
определяет множество решений четвертого неравенства.
5. Последнее двойное неравенство определяет область, заклю-
ченную между горизонтальными прямыми ©5 x2 = 0 и ©6 x2 = 1.
Пробная точка (0; 0,5) принадлежит множеству решений. В отли-
чие от прямых ©1 – ©4 прямые ©5 и ©6 не входят в множество
решений — неравенства строгие, равенства в них отсутствуют.
Прямые, не входящие в множество решений неравенств, отме-
чены на рис. 9.5 пунктирными линиями, расположенными около
этих прямых со стороны области допустимых решений.
В результате построения прямых и анализа множеств реше-
ний заданных неравенств делаем заключение о том, что множе-
ство решений системы неравенств ограничено шестиугольником
ABCDEF. Точки всех прямых, определяющих границы шестиуголь-
ника, за исключением BC и EF, также входят в множество реше-
ний заданных неравенств.
Координаты угловых точек определим, решая пары систем урав-
























=⇒ F (1; 0).
В математической литературе доказывается, что множеством
решений m линейных неравенств с n переменными являются вы-
пуклые многогранники в пространстве ℜn. Границами таких мно-
гогранников (гранями) будут гиперплоскости пространства ℜn−1.
9.4. Оптимизационные задачи
Пусть вектор X = (x1, x2, . . . , xn)
T ∈ ℜn определяет совокупность
n переменных xj (j = 1, n), а F (X) ∈ ℜ — функция, определенная
на множестве Ω, состоящем из этих n переменных.
Оптимизационная задача (F ; Ω) сводится к отысканию макси-
мального или минимального значений F (X) на множестве зна-
чений Ω. При этом F (X) называется целевой функцией, а Ω – мно-
жеством допустимых решений (допустимым множеством) оптимиза-
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ционной задачи. Допустимым множеством в экономике называют
множество с неотрицательными элементами (X ≥ Θ).
Решением оптимизационной задачи называется такое значение
вектора переменных X∗ = (x∗1, x
∗
2, . . . , x
∗
n)
T , при котором для любых
X ∈ Ω выполняется условие F (X∗) ≤ F (X) для задачи отыскания
минимального значения функции и F (X∗) ≥ F (X) – для макси-
мального значения.
Если задача оптимизации не имеет решения, то она называет-
ся неразрешимой. Задача не разрешима, в частности, если целевая
функция не ограничена на допустимом множестве Ω.
Задача отыскания максимума (F ; Ω) легко сводится к задаче
отыскания минимума сменой знака целевой функции, т.е. к задаче
(−F ; Ω).
Задачу отыскания оптимального решения можно осуществить
методами математического программирования (термин «программи-
рование» относится к выработке некоторой программы действий
по отысканию оптимальных значений функции).
В зависимости от вида целевой функции и множества допусти-
мых решений математическое программирование включает в себя
частные виды задач, в том числе:
— линейное программирование (ЛП);
— целочисленное программирование (ЦП);
— нелинейное, в частности, выпуклое программирование (ВП);
— динамическое программирование (ДП).
Решением оптимизационных задач занимаются и такие разде-
лы математики, как вариационное исчисление, теория оптималь-
ного управления, теория игр и др.
9.5. Математическая модель задачи ЛП
Оптимизационная задача (F ; Ω), в которой целевая функция F
является линейной и множество допустимых решений ограниче-
но кусочно-линейными функциями, называется задачей линейного
программирования. Упомянутые кусочно-линейные функции пред-
ставляют собой систему линейных неравенств. Среди них могут
быть и равенства.
В классической постановке математическая модель задачи ЛП
представляет собой группу соотношений:
F = c1x1 + c2x2 + . . . + cnxn =⇒ max(min); (9.4)






a11x1 + a12x2 + . . . + a1nxn ≤ b1,
a21x1 + a22x2 + . . . + a2nxn ≤ b2,
· · · · · · · ·
am1x1 + am2x2 + . . . + amnxn ≤ bm;
(9.5)
xj ≥ 0 (j = 1, n). (9.6)
Соотношение (9.4) определяет целевую функцию, выраженную
через искомые переменные xj и весовые коэффициенты cj . Знак =⇒
max(min) означает, что целевая функция после завершения реше-
ния задачи должна принять максимальное (минимальное) значе-
ние. Система неравенств (9.5) – это ограничения, накладываемые на
изменения некоторых показателей задачи ЛП. Неравенства (9.6)
выражают требование: переменные задачи не должны выходить
за пределы области допустимых значений (должны быть неотри-
цательными).
Если вместо знаков ≤ (или <) в сформулированной задаче ЛП
стоят ≥ (или >), то для изменения знаков на противоположные,
т.е преобразования неравенств к виду (9.5), достаточно умножить
их на −1. Такие же действия, как говорилось в предыдущем па-
раграфе, следует применить к целевой функции, чтобы изменить
ее предельное значение с max на min.
Записанная в виде соотношений (9.4)–(9.6) задача ЛП может





cjxj =⇒ max(min); (9.7)
nX
j=1
aijxj ≤ bi, (i = 1, m); (9.8)







a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .
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Матрица A называется матрицей условий, технологической матри-
цей, или матрицей норм расхода, в зависимости от того, какой смысл
вложен в совокупность ее элементов; B — вектор ограничений; X
— вектор переменных; C — вектор весовых коэффициентов.
Тогда математическая модель задачи линейного программиро-
вания представится в матричной форме:
F = CT X =⇒ max(min); (9.10)
AX ≤ B; (9.11)
X ≥ Θ. (9.12)















































называемые векторами условий. Матрицу условий можно выразить
через эти векторы:
A = (A1A2 . . . An) .
Ограничения (9.8) или (9.11) можно записать, используя век-
торы условий:
A1x1 + A2x2 + . . . + Anxn ≤ B. (9.13)
Свойства задач линейного программирования
1. Допустимое множество Ω решений задачи ЛП либо пусто,
либо является выпуклым множеством пространства ℜn.
2. Если допустимое множество Ω задачи ЛП не пусто, а целевая
функция F ограничена на Ω, то задача ЛП имеет оптимальное
решение.
3. Оптимальные решения задачи ЛП (если они существуют)
всегда находятся на границе множества Ω.
9.6. Примеры задач ЛП
З а д а ч а о р а ц и о н е
На ферме имеется n видов кормов, каждый из которых содер-
жит m разновидностей питательных веществ. Одна единица j-го
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вида кормов (j = 1, n) содержит aij единиц i-го питательного веще-
ства (i = 1, m) и имеет стоимость cj .
Требуется составить такой рацион, который удовлетворял бы
всем потребностям в питательных веществах bi (i = 1, m) и имел бы
минимальную стоимость. Минимально необходимые количества
питательных веществ bi известны.
Обозначим через xj количество j-го корма в рационе, а через




cjxj =⇒ min .




aijxj ≥ bi (i = 1, m).
Вместе с ограничениями
xj ≥ 0 (j = 1, n)
выписанные соотношения образуют задачу ЛП.
З а д а ч а п л а н и р о в а н и я п р о и з в о д с т в а
Предприятие располагает m видами ресурсов и может выпус-
кать некоторую продукцию n различными способами. За единицу
времени использования j-го способа производства (j = 1, n) расхо-
дуется aij единиц i-го ресурса (i = 1, m) и выпускается cj единиц
продукции.
Требуется составить такой план производства предприятия, ко-
торый позволит ему выпускать наибольшее количество продукции
при условии, что количество ресурсов i-го вида на предприятии
равно bi (большего количества предприятие не имеет возможности
израсходовать).
Пусть xj – время использования предприятием j-го способа





cjxj =⇒ max .
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выписанные соотношения образуют задачу ЛП.
Т р а н с п о р т н а я з а д а ч а
Пусть каждое из m предприятий изготавливает однотипную
продукцию в количествах ai (i = 1, m). Продукция поставляется
каждому из n потребителей в количествах bj (j = 1, n). Известны
стоимости cij перевозки единицы продукции от i-го производителя
j-му потребителю. Требуется определить план перевозок – коли-
чества товаров xij, которые следует переправить от i-го произво-
дителя j-му потребителю и при этом расходование средств будет
минимальным.
Суммарные затраты на перевозку всех производимых това-







cijxij =⇒ min . (9.14)
Количество продукции, производимой i-м производителем и
поставляемой всем n потребителям:
nX
j=1
xij = ai, (i = 1, m).




xij = bj , (j = 1, n).
При равенстве количеств производимой и потребляемой про-
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Целевая функция (9.14) вместе с соотношениями баланса, ко-
торые в транспортной задаче играют роль ограничений, представ-
ляют собой модель задачи ЛП.
В первых двух задачах ограничения записывались в виде нера-
венств, хотя часть из них могут быть равенствами; в последней
задаче ограничения представляют собой строгие равенства в слу-
чае, если количество производимых товаров равно количеству по-
требляемых. Следует заметить, что упомянутое различие несу-
щественно для задач ЛП. Действительно, любое равенство для
суммы двух и более функций f(X)+g(X) = 0 можно представить в
виде двух неравенств: f(X) ≥ 0 и g(X) < 0. С другой стороны, к лю-
бому неравенству можно прибавить некоторое слагаемое, которое
превратит его в равенство.
9.7. Графический метод решения задач ЛП
Рассмотрим задачу ЛП в пространстве ℜ2, то есть задачу, в
которую входят только две переменные x1 и x2:






a11x1 + a12x2 ≤ b1,
a21x1 + a22x2 ≤ b2,
· · · · · ·
am1x1 + am2x2 ≤ bm;
(9.16)
x1 ≥ 0; x2 ≥ 0. (9.17)
Каждое из неравенств (9.16) определяет на координатной плос-
кости x1x2 некоторую полуплоскость. Допустимое множество Ω ре-
шений задачи представляет собой пересечение конечного числа m
полуплоскостей (9.16) и ограничено выпуклым многоугольником.
Предположим, что область Ω, ограниченная неравенствами
(9.16), построена
`




c = (c1; c2)
перпендикулярен прямой c1x1 + c2x2 = const (const (константа) —
произвольная постоянная величина). При положительных c1 и c2
вектор направлен в сторону возрастания F .
Проведем на плоскости прямые, перпендикулярные c = (c1; c2),
для различных значений целевой функции: F0, FAE , FC , . . . Первая



























Рис. 9.1 Графическое изображение задачи ЛП
из них не пересекает область Ω (проходит через начало коорди-
нат), вторая совпадает с границей области AE, третья касается
границы области только в одной угловой точке C.
В точке C, являющейся общей точкой для целевой функции и
области Ω, F имеет максимальное из возможных значений. Коор-
динаты x1C и x2C точки C удовлетворяют одновременно уравнению
c1x1 + c2x2 = FC , и системе неравенств (9.16). Это точка удалена на
максимально возможное для области Ω расстояние от начала ко-
ординат в направлении вектора c.
Если требуется отыскать минимальное значение целевой функ-
ции F, удовлетворяющей неравенствам (9.16), то это значение F =
FAE будет соответствовать наименьшему удалению прямой c1x1 +
c2x2 = const от начала координат.
Отметим, что для задачи, геометрический образ которой изоб-
ражен на рис. 9.1,а, максимальному значению целевой функции
соответствует единственная пара значений координат (x1C ; x2C), то-
гда как минимальному значению функции – любые координаты
точек прямой c1x1 + c2x2 = FAE , лежащие на отрезке AE границы
Ω.
Если область допустимых значений Ω не ограничена в направ-




, то целевая функция не
ограничена сверху. Ее максимальное значение стремится к беско-
нечности.
Пример. Решить задачу ЛП:
F = x1 + x2 =⇒ max(min);




2x1 + x2 ≤ 8,
x1 + x2 ≥ 1,
x2 ≤ 2;
x1 ≥ 0, x2 ≥ 0.
Область допустимых значений Ω, соответствующая системе при-
веденных неравенств, показана на рис. 9.1,а. Координаты точек
пересечения прямых, ограничивающих Ω, легко определяются из
решения соответствующих пар прямых из выписанных в условии
задачи неравенств:
A(0; 1), B(0; 2), C(3; 2),
D(4; 0), E(1; 0).
Определим значения целевой функции F в каждой из угло-
вых точек области Ω (в граничных точках, и только в них, может
находиться экстремальное значение целевой функции):
FA = F (0; 1) = 1; FB = F (0; 2) = 2; FC = F (3; 2) = 5;
FD = F (4; 0) = 4; FE = F (1; 0) = 1.
Сравнение значений F для всех угловых точек позволяет вы-
брать из них максимальное и минимальное:
Fmax = FC = 5; Fmin = FA = FAE = FE = 1.
Как видно из рис. 9.1,а, точка C, которой в области Ω соот-
ветствует наибольшее значение целевой функции, находится на
прямой x1 + x2 = 5, наиболее удаленной от начала координат в на-
правлении вектора c. Что касается минимального значения F, то
оно находится на прямой x1 +x2 = 1, которая проходит через точки
A и E и удалена от начала координат на минимальное расстояние
в направлении c. Координаты любой точки, лежащей на границе
области Ω, соединяющей угловые точки A и E, будут определять
минимальное значение F. Например, для точки (0,5; 0,5), лежа-
щей на AE, F (0,5; 0,5) = 1 = Fmin.
9.8. Геометрическая интерпретация
решения задач ЛП для ℜ3
Обобщим геометрическое представление задачи ЛП, данное в
предыдущем разделе, на случай трехмерного пространства ℜ3.
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В случае ℜ3 ограничения типа ai1x1 + ai2x2 + ai3x3 = bi пред-
ставляют собой плоскости, а ai1x1 + ai2x2 + ai3x3 ≤ bi — выпуклое
трехмерное полупространство.
На рис. 9.2 изображены следы двух пересекающихся по линии
AB плоскостей, соответствующих двум ограничениям












Рис. 9.2 Задача ЛП в ℜ3
P2: a21x1 + a22x2 + a23x3 = b2.
Плоскости x1 = 0, x2 = 0 и x3 = 0,
ограничивающие пространство перво-
го координатного угла (x1 ≥ 0, x2 ≥ 0,
x3 ≥ 0), пересекаются с плоскостями
P1 и P2 по следующим прямым.
P1: по прямой AC с плоскостью x1 = 0;
по прямой BD с плоскостью x2 = 0 и
по прямой CD с плоскостью x3 = 0.
P2: по прямой AE с плоскостью x1 = 0
и по прямой BE с плоскостью x2 = 0.
Выпуклый пятигранник OCDBEA
образует область (множество) допу-
стимых решений задачи.
Что касается функции F=c1x1 + c2x2 + c3x3, то при ее фиксиро-
ванном значении F = const получаемое уравнение описывает плос-
кость P , перпендикулярную вектору c = (c1; c2; c3). При F=0 эта
плоскость проходит через начало координат (точку O). Для за-
дачи отыскания максимума целевой функции значение Fmax при
положительных коэффициентах c1, c1 и c3 будет соответствовать
плоскости P, наиболее удаленной от начала координат в направле-
нии вектора c и имеющей общую точку (общие точки) с областью
допустимых решений Ω.
В зависимости от направления вектора c это может быть од-
на из угловых точек O, A, B, C, D, E, одно из ребер многогран-
ника OCDBEA (OC, CD, AB, . . . ) или одна из граней, например
ABDC (в случае, если вектор c перпендикулярен плоскости P1). В
последнем случае будут пропорциональны координаты векторов










Обобщение сказанного на пространство ℜn очевидно. Для этого
достаточно рассмотренные плоскости заменить на гиперплоскости
и записать их уравнения ai1x1 +ai2x2 + . . .+ainxn = bi в пространстве
с n взаимно ортогональными координатными плоскостями xj = 0
(j = 1, n).
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9.9. Каноническая форма задачи ЛП
Для простоты рассуждений будем считать, что ограничения
представляют собой только неравенства. Случаи, когда среди нера-
венств имеются уравнения, будут рассмотрены на примерах реше-
ния частных задач ЛП.
Каноническая форма задачи ЛП отличается от соотношений
(9.4)-(9.6) тем, что в ней неравенства (9.5) путем введения допол-
нительных переменных преобразуются в равенства.
Добавим к первому неравенству системы (9.5) новую перемен-
ную xn+1 такую, которая превращает неравенство в равенство.
Аналогично — ко второму неравенству — переменную xn+2, . . . ,
к последнему неравенству переменную xn+m.
В классической постановке задачи ЛП при F =⇒ max неравен-
ства (9.5) имеют знак ≤. Поэтому все добавляемые переменные
будут неотрицательны. Кроме того, новые переменные фиктив-
ные, поэтому в целевую функцию они входить не будут (войдут с
нулевыми множителями).
В результате придем к канонической форме задачи ЛП:






a11x1 + a12x2 + . . . + a1nxn + xn+1 = b1,
a21x1 + a22x2 + . . . + a2nxn + xn+2 = b2,
· · · · · · · ·




j = 1, (n + m)
´
(9.20)











a11 . . . a1n 1 0 . . . 0
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Полученная путем добавления фиктивных переменных систе-
ма уравнений (9.19) линейно независима потому, что подматрица
коэффициентов, стоящих при введенных фиктивных переменных
(второе равенство для матрицы A), является единичной матрицей
порядка m, равного количеству уравнений.
Пример.




x1 + 2x2 ≤ 4,
2x1 − x2 ≤ 2,
x2 ≤ 3.
x1, x2 ≥ 0.
Р е ш е н и е. Приведенная система состоит из трех неравенств
(без ограничений допустимости) и включает в себя две неизвест-
ные.
К каждому из неравенств добавим по одной положительной




x1 + 2x2 + x3 = 4,
2x1 − x2 + x4 = 2,
x2 + x5 = 3.
xi ≥ 0, (i = 1, 5).
Фигурными скобками выделена система трех (m = 3) уравне-
ний с пятью неизвестными. Решение этой системы можно найти
методом Гаусса-Жордана.




1 2 1 0 0 4
2 −1 0 1 0 2
0 1 0 0 1 3
1
A .
A1 A2 A3 A4 A5 св
Элементарных преобразований над строками матрицы осуще-
ствлять не требуется, так как векторы A3, A4 и A5 образуют еди-
ничную матрицу и, следовательно, соответствующие им перемен-
ные x3, x4 и x5 следует принять за основные, а x1 и x2 – за сво-
бодные. Перенося векторы A1 и A2 в правую часть матрицы P ,
получим общее решение системы уравнений канонической фор-
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Определим частное решение системы уравнений, соответству-
ющее равенству нулю свободных переменных. При x1 = x2 = 0
частное решение системы уравнений примера:





T = (4, 2, 3)T .
Проведенные преобразования позволили выделить базисный
минор, состоящий из векторов-столбцов условий





и представить расширенную матрицу в виде









5 линейно независимы и поэтому
являются базисом системы ограничений.
Выбор базиса системы ограничений определил соответствую-









ком выборе базиса играет роль свободных переменных.
9.10. Свойства решений задач ЛП
Неравенства (9.5) системы ограничений для случая приведе-
ния задачи ЛП к каноническому виду превращаются в систему
уравнений (9.19).
Чтобы задача ЛП имела решение, система ее ограничений (9.19)
должна быть совместной. Совместность уравнений будет обеспе-
чена, если ранг r матрицы ее коэффициентов не меньше ранга
расширенной матрицы (теорема Кронекера-Капелли). В частном
случае, если в задаче ЛП все ограничения представлены в виде
неравенств (равенства в исходной системе отсутствуют), то коли-
чество линейно независимых уравнений приведенной к канони-
ческому виду системы ограничений будет равно рангу матрицы
коэффициентов (количеству уравнений или равному ему количе-
ству добавочных неизвестных m). В то же время общее количество
неизвестных равно n + m. То есть, если система уравнений систе-
мы ограничений совместна, то она в общем случае будет иметь
бесчисленное множество решений.
Запишем ограничения приведенной к каноническому виду за-
дачи ЛП в виде, соответствующем (9.13):
x1A1 + x2A2 + . . . + xnAn + xn+1An+1 + . . . + xn+mAn+m = B. (9.21)
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Здесь Aj = (a1j , a2j , . . . , amj)
T (j = 1, n + m) — векторы-столбцы
матрицы коэффициентов системы ограничений.
Из системы векторов A1,. . . , An, An+1, . . . , An+m можно вы-
брать совокупность максимального количества линейно независи-
мых векторов, образующих базис. Базисов может быть несколь-
ко. Для простоты дальнейших рассуждений будем считать, что
номера векторов Aj (j = 1, m + n) упорядочены так, что послед-
ние m из них An+1, . . . , An+m образуют базис. Нумерация соответ-
ствует тому, что исходная базисная матрица коэффициентов во
многих задачах линейного программирования будет единичной.
Выбранному базису соответствуют базисные переменные (9.21)
xn+1, . . . , xn+m. Тогда оставшиеся переменные x1, x2,. . . , xn будут
относиться к свободным переменным.
Выражая базисные переменные через свободные, получим об-
щее решение системы ограничений. Одним из частных решений
системы ограничений является решение, полученное при условии
равенства нулю всех свободных переменных.
Опорным решением задачи ЛП называется вектор ее допустимо-
го решения при условии, что все свободные переменные равны
нулю. Опорное решение представляет собой совокупность неотри-
цательных координат в разложении (9.21), стоящих множителями
при линейно независимых векторах An+1, An+2, . . . , An+m (базис-
ных векторах):
X = (x1 = 0; . . . ; xm = 0; xm+1; . . . ; xm+n)
T .
Пример. Рассмотрим систему ограничений задачи ЛП, приве-
денную к каноническому виду:

x1 + 2x2 + x3 = 4,
4x1 + x2 + x4 = 8;
(9.22)
xi ≥ 0 (i = 1, 4).



























Векторы X1 = (0; 2; 0; 6)T и X2 = (1; 1; 1; 3)T , как легко в этом убе-
диться, являются допустимыми решениями системы oграничений.
Индексами сверху обозначений векторов решений и векторов
ограничений здесь и в дальнейшем будем обозначать варианты
решений.
Проверим, будут ли векторы X1 и X2 опорными решениями
задачи ЛП.
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В этом случае имеем два вектора условий (векторов коэффи-












Эти векторы линейно независимы. Утверждение справедливо
потому, что для них нельзя подобрать такие коэффициенты λ1 и






Линейная независимость векторов следует и из того, что ранг
матрицы








составленной из двух векторов, равен двум (определитель матри-
цы не равен нулю).






















Эти векторы линейно зависимы. Утверждение справедливо хо-
тя бы потому, что векторы A21 и A
2
2 могут быть представлены в виде













Пара векторов A12 и A
1
4 образует базис в системе четырех век-






4 — не образуют.
Согласно приведенному определению, вектор X1 является опор-
ным решением задачи, а X2 таковым не является.
Теорема 1. Решение Xi задачи ЛП будет опорным в том случае, если в




2, . . . , A
i
m все коэффициенты (переменные xj) неотрицатель-
ны.
Утверждение теоремы следует из условий неотрицательности
переменных задачи.
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Вектор X3 = (0; 8;−12; 0)T удовлетворяет системе уравнений (9.22)












но вектор ограничений B = (4; 8) раскладывается по этому базису,
имея отрицательный коэффициент при A33:
















Поэтому вектор X3 не может рассматриваться в качестве опорного
решения.
Для рассмотренного примера матрица коэффициентов систе-
мы ограничений с помощью элементарных преобразований может
быть приведена к единичной матрице второго порядка:
„
1 2 1 0








Следовательно, ранг матрицы и количество базисных векторов
условий равны 2.
Опорное решение называется невырожденным, если число его
ненулевых координат точно равно рангу матрицы коэффициен-
тов, и вырожденным — в противном случае. В рассмотренном при-
мере X1 и X3 — векторы невырожденных решений, а X2 — вектор
вырожденного решения.
Задача ЛП может иметь несколько (но ограниченное количе-
ство) опорных решений. Одно из опорных решений будет опти-
мальным. Поэтому оптимальное решение следует искать среди
опорных решений.
Справедливо следующее утверждение.
Теорема 2. Если совокупность векторов условий A1, A2, . . . , An+m
содержит m линейно независимых векторов, An+1, An+2, . . . , An+m, то
опорный план
X = (x1 = 0, . . . , xm = 0, xm+1, . . . , xm+n)
T
соответствует крайней точке области допустимых решений Ω.
В справедливости теоремы убедимся на примере задачи ЛП в
ℜ2.
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В этом случае ограничения сводятся к системе двух неодно-
родных линейно независимых уравнений:

a11x1 + a12x2 = b1,
a21x1 + a22x2 = b2.
Решением системы уравнений являются две координаты x1 и x2
точки пересечения двух прямых, представленных системой урав-
нений. Это — угловая точка выпуклой области допустимых реше-
ний задачи.
Для ℜ3 система ограничений сводится к системе трех уравне-
ний с тремя неизвестными. Решение системы дает в общем случае
три координаты угловой точки пересечения трех плоскостей.
Обобщение рассуждений на пространство ℜn убеждает в спра-
ведливости теоремы.
Еще одну теорему, определяющую свойство решения задач ЛП,
приведем без доказательства.
Теорема 3. Если задача ЛП имеет решение, то целевая функция F




Рассмотрим два примера решения задач ЛП, исходные соот-
ношения для которых приведены к каноническому виду.
Пример 1.
F = 5− x1 + x2 =⇒ min;

x1 + 2x2 + x3 = 4,
4x1 + x2 + x4 = 8;
xi ≥ 0, (i = 1, 4).
Запишем уравнения системы ограничений в матричном виде
и преобразуем полученное выражение, выделив в нем единичную
матрицу коэффициентов при основных переменных:
„
1 2 1 0 4




1 0 4 −1 −2
0 1 8 −4 −1
«
.
x1 x2 x3 x4 x3 x4 x1 x2
Отсюда получаем общее решение системы ограничений:
x3 = 4− x1 − 2x2, (9.24)
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x4 = 8− 4x1 − x2. (9.25)
В приведенных преобразованиях в качестве опорного решения
в нулевом приближении выбран вектор X0 = (0, 0, x3, x4)
T , единич-
ные базисные векторы для которого A3 = (1, 0)
T и A4 = (0, 1)
T ли-
нейно независимы и образуют единичную матрицу.
Свободные переменные x1 и x2 будем считать равными нулю.
Тогда частным решением системы ограничений (решением в ну-
левом приближении) будет вектор X0 = (0, 0, 4, 8)T . При найденных
значениях координат вектора решения X0 целевая функция
F 0 = 5− 0 + 0 = 5.
Возникает вопрос: можно ли уменьшить значение F , приблизив
его к минимальному, и если да, то каким образом?
Для ответа на этот вопрос обратимся к исходному выражению
для целевой функции. Переменная x1 входит в выражение для F
с коэффициентом −1. Так как все переменные задачи — неотри-
цательные величины, то уменьшить значение целевой функции
можно, увеличивая значение переменной x1. Такое утверждение
не подходит к переменной x2, которая в нулевом приближении
принята равной нулю, а ее увеличение приведет к росту функции
цели.
Если в решениях (9.24) и (9.25) переменную x2 оставить рав-
ной нулю (этого требует условие минимизации F ), то из условия
неотрицательности переменных x3 и x4 следует, что в выражении
(9.24) x1 может достичь максимального значения x1 = 4 (x3 при
этом станет равной нулю), а в выражении (9.25) может достичь




Из двух предельных величин для x1 следует выбрать меньшее:











Требуемое значение x1 получено из (9.25). Из этого же равенства
выразим новую основную переменную:





Выражение для второй основной переменной получается из
(9.24) заменой x1 на (9.26):
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Запишем выражение для функции цели в первом приближе-
нии:










x4 =⇒ min. (9.28)
При равенстве нулю свободных переменных x2 и x4 получаем
F 1 = 3.
Это значение целевой функции является минимальным, так
как в выражении (9.28) у обеих переменных коэффициенты по-
ложительные. Их увеличение не может привести к уменьшению
значения F .
Пример 2.
F = −x1 − x2 =⇒ min;

−x1 + x2 + x3 = 1,
x1 − 2x2 + x4 = 2;
xi ≥ 0, (i = 1, 4).
Запишем уравнения системы ограничений в матричном виде и
преобразуем полученные выражения, выделив в них единичную
матрицу коэффициентов при основных переменных:
„
−1 1 1 0 1




1 0 1 1 −1
0 1 2 −1 2
«
.
x1 x2 x3 x4 x3 x4 x1 x2
Отсюда получаем общее решение системы ограничений:
x3 = 1 + x1 − x2, (9.29)
x4 = 2− x1 + 2x2. (9.30)
Свободные переменные будем считать равными нулю. Тогда
опорным решением системы ограничений (решением в нулевом
приближении) будет вектор X0 = (0 0 1 2)T . При этих значениях
координат вектора решения целевая функция
F 0 = −0− 0 = 0.
Исходное выражение для целевой функции таково, что рост
обеих входящих в него переменных x1 и x2 будет приближать F
к минимуму. Увеличение переменной x1 ограничено величиной 2,
что следует из равенства (9.30), а переменной x2 — значением 1,
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получаемом из (9.29). При x1 > 2 и x2 > 1 переменные x4 и x3
становятся отрицательными (недопустимыми).
Так как x1 = 2 больше, чем x2 = 1, а эти переменные входят
в выражение для целевой функции с одинаковыми коэффици-
ентами (c1 = c2 = −1), то в качестве новой основной переменной
выбираем x1, а свободной переменной станет x4.
Из (9.30) следует
x1 = 2 + 2x2 − x4. (9.31)
В выражении (9.29) заменим x1:
x3 = 1 + (2 + 2x2 − x4)− x2 = 3 + x2 − x4. (9.32)
Функция цели при новых свободных переменных (в первом
приближении):
F 1 = −(2 + 2x2 − x4)− x2 = −2− 3x2 + x4
равна −2 при x2 = x4 = 0.
Переменную x4 в выражении для F
1 увеличивать нельзя (функ-
ция цели будет расти). Что касается переменной x2, то она может
возрастать неограниченно, ибо в выражения (9.31) и (9.32) она
входит с положительными коэффициентами.
Оптимального решения не существует:
minF → −∞.
Пример 3.
Задачи, рассмотренные в примерах 1 и 2, обобщим, ограничи-
ваясь четырьмя переменными и двумя уравнениями условий:
F = c0 + c1x1 + c2x2 + 0 · x3 + 0 · x4 =⇒ min; (9.33)

a11x1 + a12x2 + 1 · x3 + 0 · x4 = b1,
a21x1 + a22x2 + 0 · x3 + 1 · x4 = b2; (9.34)
xi ≥ 0, (i = 1, 4).
Представление системы ограничений в виде (9.34) (с единич-
ной матрицей при переменных x3 и x4) позволяет выбрать простей-
ший исходный базис A0 = (A3, A4) (базис нулевого приближения) в

















В этом случае общее решение системы уравнений (9.34) примет
вид
x3 = b1 − a11x1 − a12x2, (9.35)
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x4 = b2 − a21x1 − a22x2. (9.36)
При нулевых значениях свободных переменных (x1 = x2 = 0)
из выражений (9.35)–(9.36) получается частное решение для ос-
новных переменных: x3 = b1, x4 = b2. Вектор опорного решения в
нулевом приближении
X0 = (0; 0; x3; x4)
T = (0; 0; b1; b2)
T ,
и целевая функция
F 0 = c0 + c1 · 0 + c2 · 0 + 0 · b1 + 0 · b2 = c0.
Вопрос о необходимости дальнейшего улучшения решения за-
висит от коэффициентов при переменных в целевой функции и в
ограничениях. При этом возможны три случая.
Случай 1. Все коэффициенты при свободных переменных в функции
цели F не отрицательны: c1 ≥ 0; c2 ≥ 0.
В этом случае для любого неотрицательного решения x1 ≥ 0 и
x2 ≥ 0 системы (9.34) c1x1 ≥ 0, c2x2 ≥ 0 имеем F = c0 + c1x1 + c2x2 ≥ c0,
т.е minF = c0 и полученное решение оптимально.
Случай 2. В выражении для F имеется хотя бы одна свободная пе-
ременная xj, коэффициент при которой отрицателен (cj < 0), и среди
коэффициентов a1j, a2j при переменной xj в системе ограничений имеет-
ся хотя бы один отрицательный.
Случай соответствует примеру 1. Для него одну из перемен-
ных xj (x1 или x2) с отрицательным коэффициентом a1j или a2j
переводят в основную. В число свободных переводится та из ос-
новных переменных, которая выражается через xj с отрицатель-
ным коэффициентом. Если оба коэффициента отрицательны, то
в свободные переменные переводится та, для которой отношение
bi
aij
(i = 1, 2) будет минимальным.
«Рокировка» основной и свободной переменных позволяет уве-
личить значение переменной xj, входящей с отрицательным коэф-
фициентом в целевую функцию, тем самым уменьшить F , прибли-
зив ее к минимуму.
Случай 3. В выражении для F имеется свободное неизвестное, коэф-
фициент при котором отрицателен, а все коэффициенты при этом неиз-
вестном в ограничениях (9.34) — не отрицательны.
Случай соответствует примеру 2. Задача не имеет решения, так
как minF → −∞.
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9.12. Симплексный метод
В предыдущем параграфе рассматривались различные случаи
улучшения решения задачи ЛП. Использованные приемы отно-
сятся к простейшему, так называемому симплексному методу или
симплекс-методу (английское «simple» — простой) отыскания ре-
шения задачи ЛП. Суть симплексного метода заключается в сле-
дующем.
Если известна какая-нибудь крайняя точка области Ω и значе-
ние функции цели F (при стремлении ее, например, к максиму-
му) в этой точке, то все точки, в которых значение F меньше най-
денного, в дальнейших улучшениях решения не рассматриваются.
Алгоритм симплексного метода позволяет на последующих шагах
переходить только к тем точкам границы Ω, в которых значение F
ближе к экстремальному. Решение в симплексном методе закан-
чивается при условии, что найденное значение целевой функции
не может быть улучшено.
Симплексный метод базируется на следующем:
— умение задавать начальный опорный план;
— умение переходить к лучшему опорному плану;
— существование признака оптимальности решения.
Рассмотрим подход к организации симплексного метода реше-
ния задачи ЛП, приведенной к каноническому виду. Будем для
определенности находить максимальное значение функции цели
F :








a11x1 + . . . + a1kx2 + . . . + a1nxn + xn+1 = b1,
· · · · · · · ·
al1x1 + . . . + alkx2 + . . . + alnxn + xn+l = bl,
· · · · · · · ·




j = 1, (n + m)
´
.
Представим исходные данные в виде табл. 9.1.
В последней строке (индексной) стоят индексы — взятые с обрат-
ным знаком коэффициенты при неизвестных в целевой функции.
Смысл умножения коэффициентов cj на −1 состоит в том, что
в этом случае при преобразованиях Гаусса-Жордана в последней
строке матрицы в столбце со свободными членами bi получается
значение целевой функции F .
В качестве базисных в исходном (нулевом) приближении удоб-
но выбрать векторы условий, стоящие при переменных xn+1, . . . ,
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Таблица 9.1. Исходные данные задачи ЛП
↓
Aj A1 . . . Ak . . . An An+1 . . . An+l . . . An+m bi Qi
Ai (x1). . .(xk). . .(xn) (xn+1). . .(xn+l). . .(xn+m)




























An+m am1 . . .amk . . .amn 0 . . . 0 . . . 1 bm bm/amk
−cj −c1 . . .−ck . . .−cn 0 . . . 0 . . . 0 F 0 = 0
xn+m, множители при которых равны единицам и поэтому базис
A0 = (An+1, . . . , An+m) = I представляет собой единичную матрицу.
Если среди координат вектора коэффициентов c = (c1, . . . , cn)
имеются положительные (отрицательные значения индексов −cj),
то согласно признаку оптимальности в базис A0, выбранный в ка-
честве исходного, следует ввести новый вектор Ak, которому соот-
ветствует максимальное значение весового коэффициента ck.
Введение в базис нового вектора Ak (над ним в верхней строке
стоит стрелка) должно сопровождаться выводом из этого базиса
вектора An+l (перед ним в левой колонке стоит стрелка), которому








, aik > 0 (i = 1, m). (9.38)
Строку с номером l, столбец с номером k и элемент alk принято
называть направляющими.
Элементы вводимой строки, заменяющей в таблице направля-






j = 1, (n + m)
”
.
Что касается элементов всех других, i-х строк (i 6= l), то для
определения их новых значений используется зависимость




j = 1, (n + m), i = 1, m
”
.
Значения координат вектора ограничений нового опорного ре-
шения можно определить из выражений:
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для i 6= l




Элементы индексной строки −cj преобразуются по формуле






Если наименьшее значение Q не единственное, то для избежа-
ния «зацикливания», которое может иметь место при произволь-
ном выборе базисных векторов, поступают следующим образом.
Вычисляются величины a′ij , которые сопоставляются по столб-
цам слева направо, включая нулевые и отрицательные значения.
Отбрасываются строки с бо́льшими значениями a′ij , и из базиса
исключается соответствующий вектор.
Для использования описанной процедуры симплекс-метода в
задаче ЛП на отыскание минимума целевой функции можно эту
функцию умножить на −1 и затем отыскивать максимум для вновь
полученной целевой функции.
9.13. Пример решения задачи ЛП
Пусть заданы целевая функция
F = 40x1 + 20x2 −→ max
и система ограничений

x1 + 2x2 ≤ 200,
2x1 + x2 ≤ 250;
xj ≥ 0, (j = 1, 2).
Требуется найти такой вектор решения, который обеспечит мак-
симальное значение функции цели.
Р е ш е н и е. Приведем задачу к каноническому виду, добав-
ляя к каждому неравенству системы по дополнительной положи-
тельной неизвестной x3 и x4 и превращая тем самым неравенства
в равенства:
F = 40x1 + 20x2 + 0x3 + 0x4 −→ max;
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
x1 + 2x2 + x3 + 0x4 = 200,
2x1 + x2 + 0x3 + x4 = 250;
xj ≥ 0 (j = 1, 4).
Представим данные задачи и ее дальнейшее решение в виде
табл. 9.2–9.4.
Таблица 9.2. Исходная таблица задачи
↓
Ai\Aj A1 A2 A3 A4 bi Qi
A3 1 2 1 0 200 200 −N2/2
← A4 2 1 0 1 250 125 :2
−cj −40 −20 0 0 F
0 = 0 +20N2
В исходном (нулевом) приближении базисными векторами усло-
вий задачи (векторами, координаты которых образуют единич-











; A0 = (A3, A4).
В этом случае опорным решением задачи в нулевом прибли-







T = (0; 0; 200; 250)T .
Этому решению соответствует значение целевой функции:








4 = 40 · 0 + 20 · 0 + 0 · 200 + 0 · 250 = 0.
Так как среди весовых коэффициентов cj (j = 1, 4) имеются
положительные (отрицательные значения индексной строки таб-
лицы), то должно существовать большее, чем F 0 = 0, значение
целевой функции.
Новый базисный вектор должен соответствовать максималь-
ному значению весового коэффициента. Это значение (c1 = 40), и






вектора условий, который необходимо удалить из базиса, найдем
минимум отношений bi/ai1, то есть отношений координат вектора
























Значению a21 = 2, взятому в таблице в рамку и находящемуся
на второй строке матрицы коэффициентов, соответствует единич-
ное значение находящейся на этой же строке координаты базис-
ного вектора A4, который и требуется удалить из числа базисных.
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Этот факт отмечен стрелкой, стоящей перед вектором A4 в левом
столбце таблицы.
Далее используем преобразования Гаусса-Жордана (действия
над строками указаны в правом столбце таблицы) для преобразо-






в нуль весового коэффициента c1.
Таблица коэффициентов матрицы условий преобразуется к ви-
ду, приведенному в табл. 9.3 (первая итерация симплекс-метода).
Таблица 9.3. Таблица задачи, итерация 1
Ai\Aj A1 A2 A3 A4 bi
A3 0 3/2 1 −1/2 75
A1 1 1/2 0 1/2 125
∆j − cj 0 0 0 20 F
1 = 5000
Базисом первого приближения является пара векторов условий
A1 и A3, образующих в совокупности единичную матрицу:






Коэффициенты, стоящие в последней строке таблицы, позво-
ляют представить выражение для целевой функции в виде
F 1 = 5000− 20x4,
и при равенстве нулю свободной переменной x4: F
1 = 5000.
Опорное решение задачи на этой итерации соответствует векто-







T = (125; 0; 75; 0)T , что позволяет определить
значение целевой функции по ее первоначальному виду:








4 = 40·125 + 20·0 + 0·75 + 0·0 = 5000.
Значение совпадает с полученным выше.
Среди весовых коэффициентов целевой функции (последняя,
индексная строка табл. 9.3) в результате проделанного преобразо-
вания не оказалось отрицательных (среди коэффициентов функ-
ции F отсутствуют положительные). Поэтому дальнейшее улуч-
шение решения невозможно.
На основании признака оптимальности делаем заключение:
Fmax = F
1 = 5000.
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Замечание. Наличие одного «лишнего» нуля в строке индексов
(больше двух для ранга матрицы коэффициентов, равного двум)
говорит о неоднозначности опорного решения. Действительно, ес-
ли в качестве базиса для определения опорного решения выбрать
векторы A1 и A2
`
A2 = (A1, A2)
´
, то табл. 9.2 преобразуется в табл.
9.4.
Таблица 9.4. Решение задачи, итерация 2
Ai\Aj A1 A2 A3 A4 bi
A2 0 1 2/3 −1/3 50
A1 1 0 −1/3 2/3 100
∆j − cj 0 0 0 20 F
2 = 5000















ной в табл. 9.4, соответствует вектору







T = (100; 50; 0; 0)T ,
что позволяет определить значение целе-
вой функции:









= 40 · 100 + 20 · 50 + 0 · 0 + 0 · 0 = 5000 = Fmax.
Так как среди индексов отсутствуют от-
рицательные, то целевая функция равна
своему максимальному значению, которое
совпадает с полученным значением для пер-
вой итерации.
Решение задачи неоднозначно. Разные варианты вектора ре-
шения приводят к одному значению целевой функции.
Если решить эту задачу графическим методом (наличие только
двух переменных позволяет это сделать), то в результате постро-
ений приходим к изображению, показанному на рис. 9.6.
Прямые, соответствующие постоянным значениям функции це-
ли при различных значениях целевой функции, будут параллель-
ны AB.
Значение Fmax соответствует наибольшему удалению прямой
40x1 + 20x2 = const от начала координат в направлении нормали
c = (40, 20) при условии, что эта прямая принадлежит множеству
Ω допустимых значений (четырехугольнику CABO).
Таким условиям удовлетворяет прямая, совпадающая с AB. Ко-
ординаты любой точки, лежащей на отрезке AB, будут соответ-
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ствовать Fmax = 5000. Действительно, точка B(125; 0) соответству-
ет решению задачи на первой итерации (табл. 9.3), т.е вектору
X1 = (125; 0; 75; 0)T , а точка A(100; 50) — решению задачи во втором
приближении (табл. 9.4), т.е вектору X2 = (100; 50; 0; 0)T .
Решение в нулевом приближении соответствует значению функ-
ции цели в начале координат: F 0 = F (0, 0) = 0.
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aijxj ≤ bi (i = 1, m, bi ≥ 0) превращало
эти ограничения в систему линейных алгебраических уравнений
(9.37) c единичным опорным базисом и положительными правы-
ми частями. Характерной особенностью таких уравнений являет-
ся то, что их правые части — положительные величины, и ис-
ходное опорное решение равно правым частям уравнений: X0 =
(xn+1, . . . , xn+m)
T = (b1, . . . , bm)
T = B. В этом случае говорят, что огра-
ничения задачи ЛП имеют предпочтительный вид.
Ограничения будут иметь непредпочтительный вид, если перед
коэффициентами их правой части (bi) стоят знаки, противополож-
ные знакам при фиктивных переменных.
Для решения задач ЛП с ограничениями, имеющими непред-
почтительный вид, применяют метод искусственного базиса
(M-метод). Суть его заключается в следующем.
Пусть задача ЛП представляется в виде математической моде-
ли:




a11x1 + . . . + a1nxn + xn+1 = b1,
. . . . . . . . . . . .





ak+1,1x1 + . . . + ak+1,nxn − xn+k+1 = bk+1,
. . . . . . . . . . . . . . .
am1x1 + . . . + amnxn − xn+m = bm;
(9.41)
xj ≥ 0, (j = 1, n+m). (9.42)
Часть базисных векторов опорного решения имеют отрицатель-
ные координаты — множители при фиктивных неизвестных в си-
стеме уравнений (9.41) равны −1. Система ограничений имеет не-
предпочтительный вид.
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Прибавим к левым частям ограничений (9.41) положительные




ak+1,1x1 + . . . + ak+1,nxn − xn+k+1 + w1 = bk+1,
. . . . . . . . . . . . . . .
am1x1 + . . . + amnxn − xn+m + wm−k = bm.
(9.43)
Вместе с переменными xn+1, . . . , xn+k они дают возможность пред-
ставить базис исходного опорного решения в виде единичной мат-
рицы.
Переменные w1, . . . , wm−k добавляются к целевой функции с
коэффициентами ±M (−M — при отыскании максимума и +M —
при отыскании минимума):
F = c1x1 + . . . + cnxn −M(w1 + . . . + wm−k) → max
F = c1x1 + . . . + cnxn + M(w1 + . . . + wm−k) → min .
(9.44)
Множитель M в целевых функциях — это достаточно большая
постоянная, настолько большая, что если хотя бы одна из пере-




cixi. Отсюда следует, что приемлемое решение за-
дачи ЛП будет иметь место только в случае, когда переменные
wi = 0 (i = 1, m− k).
Заметим, что в силу произвольности множителя M наряду с
целевой функцией F можно получить оптимальное решение зада-
чи, добиваясь выполнения условий экстремальности функции
F̃ = −M(w1 + . . . + wm−k) → max,
F̃ = M(w1 + . . . + wm−k) → min .
(9.45)
Пример. Найти решение задачи ЛП:




x1 + x2 ≥ 6,
x1 + 3x2 ≥ 12,
x1, x2 ≥ 0.
Р е ш е н и е. Дополнительные переменные будем обозначать
для наглядности различными буквами. Для превращения нера-
венств системы ограничений в равенства из их левых частей необ-
ходимо вычесть положительные переменные v1 и v2. Однако базис
опорного решения получаемой при этом системы уравнений не
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Таблица 9.5. Симплекс-таблицы
x1 x2 v1 v2 w1 w2 bi Qi
w1 1 1 −1 0 1 0 6 3 −N2/3
← w2 1 3 0 −1 0 1 12 2 : 3
−cj=−M −M −M +M(N1+N2)
∆j−cj 2M 4M −M −M 0 0 18M −4MN2/3
← w1 2/3 0 −1 1/3 1 −1/3 2 3 ·3/2
x2 1/3 1 0 −1/3 0 1/3 4 12 −N1/2
∆j−cj 2M/3 0 −M M/3 0 −4M/3 2M −MN1
x1 1 0 −3/2 1/2 3/2 −1/2 3
x2 0 1 1/2 −1/2 −1/2 1/2 3
∆j−cj 0 0 0 0 −M −M 0
образует единичной матрицы (перед переменными стоит минус).
Используем для решения метод искусственного базиса. Следуя
ему, представим математическую модель задачи в виде




x1 + x2 − v1 + w1 = 6,
x1 + 3x2 − v2 + w2 = 12,
x1, x2, v1, v2, w1, w2 ≥ 0.
.
Решение проведем с использованием симплекс-таблиц. При пер-
вом преобразовании табл. 9.5 индексная строка, состоящая только
из взятых с обратным знаком множителей M при переменных w1
и w2, преобразуется так, чтобы на местах этих множителей сто-
яли нули. Необходимые для этого преобразования над строками
таблицы показаны в последнем столбце напротив строки индексов
−cj = −M . В результате преобразований получена следующая за
упомянутой строка индексов ∆j − cj.
После трех итераций, потребовавшихся для решения задачи,
процесс определения оптимального опорного решения завершает-












T = (3, 3, 0, 0, 0, 0)T
является равенство коэффициентов индексной строки соответству-
ющим коэффициентам исходной симплекс-таблицы.
Подставляя значения координат оптимального решения в функ-
цию цели, найдем ее минимальное значение:
Fmin = 2 · 3 + 3 + M(0 + 0) = 9.
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9.15. Двойственность в задачах ЛП.
Задача торга
Пусть работа предприятия характеризуется векторами удель-
ных прибылей (весовых или ценовых коэффициентов, определя-
ющих стоимость единиц продукции) C = (c1; c2; . . . ; cn)
T и запасов
ресурсов B = (b1; b2; . . . ; bm)
T . Кроме того, известна технологиче-
ская матрица A = (aij) (i = 1, m, j = 1, n), где aij – количество i-го
ресурса, идущего на производство единицы j-й продукции. Рацио-
нальная организация работы предприятия сводится к задаче ЛП,
оптимизирующей план производства X = (x1; x2; . . . ; xn)
T , который
делает прибыль максимальной:






a11x1 + a12x2 + . . . + a1nxn ≤ b1,
a21x1 + a22x2 + . . . + a2nxn ≤ b2,
· · · · · · · ·
am1x1 + am2x2 + . . . + amnxn ≤ bm;
(9.46)
xj ≥ 0 (j = 1, n).
Некоторая заинтересованная фирма предложила руководству
предприятия продать ей сырье B по цене, определяемой векто-
ром Y = (y1; y2; . . . ; ym)
T , такой, что за все сырье фирма предлага-
ет выплатить предприятию сумму, составляющую Φ(Y ) = Y T B =
y1b1 + y2b2 + . . . + ymbm. Если Φ(Y ) будет не меньше суммы F (X),
получаемой предприятием от производства продукции, то пред-
приятие согласится с предложением фирмы.
В процессе торга предприятие будет стремиться к тому, чтобы
выручка от продажи сырья, идущего на производство j-го вида
продукции, была не меньше стоимости cj этого вида продукции,
т.е:
y1a1j+y2a2j+ . . . +ymamj≥cj , (j = 1, n).
Что касается фирмы (покупателя сырья), то она в процессе
торга будет стараться добиться того, чтобы Φ(Y ) была как можно
меньше.
Удовлетворить запросы фирмы с учетом интересов предприя-
тия можно, решив задачу ЛП:






a11y1 + a21y2 + . . . + am1ym ≥ c1,
a12y1 + a22y2 + . . . + am2ym ≥ c2,
· · · · · · · ·
a1ny1 + a2ny2 + . . . + amnym ≥ cn;
(9.47)
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yi ≥ 0 (i = 1, m).
Задача (9.47) называется двойственной задачей ЛП по отно-








a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .



































































перепишем (9.46) и (9.47) в матричном виде:
F (X) = CT X ⇒ max; Φ(Y ) = BT Y ⇒ min;
AX ≤ B; AT Y ≥ C;
X ≥ Θ. Y ≥ Θ.
(9.48)
Соотношения (9.48) представляют собой симметричную пару двой-
ственных задач. Эти соотношения имеют общий вид для любых за-
дач ЛП, не обязательно относящихся к задачам торга.
Отметим особенности пары двойственных задач.
1. Тип экстремума меняется на противоположный при переходе
от одной задачи к другой.
2. Типы неравенств в системах ограничений двух взаимно двой-
ственных задач противоположны.
3. Свободные члены вектора B исходной задачи становятся ко-
эффициентами при переменных в целевой функции двой-
ственной задачи.
4. Коэффициенты при переменных целевой функции исходной
задачи становятся свободными членами в неравенствах си-
стемы ограничений двойственной задачи.
5. Каждый j-й столбец коэффициентов aij (i = 1, m) в системе
ограничений исходной задачи формирует коэффициенты j-й
строки системы ограничений двойственной задачи. Строки
матрицы A исходной задачи становятся столбцами матрицы
AT двойственной задачи.Поэтому в матричной записи исход-
ной задачи стоит матрица A, а в двойственной задаче — AT .
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6. Каждой переменной вектора X исходной задачи ставится в
соответствие переменная вектора Y двойственной задачи по
схеме:
x1 x2 . . . xn xn+1 . . . xn+m
l l . . . l l . . . l
ym+1 ym+2 ym+n y1 . . . ym
Аналогично пунктам 1–6 формулируются свойства перехода от
двойственной задачи к исходной. Поэтому две записанные в ви-
де (9.48) задачи являются взаимно двойственными. Любую их них
можно принять за исходную, тогда вторая задача будет двойствен-
ной по отношению к исходной.
Отметим, что при формулировке исходной и двойственной за-
дач неравенства ≥ в системе ограничений должно соответствовать
задаче отыскания минимума целевой функции, а ≤ — максимума.
Если в каком-то из ограничений знак неравенства отличен от тре-
буемого, то это неравенство следует умножить на −1, после чего
поменять знак неравенства на противоположный.
Пример. Для задачи ЛП:




2x1 − x2 ≥ 4,
1− 3x1 + 2x3 ≤ 0,
xj ≥ 0 (j = 1, 3)
составить двойственную задачу.
Р е ш е н и е. В исходной задаче целевая функция стремится
к минимуму. Поэтому во всех ограничениях делаем неравенства
со знаком ≥:




2x1 − x2 ≥ 4,
3x1 − 2x3 ≥ 1,
xj ≥ 0 (j = 1, 3).
Теперь, следуя требованиям пунктов 1-6, составляем двойствен-
ную задачу:






2y1 + 3y2 ≤ 5,
−y1 ≤ 2,
−2y2 ≤ −3,
y1 ≥ 0, y2 ≥ 0.
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Нетрудно убедиться в том, что записанная исходная задача яв-
ляется двойственной по отношению к полученной.
9.16. Теоремы двойственности
Рассмотрим пару двойственных задач (9.48). Используя пред-
ставленные в них соотношения, запишем последовательные нера-
венства:
F (X) = CT X ≤ (Y T A)X = Y T (AX) ≤ Y T B = Φ(Y ).
Выписанная цепочка неравенств позволяет записать соотноше-
ние между целевыми функциями исходной и двойственной задач
(F → max, Φ→ min):
F (X) ≤ Φ(Y ). (9.49)
Это соотношение называют основным неравенством теории двой-
ственности.
С экономической точки зрения неравенство (9.49) можно трак-
товать следующим образом. С точки зрения производителя доход,
который он может получить от продажи ресурсов, идущих на из-
готовление единицы продукции, должен быть не меньше, чем вы-
ручка от реализации единицы произведенной продукции. Ни один
допустимый план производства не может извлечь из запасенных
ресурсов больше, чем они того стоят.
Существует критерий оптимальности допустимых решений. Для
того чтобы допустимые решения X∗ и Y∗ исходной и двойственной за-
дач (9.48) были оптимальными, необходимо и достаточно, чтобы целевые
функции этих задач были равны.
Сформулируем без доказательства две теоремы двойственно-
сти.
Теорема 1. Если одна из двойственных задач ЛП имеет оптималь-
ное решение, то и другая задача имеет оптимальное решение. При этом
экстремальные значения целевых функций будут равны.
По отношению к задаче планирования эта теорема утверждает,
что только оптимальный план извлекает из ресурсов точно столь-
ко, сколько они стоят.
Теорема 2. Для того чтобы допустимые решения X∗ исходной и Y∗
двойственной задач ЛП были оптимальными, необходимо и достаточно
выполнения соотношений:
1. Y T∗ (B −AX∗) = 0 и XT∗ (C −AT Y∗) = 0.
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Последние две пары соотношений будут выполнены, если вы-
полняются соотношения:











i = cj .
Равнозначность исходной и двойственной задач ЛП иногда да-
ет возможность быстрее и проще получить решение задачи ЛП,
заменяя ее на двойственную.
Пример. Найти решение задачи ЛП:




x1 + x2 ≤ 1,
−x1 − x3 ≤ 2,
xj ≥ 0 (j = 1, 3).
В этой задаче три переменных, поэтому решить ее графиче-
ским способом на плоскости нельзя. Перейдем к двойственной за-
даче:






y1 − y2 ≥ 0,
y1 ≥ 4,
−y2 ≥ −8,
y1 ≥ 0, y2 ≥ 0.
В двойственную задачу входят две переменные. Ее решение,
которое может быть найдено графическим методом: y1 = 4, y2 = 0
и Φ(4; 0) = 4.
Используя теорему 2 двойственных задач, определим решение
исходной задачи. Соотношения третьей группы говорят о том, что
если оптимальное значение некоторой переменной задачи строго
больше нуля, то соответствующее ограничение двойственной за-
дачи должно быть равенством на компонентах ее оптимального
решения.
И обратно: если ограничение исходной задачи является стро-
гим неравенством на компонентах оптимального решения, то оп-
тимальное значение двойственной переменной должно быть равно
нулю.
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Так как первое и третье ограничения двойственной задачи есть
строгие неравенства, то x1 = 0 и x3 = 0. Так как y1 > 0, то это значит:
x1 + x2 = 1. Поэтому x2 = 1.
9.17. Резюме
Возникший в ответ на потребности оптимизировать экономиче-
ские процессы аппарат линейного программирования в настоящее
время повсеместно применяется в различных областях человече-
ской деятельности.
Мировая практика создала комплексы вычислительных про-
грамм, построенных на основе методов линейного программиро-
вания и широко используемых для решения многих оптимизаци-
онных задач.
Основными компонентами математической модели задачи ЛП
являются:
— функция цели, которая в процессе решения задачи должна при-
нять минимальное или максимальное из возможных значений;
— ограничения, которые в пространстве переменных задачи обра-
зуют выпуклый многогранник.
Совокупность координат вектора решения задачи ЛП образует
план решения.
Оптимальное решение обязательно должно находиться на гра-
нице области ограничений (условий).
При решении задач ЛП, в математические модели которых
входят только две переменные, эффективным является графи-
ческий метод. При количестве неизвестных, большем двух, для
отыскания решения обычно используется симплексный метод.
Важным подспорьем при анализе решения задач ЛП являет-
ся использование свойств задач, двойственных по отношению к
исходным.
Разработанный подход к решению задач ЛП в настоящее время
распространен на задачи нелинейные (нелинейное программиро-
вание).
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9.18. Вопросы
1. Как определить множество решений одного неравенства с
двумя переменными?
2. Что такое пробная точка?
3. Что представляет собой система неравенств на плоскости?
4. Как определить угловые точки на множестве решений нера-
венств с двумя переменными?
5. Что собой представляет задача ЛП?
6. Как выглядит математическая модель задачи ЛП в общем
виде? в классической постановке? в канонической форме?
7. Что такое целевая функция? ограничения? допустимые ре-
шения?
8. Как перейти от классической к канонической форме задачи
ЛП?
9. Что такое опорное решение (план) задачи ЛП?
10. Что собой представляет базис для системы ограничений и
как удобно его формировать на исходной итерации?
11. Как выглядит и какими свойствами обладает ОДЗ системы
ограничений на плоскости? функция цели?
12. В каких точках Ω следует искать экстремальные значения
функции цели?
13. В каких случаях задача ЛП не имеет решения?
14. Как определить вектор условий, который на очередной ите-
рации следует вывести из разряда базисных? ввести в разряд
базисных?
15. По каким признакам можно установить оптимальность целе-
вой функции?
16. На задаче торга поясните смысл двойственности в задачах
ЛП.
17. Перечислите правила формирования двойственной задачи ЛП
по отношению к исходной:
— как изменяются, и изменяются ли, знаки неравенств и экс-
тремума?
— что происходит с матрицей коэффициентов?
— как определить число переменных в двойственной задаче?
число ограничений?
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— какую функцию в двойственных задачах выполняют по-
стоянные правых частей системы ограничений исходной за-
дачи? коэффициенты при неизвестных?
— какое соответствие имеется между переменными исходной
и двойственной задач?
18. Как связаны между собой экстремальные значения целевых
функций двойственной и исходной задач?





1. Что собой представляет область допустимых решений?
2. Как определить, будет ли множество допустимых решений
выпуклым?
3. Как определить множество решений одного неравенства с
двумя переменными?
4. Что такое пробная точка?
5. Что представляет собой система неравенств на плоскости?
6. Как определить угловые точки на множестве решений нера-
венств с двумя переменными? с тремя переменными?
7. Что собой представляют границы множеств решений систе-
мы неравенств в пространстве ℜn?
8. Как в формуле изменить знак неравенства на противополож-
ный?
Задачи
Определить, принадлежат ли пробные точки, в частности начало ко-
ординат, полуплоскостям (полугиперплоскостям), задаваемым неравенст-
вами.
1. 2x1 + x2 − 1 > 0.
Р е ш е н и е. Подставим координаты точки O(0,0) в левую часть
неравенства: 2·0+0−1 < 0. Изменение знака исходного неравенства
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на противоположное говорит о том, что начало координат не при-
надлежит полуплоскости, описываемой заданным неравенством.
2. 3x1 + 4x2 − 2x3 + x4 ≤ 0.
Р е ш е н и е. В левую часть неравенства подставим координаты
точки O(0,0,0,0): 3 · 0 + 4 · 0− 2 · 0 + 0 = 0. Точка O удовлетворяет ис-
ходному неравенству и потому принадлежит полугиперплоскости,
определяемой этим неравенством.
Начало координат принадлежит границе области, задаваемой
однородной функцией и определяемой нестрогим неравенством,
так как нулевые координаты обращают неравенство в равенство.




2x + y ≤ 4,
2x + 5y < 10.
Р е ш е н и е. На координатной плоскости строим прямые 2x+y=4
и 2x+5y=10.
Подставим в заданные неравенства координаты пробной точки
O(0, 0):

















O 1 2 3 4 5
x−2y=0
2x−y=−2б)
Рис. 9.7. Графики решений: а) задача 3; б) задача 4
Неравенства удовлетворяются, поэтому начало координат вхо-
дит в область значений переменных, определяемую ими.
Если речь идет о допустимых значениях переменных, то к ис-
ходным неравенствам необходимо добавить условия их неотрица-
тельности:
x ≥ 0, y ≥ 0.
Проведенный анализ позволяет выделить область допустимых
значений переменных. Эта область ограничена на на рис. 9.7,а
жирным четырехугольником. Одна из границ (та, которая не вхо-
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дит в область определения переменных) помечена на рисунке пунк-
тиром.
Координаты угловых точек построенного четырехугольника оп-











2x + y = 4,










2x− y ≥ −2,
x− 2y < 0.
Р е ш е н и е. К заданным неравенствам добавляем неравенства
неотрицательности переменных:
x ≥ 0, y ≥ 0.
Строим прямые, описываемые уравнениями:
2x− y = −2 и x− 2y = 0.
Подставим координаты начала координат в неравенства:
2 · 0− 0 > −2, 0− 2 · 0 = 0.
Второе неравенство не удовлетворяется — начало координат
лежит на прямой x − 2y = 0, но сама прямая не входит в область
допустимых неравенствами значений переменных.
Для пробной точки A(0; 2) второе неравенство удовлетворяется
(0− 2 · 2 < 0), следовательно, ОДЗ лежит выше прямой x− 2y < 0.
Еще одной особенностью области допустимых значений задачи
является то, что эта область, ограниченная на рис. 9.7,б жирными
линиями и пунктиром, не ограничена.
Угловая точка области допустимых решений — это точка A(0, 2)
пересечения прямых 2x−y = −2 и x = 0 (ось ординат). Точка O(0; 0)
не входит в ОДЗ.
5. x + y ≤ −2.
Р е ш е н и е. Характерной особенностью задачи является то, что
координаты точки O(0, 0) (рис. 9.10,а) не входят в полуплоскость,
определяемую исходным неравенством: 0 + 0 > −2, но не ≤ −2.
Область, описываемая условиями положительности перемен-
ных (x ≥ 0 и y ≥ 0), не лежит в полуплоскости x + y ≤ −2. Поэтому





















Рис. 9.8. Графики решений: а) задача 5; б) задача 6







2x− y ≥ −2,
x + 2y ≤ 8,
x− y ≤ 1,
x < 2.
Р е ш е н и е. К записанным неравенствам прибавляем условия
положительности переменных: x ≥ 0, y ≥ 0.
На рис. 9.10,б изображены прямые, соответствующие уравне-
ниям:
AB : 2x− y = −2, DE : x− y = 1,
BC : x + 2y = 8, EO : y = 0,
CD : x = 2, OA : x = 0.
Пробная точка — начало координат — позволяет определить
полуплоскости для всех неравенств. Образованная область допу-
стимых значений переменных, удовлетворяющих всем неравен-
ствам, очерчена жирными линиями многоугольника OABCDE.
Прямая CD, соответствующая строгому неравенству, не входит в
область значений переменных и на рисунке отмечена пунктиром.
Угловые точки области, получаемые в результате совместно-
го решения пар уравнений для пересекающихся прямых, имеют
координаты:
A(0; 2), B(0,8; 3,6), E(1; 0), O(0; 0).
К точкам C(2; 3) и D(2; 1) ОДЗ только стремится, но не включает
их.
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Задачи для самостоятельного решения
Найти и изобразить на координатной плоскости множество ре-
шений систем неравенств. Выделить из этих систем множества
допустимых решений. Определить координаты угловых точек.
1. x1 < 3; x2 ≥ 2. 2. x1 + 2x2 < 4. 3. 2x1 + x2 < 0.
4.







2x1 − 3x2 + 6 > 0,
x1 − 2x2 ≥ 0,
x1 < 2.
Т Е М А 9.2
(§ 9.4–9.11 теории)




1. Что собой представляет задача ЛП?
2. Как выглядит математическая модель задачи ЛП в общем
виде? в классической постановке? в канонической форме?
3. Что такое целевая функция? ограничения? допустимые ре-
шения?
4. Как перейти от классической к канонической форме задачи
ЛП?
5. Как установить факт линейной независимости системы огра-
ничений?
6. Что такое опорное решение (план) задачи ЛП?
7. Что собой представляет базис для системы ограничений и
как удобно его формировать на исходной итерации?
8. Как выглядит и какими свойствами обладает ОДЗ системы
ограничений на плоскости? функция цели?
9. В каких точках ОДЗ системы ограничений следует искать
экстремальные значения функции цели?
10. В каких случаях задача ЛП не имеет решения?
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Задачи
1. Предприятие изготавливает два вида продукции: A и B. Для
их производства используются три вида сырья: органическое (О),
неорганическое (Н) и краситель (К). Данные о наличии сырья
на предприятии, его нормы расхода и цены готовой продукции
представлены в таблице.
Тип Расх. сырья Запас
сырья A B сырья
О 30 25 4500
Н 40 30 3500
К 5 3 100
Цена 250 300
Не принимая во внимание
спрос, составить математиче-
скую модель задачи ЛП по опре-
делению плана выпуска продук-
ции, приносящего предприятию
максимальную прибыль.
Р е ш е н и е. Обозначим через
x1 количество выпускаемой про-
дукции типа A; x2 – типа B.
Целевая функция равна сумме произведений цены товара на
объем ее выпуска. Эта величина должна стремиться к максимуму:
F = c1x1 + c2x2 = 250x1 + 300x2 =⇒ max .
Центральная часть таблицы представляет собой данные рас-
хода сырья на единицу выпускаемой продукции. Например, на
выпуск единицы продукции типа B расходуется a12 = 25 единиц
органического (О) сырья. Суммарный расход сырья (О) на про-
изводство продукции типов A и B не должен превышать запасов
этого сырья b1 = 4500. Поэтому
a11x1 + a12x2 ≤ b1,
или
30x1 + 25x2 ≤ 4500.
Аналогичные неравенства запишем для ограничений по расхо-
ду сырья (Н) и (К):
40x1 + 30x2 ≤ 3500,
5x1 + 3x2 ≤ 100.
Выписанные соотношения вместе с условиями неотрицатель-
ности количеств выпускаемой продукции
x1 ≥ 0, x2 ≥ 0
составляют математическую модель задачи.
2. Математическая модель задачи ЛП представлена в виде со-
отношений:
F = x1 + x2 → max;
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
−3x1 + x2 ≥ −1,
2x1 + x2 ≤ 2;
x1 ≥ 0, x2 ≥ 0.
Требуется:
а) записать уравнения в классическом и каноническом видах;
б) определить ранг системы ограничений;
в) записать выражения для всех возможных базисных векторов.
Р е ш е н и е.
а) Для классической формы задачи ЛП характерно то, что це-
левая функция стремится к максимуму (минимуму), а в системе
ограничений соответственно должны стоять знаки ≤ (≥) или <
(>). Если в каком-либо соотношении это требование не выполня-
ется, то все слагаемые умножаются на −1, что приводит к смене
знаков неравенств и (или) экстремумов на противоположные. Сле-
дуя сказанному, запишем задачу ЛП в классической форме:
F = x1 + x2 → max;

3x1 − x2 ≤ 1,
2x1 + x2 ≤ 2;
x1 ≥ 0, x2 ≥ 0.
Для приведения задачи ЛП к каноническому виду достаточно
к неравенствам системы ограничений классической формы зада-
чи ЛП прибавить недостающие до равенств положительные неиз-
вестные:
F = x1 + x2 → max;

3x1 − x2 + x3 = 1,
2x1 + x2 + x4 = 2;
xi ≥ 0 (i = 1, 4).




3 −1 1 0
2 1 0 1
«
.
Ранг этой матрицы равен двум, так как она включает в себя
единичную подматрицу второго порядка (два последних столбца),
определитель которой отличен от нуля.
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Любые два из этих векторов (таких сочетаний 6):
A1 = (A1, A2), A
2 = (A1, A3), A
3 = (A1, A4),
A4 = (A2, A3), A
5 = (A2, A4), A
6 = (A3, A4)
линейно независимы, так как определители составленных из них





































































Следовательно, любые приведенные пары векторов могут быть
выбраны в качестве исходного базиса. Тем не менее удобнее все-
го в качестве исходного базиса выбрать A6 = (A3 A4). Его матри-
ца единичная и соответствующее этому базису опорное решение
(опорный план): X6 = (0, 0, x3, x4)
T = (0, 0, 1, 2)T .
Ненулевые значения векторов этого опорного решения равны
правым частям уравнений ограничений.
Графическим методом решить задачи ЛП
3. Для задачи пункта 2 найти максимальное и минимальное
значения функции цели.
Р е ш е н и е. Построим на плоскости с декартовыми координата-
ми x1 и x2 прямые, соответствующие неравенствам ограничений и













Используя пробную точку O(0, 0) и неравенства x1 ≥ 0 и x2 ≥ 0,
определяем ОДЗ (выделена на рисунке жирными линиями).
При фиксированном значении F = C уравнение C = x1+x2 пред-
ставляет собой прямую с вектором c = (1, 1), перпендикулярным к
ней. При положительных множителях при переменных вектор c
направлен в сторону возрастания функции F .
Значение функции F зависит от удаленности прямой x1+x2 = C
от начала координат в направлении вектора c. Координаты x1 и
x2, удовлетворяющие прямой F = C, должны принадлежать Ω, в
частности, лежать на ее границе. Точкой из Ω, максимально уда-
ленной от начала координат в направлении c, является точка A с
координатами (0, 2). Поэтому
Fmax = FA = 0 + 2 = 2.
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Еще одна угловая точка многоугольника ОДЗ совпадает с на-
чалом координат. В этой точке функция цели имеет минимум:
Fmin = FO = 0 + 0 = 0.










Рис. 9.9. Задача 3
ницы Ω, как, впрочем, и в любой внут-
ренней точке ОДЗ, функция цели бу-
дет принимать промежуточные между
Fmin и Fmax значения. Так, в угловой
точке B(0,6; 0,8): FB = 0,6 + 0,8 = 1,4; во
внутренней точке M(0,5; 1): FB = 0,5+1 =
1,5.
4.
F = 2x1 + x2 → max;

−2x1 + x2 ≤ 1,
x1 − x2 ≤ 1;
xi ≥ 0 (i = 1, 2).










−1 = 1; xi = 0 (i = 1, 2)
и вектор c = (2; 1).
На рис. 9.10,а ОДЗ, полученная методом пробных точек, вы-
делена жирными линиями. Эта область безгранична. При неогра-
ниченном удалении от начала координат в направлении вектора
c прямая 2x1 + x2 = const, перпендикулярная c, будет пересекать


















Рис. 9.10. Графики решений: а) задача 4; б) задачи 5-7
5. Найти экстремальные значения функции цели, если
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3x1 + 4x2 ≤ 12,
3x1 + x2 ≥ 3,
x1 − x2 < 1;
x1 ≥ 0, x2 > 1.













x1 − x2 = 1 (CB); x2 = 1 (DC); x1 = 0 (ось x2).
На рис. 9.10,б ОДЗ выделена жирными линиями.



















− ε (ε → 0). Что касается минимального значения функции
цели, то оно достигается в любой точке прямой AD, перпендику-
лярной вектору c = (3, 1) и совпадающей с прямой FAD = 3x1 + x2.






: FD = 3 · 2
3
+ 1 = 3 = Fmin. То же зна-
чение имеет функция цели в точке A(0; 3): FA = 3 · 0 + 1 · 3 = 3.
6. Решить задачу пункта 5 при условии, что в математической
модели знак неравенства < заменен на равенство:
x2 = 1.
Р е ш е н и е. При строгом равенстве в одном из ограниче-
ний точки ОДЗ обязательно должны лежать на соответствующей
прямой. Поэтому решение задачи необходимо искать в граничных
точках отрезка DC.
В точке D значение функции найдено в задаче 5 (FD = Fmin = 3).
Максимального значения функция цели достигнет в точке C(2, 1):
FC = Fmax = 3 · 2 + 1− ε = 7− ε (Сама точка C не входит в ОДЗ).
7. Решить задачу пункта 5 при условии, что знаки неравенств
в первом и втором ограничениях изменены на противоположные:

3x1 + 4x2 ≥ 12,
3x1 + x2 ≤ 3.
Остальные зависимости остаются без изменения.
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Р е ш е н и е. Анализ области пересечения полуплоскостей приво-
дит к заключению, что в ОДЗ входит только точка A(0, 3). Поэтому
FA = Fmax = Fmin = 3 · 0 + 3 = 3.
Если в первом ограничении этой задачи изменить знак ≥ на
строгое неравенство (>), то ОДЗ будет пустым множеством и за-
дача станет неразрешимой.
Задачи для самостоятельного решения
Привести к каноническому виду, определить ранг системы огра-
ничений, сформировать векторы условий, выделить базисные век-
торы и соответствующие им опорные решения. Геометрическим
методом решить задачи или убедиться в их неразрешимости.
1. F = x1 − 2x2 → min;

x1 − x2 ≤ 2,
x1 + 2x2 < 4;
x1 ≥ 0, x2 ≥ 0.
2. F = 2x1 + x2 → max;

4x1 − x2 < 2,
x1 − 2x2 ≥ 2;
x1 ≥ 0, x2 ≥ 0.
3. F = 3x1 + 2x2 → max;

x1 + x2 ≥ 3,
x1 − 4x2 > 4;
x1 ≥ 0, x2 ≥ 0.
4. F = x1 − x2 → min;

x1 + 3x2 ≤ 3,
x1 + x2 = 1;
x1 ≥ 0, x2 ≥ 0.




−x1 + x2 ≤ 1,
x1 − 2x2 < 1,
x1 + x2 ≤ 4;
0 ≤ x1 ≤ 3, 0 ≤ x2 ≤ 2.
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1. Как с точки зрения удобства решения задач ЛП выбрать ба-
зис условий в исходном приближении?
2. Как по знакам коэффициентов функции цели определить,
какую свободную переменную на очередной итерации следу-
ет перевести в основные?
3. Как определить вектор условий, который на очередной ите-
рации следует вывести из разряда базисных? ввести в разряд
базисных?
4. По каким признакам можно определить, что полученное зна-
чение целевой функции является оптимальным?
5. Что представляет собой M-метод решения задач ЛП?
6. Для решения каких задач рационально использовать метод
искусственного базиса?
Задачи
Найти решения задач ЛП симплексным методом
1.
2x1 − 2x2 + 3x3 → max; (9.50)
2x1 + x2 + 4x3 = 20; (9.51)
xj ≥ 0, (j = 1, 3). (9.52)
Р е ш е н и е. Условия, накладываемые на изменения перемен-
ных задачи, состоят из одного уравнения (9.51) и трех неравенств
(9.52), указывающих на допустимость (неотрицательность) пере-
менных.
В качестве независимой переменной в исходной итерации выби-
раем переменную, перед которой в целевой функции (9.50) стоит
максимальный положительный коэффициент. Такой переменной
Тема 9.3 Симплексный метод 365
является x3. Выразим эту переменную в явном виде из ограниче-
ния (9.51):
x3 = 5− 0,5x1 − 0,25x2. (9.53)
Так как x1 ≥ 0 и x2 ≥ 0, то максимального значения x3 достиг-
нет при x1 = x2 = 0 (перед этими переменными в условии (9.53)
стоят отрицательные коэффициенты). Принимая свободные пе-
ременные равными нулю, получим вектор X1 опорного решения
первой итерации:
X1 = (0; 0; x3) = (0; 0; 5).
Подставим выражение для x3 (9.53) в целевую функцию (9.50):
F 1 = 2x1 − 2x2 + 3(5− 0,5x1 − 0,25x2) = 15 + 0,5x1 − 2,75x2. (9.54)
При x1 = x2 = 0: F
1 = 15.
Отметим, что полученное значение F 1 может быть найдено и
при непосредственной подстановке координат вектора опорного
решения в выражение для целевой функции:
F 1 = 2 · 0− 2 · 0 + 3 · 5 = 15.
Наличие в F 1 (9.54) слагаемого с положительным коэффици-
ентом при положительной переменной говорит о том, что функ-
ция цели будет увеличиваться с ростом x1. Из выражения (9.53)




= 10. Такая ситуация имеет место, если постоянная
величина (число 5) в правой части (9.53) положительна, а коэф-
фициент при переменной (в рассматриваемом случае −0,5 перед
x1) отрицателен.
Переведем x1 из свободных переменных в основные, а един-
ственную основную переменную x3 (в данной задаче выбора нет)
— в свободные. Из (9.51) получим
x1 = 10− 0,5x2 − 2x3.
Вектор опорного решения для этого выбора базиса:
X2 = (x1; 0; 0)
T = (10; 0; 0)T .
Используя полученное выражение для x1, заменим эту пере-
менную в формуле для целевой функции (9.54):
F = 15 + 0,5(10− 0,5x2 − 2x3)− 2,75x2 = 20− 3x2 − x3.
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При равных нулю свободных переменных x2 = x3 = 0 получаем
значение целевой функции:
F 2 = 20.
Отрицательные коэффициенты при всех переменных в послед-
нем выражении для целевой функции говорят о том, что резерв








x1 − x2 ≥ −20,
x1 − 2x2 ≥ −10,
x1 ≤ 30;
x1 ≥ 0, x2 ≥ 0.
Требуется найти такой план распределений (вектор решения),
который обеспечивает максимальное значение функции цели.
Р е ш е н и е. Приведем задачу к каноническому виду, умно-
жая первые два неравенства системы ограничений на −1 и добав-
ляя к каждому неравенству по дополнительной положительной
неизвестной (x3, x4 и x5), превратив тем самым неравенства в ра-
венства:




−x1 + x2 + x3 = 20,
−x1 + 2x2 + x4 = 10,
x1 + x5 = 30;
x1 ≥ 0, x2 ≥ 0.
Представим данные сформулированной задачи и дальнейшее
решение в виде табл. 9.6–9.8.
Таблица 9.6. Исходная таблица задачи
Ai\Aj A1 A2 A3 A4 A5 bi Qi
A3 −1 1 1 0 0 20 20 −N2/2
← A4 −1 2 0 1 0 10 5 :2
A5 1 0 0 0 1 30 ∞
−cj −1 −4 0 0 0 F
0 = 0 +2N2
В последней (индексной) строке стоят коэффициенты функции
цели, взятые с противоположными знаками. Это сделано для того,
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чтобы в последней строке в столбце со свободными членами bi
стояло значение целевой функции F .
В исходном (нулевом) приближении базисными векторами усло-
вий задачи (векторами, координаты которых образуют в матрице
коэффициентов единичную подматрицу) являются: A3 = (1; 0; 0)
T ,
A4 = (0; 1; 0)
T и A5 = (0; 0; 1)
T .
В этом случае опорным решением задачи в нулевом приближе-









T = (0; 0; 20; 10; 30)T .
Этому решению соответствует значение целевой функции:










5 = 1 · 0 + 4 · 0 + 0 · 20 + 0 · 10 + 0 · 30 = 0.
Так как среди весовых коэффициентов cj (j = 1, 5) имеются по-
ложительные (отрицательные значения индексов −cj), то должно
существовать большее, чем F = 0, значение целевой функции.
Новый базисный вектор должен соответствовать максимально-
му значению коэффициента cj (j = 1, 5). Это значение c2 = 4 (−c2 =
−4) соответствует вектору A2 = (1; 2; 0)T .
Для определения вектора, который необходимо удалить из ба-
зиса, найдем минимум отношений bi/ai2, то есть отношений коор-






























Значению a22 = 2, взятому в таблице в рамку и находящемуся на
второй строке матрицы коэффициентов, соответствует единичное
значение находящейся на этой же строке координаты базисного
вектора A4, который и требуется удалить из числа базисных. Этот
факт отмечен стрелкой ← в колонке Ai, стоящей перед вектором
A4.
Далее используем преобразования Гаусса-Жордана (действия
над строками указаны справа от таблицы) для преобразования
нового базисного вектора к виду A1 = (0; 1; 0)
T и превращению в
нуль весового коэффициента, стоящего в целевой функции перед
переменной x2.
Таблица коэффициентов матрицы условий преобразится к ви-
ду, приведенному в табл. 9.7 (первая итерация симплекс-метода).
Базисом первого приближения являются три вектора условий
A3, A2 и A5, в совокупности образующих единичную матрицу:
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Таблица 9.7. Таблица задачи, итерация 1
Ai\Aj A1 A2 A3 A4 A5 bi
A3 −1/2 0 1 −1/2 0 15 +N3/2
A2 −1/2 1 0 1/2 0 5 +N3/2
← A5 1 0 0 0 1 30
∆j − cj −3 0 0 2 0 F
1 = 20 +3N3
Опорное решение задачи на этой итерации соответствует век-









T = (0; 5; 15; 0; 30)T , что позволяет
определить значение целевой функции (для проверки правильно-
сти полученного в таблице значения):










5 = 1 · 0 + 4 · 5 + 0 · 15 + 0 · 0 = 20.
Среди индексов целевой функции в результате проделанного
преобразования осталось одно отрицательное значение. Оно соот-
ветствует вектору условий A1. Сомнений по поводу того, какой
вектор условий следует перевести в основные, нет. Единственный
неотрицательный коэффициент из ai1 в столбце A1 стоит в третьей
строке, соответствующей вектору A5. Вычислять отношения Qi не
требуется — множители при a11 и a21 отрицательные!
После преобразований, отмеченных в последнем столбце табл.
9.7, получим табл. 9.8.
Таблица 9.8. Таблица задачи, итерация 2
Ai\Aj A1 A2 A3 A4 A5 bi
A3 0 0 1 −1/2 1/2 30
A2 0 1 0 1/2 1/2 20
A1 1 0 0 0 1 30
∆j − cj 0 0 0 2 3 F
2 = 110
Отсутствие отрицательных значений индексов (положительных
коэффициентов в целевой функции) говорит о том, что дальней-
шее улучшение решения невозможно.
На основании признака оптимальности делаем заключение:
Fmax = F
2 = 110.
Опорное решение задачи, представленной в табл. 9.8, соответ-









T = (30; 20; 30; 0; 0)T , т.е функ-
ция цели достигает максимума при x1 = 30; x2 = 20. Величина
x3 = 30 не имеет значения — переменная x3 не входит в функ-
цию цели. Подставляя эти значения в исходное выражение для
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целевой функции, убедимся в правильности ее нахождения:
F = 1 · 30 + 4 · 20 = 110 = Fmax.
Проиллюстрируем полученное решение графическими постро-
ениями
(рис. 9.11).














соответствует значение функции цели
в начале координат: F 0 = F (O) = 0; в
первом приближении — точка A(0; 5):
F 1 = F (A) = 20; во втором приближе-
нии — точка D(30; 20):
F 2 = F (D) = 110.
В записанной системе ограничений
первое неравенство оказалось лишним,
так как полуплоскость, описываемая
вторым уравнением, при положитель-
ных значениях переменных принадле-
жит полуплоскости, описываемой пер-
вым неравенством.
Координаты точки C(30; 50) пересе-
чения двух граничных прямых (первой
и третьей) не удовлетворяют второму
неравенству.
3. (Задача оптимального использования ресурсов) Для выпуска
трех видов продукции P1, P2, P3 на предприятии используются
два вида сырья S1 и S1. Запасы сырья bi, нормы расхода сырья
aij (i-й вид сырья на единицу j-го вида продукции) и прибыль от
реализации единицы готовой продукции ci приведены в табл. 9.9.
Таблица 9.9. Исходные данные
Вид Запасы Вид продукции
сырья сырья P1 P2 P3
S1 40 4 2 3
S2 50 3 1 2
Прибыль c1 15 10 12
Требуется спланировать выпуск продукции таким образом, что-
бы прибыль предприятия была максимальной.
Р е ш е н и е. Составим математическую модель исходной за-
дачи, приняв за неизвестные xj объемы выпускаемой продукции
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вида Pj (j = 1, 3):
15x1 + 10x2 + 12x3 → max;

4x1 + 2x2 + 3x3 ≤ 40,
3x1 + x2 + 2x3 ≤ 50;
xj ≥ 0 (j = 1, 3).
Перейдем к каноническому виду в системе ограничений, доба-
вив к каждому из неравенств дополнительную переменную:

4x1 + 2x2 + 3x3 + x4 = 40,
3x1 + x2 + 2x3 + x5 = 50;
xj ≥ 0 (j = 1, 5).
Составим симплекс-таблицу исходного приближения (табл. 9.10)
Таблица 9.10. Нулевая итерация
Ai\Aj A1 A2 A3 A4 A5 bi Qi
← A4 4 2 3 1 0 40 10 : 4
A5 3 1 2 0 1 50 50/3 −3N1/4
−cj −14 −10 −12 0 0 F0 = 0 +14N1/4
Все индексы в последней строке отрицательны. Выбираем наи-
меньший из них. Это −c1 = −14 (значение подчеркнуто). Следова-
тельно, на следующей итерации вектор A1 вводим в число основ-
ных.
Чтобы определить, какой вектор следует вывести из числа ос-
новных (A4 или A5), сравним соответствующие им отношения bi/ai1




















= Q1 = 10.
Минимальному значению отношения соответствует коэффици-
ент a11 = 4 (выделен квадратом). Так как этот коэффициент стоит
на первой строке, то из базисных векторов выводим вектор усло-
вий A4 (x4 — из основных переменных). Перед базисным вектором
A4 этой переменной стоит знак ←.
Дальнейшие преобразования сводятся к тому, чтобы сделать
единичным вектор A1. Приводящие к этому действия над строка-
ми таблицы показаны в правом столбце табл. 9.10.
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В результате преобразований приходим к табл. 9.11 первой ите-
рации.
Дальнейшие преобразования указаны в таблице. Колонка с ве-
личиной Qi отсутствует, так как выбора в коэффициенте ai2 нет —
единственный положительный коэффициент: a12 = 1/2.
Таблица 9.11. Первая итерация
Ai\Aj A1 A2 A3 A4 A5 bi
← A1 1 1/2 3/4 1/4 0 10 ·2
A5 0 −1/2 −1/4 −1/4 1 20 +N1
∆j − cj 0 −3 −3/2 7/2 0 F
1 = 140 +6N1
После преобразований над строками приходим к табл. 9.12.
Таблица 9.12. Вторая итерация
Ai\Aj A1 A2 A3 A4 A5 bi
A2 2 1 3/2 1/2 0 20
A5 1 0 1/2 0 1 30
∆j − cj 6 0 3 5 0 F2 = 200
Среди коэффициентов −cj нет отрицательных. Этот факт гово-
рит о том, что дальнейшее улучшение плана невозможно. Поэтому
Fmax = F
2 = c2x2 = 10 · 20 = 200.
Оптимальный выпуск продукции предприятия сводится к тому,
что оно должно выпускать только продукцию P2 в количестве 20
единиц.
Вытекающие из данных таблицы соотношения:





x5 = 30− x1 − 1
2
x3
В этом случае в функцию цели
F = 15x1 + 10
„





= 200− 5x1 − 15x3 − 5x4
входит единственная нефиктивная переменная x1 с отрицатель-
ным коэффициентом −5.
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В оптимальном решении переменные x1, x2 и x4 приняты рав-
ными нулю (это свободные переменные). Если они будут возрас-
тать, то это повлечет за собой уменьшение прибыли из-за роста
переменной x1.
4. Используя метод искусственного базиса, решить задачу ЛП:




−x1 + 4x2 ≥ 2,
x1 + 2x2 ≥ 4.
x1, x2 ≥ 0.
Таблица 9.13. M -метод решения задачи 4
x1 x2 v1 v2 z1 z2 bi
← z1 −1 4 −1 0 1 0 2 : 4
z2 1 2 0 −1 0 1 4 −N1/2
−cj − − − − M M F̃ = 0 −M(N1+N2)
∆j − cj 0 −6M M M 0 0 −6M +3MN1/2
x1 −1/4 1 −1/4 0 1/4 0 1/2 +N2/6
← z2 3/2 0 1/2 −1 −1/2 1 3 ·2/3
∆j − cj −3M/2 0 −M/2 M 3M/2 0 −3M +MN2
x1 0 1 −1/6 1/6 1/6 1/6 1
x2 1 0 1/3 −2/3 −1/3 2/3 2
∆j − cj 0 0 0 0 M M 0
Р е ш е н и е. Чтобы неравенства системы ограничений пре-
вратить в равенства, необходимо из каждого из них вычесть поло-
жительные переменные v1 и v2. Эти переменные не образуют базис
векторов с единичной матрицей (коэффициенты при новых пере-
менных — отрицательные единицы). Для образования единичной
матрицы базисных векторов прибавим к каждому из полученных
равенств ограничений фиктивные переменные z1 и z2. К функции
цели переменные v1 и v2 добавляются с нулевыми коэффициента-
ми, а z1 и z2 с множителем M настолько большим, что значением
функции цели (9.55), по сравнению с M(z1+z2), можно пренебречь.
С учетом сказанного перепишем задачу ЛП:
F̃ = Mz1 + Mz2 → min; (9.56)




−x1 + 4x2 − v1 + z1 = 2,
x1 + 2x2 − v2 + z2 = 4,
xj , vj , zj ≥ 0 (j = 1, 2).
Решим задачу симплекс-методом (табл. 9.13). Для наглядно-
сти в первых строке и столбце запишем не обозначения базисных
векторов, а переменные, им соответствующие. В первой строке ин-
дексов первой таблицы стоят множители M при z1 и z2 функции F̃
(9.56), а во второй — коэффициенты, обращающие эти множители
в нуль.
Из последней таблицы следует оптимальное решение:
x1 = 1, x2 = 2, Fmin = F (1, 2) = 1 + 3 · 2 = 7.
Задание на дом: выполнить часть расчетной работы, каса-
ющуюся графического и симплексного методов решения задачи
линейного программирования (с. 380).
Т Е М А 9.4
(§ 9.15–9.16 теории)
Двойственность в задачах ЛП
Семинарское занятие
Вопросы
1. На задаче торга поясните смысл двойственности в задачах
ЛП.
2. Перечислите правила формирования двойственной задачи ЛП
по отношению к исходной:
— Изменяются ли и, если да, то как знаки неравенств и экс-
тремума?
— Что происходит с матрицей коэффициентов?
— Как определить число переменных в двойственной зада-
че? число ограничений?
— Какую функцию в двойственных задачах выполняют сво-
бодные члены системы ограничений исходной задачи? коэф-
фициенты при неизвестных?
— Какова связь между ограничениями двойственной задачи
и переменными исходной задачи?
— В чем состоит соответствие переменных исходной и двой-
ственной задач?
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3. Как связаны между собой экстремальные значения целевых
функций двойственной и исходной задач?
Задачи
1. Найти решение задачи ЛП:
F = 3x1 + 2x2 → min;

x1 + 2x2 ≥ 4,
x1 − x2 ≥ −1;
x1 ≥ 0, x2 ≥ 0.
Сформулировать математическую модель двойственной зада-
чи и найти ее решение.
Сравнить результаты. Сделать выводы.
Р е ш е н и е. Задача описывается двумя переменными, поэто-
му ее можно решить графическим методом. Построим на плоско-













На рисунке показан вектор c = (3; 2), ортогональный прямым










1 2 3 4
C x1−x2=−1
x1+2x2=4
Рис. 9.12. Исходная задача
функции F находится в точке гра-
ницы ОДЗ, наименее удаленной от
начала координат в направлении
вектора c. Судя по построению, та-
кой точкой является точка B, где
AB ∩BC.

x1 + 2x2 = 4,










Fmin = FB = 3 · 2
3






Что касается максимального значения функции, то его не су-
ществует, ОДЗ не ограничена.
Составим двойственную задачу. Последовательно сформируем
ее соотношения.
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1. Количество переменных yi двойственной задачи равно коли-
честву ограничений исходной задачи (i = 1, 2).
2. Коэффициентами функции цели Φ двойственной задачи слу-
жат правые части ограничений исходной задачи:
Φ = b1y1 + b2y2 = 4y1 − y2.
3. Φ→ max, если F → min.
4. Векторы условий исходной задачи становятся коэффици-
ентами соответствующих неравенств двойственной задачи. Знаки
неравенств меняются на противоположные. В правых частях двой-
ственной задачи стоят соответствующие коэффициенты функции
цели исходной задачи:

y1 + y2 ≤ 3,
2y1 − y2 ≤ 2.
Матрица коэффициентов системы ограничений двойственной
задачи равна транспонированной матрице коэффициентов систе-
мы ограничений исходной задачи.
5. Условия допустимости решения сохраняются и для перемен-
ных двойственной задачи:
y1 ≥ 0, y2 ≥ 0.



























и определим по неравенствам ОДЗ (вы-
делена на рис. 9.13 жирными линиями).
На этом же рисунке показано направле-
ние вектора b = (4;−1)
Наиболее удаленной от начала коор-
динат в направлении вектора b (находим
максимальное значение функции цели)
оказывается точка D, где AD ∩ DE. Ко-
ординаты точки находим из совместного
решения соответствующих уравнений:

y1 + y2 = 3,









Подставляя координаты точки D в выражение для целевой
функции, найдем ее максимальное значение:
Φmax = ΦD = 4 · 5
3
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Как следовало ожидать, согласно теореме о взаимно двойствен-
ных задачах, минимальное значение целевой функции исходной
задачи равно максимальному значению целевой функции двой-
ственной задачи:
Fmin = Φmax.
2. Дана задача ЛП:




x1 − x2 ≥ 1,
x1 + x2 ≥ 5,
x1 − 2x2 ≤ 4;
x1 ≥ 0, x2 ≥ 0.
Требуется:
— решить задачу графическим и симплексным методами;
— построить двойственную задачу и решить ее симплекс-методом.
Р е ш е н и е. Построим на плоскости с декартовыми ортого-
нальными координатами x1 и x2 прямые, соответствующие нера-
венствам записанных в условии ограничений:
























Рис. 9.14. Исходная задача 2
точек пересечения выписанных










На рис. 9.14 ОДЗ выделена
жирными линиями. Там же по-
строен вектор c = (2; 1).
При определении минималь-
ного значения F имеем в виду,
что оно должно находиться в точ-
ке ОДЗ, наименее удаленной от
начала координат в направлении вектора c. Из рисунка видно, что
таковой является точка A(3; 2). Поэтому
Fmin = FA = 2 · 3 + 2 = 8.
Для решения задачи симплексным методом приведем исход-
ную математическую модель к каноническому виду, пригодному
для использования метода искусственного базиса:
F̃ = Mz1 + Mz2 → min;




x1 − x2 − v1 + z1 = 1,
x1 + x2 − v2 + z2 = 5,
x1 − 2x2 + v3 = 4;
x1 ≥ 0, x2 ≥ 0.
Составим симплекс-таблицу исходной итерации:
Таблица 9.14. Решение задачи 2
x1 x2 v1 v2 v3 z1 z2 bi
← z1 1 −1 −1 0 0 1 0 1
z2 1 1 0 −1 0 0 1 5 −N1
v3 1 −2 0 0 1 0 0 4 −N1
−cj − − − − − M M F̃ = 0 −M(N1+N2)
∆j − cj −2M 0 M M 0 0 0 −6M 2MN1
x1 1 −1 −1 0 0 1 0 1 +N2/2
← z2 1 2 0 −1 0 0 1 5 : 2
v3 1 −2 0 0 1 0 0 4 +N2/2
∆j − cj 0−2M −M M 0 2M 0 −4M +MN2
x1 1 0−1/2−1/2 0 1/2 1/2 3
x2 0 1 1/2−1/2 0−1/2 1/2 2
v3 0 0 3/2−1/2 1−3/2 1/2 5
∆j − cj 0 0 0 0 0 M M 0
В итоге представленных в табл. 9.14 преобразований по методу
искусственного базиса получено решение, совпадающее с графи-
ческим:
x1 = 3, x2 = 2; F = 2 · 3 + 2 = 8 = Fmin.
Вектор переменных, соответствующий оптимальному решению:










= (3; 2; 0; 0; 5)T .
Система уравнений, в которой основные неизвестные (x1; x2; v3)
выражаются через свободные (v1; v2):
x1 = 3 +
1
2








обращает в тождество исходную систему ограничений, представ-
ленную в каноническом виде. Проверим, будет ли выполняться
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(v1 + v2)− 2 + 1
2




(v1 + v2) + 2− 1
2




(v1 + v2)− 2 · 2− 21
2
(v1 − v2) + 5 + 1
2
(−3v1 + v2) = 4 (!).
Переходим к составлению и решению двойственной задачи. По-
строим модель двойственной задачи, основываясь на соответстви-
ях между коэффициентами:
Φ = y1 + 5y2 − 4y3 → max;

y1 + y2 − y3 ≤ 2,
−y1 + y2 + 2y3 ≤ 1;
yi ≥ 0 (i = 1, 3).
В канонической форме:
Φ = y1 + 5y2 − 4y3 → max;

y1 + y2 − y3 + w1 = 2,
−y1 + y2 + 2y3 + w2 = 1;
yi ≥ 0, wk ≥ 0 (i = 1, 3, k = 1, 2).
Составим симплекс-таблицу нулевого приближения и далее пре-
образуем ее (табл. 9.15).
Таблица 9.15. Решение двойственной задачи
y1 y2 y3 w1 w2 bi
w1 1 1 −1 1 0 2 −N2
← w2 −1 1 2 0 1 1
−cj −1 −5 4 0 0 Φ
0 = 0 +5N2
← w1 2 0 −3 1 −1 1 ·1/2
y2 −1 1 2 0 1 1 +N1/2
∆j − cj −6 0 14 0 5 Φ
1 = 5 +3N1
y1 1 0 −3/2 1/2 −1/2 1/2
y2 0 1 1/2 1/2 1/2 3/2
∆j − cj 0 0 5 3 1 Φ
2 = 8
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Вектор оптимального плана двойственной задачи:




(1; 3; 0; 0; 0)T .
При таких значениях координат вектора решения функция це-
ли обращается в максимум:
Φ(Y ) = y1 + 5y2 − 4y3 = 1
2
(1 + 5 · 3) = 8 = Φmax.
Система уравнений, в которой основные неизвестные (y1; y2)
T









(3− y3 − y4 − y5).
Можно, в качестве проверки, убедиться в том, что подстановка
последних соотношений обращает в тождество исходную систему
ограничений двойственной задачи, представленную в канониче-
ском виде.
Задачи для самостоятельного решения
Решить симплексным или геометрическим методом задачи ЛП.
Составить двойственные задачи и решить их симплексным или
геометрическим методом. Сопоставить результаты решения вза-
имно двойственных задач.
1. F = x1 + 2x2 → min;
4x1 + 3x2 ≥ 12,
x1 + 2x2 ≥ 4;
x1, x2 ≥ 0.
2. F = x1 + x2 → max;8
<
:
x1 − x2 ≤ −2,
x1 − 2x2 ≥ −13,
3x1 − x2 ≤ 6;
x1, x2 ≥ 0.
3. F = 10x1 − 3x2 → min;
x1 − x2 − 2x3 ≥ 1,
2x1 − x2 + x3 ≥ 3;
x1, x2, x3 ≥ 0.
4. F=4x1+18x2+30x3+5x4 → min;8
<
:
3x1 + x2 − 4x3 − x4 ≤ −3,
2x1 + 4x2 + x3 − x4 ≥ 3,
xj ≥ 0, (j = 1, 4).
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Задание на расчетную работу. Часть 5
«Линейное программирование»
Пояснения к выполнению и оформлению задания даны на стра-
нице 69.












−2x1 + 3x2 ≤ 6,
x1 − kx2 ≥ 1,
kx1 + x2 ≥ 5,
x1 − 2x2 ≤ 4k;
x1 ≥ 0, x2 ≥ 0.
Требуется Найти решение задачи:
1. графическим методом;
2. симплексным методом.
3. Свести исходную задачу к двойственной и решить двойствен-
ную задачу симплекс-методом.
4. Сравнить результаты. Сделать выводы.
ОТЕТЫ 381
О Т В Е Т Ы
Ответы к вопросам для тестирования
Глава 1. Определители. Матрицы
1: 1,5; 2: 2,4; 3: 2,3,5; 4: 1,5; 5: 1,4; 6: 1,2,3,4;
7: 2,3,5; 8: 2,4; 9: 1,3,4; 10: 5. 11: 4, 3, 1, 2.
Глава 2. Системы уравнений
: 2,4; 2: 1,4; 3: 2,3; 4: 1,3.
Глава 3. Векторы
1: 1,3,5; 2: 2, 3, 4, 1; 3: 2, 5, 3, 5; 4: 3,5; 5: 1,3,5;
6: 1,5; 7: 1,2,3; 8: 1,2,4,5; 9: 2, 1, 3, 4; 10: 3, 4, 2, 1.
Глава 4. Комплексные числа
1: 2, 1, 3, 5; 2: 5, 2, 1, 4; 3: 2,3; 4: 2,4; 5: 1,2,3.
Глава 5. Преобразования векторов и матриц
1: 4; 2: 3,4; 3: 5; 4: 1,3,4; 5: 1,2,4; 6: 2,3;
7: 4; 8: 2,3; 9: 2,3; 10: 2, 3, 4, 1.
Глава 6. Алгебра тензоров
1: 2, 4, 0, 1 ; 2: 1, 2, 4, 3.
Глава 7. Прямая и плоскость
1: 3, 1, 4, 2; 2: 4, 3, 2, 1; 3: 2, 1, 4, 3; 4: 1, 2, 4;
5: 2, 1, 4, 3; 6: 3, 1, 2, 4; 7: 3, 1, 4, 2.
Глава 8. Кривые и поверхности
1: 3, 1, 2, 4; 2: 1, 2, 4, 3; 3: 3, 4, 2, 1; 4: 1, 4, 2, 3.
Глава 9. Линейное программирование




1: −2,3; 2: 5; 3: x2 + y2; 4: −44; 5: 0; 6: 1; 7: −125; 8: 0;



































































10: rang A = 2.
Тема 2.1. Матричные методы решения систем уравнений
1, 2: (x; y) = (1;−1) и (x1; x2; x3) = (1;−2; 0). 4: (200;200). 5. 2.
Тема 2.2. Системы уравнений
1: Система несовместна. 2: x1 = −0,2− 2,8x2, x3 = −0,8− 2,2x2.












Тема 3.1. Векторы. Линейные зависимость
и независимость системы векторов
2: −10. 3: −8. 4: 2. 5: π/3. 7: (5;−4; 1). 8: 1
3
(4; 5). 9: Да.
10: Да.
Тема 3.2. Операции над векторами
в ортонормированном базисе
1: AB=2(1;−3; 1); |AB|=2
√











. 5: m=n=2. 6: m1=m2= − 1.
7: α=π/2.
8: a=7; cos α=
3
7






Тема 3.3. Векторное и смешанное произведения векторов
1: 10,5; 2: 14
√
30; 3: нет, т.к. abc = −28 6= 0;
4: да, т.к. abc = 28 6= 0; 5: правый, т.к. abc = 28 > 0;
6:
√













; 10: C(1; 3; 3).
Тема 4.1. Комплексные числа






































Тема 5.1. Преобразование базисов


















A . Обратное преобразование невозможно.





















































































В ответах 3–5 могут быть другие варианты. Это зависит от
того, какую строку (столбец) при ортогонализации принять за ис-
ходную.
Тема 5.3. Собственные значения и векторы матриц
Для матрицы A.
2: λ1 = −4, λ2 = 9; 3: E1 = 1√
13





















(−2,−2, 1)T , E2 = 1
3





















A = ST ;



















Тема 6.1. Алгебра тензоров
















б) a · b = −8; a × b = 2i1 + i2 + i3;
ab · c = 6a = 6(2i1 + i2 − 3i3;
c · ab = −7c = −7(−i1 + 2i3);
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A ; ab : ca = 84.
Тема 7.1. Прямая на плоскости




−3 = 1; в) y = x−3; г) 45
o; д) 45o, 135o.
2: а) 2x + 3y + 1 = 0; б) x− 3y + 5 = 0. 3: cos θ = 1√
10
; tg θ = −3.
4: а) 2x− y − 5 = 0; б) x + 2y − 5 = 0.
5: а) 3x + 4y + 1 = 0; б) D(−4; 0);









1: 3x + 3y + z − 6 = 0. 2: a = b = 2; c = 6.
3: cos α = cos β =
3√
19




4: x + y − 2 = 0. 5: y = 2. 6: cos θ = − 2√
42
.
7: 2x− y + 3z − 14 = 0. 8: x + 11y + 4z + 1 = 0.
9: 7x− 2y + 4z + 9 = 0. 10: d
A
= 7; d0 = 2.














x = 1+ t,
y =−1+2t,

































г) sin ϕ =
1√
182



















































































5: Парабола y2 = ±12x или x2 = ±12y.
Тема 9.1. Неравенства
1: (0;2), (3;2). 2: (0;0), (0;2), (4;0). 3: ∅.
4: (3;0), (1;0), (3;2). 5: (0;0), (2;0), (2;1).
Тема 9.2. Симплексный метод решения задач ЛП
1: r = 2, Fmin = F (0; 2) = −4. 2: r = 2, Ω ∈ ∅.
3: r = 2, Fmax → ∞. 4: r = 2, Fmin = F (1; 0) = 1.
5: r = 2, Fmin = F (0; 0) = 0 Fmax = F (2; 2) = F (3; 1) = 4.
6: а), б) — эллипсы; в) — парабола; г) — гипербола.
7: Гиперболический параболоид.
Тема 9.3. Двойственные задачи ЛП
1: F (0,8; 2,4) = Φ(0; 1) = 4. 2: F (5; 9) = Φ(0; 0,8; 0,6) = 14.
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Л И Н Е Й Н А Я




Л Е К Ц И Я 1
ВВЕДЕНИЕ
История развития математики свидетельствует о том, что ее
разделы появлялись и формировались под давлением потребностей
развивающегося общества. Но построению математических моделей
и методов непременно предшествовало установление закономерностей
развития соответствующих направлений человеческой деятельности.
Серьезный анализ процессов физических и общественных явлений
не может обойтись без знаний по многим разделам математики, в том
числе без линейной алгебры. Конечно, обучить студентов всем суще-
ствующим разделам математики на ее современном уровне невозмож-
но — слишком глубоки и обширны математические дисциплины. Тем
не менее изучение основ математики дает надежду на то, что обу-
чаемые смогут в дальнейшем углубить свои математические знания
при изучении предусмотренных учебными планами специальных дис-
циплин или самостоятельно.
При изучении математики не следует рассматривать эту науку
только с точки зрения потребителя и пытаться изучать только те ее
разделы, которые непосредственно решают прикладные задачи. Ма-
тематика признана научным миром как самая могущественная из всех
наук. Математике человечество обязано всеми величайшими открыти-
ями, осуществленными человечеством за время своего сознательного
существования.
Можно отметить три особенности математики, которые делают эту
науку первой и важнейшей из всех наук.
1. Подходы, используемые математикой к построению моделей ба-
зируются на строгой аксиоматике с применением доказательств адек-
ватности этих моделей описываемым явлениям. Математика пред-
ставляет собой самостоятельную науку, которая может развиваться
автономно, познавать свой собственный абстрактный мир. Удивитель-
но то, что построенные математиками логически стройные абстракт-
ные модели многомерного мира находят все более широкое приложе-
ние в реальном мире.
2. Методы реализации математических моделей (получение реше-
ний) позволяют проводить исследования различных процессов.
3. Язык математики, используемый в моделировании реальных
процессов, универсален и позволяет выявить общие закономерности
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развития природы, естествознания, техники, экономики, обществен-
ных отношений.
Знание математики, освоение ее основных методов и моделей —
признак образованного человека, приобщенного к культуре мировой
цивилизации.
«Природа — открытая книга. Но только тот может прочесть эту
книгу, кто изучит язык, на котором она написана. А написана она
на языке математики». Эти мудрые слова адресовал Галилей своим
ученикам еще в 17 столетии.
МАТРИЦЫ
Матрица размера m × n – это прямоугольная таблица чисел или








a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .






m — количество строк, n — столбцов; aij (i = 1,m; j = 1, n) — эле-
менты матрицы. Первый индекс (i) — номер строки; второй (j) —
столбца.
Представленная матрица называется прямоугольной матрицей раз-
мера m× n.
Если m = n матрица квадратная порядка n.
Матрица, имеющая только одну строку, называется матрицей-
строкой; только один столбец — матрицей-столбцом.
Элементы квадратной матрицы, имеющие одинаковые индексы,
образуют главную диагональ.
Квадратная матрица, у которой все элементы, расположенные вы-






a11 0 . . . 0
a21 a22 . . . 0
. . . . . . . . . . . .










a11 a12 . . . a1n
0 a22 . . . a2n
. . . . . . . . . . . .






Квадратная матрица, имеющая ненулевые элементы только на глав-
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ной диагонали, называется диагональной:





a11 0 . . . 0
0 a22 . . . 0
. . . . . . . . . . . .






Диагональная матрица, все элементы главной диагонали которой рав-








1 0 . . . 0
0 1 . . . 0
. . . . . . . . . . . .






Прямоугольная (в общем случае) матрица, все элементы которой рав-








0 0 . . . 0
0 0 . . . 0
. . . . . . . . . . . .






Матрица AT , у которой по отношению к матрице A элементы строк









a11 a21 . . . am1
a12 a22 . . . am2
. . . . . . . . . . . .











Матрица, для которой справедливо равенство A = AT , называется
симметричной. Симметричной может быть только квадратная мат-
рица.
При введении символа Кронекера:
δij =
{
1, если i = j,
0, если i 6= j,
определение видов матриц сводится к следующим выражениям.
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aik = 0 при i > k, − верхняя треугольная;
aik = 0 при i < k, − нижняя треугольная;
aik = aiδik, − диагональная;
aik = δik, − единичная;
aik = 0, − нулевая;
aik = aki, − симметричная.
A
m×1
= (a11, a21, . . . , am1)
T .
ОПРЕДЕЛИТЕЛИ
Определитель (детерминант), — число, характеризующее квад-
ратную матрицу.
Определителем матрицы первого порядка A = (a11) является чис-
ло, равное значению ее единственного элемента:
∆A = det A = |a11| = a11.
Определителем матрицы второго порядка является число, равное
разности произведений элементов ее главной и побочной диагоналей:











= a11a22 − a12a21.
Определителем матрицы третьего порядка является число, опреде-
ляемое выражением:

















= a11a22a33 + a12a23a31 + a13a21a32















a11 . . . a1n
. . . . . . . . .





(−1)i(π)a1k1a1k2 . . . a1kn .
Здесь π — общее количество возможных перестановок (инверсий)
n индексов по отношению к натуральному ряду чисел 123. . . ; i(π) —
количество инверсий пар индексов, приведшее к рассматриваемому
(конкретному) произведению. Для определения знака слагаемого име-
ет только значение индекса i: четное или нечетное.
Количество слагаемых в сумме равно n! = 1 · 2 · . . . · n.
СВОЙСТВА ОПРЕДЕЛИТЕЛЕЙ













= a11a22 − a12a21.
1. Определитель не изменится, если в нем строки и столбцы поменять
местами:
∆A = ∆AT , или |A| = |A|T .












= a11a22 − a12a21 = ∆A.
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Свойство указывает на равнозначность строк и столбцов в определи-
теле.
2. Если в определителе поменять местами две произвольные стро-
ки (или в определителе матрицы n-ного порядка произвести нечетную













= a21a12 − a22a11 = −∆A.
3. Общий множитель всех элементов какой-либо строки можно выне-












= λa11a22 − λa12a21 = λ∆.
Из свойства следует, что при умножении определителя на число эле-
менты только одной из его строк (любой) умножаются на это число.













= λa12a22 − λa22a12 = 0.
Свойство является следствием свойств 2 и 3. Оно справедливо, в част-
ности, при λ = 1 (две строки одинаковы) и при λ = 0 (имеется строка
с нулевыми элементами).
5. Если элементы какой-либо строки определителя представить в
виде суммы двух слагаемых, то определитель можно представить в













(a11 + b11)a22 − (a12 + b12)a21 =























6. Определитель не изменится, если к элементам какой-либо его стро-





































7. Определитель треугольной (в частности, диагональной) матрицы












= a11 · a22 − a12 · 0 = a11a22.
В частности, определитель единичной матрицы равен единице, ну-
левой квадратной матрицы — нулю.
РАЗЛОЖЕНИЕ ОПРЕДЕЛИТЕЛЯ
Минором Mij элемента aij определителя ∆ n-го порядка называ-
ется определитель (n − 1)-го порядка, получаемый из ∆ вычеркива-
нием строки и столбца, на пересечении которых стоит элемент aij .
Алгебраическим дополнением Aij элемента aij определителя ∆ n-
го порядка называется произведение его минора Mij на (−1)i+j .
Теорема 1. Определитель равен сумме произведений элементов
какой-либо из его строк (столбцов) на их алгебраические дополнения:




aijAij (i = 1, n).
Убедимся в справедливости теоремы на примере определителя тре-




















































a11a22a33 − a11a23a32 − a12a21a33+
a12a23a31 + a13a21a32 − a13a22a31.
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Выражение с точностью до порядка слагаемых совпадает с фор-
мулой для вычисления определителя третьего порядка.
Теорема 2. Сумма произведений элементов какой-либо строки
(какого-либо столбца) определителя на алгебраические дополнения эле-
ментов другой его строки (другого столбца) равна нулю.
Выражение, получаемое в результате такого разложения, равно












∆ при i = k;
0 при i 6= k.
Следствие. Если в определителе имеется строка только с одним нену-
левым элементом, то определитель равен произведению этого элемен-
та на его алгебраическое дополнение.
Утверждение следствия очевидно: в разложении такого определи-
теля по элементам упомянутой строки все слагаемые разложения, кро-
ме одного, обратятся в нуль, так как алгебраические дополнения ну-
левых элементов умножаются на нули.
Рассмотренные ранее свойства определителей и сформулирован-
ные теоремы позволяют понизить порядок n ≥ 4 определителей до
третьего и второго и затем найти их значения.
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Л Е К Ц И Я 2
ЛИНЕЙНЫЕ ОПЕРАЦИИ НАД МАТРИЦАМИ
Матрицы A = (aij) и B = (bij) одной размерности m × n равны,





⇐⇒ aij = bij .
Линейными операциями над математическими объектами называ-
ют две операции: сложение объектов и умножение их на число.
Суммой двух матриц A и B одной размерности m× n называется
матрица C размерности m × n, элементы которой равны сумме соот-







⇐⇒ cij = aij + bij .
Для суммы матриц справедливы следующие свойства.
Коммутативность (перестановочность):
A+B = B +A.
Ассоциативность (сочетательность):
A+ (B + C) = (A+B) + C.
Справедливость указанных свойств для матриц следует из справед-
ливости этих свойств для чисел — элементов матриц:
aij + bij = bij + aij ,
aij + (bij + cij) = (aij + bij) + cij .
Произведением матрицы A размера m×n на число λ ∈ ℜ называет-
ся матрица B размера m× n, элементы которой равны произведению





⇐⇒ bij = λaij .
По отношению к произведению и сумме матриц A и B (λ,µ ∈ ℜ)
справедливы свойства дистрибутивности (распределительности):
λ(A+B) = λA+ λB,
11
(λ+ µ)A = λA+ µA;
коммутативности и ассоциативности:
λA = Aλ;
(λµ)A = λ(µA) = λ(Aµ).
ПРОИЗВЕДЕНИЕ МАТРИЦ
Произведением матрицы A размера m×k на матрицу B размера
k × n называется матрица C размера m × n. Элементы cij , стоящие
на пересечении i-й строки и j-го столбца матрицы C, равны сумме
произведений элементов ais i-й строки матрицы A на элементы bsj












Произведение возможно, если число столбцов матрицы, стоящей в
произведении первой (слева), равно числу строк второй матрицы. Чис-
ло строк матрицы произведения равно числу строк первой из стоящих
в произведении матриц, а число столбцов — числу столбцов второй из
них.















2 · 4 + 0 · 3 + (−1) · 0















































(−2) · (−2) + 1 · 1
)
= (5).
Сравнение двух последних результатов говорит о том, что произве-
дения одних и тех же, но расположенных в обратном порядке матриц
не совпадают. Они отличаются в том числе размерами результирую-
щих матриц.
Если произведение матриц не изменяется при их перестановке, то
матрицы называются коммутирующими, или перестановочными по
отношению к произведению. В частности, единичная матрица являет-
ся коммутирующей по отношению к любой квадратной матрице, име-
ющей одинаковый с единичной матрицей порядок:
I ·A = A · I = A.
2. Ассоциативность:
A · (B · C) = (A ·B) · C.
3. Дистрибутивность:
A · (B + C) = A ·B +A · C.
4. Определитель произведения квадратных матриц равен произве-
дению определителей этих матриц:
det (A ·B) = det A · det B.
Пример 3. Записать в координатной форме (в виде соотношений








a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .













































a11x1 + a12x2 + . . . + a1nxn = b1,
a21x1 + a22x2 + . . . + a2nxn = b2,
. . . . . . . . . . . . . . .
am1x1 + am2x2 + . . . + amnxn = bm.
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Таким образом, заданное в условии задачи матричное уравнение
равносильно системе линейных алгебраических уравнений.
Произведение двух одинаковых квадратных матриц называется
квадратом матрицы. Произведение квадрата матрицы на ту же мат-
рицу приводит к кубу матрицы и т.д. Матрица степени n образуется
из матрицы степени (n−1) умножением ее на ту же матрицу в первой
степени. То есть
A2 = A ·A; A3 = A2 ·A; . . . An = An−1 ·A.
Произведение одинаковых матриц разных степеней коммутативно:
AmAn = AnAm = Am+n.
При транспонировании произведения матриц каждая из них транс-
понируется, а порядок матриц в произведении меняется:
(AB)T = BTAT ,
(A1A2 . . . An)






Обратной матрицей по отношению к квадратной матрице A по-
рядка n называется квадратная матрица A−1 порядка n, удовлетво-
ряющая условию:
AA−1 = A−1A = I,
где I — единичная матрица порядка n.
Неособенная (или невырожденная матрица) — это квадратная
матрица, определитель которой не равен нулю.
Теорема. Для каждой неособенной матрицы существует, и при
том единственная, обратная матрица.
Докажем справедливость теоремы.










a11 a12 . . . a1j . . . a1n
a21 a22 . . . a2j . . . a2n
. . . . . . . . . . . . . . . . . .
ai1 ai2 . . . aij . . . ain
. . . . . . . . . . . . . . . . . .









; ∆ = |A| 6= 0.
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Присоединенной (союзной) матрицей Ac называется транспониро-
ванная матрица алгебраических дополнений Aij элементов aij матри-










A11 A21 . . . Ai1 . . . An1
A12 A22 . . . Ai2 . . . An2
. . . . . . . . . . . . . . . . . .
A1j A2j . . . Aij . . . Anj
. . . . . . . . . . . . . . . . . .










У элементов матрицы Ac первый индекс определяет, как и положе-
но для транспонированной матрицы, номер столбца, а второй — номер
строки исходной матрицы.
Рассмотрим и преобразуем произведение AcA. При преобразова-
нии воспользуемся правилами разложения определителя по элемен-






A11 A21 . . . An1
A12 A22 . . . An2
. . . . . . . . . . . .









a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .










































































∆ 0 . . . 0
0 ∆ . . . 0
. . . . . . . . . . . .










1 0 . . . 0
0 1 . . . 0
. . . . . . . . . . . .






Приравняем левую и правую части записанных равенств и поделим





Сравнивая записанное соотношение с исходным равенством, полу-





Эту же формулу можно получить, рассматривая произведение AAc.
То есть матрицы A и Ac коммутативны по отношению к произведе-
нию, как коммутативны матрицы A и A−1.
Доказательство единственности обратной матрицы следует из сов-
падения результатов следующих двух путей преобразований.
Предположим противное, т.е. что матрица A имеет две обратные
матрицы A−11 и A
−1
2 . Тогда с учетом свойства ассоциативности произ-







2 ) = A
−1










=⇒ A−11 = A−12 .
Результат противоречит исходному предположению о существова-
нии двух обратных матриц.
Для обратной матрицы справедливы соотношения:






A ≤ B или A ≥ B
между матрицами одинакового размера m×n говорят о том, что меж-
ду всеми соответствующими элементами этих матриц должны суще-
ствовать неравенства
aij ≤ bij или aij ≥ bij (i = 1,m, j = 1, n).
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В этом случае можно утверждать, что матрица A меньше или больше
матрицы B. Если неравенства не выполняются для всех элементов
матриц, то сравнение матриц по этому признаку невозможно.
Пусть
|A| = (|aij |)
матрица, состоящая из абсолютных величин элементов матрицы A.
В качестве нормы матрицы A = (aij) (и B) можно принять пони-
мать число ||A|| (не модуль определителя матрицы A), удовлетворяю-
щее условиям (аксиомам):
1. ||A|| ≥ 0; 2. ||λ ·A|| = |λ| · ||A||;
3. ||A+B|| ≤ ||A||+ ||B||; 4. ||A ·B|| ≤ ||A|| · ||B||.
Равенство в первом соотношении возможно только если A = Θ.
Выполнение аксиом не гарантирует единственности определения
нормы матрицы. Для оценки матриц существуют различные нормы.
Приведем некоторые из них.






По этой норме, называемой m-нормой, выбирается максимальная
из сумм абсолютных значений элементов строк матрицы.






По этой норме, называемой n-нормой, выбирается максимальная













Формулой определяется k-нормa — квадратичная норма.




2 3 −4 −3
4 −2 −1 1
−2 1 5 8

 .
Р е ш е н и е.
||A||m = max{2 + 3 + | − 4|+ | − 3|, 4 + | − 2|+ | − 1|
+1, | − 2|+ 1 + 5 + 8} = max{12, 8, 16} = 16;
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||A||n = max{2 + 4 + | − 2|, 3 + | − 2|+ 1, | − 4|+ | − 1|
+5, | − 3|+ 1 + 8} = max{8, 6, 10, 12} = 12;
||A||k =
√
22+32+(−4)2+(−3)2+ . . .+12+52+82 =
√
154 ≈ 12,4.
Неудобство перечисленных норм матриц состоит в том, что при уве-
личении порядка матриц их значения возрастают. На практике чаще
используются осредненные нормы. Для их получения нормы пунктов














Применение осредненных показателей норм для матрицы, рассматри-











||A||k ≈ 3, 6.
РАНГ МАТРИЦЫ
К элементарным преобразованиям над матрицами относят:
— изменение порядка следования строк (и, конечно, столбцов) мат-
рицы;
— умножение строк на отличные от нуля множители;
— добавление к элементам строк соответствующих элементов дру-
гих строк, умноженных на произвольные числа;
— удаление из матрицы строк, пропорциональных другим строкам.
В частности строки, состоящие только из нулевых элементов, пропор-
циональны любым другим строкам;
— транспонирование матриц.
Путем элементарных преобразований любую матрицу можно при-
вести к единичной матрице. Определитель такой матрицы равен еди-
нице, т.е отличен от нуля.
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Рассмотрим прямоугольную ненулевую матрицу размера m× n.
Минором k-го порядка матрицы называется определитель, состо-
ящий из элементов матрицы, стоящих на пересечении k любых его
строк с k любыми его столбцами.
Минор матрицы, состоящий из элементов ее k первых строк и k
первых столбцов, называется k-м главным минором матрицы.
Рангом матрицы называется наибольший порядок k отличного от
нуля минора матрицы.
Порядок единичной матрицы будет, очевидно, равен рангу этой
матрицы.
Теорема 1. Любую ненулевую матрицу можно с помощью эле-
ментарных преобразований привести к единичной матрице, порядок
которой будет равен рангу исходной матрицы.
Ранг нулевой матрицы равен нулю.
Проведение преобразований, соответствующих условию теоремы,
можно осуществить следующим образом.
Переставим строки и столбцы исходной матрицы (это не изменит ее
ранг) таким образом, чтобы на месте элемента a11 оказался ненулевой
элемент. Поделим элементы первой строки матрицы на a11. Умножая
первую строку полученной матрицы на значение элемента матрицы,
стоящего на месте a21, вычтем все ее полученные элементы из соответ-
ствующих элементов второй строки. В результате на месте элемента
a21 появится нуль. Описанным способом можно получить нули во всех
элементах первого столбца, кроме первого.
Аналогично образуем нули во всех, кроме первого, элементах пер-
вой строки.
Оставляя далее «в покое» элементы первой строки и первого стол-
бца, описанную операцию проделаем с элементом a22, получив на его
месте единицу и обращая в нуль остальные элементы второго столбца
и второй строки. Затем переходим к третьим столбцу и строке и т.д.
Если при преобразовании матрицы образуются нулевые строки или
столбцы, их вычеркиваем. В итоге придем к единичной матрице, по-
рядок которой определит ранг исходной матрицы.
Порядок преобразования матрицы к единичной может быть про-
извольным.




3 4 3 −1
2 3 5 −3




Р е ш е н и е. Вычтем из первой строки вторую для получения




1 1 −2 2
2 3 5 −3
5 6 −1 3

 .
Умножим первую строку на −2 и прибавим полученные значения
ее элементов ко второй строке. Затем умножим первую строку на −5





1 1 −2 2
0 1 9 −7
0 1 9 −7

 .
Вычтем элементы первого столбца из соответствующих элементов
второго, затем эти же элементы, умноженные на −2, из элементов тре-




1 0 0 0
0 1 9 −7
0 1 9 −7

 .
Вычтем элементы второго столбца, умноженные на 9, из соответ-
ствующих элементов третьего столбца и элементы этого же столбца,




1 0 0 0
0 1 0 0
0 1 0 0

 .
Два последних столбца полученной матрицы состоят только из ну-
левых элементов. Эти столбцы вычеркиваем.
Вычитая элементы второй строки из элементов третьей строки и
вычеркивая из полученной матрицы последнюю строку как состоя-







Полученная единичная матрица имеет второй порядок. Это макси-
мальный порядок матрицы, порожденной исходной матрицей, с опре-
делителем, отличным от нуля. Следовательно,
rang A = rang A5 = 2.
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Л Е К Ц И Я 3
МАТРИЧНЫЙ МЕТОД РЕШЕНИЯ СЛАУ








a11x1 + a12x2 + . . . + a1nxn = b1,
a21x1 + a22x2 + . . . + a2nxn = b2,
. . . . . . . . . . . . . . .











a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .





































Считая матрицу A невырожденной, умножим обе части матричного
уравнения слева на матрицу A−1:
A−1AX = A−1B.





X = IX = X,
запишем решение матричного уравнения в виде
X = A−1B ( 6= BA−1).
Решение СЛАУ получено матричным методом или методом обрат-
ной матрицы. Использование его возможно только в случае, если мат-
рица A неособенная (невырожденная).
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A11 A21 . . . An1
A12 A22 . . . An2
. . . . . . . . . . . .










































Akibk (i = 1, n).
Из последнего соотношения следует, что ∆i — это определитель,






(i = 1, n).
Записанное решение называют формулами Крамера, а метод решения
СЛАУ — методом Крамера или методом определителей.
Как и при использовании матричного метода, формулы Крамера
применимы только в случае, когда ∆ 6= 0.
МЕТОД ГАУССА-ЖОРДАНА РЕШЕНИЯ СЛАУ








a11x1 + a12x2 + . . . + a1nxn = b1,
a21x1 + a22x2 + . . . + a2nxn = b2,
. . . . . . . . . . . . . . .
am1x1 + am2x2 + . . . + amnxn = bm.
Коэффициенты aij (i=1,m; j=1, n) образуют матрицу A размера
m×n коэффициентов системы уравнений; правая часть уравнений —
величины bi — матрицу-столбец B свободных членов размера m × 1;
22








a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .














































Если матрица B = Θ (все элементы правой части нулевые), то урав-
нения называются однородными.
Неотрицательные решения xj , удовлетворяющие системе уравне-
ний, в экономике называют допустимыми.
Из школьного курса алгебры известно, что решение системы урав-
нений не изменится, если: к любому ее уравнению прибавить другое
уравнение, умноженное на любое число; какие-либо уравнения в си-
стеме поменять местами; умножить любое уравнение на отличный от
нуля множитель; исключить из системы уравнений тождества.
Перечисленные действия над уравнениями системы перекликают-
ся с элементарными преобразованиями над матрицами
Решение системы полностью определяется ее коэффициентами и
свободными членами и не зависит от того, каким образом обозначить
неизвестные. Поэтому вместо исходной СЛАУ можно рассмотреть рас-
ширенную матрицу P. Предположим первоначально, что количество








a11 a12 . . . a1n b1
a21 a22 . . . a2n b2
. . . . . . . . . . . . . . .






Преобразования расширенной матрицы будем осуществлять, сле-
дуя описанным допустимым действиям над уравнениями. Это будет
соответствовать элементарным преобразованиям строк (но не столб-
цов!) расширенной матрицы.
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Образовав на месте элемента a11 единицу, с ее помощью получим
нули во всех остальных элементах первого столбца расширенной мат-
рицы. Для этого первую строку матрицы P (с единицей на месте эле-
мента a11) умножим на −a21 и прибавим ее элементы к соответству-
ющим элементам второй строки матрицы (второму уравнению систе-
мы); ту же первую строку умножим на −a31 и добавим ее элементы
к элементам третьей строки и т.д. до последней строки. В результа-
те в первом столбце расширенной матрицы (коэффициенты при x1 в

















. . . . . . . . . . . . . . .










Образуем далее единицу на месте коэффициента a′22 и нули в остав-
шихся элементах второй строки. И так далее до тех пор, пока матрица






1 0 . . . 0 b′′1
0 1 . . . 0 b′′2
. . . . . . . . . . . . . . .






Возвращаясь к матрице P, вспомним, что первый столбец матрицы
P2 образуют коэффициенты, стоящие в системе при x1, второй — при









1·x1 + 0·x2 + . . . + 0·xn = b′′1 ,
0·x1 + 1·x2 + . . . + 0·xn = b′′2 ,
. . . . . . . . . . . . . . .
































В результате преобразований получено решение системы уравне-
ний. Изложенный метод называется методом Гаусса–Жордана.
24
ТЕОРЕМА КРОНЕКЕРА-КАПЕЛЛИ








a11x1 + a12x2 + . . . + a1nxn = b1,
a21x1 + a22x2 + . . . + a2nxn = b2,
. . . . . . . . . . . . . . .







a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .











a11 a12 . . . a1n b1
a21 a22 . . . a2n b2
. . . . . . . . . . . . . . .







Система линейных алгебраических уравнений будет совместной
тогда и только тогда, когда ранг матрицы A ее коэффициентов и
ранг расширенной матрицы P равны.
Относительно заданной системы уравнений справедливы вытека-
ющие из теоремы Кронекера–Капелли, утверждения. Система линей-
ных алгебраических уравнений в случаях, если:
1) rang A = rang P = n, имеет единственное решение;
2) rang A = rang P < n, имеет бесчисленное множество решений;
3) rang A < rang P , не имеет решений (несовместна).
Случай 1 (rang A = rang P = n) рассмотрен в предыдущем па-
раграфе. Для него преобразования Гаусса–Жордана приводят к един-
ственному решению системы уравнений.
Ранг расширенной матрицы в этом случае совпадает с рангом мат-
рицы коэффициентов. Действительно, с помощью единственных еди-
ниц (остальные нули) в столбцах матрицы P2 в расширенной матрице
обращается в нуль и отбрасывается столбец свободных членов. Этим
доказывается равенство рангов матрицы коэффициентов и расширен-
ной матрицы.
Случай 2 (rang A = rang P = k < n).
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Элементарные преобразования над строками расширенной матри-





1 0 . . . 0 a′1,k+1 a
′





0 1 . . . 0 a′2,k+1 a
′





. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 1 a′k,k+1 a
′










Матрица содержит k строк, если rangP = k. Оставшиеся m−k строк,
ставшие нулевыми, отбрасываются.
Переменные x1, x2, . . . , xk, коэффициенты при которых в резуль-
тате преобразований стали равными единице, называют основными
переменными, а единичная матрица — базисной матрицей или базис-
ным минором. Остальные переменные системы уравнений, а именно
xk+1, xk+2,. . . , xn — неосновными, или свободными переменными.











Полученное общее решение системы уравнений неоднозначно. Оно за-
висит от произвольности выбора свободных переменных.
При любых фиксированных значениях переменных xk+1, xk+2,. . . ,
xn получаются частные решения. Одним из частных решений явля-




1, x2 = b
′
2, . . . , xk = b
′
k.
Базисное решение зависит от выбора основных переменных.
Случай 3 (rang A = k < rang P ).
Преобразование расширенной матрицы P по методу Гаусса–Жор-












0 1 . . . a′2n b
′
2
. . . . . . . . . . . . . . .
0 0 . . . 1 b′k









В рассматриваемом случае rang P = k + 1 > rang A = k.
Не равный нулю коэффициент b′k+1 (в случае равенства его нулю
ранги матриц A и P были бы равными) в правой части уравнения при-
равнен нулю (левая часть последнего уравнения). Это противоречит
условию рассматриваемого случая. Следовательно, система уравне-
ний противоречива (несовместна, не имеет решения).
ОДНОРОДНЫЕ СЛАУ








a11x1 + a12x2 + . . . + a1nxn = 0,
a21x1 + a22x2 + . . . + a2nxn = 0,
. . . . . . . . . . . . . . .
am1x1 + am2x2 + . . . + amnxn = 0.
Ранг расширенной матрицы однородной системы уравнений всегда ра-
вен рангу матрицы коэффициентов, так как правый столбец матрицы
P нулевой и его можно отбросить при определении ранга матрицы.
Поэтому для однородной системы уравнений условия существования
и единственности решения могут быть сформулированы следующим
образом.
Однородная система линейных алгебраических уравнений в случа-
ях, если:
1) rang A = n, имеет единственное решение, причем это решение
нулевое (тривиальное);
2) rang A < n, имеет бесчисленное множество решений.
Случай 1. Чтобы убедиться в справедливости утверждения пунк-
та 1 теоремы, достаточно сослаться на решение СЛАУ методом Краме-
ра. В этих решениях ∆ 6= 0 (так как rang A = n ≤ m) и определитель
∆ должен определяться по коэффициентам тех уравнений, которые
при преобразованиях Гаусса–Жордана не обращаются тождественно
в нуль.
Что касается определителей ∆i, то они обратятся в нули, так как
в каждом из них хотя бы один столбец представляет собой столбец
нулевых свободных членов системы уравнений.
Случай 2 совпадает со случаем 2 теоремы Кронекера-Капелли и
в дополнительном доказательстве не нуждается.





2x + 3y − z = 0,
x − 2y + 2z = 0,
3x + y + λz = 0
имеет нетривиальные решения. Найти эти решения.
Р е ш е н и е. Однородная система уравнений имеет ненулевые реше-
ния только в случае, если ранг ее коэффициентов меньше количества
неизвестных. В заданной системе количество неизвестных равно трем
и ранг матрицы коэффициентов должен быть не больше двух. Поэто-
му определитель матрицы коэффициентов должен быть равен нулю.













































= 0, =⇒ λ = 1.
Расширенную матрицу однородной системы уравнений составлять
не имеет смысла, так как преобразования Гаусса с нулевыми элемен-
тами столбца свободных членов в любом случае оставят их нулевыми.
Составим матрицу коэффициентов системы с учетом полученного для
































Выбрав в качестве основных переменных y и z (множители перед эти-
ми переменными равны единицам и образуют единичную матрицу),
выразим их через свободную переменную x :
y = −5
4




Это решение часто удобно представить в параметрическом виде,
обозначая, например, x = t. Тогда
x = t, y = −5
4
t; z = −7
4
t.
Таким образом, получено зависящее от значения параметра t общее
решение заданной однородной системы уравнений при λ = 1.
При λ 6= 1 возможны только нулевые решения.
ОПРЕДЕЛЕНИЕ ОБРАТНОЙ МАТРИЦЫ МЕТОДОМ ГАУССА
Предположим, что требуется найти матрицу A−1, обратную по от-
ношению к невырожденной квадратной матрице A.
Сопоставим с матрицей A единичную матрицу I: A|I.
Проделаем над строками расширенной матрицы A|I такие преоб-
разования Гаусса, которые обратят матрицу A в единичную. Это рав-
нозначно умножению матрицы A на матрицу A−1. Но при одновремен-
ном преобразовании матриц A и I единичная матрица превратится в
IA−1 = A−1. То есть в расширенной матрице на месте единичной мат-
рицы будет образована матрица A−1, обратная по отношению к A.









Р е ш е н и е. Составим расширенную матрицу, присоединяя к A еди-





−1 2 0 1 0 0
3 −2 −3 0 1 0








−1 2 0 1 0 0
0 −2 0 0 1 −3








−1 0 0 1 1 −3
0 1 0 0 −1/2 3/2










1 0 0 −1 −1 3
0 1 0 0 −1/2 3/2
0 0 1 −1 −1 2

 .
В правой части расширенной матрицы стоит обратная по отноше-









Замечание. При получении обратной матрицы с помощью преоб-
разования Гаусса нельзя менять местами строки в матрице A|I.
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Л Е К Ц И Я 4
ВЕКТОР КАК ГЕОМЕТРИЧЕСКИЙ ОБЪЕКТ
Вектором с геометрической точки зрения называется отрезок в
пространстве (на плоскости), направленный от точки A (начало век-



















Обозначение: вектор AB или a.
Модуль вектора это его длина a = |a| = |AB|.
Вектор, начало которого совпадает с его концом, называют нуле-
вым.
Произведением вектора a на число λ ∈ ℜ – это вектор λa, модуль
которого равен |λ|a, параллельный вектору a и направленный в сто-
рону a при λ > 0 и в противоположную вектору a сторону при λ < 0.
Для нулевого вектора направление не определено.
Суммой двух векторов a и b называется вектор c, начало которо-
го совпадает с началом вектора a, а конец — с концом вектора b при
условии, что начало вектора b совмещено с концом вектора a. Век-
тор c = a + b можно представить как диагональ параллелограмма,
сторонами которого служат векторы a и b.
Суммой n векторов a1,a2, . . . ,an называется вектор b, соединя-
ющий начало первого вектора с концом последнего при условии, что
конец каждого предыдущего из суммируемых векторов является на-
чалом последующего вектора.
Сложение и умножение на число — линейные операции над векто-
рами.
Справедливы свойства (a, b, c — векторы; λ ∈ ℜ):
1) a+ b = b+ a — коммутативность;
2) a+ (b+ c) = (a+ b) + c — ассоциативность;
3) λ(a+ b) = λa+ λb — дистрибутивность.




Множество элементов a, b, c, . . . образуют векторное (линейное
пространство) L, если для его элементов выполняются следующие
условия — аксиомы линейных пространств.
1) Любым двум элементам a, b ∈ L можно поставить в соответствие
элемент (a+ b) ∈ L, называемый суммой a и b.
2) Коммутативность по отношению к сумме: a+ b = b+ a.
3) Ассоциативность по отношению к сумме: a+(b+c) = (a+b)+c.
4) Разрешимость: для любых a и b ∈ L существует элемент x такой,
что a+ x = b.
5) Для любого a ∈ L и действительного числа λ ∈ ℜ существует
элемент (λa) ∈ L.
6) Ассоциативность по отношению к произведению на действитель-
ные числа λ и ν: (λν)a = λ(νa).
7) Для любого a ∈ L справедливо 1 · a = a.
8) Существует нулевой элемент Θ ∈ L такой, что Θ+ a = a.
9) Дистрибутивность по отношению к произведению действитель-
ного числа на сумму элементов из L: λ(a+ b) = λa+ λb.
10) Для любого вектора a существует противоположный элемент
(−a) такой, что a+ (−a) = Θ.
Элементы a, b, c, . . . множеств, для которых выполняются аксиомы
1-10, называют векторами.
Примеры векторных пространств.
1. Пространство векторов как геометрических объектов.
2. Пространство L совокупностей конечного (n) числа элементов
a = (a1, . . . , an) = (ai)
(i = 1, n).
Для двух произвольных элементов a = (ai) и b = (bi) пространства
L справедливы линейные операции (λ – действительное число):
a+ b = (ai) + (bi) = (ai + bi) = (ci) = c ∈ L;
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λa = λ(ai) = (λai) = (di) = d ∈ L.







Для двух произвольных элементов Pn(ak, x) ∈ L и Pn(bk, x) ∈ L спра-
ведливы линейные операции:




















k = Pn(ck, x) ∈ L;















k = Pn(dk, x) ∈ L.
4. Пространство L функций, непрерывных на некотором интервале
изменения переменной x.
Если функции f(x) ∈ L и g(x) ∈ L, то
f(x) + g(x) ∈ L.
λ · f(x) ∈ L.
ЛИНЕЙНАЯ ЗАВИСИМОСТЬ ВЕКТОРОВ
Задана система n векторов ei ∈ L (i = 1, n): e1, e2, . . . , en и совокуп-
ность n чисел ai ∈ ℜ: a1, a2, . . . , an.
Вектор типа





называется линейной комбинацией векторов ei (i = 1, n) (вектор a
линейно выражается через векторы ei или разлагается по этим век-
торам).
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Система векторов ei (i = 1, n) называется линейно зависимой, если
существуют такие числа λi (i = 1, n), не равные одновременно нулю,
что выполняется равенство
λ1e1 + λ2e2 + . . .+ λnen = Θ, (2)
где Θ – нулевой вектор.
Если два вектора a и b коллинеарны (параллельны), направлены
в противоположные стороны и известно, что модуль вектора a в 5 раз
больше модуля вектора b, то линейная комбинация
a+ 5b = Θ.
Поэтому векторы a и b и вообще любые коллинеарные векторы ли-
нейно зависимы.
Система векторов ei (i = 1, n) называется линейно независимой,
если равенство (2) выполняется только в том случае, когда λi = 0 для
всех i = 1, n, т.е. все числовые множители в линейной комбинации
векторов равны нулю.
Свойства системы линейно зависимых векторов.
Свойство 1. Одиночный ненулевой вектор представляет собой ли-
нейно независимую «систему векторов», а нулевой вектор — линейно
зависимую.
Д о к а з а т е л ь с т в о. Приравняем нулевому вектору линейную
комбинацию одного вектора a (λ — число):
λa = Θ.
Из равенства следует, что линейная комбинация векторов (одного век-
тора) равна нулю при λ 6= 0 только в случае, когда вектор a нулевой.
Если же a 6= Θ, то λ = 0.
Свойство 2. Если среди системы векторов имеется хотя бы один
такой, который является линейной комбинацией остальных векторов,
то система векторов линейно зависима.
Д о к а з а т е л ь с т в о. Пусть среди n векторов e1, e2, . . . , en
имеется вектор ei, который линейно выражается через n−1 остальных
векторов:
ei = λ1e1 + . . .+ λi−1ei−1+
λi+1ei+1 + . . .+ λnen.
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Прибавляя к обеим частям равенства вектор −ei, противополож-
ный ei (−ei + ei = Θ), получим:
λ1e1 + . . .+ λi−1ei−1 + (−1)ei+
λi+1ei+1 + . . .+ λnen = Θ.
Равенство нулю линейной комбинации векторов в случае, когда не
все множители входящих в нее векторов равны нулю (множитель при
ei равен −1), указывает на линейную зависимость векторов.
Справедливо обратное свойству 2 утверждение: если система век-
торов линейно зависима, то среди входящих в нее векторов найдется
хотя бы один такой, который может быть представлен в виде линейной
комбинации остальных векторов.
Свойство 3. Если часть некоторой совокупности векторов пред-
ставляет собой линейно зависимую систему, то вся совокупность век-
торов линейно зависима.
В частности, если система векторов содержит нулевой вектор, то
она линейно зависима.
Свойство 4. Если система векторов линейно независима, а при
добавлении к ней другого вектора становится линейно зависимой, то
добавленный вектор можно представить как линейную комбинацию
векторов исходной системы.
Если векторы e1, e2, . . . , en в их линейной комбинации известны
и не изменяются в рассматриваемом процессе, то вектор a характе-
ризуется только коэффициентами разложения. В этом случае вектор
принято представлять в виде совокупности коэффициентов разложе-
ния:
a = (a1, a2, . . . , an)
T .
a — n-мерный вектор, или вектор размерности n.








a11 . . . a1j . . . a1n
. . . . . . . . . . . . . . .
ai1 . . . aij . . . ain
. . . . . . . . . . . . . . .








можно рассматривать как совокупность векторов-столбцов (j = 1, n):





A = (A1 . . . Aj . . . An) .
Если ввести в рассмотрение векторы-строки (i = 1,m)
Bi = (ai1 . . . aij . . . ain) ,
то матрицу A можно представить в виде совокупности векторов-строк:
A = (B1 . . . Bi . . . Bm)
T
.
Ранг матрицы, представленной в виде совокупности векторов, ука-
зывает на число линейно независимых векторов в рассматриваемой
совокупности.
Линейные операции над строками (столбцами) матриц отождеств-
ляются с линейными операциями над ее векторами-строками (векто-
рами-столбцами). Например, для векторов-строк:
λBi = (λai1 . . . λaij . . . λain) ,
Bi +Bj = ((ai1 + aj1) . . . (aik + ajk) . . . (ain + ajn)) .
Строка Bi называется линейной комбинацией k других строк мат-
рицы (k < m, i /∈ 1, k), если она равна сумме произведений этих строк
на произвольные числа λr (r = 1, k):
Bi = λ1B1 + . . .+ λkBk.
Строки B1, . . . , Bk матрицы линейно зависимы, если их линейная
комбинация равна нулевому вектору:
λ1B1 + . . .+ λrBr + . . .+ λkBk = Θ
при условии, что хотя бы один из k числовых множителей λr отличен
от нуля.
Линейная зависимость строк матрицы означает, что хотя бы
одна из строк является линейной комбинацией остальных строк.
Теорема. Ранг матрицы равен минимальному из двух значений:
— максимальному числу ее линейно независимых строк;
— максимальному числу ее линейно независимых столбцов.
Линейно независимые строки (столбцы) матрицы называют базис-
ными, а миноры, построенные на максимально возможном для данной
матрицы количестве линейно независимых строк и столбцов называ-
ются базисными минорами.
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БАЗИС В ПРОСТРАНСТВАХ L1 − L3
Любой вектор можно представить в пространствах L1, L2, L3 в виде
линейной комбинации линейно независимых векторов соответствую-
щих пространств.
В L1 только один вектор a может быть линейно независимым. Лю-
бой другой вектор p будет отличаться от a скалярным множителем:
p = λa.
Базисом в пространстве L1 называется вектор a этого простран-
ства такой, что любой другой вектор этого пространства будет отли-
чаться от a числовым множителем.
В пространстве L2 существуют не более двух линейно независи-
мых векторов (a и b. Любой вектор p может быть представлен в виде











p = λa+ µb.
Базисом в пространстве L2 называется пара двух линейно независи-
мых векторов a, b этого пространства таких, что любой другой вектор
p этого пространства будет представляться в виде их линейной ком-
бинации.
Базисом в пространстве L3 называется тройка линейно независи-
мых векторов a, b и c этого пространства таких, что любой другой
вектор p этого пространства будет представляться в виде линейной
комбинации:
p = λa+ µb+ νc.
Для геометрических векторов базисные векторы в L2 не должны быть
коллинеарными (параллельными), в L3 — не должны быть компланар-
ными (не должны лежать в одной плоскости).
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Слагаемые в формулах разложения называются составляющими
вектора p по базисным векторам a, b и c, а множители λ,µ и ν — его
координатами, или компонентами в базисе.
БАЗИС В ПРОСТРАНСТВЕ Ln
Базисом в пространстве Ln называется совокупность n векторов
ei (i = 1, n) этого пространства при выполнении условий:
1) векторы ei линейно независимы;
2) любой другой вектор p из Ln является линейной комбинацией
векторов ei:
p = λ1e1 + λ2e2 + . . .+ λnen
Здесь λi (i = 1, n) — координаты вектора p в базисе ei.








e1 = (1, 0, . . . , 0),
e2 = (0, 1, . . . , 0),
. . . . .
en = (0, 0, . . . , 1).
Определение. Если e1, e2, . . . , en — система n линейно независи-
мых векторов некоторого пространства и любой другой вектор это-
го пространства может быть представлен в виде линейной ком-
бинации этой системы векторов, то пространство называется n-
мерным (Ln), а совокупность векторов e1, e2, . . . , en — его базисом.
Теорема 1. В пространстве Ln любая система, состоящая из m
векторов, при m > n линейно зависима.
Теорема 2. Пусть векторы a и b представлены в одном базисе








bkek. Тогда, если a = b, то ak = bk.
Утверждение теоремы следует из равенства a−b = (ak−bk)ek = Θ.
Так как ek — базисные, следовательно, линейно независимые век-
торы, то последнее равенство будет выполняться только при условии
ak − bk = 0, т.е при ak = bk.
Пример. Установить, могут ли три вектора: a=(−2, 3, 1),
b=(1,−2,−1) и c = (−5, 7, 2) образовать базис в пространстве L3.
Р е ш е н и е. Три заданных вектора можно считать базисными, если
они линейно независимы, т.е. если хотя бы один из числовых множите-
лей в приравненной нулю линейной комбинации этих векторов будет
отличен от нуля.
38
Составим и приравняем нулевому вектору Θ = (0, 0, 0) линейную
комбинацию векторов:
λa+ µb+ νc = Θ.
Векторное уравнение можно заменить аналогичными ему скаляр-
ными уравнениями, записанными для каждой (по порядку следования







Записанная система имеет бесчисленное множество ненулевых ре-
шений при λ = −3ν и µ = −ν. В частности, ее решением будут значе-
ния λ = 3, µ = 1 и ν = −1.
Не равные нулю значения множителей в приравненной нулю ли-
нейной комбинации векторов:
3a+ b− c = Θ
говорят о линейной зависимости векторов. Векторы a, b и c не могут
образовать базис в L3.
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Л Е К Ц И Я 5
СКАЛЯРНОЕ ПРОИЗВЕДЕНИЕ
Скалярным произведением (a, b) (или a ·b) двух векторов a = (a1, . . . ,
an) и b = (b1, . . . , bn), заданных совокупностью своих координат в про-
странстве Ln, называется число c, равное сумме произведений соот-
ветствующих координат векторов:





Если, например, a = (a1, . . . , an) — вектор количества товаров, а b =
(b1, . . . , bn) — вектор их цен, то скалярное произведение выражает сум-
марную стоимость товаров.
Если a — вектор силы, а b — вектор перемещения, то скалярное
произведение — работа силы на перемещении.
Понятие скалярного произведения векторов для пространства Ln
базируется на четырех аксиомах:





= (a, c) + (b, c) — дистрибутивность;
3) λ(a, b) = (λa, b) = (a, λb) — возможность внесения под (вынесе-
ния за) знак скалярного произведения числового множителя;
4) (a,a) = a2 > 0 (скалярный квадрат), если (a 6= Θ) и (Θ,Θ) = 0.
Линейное (векторное) n-мерное пространство, на котором опреде-
лено скалярное произведение, называется евклидовым (пространство
En).
Норма (длина, модуль) вектора a в пространстве En:
|a| = a =
√
a21 + . . .+ a
2
n.
Нулевой вектор — единственный вектор, норма которого равна нулю.
Неравенством Коши–Буняковского называется соотношение
(a, b)2 ≤ (a,a) · (b, b).
Для доказательства найдем скалярный квадрат вектора c = ka + b,
где k — скалярный множитель:
(c, c) = (ka+ b, ka+ b) =
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k2(a,a) + 2k(a, b) + (b, b) ≥ 0.
В левой части равенства стоит неотрицательная величина — скаляр-
ный квадрат вектора c, поэтому правая часть записанного равенства,
представляющая собой квадратный трехчлен относительно k, также
неотрицательна. Последнее утверждение говорит о том, что четверть
дискриминанта
D/4 = (a, b)2 − (a,a) · (b, b) ≤ 0.
Отсюда следует исследуемое неравенство.
Неравенство Коши–Буняковского позволяет ввести формально по-






cos2(â,b) ≤ 1, 0 ≤ (â,b) < π.
Пример 1. Установить связь между неравенством Коши–Буняковс-
кого и областью допустимых значений функции cosϕ.
Р е ш е н и е. Пусть ϕ = (â,b) — угол между двумя векторами.




Извлекая квадратный корень из обеих частей последнего равенства,
получим:
−1 ≤ (a, b)
ab
≤ 1.
В центре полученного неравенства стоит косинус угла между дву-
мя векторами. Поэтому:
−1 ≤ cosϕ ≤ 1.
То есть: Скалярное произведение равно произведению модулей векто-
ров на косинус угла между ними:
(a, b) = ab cos(â,b).
Формула может служить определением скалярного произведения век-
торов для трехмерного пространства. При этом аксиомы 1–4 скаляр-
ного произведения становятся его свойствами — они следуют из фор-
мулы.
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Векторы e1, . . . , en пространства En, имеющие единичную нор-
му, образуют ортонормированный базис, если эти векторы попарно
ортогональны. Математическая формулировка определения ортонор-
мированного базиса сводится к равенству (i, j = 1, n):
(ei, ej) = δij =
{
1, если i = j,
0, если i 6= j.
ПРОЕКЦИИ ВЕКТОРА
Проекцией точки на ось является основание перпендикуляра, опущен-
ного на эту ось из рассматриваемой точки.
Направленный отрезок прямой, который представляет собой век-
тор как геометрический объект, является геометрическим местом то-
чек. Поэтому проекция вектора a на ось, направление которой опре-
деляется некоторым вектором c (Prca), представляет собой геомет-
рическое место проекций всех точек вектора a на эту ось, т.е.
Prca = a cos( ˆa, c).
Из формулы видно, что знак проекции определяется знаком косину-
са угла между векторами a и c. Проекция положительна, если угол




Prca, имеющий направление c (при cos( ˆa, c) > 0)
или противоположное c (при cos( ˆa, c) < 0), называется составляющей
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Рис. 0.1. Проекции векторов и их свойства
Свойства проекций.
1. Проекция суммы двух векторов на направленную ось равна сум-
ме проекций векторов на эту ось (рисунок).
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2. При умножении вектора на число λ его проекция увеличивается
в λ раз.
Справедливость свойства следует из подобия треугольников, изоб-
раженных на рисунке.
Скалярное произведение выражается через проекцию векторов:
(a, b) = aPrab = bPrba.
Если направление оси определяется единичным вектором e (e = 1),
то
(a, e) = Prea.
ОРТОНОРМИРОВАННЫЙ БАЗИС
Ортонормированным базисом пространства Ln называется совокуп-
ность n попарно ортогональных единичных векторов ik.
Модули базисных векторов равны единице, а скалярное произве-
дение пары любых из них, но различных, равно нулю:
|ik| = 1, (ik, ir) = δkr (k, r = 1, n).
δkr — символ Кронекера.
Для упорядоченной тройки векторов пространством L3 ортонорми-
рованного базиса справедливы соотношения:
|i1| = |i2| = |i3| = 1;
(i1, i1) = (i2, i2) = (i1, i2) = (i2, i3) = 0.
Упорядоченность ортонормированных базисных векторов имеет два
варианта:
Правый базис, для которого кратчайший поворот от направления
вектора i1 к направлению вектора i2 совершается против часовой
стрелки, если смотреть с конца вектора i3. Для левого базиса ана-
логичный поворот осуществляется по часовой стрелке.
Ортонормированный базис в пространстве L2 состоит из двух ор-
тогональных единичных векторов i1 и i2.
В аналитической геометрии для ортонормированных базисных век-
торов евклидова пространства E3 чаще используются обозначения
i, j,k.
С направлением векторов ортонормированного базиса обычно свя-
зывается ортогональная декартова (прямолинейная) система коорди-


















Рис. 0.2. Разложение вектора в ортонормированных базисах
базисных векторов расстояния от начала координат до рассматривае-
мой точки по направлениям базисных векторов.
В разложении вектора a по ортонормированному базису:
[a = a1i1 + a2i2 + a3i3, (3)
a1, a2, a3 координаты конца вектора и одновременно проекции вектора
на направления единичных базисных векторов i1, i2, i3. Действитель-
но, умножая (3) скалярно, например, на базисный вектор i1, получим
(a, i1) = a1(i1, i1) + a2(i2, i1) + a3(i3, i1) =
a1 = Pri1a.
Аналогично (a, i2) = a2 = Pri2a и (a, i3) = a3 = Pri3a.
С другой стороны, по определению скалярного произведения
(a, ik) = |a||ik| cosαk = a cosαk
и cosαk = ak/a (k = 1, 3);
αk (k = 1, 3) — угол между векторами a и базисным ik.




= i1 cosα1 + i2 cosα2 + i3 cosα3.
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na — единичный вектор, сонаправленный вектору a. Т.е. координата-
ми единичного вектора при его разложении по векторам ортонорми-
рованного базиса являются направляющие косинусы и
ak = a cosαk (k = 1, 3).
Используя теорему Пифагора для L3, найдем скалярный квадрат век-
тора a:










cos2 α1 + cos
2 α2 + cos
2 α3 = 1.
Для пространства L2
cos2 α1 + sin
2 α1 = 1.
ОПЕРАЦИИ НАД ВЕКТОРАМИ В КООРДИНАТНОЙ ФОРМЕ
С пространством L2, свяжем ортонормированный базис i1, i2.
Векторы a и b представлены в этом базисе своими составляющими:
a = a1i1 + a2i2, b = b1i1 + b2i2.
Если произвольные векторы представлены в виде разложения по
базисным векторам, то эти векторы могут быть охарактеризованы
полностью своими координатами.
Вектор, выходящий из начала координат, называют радиусом-век-
тором.
Радиусы-векторы a и b представим в виде совокупности их коор-
динат:
a = (a1; a2); b = (b1; b2).
Введем новый вектор
c = (c1; c2),
равный разности радиусов-векторов (c = b− a). Для него
c = b1i1 + b2i2 − a1i1 − a2i2 =






















Чтобы получить разность двух радиусов-векторов, представлен-
ных в фиксированном базисе, связанном с декартовой ортогональной
системой координат, достаточно составить вектор, координатами кото-
рого будут разности соответствующих координат этих векторов. При
этом первой в разности должна стоять координата конца вектора. Ес-










Условием равенства двух векторов OA = OB или a = b является
равенство их координат:
a1 = b1; a2 = b2.
Линейные операции над векторами сводятся к линейным операци-
ям над их координатами. Например,
a+ λb =
(






(a1i1 + a2i2), (b1i1 + b2i2)
)
=
= a1b1(i1, i1) + a1b2(i1, i2)+
a2b1(i2, i1) + a2b2(i2, i2) = a1b1 + a2b2.
Если OA = a = (a1, a2, . . . , an) и OB = b = (b1, b2, . . . , bn) то
AB =
(






(b1 − a1)2 + (b2 − a2)2 + . . .+ (bn − an)2.
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Скалярное произведение:
(a, b) = a1b1 + a2b2 + . . .+ anbn.






a1b1 + a2b2 + . . .+ anbn
√






















Для пространства L2 из последних отношений в равенстве остается
только первое.
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Л Е К Ц И Я 6
ВЕКТОРНОЕ ПРОИЗВЕДЕНИЕ ВЕКТОРОВ
С геометрической точки зрения векторным произведением вектора a
на вектор b называется вектор c, обладающий следующими свойства-
ми:
1) модуль вектора c равен произведению модулей векторов a и b
на синус угла между ними:
c = ab sin(â,b) (â,b) ≤ π;
2) вектор c ортогонален плоскости векторов a и b;
3) векторы, входящие в векторное произведение, образуют правую
тройку векторов в порядке их расположения cab (abc).
Для обозначения векторного произведения приняты записи
c = [a, b] или c = a× b.
С в о й с т в а векторного произведения.
1. Геометрически векторное произведение c = a × b по модулю
равно площади параллелограмма, построенного на векторах a и b,
как на сторонах (рисунок):










2. При перестановке векторов (коммутации) знак векторного про-
изведения меняется на противоположный:
a× b = −b× a.
3. Дистрибутивность по отношению к произведению вектора на сумму
векторов: a× (b+ c) = a× b+ a× c.
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4. Постоянный множитель можно выносить за знак произведения:
λ(a× b) = (λa)× b = a× (λb).
В ℜ2 ввести понятие векторного произведения векторов невозмож-
но.
Обратимся к векторам ортонормированного базиса в пространстве
L3 и рассмотрим их векторные произведения:
i1 × i2 = −i2 × i1 = i3,
i2 × i3 = −i3 × i2 = i1,
i3 × i1 = −i1 × i3 = i2;
i1 × i1 = i2 × i2 = i3 × i3 = Θ.





1, если klm = 123, 231, 312;
−1, если klm = 321, 213, 132;
0, в остальных случаях :




eklmim (κ, l = 1, 3).
Равенство нулю векторного произведения двух векторов указывает на
то, что эти векторы линейно зависимы (параллельны).
Пусть заданы два вектора в виде их разложения по ортонормиро-
ванному базису ik (k = 1, 3):
a = a1i1 + a2i2 + a3i3, b = b1i1 + b2i2 + b3i3.
Тогда
a× b = (a1i1 + a2i2 + a3i3)× (b1i1 + b2i2 + b3i3) =
= i3(a1b2 − a2b1) + i2(a3b1 − a1b3) + i1(a2b3 − a3b2).






















Смешанным (векторно-скалярным) произведением трех векторов на-
зывается число, равное скалярному произведение одного вектора на
векторное произведение двух других:
c · (a× b).
С в о й с т в а смешанного произведения.
1. Модуль смешанного произведения векторов равен объему парал-















Свойство очевидно, так как векторное произведение — это вектор
d = a×b, ортогональный плоскости векторов a и b и модуль которого
равен площади параллелограмма. Что касается скалярного произве-
дения вектора c на единичный вектор в направлении вектора d, то оно
равно проекции c на этот вектор. А это высота H параллелепипеда.
2. Знак смешанного произведения не изменится, если в нем произ-
вести четную перестановку векторов:
a · (b× c) = b · (c× a) = c · (a× b).
При нечетной перестановке векторов знак произведения изменится на
противоположный:
a · (b× c) = −c · (b× a) = −b · (a× c) = −a · (c× b).
3. Значение смешанного произведения не изменится, если поменять
местами знаки скалярного и векторного произведений:
a · (b× c) = (a× b) · c,
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поэтому смешанное произведение часто изображают в виде совокуп-
ности расположенных в определенном порядке векторов:
a · (b× c) = abc.
Для записи формулы вычисления смешанного произведения век-




(a1b2 − a2b1), (a3b1 − a1b3), (a2b3 − a3b2)
)
скалярно на вектор c = (c1, c2, c3):
abc = a1b2c3 + a3b1c2 + a2b3c1



















Если смешанное произведение abc трех векторов в L3 отлично от ну-
ля, то эти векторы можно принять за базисные в L3. Если abc > 0, то
тройка векторов образует правый базис; при abc < 0 — левый базис.
Чтобы левый базис превратить в правый, достаточно направление од-
ного из векторов сменить на противоположное (умножить вектор на
−1).
Равенство нулю смешанного произведения векторов указывает на
их линейную зависимость. Линейно зависимые векторы лежат в одной
плоскости и не могут образовать объемную фигуру с неравным нулю
объемом.
ДЕЛЕНИЕ ОТРЕЗКА В ЗАДАННОМ ОТНОШЕНИИ
Пусть требуется определить координаты точки M , делящей отрезок










В векторной форме отношение может быть представлено в виде
равенства
M1M = λMM2.
Если координаты перечисленных точек в ортогональной декартовой
системе координат в L2 известны: M1(x1, y1), M2(x2, y2), M(x, y), то
(x− x1; y − y1) = λ(x2 − x; y2 − y).
Приравняем соответствующие координаты равных векторов и из по-



























Л Е К Ц И Я 7
КОМПЛЕКСНЫЕ ЧИСЛА
Решениями квадратного уравнения
z2 − 4z + 13 = 0.
являются два корня:
z1 = 2− 3i, z2 = 2 + 3i,
где i =
√
−1 называется мнимой единицей.
В общем случае
z = x+ iy
называется ко́мплексным числом, а записанное выражение — алгебра-
ической формой комплексного числа. Если x и y переменные, то z —
переменная комплексная величина.
Первое слагаемое x = Re z называется действительной частью
z. Множитель y = Im z при i называется мнимой частью z. Так что
z = Re z + i Im z.
Комплексное число
z = x− iy
называют сопряженным по отношению к z.
Комплексные числа не принадлежат множеству действительных




Im z = y
Re z = x
z
r
Геометрически комплексное число можно изобразить точкой на
плоскости со связанной с этой плоскостью ортогональной декартовой
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системой координат (x, y): координату x = Re z принимают за абсцис-
су и называют действительной осью, y = Im z — за ординату числа
z и называют мнимой осью.
Такое представление дает право отождествить комплексное число
с вектором (x, y) в L2. Базисом в представлении z = x + yi является
пара линейно независимых векторов 1 и i.
Для комплексных чисел определены линейные операции
сложение:
z1 + z2 = (x1 + y1i) + (x2 + y2i) =
= (x1 + x2) + (y1 + y2)i = (x1 + x2, y1 + y2);
и умножение на действительное число:
λz = λ(x+ yi) = λx+ λyi = (λx, λy).
Можно убедиться в том, что комплексные числа удовлетворяют
всем аксиомам линейного векторного пространства.
Произведение двух комплексных чисел равно в общем случае ком-
плексному числу, состоящему из действительной и мнимой частей (ис-
ключение — произведение комплексно-сопряженных чисел):
z = z1z2 = (x1 + y1i)(x2 + y2i) =
(x1x2 − y1y2) + (x1y2 + x2y1)i;
Re z = x1x2 − y1y2, Im z = x1y2 + x2y1.
Произведение комплексно-сопряженных чисел равно действитель-
ному числу:
zz = (x+ iy)(x− iy) = x2 − i2y2 = x2 + y2.
Комплексное число z, удовлетворяющее равенству z2z = zz2 = z1,




Для представления частного от деления комплексных чисел в ал-
гебраической форме следует числитель и знаменатель дроби умно-








(x1 + iy1)(x2 − iy2)
(x2 + iy2)(x2 − iy2)
=














ТРИГОНОМЕТРИЧЕСКАЯ И ПОКАЗАТЕЛЬНАЯ ФОРМЫ
КОМПЛЕКСНОГО ЧИСЛА
Действительное число,
r = |z| =
√
x2 + y2 =
√
(Re z)2 + (Im z)2,








Im z = y
Re z = x
z
r
Направление радиуса-вектора r определяет угол ϕ, отсчитывае-
мый против часовой стрелки от положительного направления коор-
динаты x. Для этого угла (n ∈ Z):







Всякое решение уравнения называется аргументом комплексного чис-
ла z:
Arg z = Arctg
y
x
= ϕ+ 2πn, (n ∈ Z).
Угол ϕ = arg z ∈ [0; 2π) называется главной частью аргумента числа
z.
Из приведенных соотношений следует:
x = r cosϕ, y = r sinϕ.
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При подстановке этих зависимостей в алгебраическую форму z = x+
iy получим тригонометрическую форму комплексного числа:
z = r(cosϕ+ i sinϕ).
Еще одну форму комплексного числа получим, используя извест-
ные в математике формулы Эйлера зависимости тригонометрических








Суммируя два последних соотношения, получим
eϕi = cosϕ+ i sinϕ.
Аналогично, операция вычитания второго соотношения из первого
приводит к выражению
e−ϕi = cosϕ− i sinϕ.
Подставляя последние выражения в тригонометрическую форму ком-
плексного числа, получим его показательные формы:
z = reϕi z = re−ϕi.
Показательная форма комплексного числа зачастую облегчает про-
















Для квадрата комплексного числа получим
z2 = z · z = r2e2ϕi,
для n-й степени:
zn = zn−1z = rnenϕi.
В тригонометрическом представлении последняя формула, называе-
мая формулой Муавра, имеет вид
zn = rn(cosnϕ+ i sinnϕ).
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Пусть a = reϕi = re(ϕ+2πn)i — комплексное число. Тогда уравнение




















r — положительное действительное число. Решения zk (k =
0, n− 1) называются корнями n-й степени из комплексного числа a.
КОМПЛЕКСНОЕ ВЕКТОРНОЕ ПРОСТРАНСТВО
Пусть в n-мерном векторном пространстве задан вектор своими ко-
ординатами: x = (x1, x2, . . . , xn).
Будем считать, что координаты xk (k = 1, n) — комплексные чис-
ла:
xk = Re xk + i Im xk = αk + iβk.
Введем сопряженные величины







Наряду с вектором x рассмотрим вектор y = (y1, y2, . . . , yn), коор-
динаты которого yk = ηk + iνk.
Скалярным произведением двух векторов x и y, заданных в n-







То есть, скалярное произведение равно сумме произведений координат
первого вектора на сопряженные координаты второго вектора.
Скалярное произведение обладает свойством положительной опре-










Свойства скалярных произведений векторов комплексного простран-
ства, отличные от скалярных произведений действительных векторов:
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1. Для векторов с комплексными координатами справедливо свой-
ство эрмитовой симметрии: если скалярное произведение двух век-
торов x и y комплексного пространства равно комплексному числу
a = Re a+ iIm a, то при перестановке множителей в скалярном про-
изведении получится число a = Re a− iIm a, сопряженное с a.
Покажем, что это так.
Пусть x = (xk) = (αk + iβk), y = (yk) = (ηk + iνk) (k = 1, n).
Скалярное произведение векторов x и y равно сумме произведе-
ний координат первого вектора xk на соответствующие сопряженные
координаты yk второго вектора:

















(βkηk − αkνk) =


















(βkηk − αkνk) =
Re a− i Im a = a.
Сравнение двух полученных величин указывает на то, что они —
сопряженные комплексные числа. Отсюда следует эрмитова симмет-
рия
(x,y) = (y,x)
2. Скалярный множитель (не вектор, а комплексная скалярная вели-
чина), стоящий перед первым множителем скалярного произведения,
можно выносить за знак скалярного произведения. Скалярный мно-
житель, стоящий перед второй комплексной величиной в скалярном
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произведении, можно выносить за знак скалярного произведения, за-
меняя его на соответствующий сопряженный множитель:
(ax,y) = a(x,y), (x, by) = b(x,y).
Зависимость подтверждается преобразованием:
(x, by) = (by,x) = b (y,x) = b (x,y).
Свойства 1 и 2, рассмотренные выше, справедливы для векторов дей-
ствительного пространства, получаемых из векторов комплексного прос-
транства в предположении, что
Im x = 0. В этом случае x = x.
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Л Е К Ц И Я 8
ПРЕОБРАЗОВАНИЕ МАТРИЦ ПРИ ПРЕОБРАЗОВАНИИ
БАЗИСА
Пусть ek и ẽk (k = 1, n) — базисные векторы одного и того же ли-
нейного пространства Ln и пусть известно правило преобразования
векторов одного базиса в другой:




sikei (k = 1, n). (4)







s11 s12 . . . s1n
s21 s22 . . . s2n
. . . . . . . . . . . .






Так как в (4) суммирование идет по первому индексу у sik, то
матричный вид этого преобразования:
Ẽ = STE. (5)
Любой вектор x из Ln может быть представлен в виде линейной













XT и X̃T — матрицы-строки координат вектора x в базисах E и Ẽ.
Приравняем правые части равенств записанных равенств, после
чего подставим в полученное равенство вместо Ẽ соотношение (5):
XTE = X̃TSTE.
Это равенство выполняется при условии
XT = X̃TST =⇒ X = SX̃.
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Зависимость выражает правило преобразования матрицы вектора (век-
тора-столбца) при известном правиле (5) преобразования базисных
векторов.
Если базисные векторы ek (ẽk) (k = 1, n) линейно независимы, то
матрица S невырожденная и можно получить матрицу S−1, обратную
к S. В этом случае запишем обратное преобразование:
X̃ = S−1X. (6)
Так как (S−1)T = (ST )−1, то X̃T = XT (ST )−1.
Запись XTE для вектора x сохраняет свой вид при переходе к
новому базису. Действительно,
X̃T Ẽ = XT (ST )−1STE = XTE.
Равенство указывает на то, что вектор x = X̃T Ẽ = XTE — инва-
риантная по отношению к выбору базиса величина. Свойство инвари-
антности — это свойство независимости от выбора базиса.
Рассмотрим пару векторов, заданных в базисе E: x = XTE и y =
Y TE.
Пусть квадратная невырожденная матрица A преобразует векто-
ры-столбцы X в Y :
Y = AX. (7)
Зададим новый базис Ẽ, который связан с E преобразованием (5)
и в котором x = X̃T Ẽ и y = Ỹ T Ẽ.
Векторы — объекты, инвариантные по отношению к изменению
базисов. Поэтому зависимость (7) в новом базисе должна перейти в
аналогичную зависимость:
Ỹ = ÃX̃. (8)
При известным преобразовании (??) векторов-столбцов установим
правило преобразования матрицы A при переходе к новому базису.
Для этого подставим в (8) вместо X̃ и Ỹ выражения, вытекающие из
(6):
S−1Y = ÃS−1X.
Матрица S невырожденная, поэтому S = S−1 и
Y = SÃS−1X.
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Сравнивая полученную зависимость с (7) получим правило преоб-
разования матриц при переходе от нового базиса к исходному:
A = SÃS−1.
Отсюда приходим к формуле преобразования матриц, заданных в




Пусть ii и ĩk — векторы двух ортонормированных базисов в Ln (i, k =
1, n). В этом случае
(ii, ij) = δij , (ĩi, ĩj) = δij . (9)















sikδij = sjk. (11)
Так как sjk представляет собой скалярное произведение единичных
векторов двух ортонормированных базисов, то по смыслу — это коси-
нусы углов между единичными векторами ĩk и ij :
sjk = cos(ĩj ,̂ik) = skj , (12)
т.е. матрица S симметрична (S = ST ).































sikskj = δij . (13)
Последнее равенство говорит о следующем.
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1) Сумма квадратов направляющих косинусов преобразования ор-
тонормированных базисов равна единице;
2) Приведенная последняя сумма есть правило вычисления произ-
ведения матриц (количество столбцов первой матрицы равно ко-
личеству строк второй матрицы);
3) Первую матрицу, представленную в последней сумме элемента-
ми sik, можно считать транспонированной по отношению к мат-




и из определения обратной матрицы следует
ST = S−1.
Обобщим полученный результат.
Квадратная невырожденная матрица A называется ортогональ-
ной, если для нее справедливо соотношение
AT = A−1,
или
ATA = AAT = I.
Пусть
A = (aij), A
T = (aij)
T = (aji) = A
−1.
Приведем основные свойства ортогональных матриц.
1. Векторы, представляющие строки (столбцы) ортогональной мат-





aikakj = δij ,









Равенство нулю последних двух сумм указывает на то, что векто-
ры, которые определяются элементами i-й строки и j-го столбца (i-го
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столбца и j-й строки), ортогональны. Сумма произведений их коор-
динат — это скалярное произведение векторов.
2. Сумма произведений элементов каждой i-й строки (k-го столбца)
ортогональной матрицы на соответствующие элементы i-го столбца
(k-й строки) равна единице.
3. Определитель ортогональной матрицы равен ±1. Действитель-
но, из равенств
det I = det (ATA) = det AT · det A = (det A)2 = 1
следует
det A = ±1.
4. Матрицы транспонированная и обратная по отношению к орто-
гональной матрице также являются ортогональными.
МАТРИЦA КАК ОПЕРАТОР ПРЕОБРАЗОВАНИЯ ВЕКТОРОВ
В математике под преобразованием понимают действие, которое пе-
реводит элементы одного пространства в элементы другого простран-
ства.
Если преобразование переводит элементы некоторого простран-
ства в элементы этого же пространства, то объект, который осуществ-
ляет преобразование, называют оператором.
Если оператор A переводит некоторый вектор x в вектор y того
же пространства то
y = Ax.
Последнее преобразование можно обобщить:
y − y0 = Ax. (14)
Если ввести в рассматриваемом пространстве базис, в котором векто-
ры x и y представляются своими координатами X = (x1 x2 . . . xn)T ,
Y = (y1 y2 . . . yn)






a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .






то инвариантное по отношению к выбору базиса соотношение (14) пре-
вратится в матричное соотношение
Y − Y 0 = AX. (15)
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Элементы матриц этого соотношения зависят от выбора базиса. Мат-
рица A с совокупностью образующих ее элементов представляет опе-
ратор A так же, как совокупности элементов векторов-столбцов X и
Y представляют векторы x и y.








y1 − y01 = a11x1 + a12x2 + . . .+ a1nxn,
y2 − y02 = a21x1 + a22x2 + . . .+ a2nxn,
. . . . . . . . . . . . . . .










Пример. Составить оператор преобразования, который переводит
на плоскости радиус-вектор x с матрицей X = (x1 x2)T в радиус-
вектор y с матрицей Y = (y1 y2)T , равный по модулю вектору x.
Пусть α — угол между векторами x и y. Принято считать угол
между векторами положительным, если поворот от первого вектора
ко второму осуществляется против часовой стрелки.
Пусть x = |x|, y = |y| – модули векторов. По условию примера
x = y.
Запишем соотношения, вытекающие из условия примера.
Проекции вектора y:
y1 = y cos(α+ θ) = y(cosα cos θ − sinα sin θ);
y2 = y sin(α+ θ) = y(sinα cos θ + cosα sin θ).
(16)
Проекции вектора x с учетом равенства модулей векторов x = y:
x1 = x cos θ = y cos θ;
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x2 = x sin θ = y sin θ.
Подставим последние соотношения в (16):
{
y1 = x1 cosα− x2 sinα,
y2 = x1 sinα+ x2 cosα.
(17)
Таким образом, преобразование поворота линейное (sinα и cosα —







Отметим, что матрица A ортогональная
(A−1 = AT ).
Соотношения (17) определяют «жесткий поворот» в преобразова-
ниях декартовой ортогональной системы координат в ℜ2. Если наряду
с поворотом осуществляется параллельный перенос системы коорди-
нат, определяемый вектором y0, то соотношения, определяющие пре-
образование системы координат, запишутся в виде
y1 − y01 = x1 cosα− x2 sinα,
y2 − y02 = x1 sinα+ x2 cosα.
Перечислим основные свойства линейных операторов (A, B — матри-
цы операторов; X, Y — векторы-столбцы; a — число).
1) Постоянный множитель можно выносить за знак оператора:
A(aX) = aAX.
2) Оператор от суммы векторов равен сумме операторов от этих
векторов
A(X + Y ) = AX +AY.
3) (A+B)X = AX +BX.
4) (aA)X = a(AX).
5) (AB)X = A(BX).
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Перечисленные действия не изменяют характера линейности опе-
раторов.
Если в соотношении
Y − Y 0 = AX.
матрица оператора A квадратная и невырожденная, то можно осуще-
ствить обратное преобразование:
X = A−1(Y − Y 0).
Если же матрица A вырожденная (detA = 0), то формула осу-
ществляет преобразование вектора X ∈ Ln в вектор Y ∈ Lm (m < n).
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Л Е К Ц И Я 9
СОБСТВЕННЫЕ ЗНАЧЕНИЯ МАТРИЦЫ
Пусть с помощью квадратной матрицы A = (aij) n-го порядка осу-
ществляется линейное преобразование векторов-столбцов X в Y , за-
данных в n-мерном пространстве:
Y = AX. (18)
Если преобразование (18) превращает некоторый вектор X в па-
раллельный ему вектор
AX = λX, (19)
то вектор X 6= Θ называется собственным вектором матрицы A, а
число λ — собственным значением этой матрицы.
Рассмотрим и сформулируем в виде теоремы важное свойство соб-
ственных значений квадратной матрицы.
Теорема 1. В линейном пространстве матрица оператора ли-
нейного преобразования имеет по меньшей мере одно действитель-
ное или пару комплексных собственных значений.
Д о к а з а т е л ь с т в о. Собственные векторы являются ненулевы-
ми решениями матричного уравнения (19). Перепишем это уравнение
в виде
(A− λI)X = Θ. (20)
Матрица A − λI называется характеристической матрицей. Си-
стема линейных однородных уравнений, которая представлена мат-
ричным уравнением (20) будет (согласно теореме Кронекера-Капелли)
иметь ненулевые решения только в случае если определитель харак-
теристической матрицы равен нулю:
det(A− λI) = 0. (21)
Уравнение (21) называется характеристическим уравнением мат-









a11 − λ a12 . . . a1n
a21 a22 − λ . . . a2n
. . . . . . . . . . . .










Раскрывая определитель придем к уравнению n-го порядка относи-
тельно неизвестного λ:
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λn − σ1λn−1 + σ2λn−2 + . . .+ (−1)n−1σn−1λ+
(−1)nσn = 0. (23)
Коэффициенты σk (k = 1, n) характеристического полинома (левая
часть уравнения) определяются следующим образом.








































То есть, коэффициент σ2 равен сумме всех диагональных миноров
второго порядка матрицы A. Диагональным называют минор, элемен-
ты главной диагонали которого являются рядом стоящими упорядо-
ченными элементами главной диагонали матрицы. Минор последней
суммы образован элементами, стоящими на пересечении n-й и первой
строк с n-м и первым столбцами матрицы A.
Вообще, коэффициенты σk (k = 1, n) равны суммам всех диаго-
нальных миноров k-го порядка матрицы A, главными диагоналями
которых являются упорядоченные соседствующие элементы главной
диагонали матрицы.
Свободный член характеристического полинома равен определите-
лю матрицы A (минору порядка n):
σn = detA. (26)
Уравнение (23) c многочленом степени n в левой части имеет, сле-
дуя основной теореме алгебры, ровно n корней. Среди этих корней
могут быть равные и комплексно сопряженные. Тем не менее навер-
ное можно утверждать, что это уравнение имеет по меньшей мере один
действительный или одну пару комплексно-сопряженных корней.
Различные корни характеристического уравнения называются соб-
ственными значениями или характеристическими числами матри-
цы, а совокупность всех различных значений корней называют спек-
тром матрицы.
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Максимальное по абсолютной величине собственное значение мат-
рицы A называется спектральным радиусом матрицы:
ρ(A) = max{|λ1|, |λ2|, . . . , |λn|}.
Спектральный радиус является одной из норм матрицы.
Пусть корнями уравнения являются числа λk (k = 1, n), среди ко-
торых могут быть равные и комплексно сопряженные. Следуя форму-
лам Вье́та коэффициенты уравнения n-го порядка (19) выразим через
его корни:
σ1 = λ1 + λ2 + . . .+ λn,
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λ1 0 . . . 0
0 λ2 . . . . . .









Сравним формулы (24)–(26) с формулами (27). И в первых и во
вторых формулах одни и те же коэффициенты σk характеристиче-
ского уравнения представляются в виде сумм главных миноров k-го
порядка (k = 1, n). В отличие от первых, в определителях вторых
формул на месте недиагональных элементов стоят нули.
Подчеркнем еще раз тот факт, что одни и те же коэффициенты σk
характеристического уравнения выражаются различным образом че-
рез элементы матрицы A. Оказывается можно осуществить такие пре-
образования матрицы A, которые превратят определители (24)–(26) в
диагональные (27). Неизменяемость значений σk позволяет назвать
их главными инвариантами матрицы A.
СОБСТВЕННЫЕ ВЕКТОРЫ МАТРИЦЫ
Представив соотношение
(A− λI)X = Θ.
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в компонентной форме, подставим в него одно из собственных значе-
ний λk матрицы A. В результате придем к однородной системе линей-
ных уравнений для определения координат xki (i = 1, n) вектора X
k,








(a11 − λk)xk1 + a12xk2 + . . .+ a1nxkn = 0,
a21x
k
1 + (a22 − λk)xk2 + . . .+ a2nxkn = 0,





2 + . . .+ (ann − λk)xkn = 0.
(28)
Так как определитель этой системы уравнений
det(A− λkI) = 0,
то согласно теореме Кронекера-Капелли система уравнений имеет нену-
левые решения. Эти решения являются собственными векторами мат-
рицы A.
Если rang(A − λkI) = r (r < n), то существуют n − r ≥ 1 линей-
но независимых собственных векторов, соответствующих собственным
значениям λk матрицы A. То есть, существует хотя бы один собствен-
ный вектор, соответствующий конкретному значению λk. Координаты
xki этих векторов (этого вектора) находятся из системы (28), напри-
мер, методом Гаусса-Жордана.
В математической литературе доказываются две теоремы, касаю-
щиеся собственных векторов.
Теорема 1. Собственные векторы матрицы, соответствующие
попарно различным собственным значениям этой матрицы, линейно
независимы.
Теорема 2. Если все собственные значения квадратной действи-
тельной матрицы порядка n попарно различны, то соответству-
ющие им n собственных векторов матрицы образуют базис в n-
мерном пространстве. Векторы этого базиса попарно ортогональны.
СВОЙСТВА СИММЕТРИЧНЫХ МАТРИЦ
Сформулируем в виде теорем некоторые основные свойства симмет-
ричных матриц.
Теорема 1. Собственные значения действительных симметрич-
ных матриц — действительные числа.
Теорема 2. Собственные векторы действительной симметрич-
ной матрицы, соответствующие ее различным собственным значе-
ниям, попарно ортогональны.
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Теорема 3. Всякую действительную симметричную матрицу
можно при помощи преобразования подобия привести к диагональ-
ному виду.
Теорема была сформулирована ранее.
Приведем два следствия, вытекающие из теоремы 3.
С л е д с т в и е 1. Для всякого линейного преобразования действи-
тельной симметричной матрицы A существует ортогональный базис,
состоящий из собственных векторов матрицы и для которого матрица
A — диагональная.
С л е д с т в и е 2. Каждому k-кратному собственному значе-
нию действительной симметричной матрицы соответствует k линейно
независимых векторов.
Теорема 4 (экстремальное свойство собственных значений). Для
действительной симметричной матрицы A справедливо соотноше-
ние
λmin(x,x) ≤ (Ax,x) ≤ λmax(x,x),
где λmin — минимальное; λmax — максимальное из всех возможных
значений матрицы A:
λmin = min{λ1, λ2, . . . , λn};
λmax = max{λ1, λ2, . . . , λn}.
Процесс приведения квадратной матрицы A к диагональному виду
можно осуществить с помощью матрицы преобразования произволь-
ного вектора x = XT I к собственному вектору x̃ = X̃T I матрицы A.
Считаем, что оба вектора представлены в одном базисе I = (ik).
Так как квадратичная форма (x, Ax) — величина, инвариантная
по отношению к выбору базиса, то справедливо равенство
XTAX = X̃TΛX̃. (29)
Считаем, что тильдой отмечены собственные векторы-столбцы мат-
рицы A, а Λ — приведенная к диагональному виду матрица A с соб-
ственными значениями на главной диагонали.




Сравнивая это выражение с правой частью (29), получим формулу




Действительная симметричная матрица A называется положительно
(отрицательно) определенной, если положительна (отрицательна) квад-
ратичная форма:
(Ax,x) > 0 (< 0).
Если в последнем выражении строгие неравенства заменить на нестро-
гие ≥ (≤), то квадратичная форма называется положительно (отри-
цательно) полуопределенной.
Теорема 1. Действительная симметричная матрица является
положительно определенной тогда и только тогда, когда все ее соб-
ственные значения положительны.
Теорема 2 (условие Сильвестра). Для положительной опреде-
ленности действительной симметричной матрицы A = (aik) необ-
ходимо и достаточно, чтобы все ее главные миноры были положи-
тельными.
Если все собственные значения симметричной действительной мат-
рицы меньше нуля, то такая матрица будет, очевидно, отрицательно
определенной.
Для перехода от положительной к отрицательной определенности
достаточно матрицу умножить на −1.
Если положительно определенную матрицу
умножить на −1, то знаки ее нечетных главных миноров станут отри-
цательными. Поэтому можно сформулировать критерий отрицатель-
ной определенности действительной симметричной матрицы A.
Если знаки (sign) главных миноров Mk (k-го порядка) матрицы A
определяются соотношением
sign Mk = (−1)k,
то матрица A отрицательно определенная.
Пример. Определить знак квадратичной формы K(X) = 4x21 +
2x1x2 + x
2
2, не приводя ее к базису собственных значений.




















= 3 > 0.
Так как оба главных минора матрицы положительны, то квадратич-
ная форма определена положительно. Образуем из K(X) отрицатель-
ную квадратичную форму: −K(X) = −4x21 − 2x1x2 − x22.












= 3 > 0.
Так как знаки главных миноров матрицы чередуются, причем знак
первого минора отрицательный, то квадратичная форма −K(X) опре-
делена отрицательно.
ПРЕОБРАЗОВАНИЕ КВАДРАТИЧНЫХ ФОРМ В ℜ2






образуют квадратичную форму K = XTQX.
Предположим, что вектор X и матрица Q заданы своими коорди-
натами в ортонормированном базисе I = (i1i2)T .
Так как матрица Q действительная и симметричная, то ее соб-
ственные векторы взаимно ортогональны. Обозначим нормированный
базис собственных значений матрицы Q через E = (e1 e2)T и пред-











Рассматриваемое преобразование равносильно «жесткому поворо-
ту» базиса на угол α. Принято угол поворота считать положительным,
если он отсчитывается от положительного направления оси i1 против
часовой стрелки.
В силу того, что векторы ik и er (k, r = 1, 2) ортонормированные,
их проекции на направления других векторов равны косинусам углов
между этими векторами. Тогда
{
e1 = i1 cosα+ i2 sinα,
e2 = −i1 sinα+ i2 cosα,
или
E = ST I :
Коэффициенты разложения базисных векторов E по базисным векто-







Используя ST выразим вектор X переменных исходной декартовой
ортогональной системы координат через вектор X̃ = (x̃1x̃2)T новой















При переходе к новому базису матрица Q преобразуется в Q̃ :




















Ã = A cos2 α+B sin 2α+ C sin2 α;
B̃ = (−A sin 2α+ 2B cos 2α+ C sin2 α)/2;
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C̃ = A sin2 α−B sin 2α+ C cos2 α.
В последних соотношениях угол α выберем таким, чтобы коэффици-
ент B̃ обратился в нуль, т.е.






Если угол поворота базиса выбрать таким, чтобы выполнялось послед-
нее условие, то в матрице Q̃ = Λ диагональные элементы обратятся в
нуль. А это означает, что матрица приведена к диагональному виду и
на ее главной диагонали стоят собственные значения λ1 = Ã, λ2 = C̃.
При этом квадратичная форма примет вид
















Л Е К Ц И Я 10
ПРЯМАЯ НА ПЛОСКОСТИ
Проведем из фиксированной точки M0 прямой ℓ, принадлежащей про-
странству ℜ2, вектор N , перпендикулярный этой прямой. Соединим
















Так как векторы N и R перпендикулярны, их скалярное произве-
дение равно нулю:
(N ,R) = 0. (30)
Равенство, справедливое только для точек M, лежащих на прямой,
представляет собой уравнение прямой на плоскости, записанное в ве-
кторной форме.
Для представления уравнения в координатной форме введем в рас-
сматриваемом пространстве ортонормированный базис i, j со связан-
ной с ним декартовой ортогональной системой координат x, y.
Пусть A и B являются проекциями вектора N на направления
базисных векторов, x0 и y0 — координаты фиксированной точки M0
прямой ℓ, а x и y — координаты ее произвольной точки M .
Введенные векторы представим в виде совокупности их координат:
N = (A;B), R = M0M = (x−x0; y−y0).
Подставим записанное соотношение в (30). Так как что скалярное
произведение векторов,представленных в ортонормированном базисе,
равно сумме произведений их соответствующих координат, то
A(x− x0) +B(y − y0) = 0. (31)
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Это уравнение прямой, проходящей через заданную точку, или урав-
нение пучка прямых. Если прямая проходит через точку с координа-
тами x = x0, y = y0, то при этих значениях координат уравнение (31)
обращается в тождество.
Раскрыв в (31) скобки, приводя подобные члены и обозначая C =
−Ax0 −By0, придем к уравнению прямой в общем виде:
Ax+By + C = 0. (32)
Уравнение, называемое уравнением прямой в отрезках, получается
из (32), если в нем перенести C в правую часть равенства и поделить
полученное уравнение на −C (при условии, что C 6= 0, т.е. прямая не







Здесь a = −C/A, b = −C/B.
При x = 0 из (33) находится координата y = b пересечения прямой с
осью y, а координата x = a пересечения прямой с осью x определяется
из уравнения при y = 0. Отсюда следует, что a и b — это отрезки,
отсекаемые прямой на координатных осях.




Деление вектора на его модуль приводит к единичному вектору, сов-
падающему по направлению (сонаправленному) с исходным вектором.














Отмеченное свойство единичных векторов позволяет получить еще
один вид уравнения прямой. Для его записи умножим все слагаемые




x cosα+ y cosβ− p = 0. (34)
В этом уравнении p = µC — расстояние от начала координат до пря-
мой. В этом можно убедиться, обратившись к рисунку. Из рисунка
видно, что p = x cosα+y cosβ. Следует иметь в виду, что в уравнении










Если уравнение (33) умножить на b и ввести обозначение k = −b/a,
то придем к известному из школьного курса математики уравнению
прямой с угловым коэффициентом:
y = kx+ b. (35)
Предположим, что прямая ℓ проходит через две точки: M0(x0, y0) и
M1(x1, y1). Тогда уравнение (31) при подстановке в него координат
точки M1 должно обратиться в тождество:
A(x1 − x0) +B(y1 − y0) = 0.
Перенесем в (31) и в полученном уравнении слагаемые с множителем
B в правые части равенств. Поделив почленно полученные равенства,







Если ввести обозначения для координат вектора M0M1: x1 − x0 = m,







Координаты m и n отличаются от единичного вектора, соосного век-
тору M0M1, только множителем — модулем этого вектора. Поэтому
в частном случае в качестве координат m и n можно принять направ-
ляющие косинусы прямой.
К уравнению прямой с угловым коэффициентом, проходящей че-
рез заданную точку, можно прийти, потребовав, чтобы уравнение (35)
обратилось в тождество при подстановке в него координат точки (x0; y0),
т.е. y0 = kx0 + b. Вычитая последнее равенство из (35), получим:
y = y0 + k(x− x0). (37)
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Обобщая сказанное, отметим, что любое линейное уравнение в ℜ2,
т.е. уравнение, связывающее переменные x и y (в первых степенях !),
представляет собой уравнение прямой.
УРАВНЕНИЕ ПЛОСКОСТИ
Рассмотрим в пространстве ℜ3 плоскость ℘.
Пусть из некоторой фиксированной точки M0 плоскости восста-
новлен перпендикуляр к ℘, параллельный (может, и совпадающий) с
некоторым вектором N .
Соединим выбранную точку M0 с произвольной точкой M плоско-
сти радиусом-вектором M0M = R. Так как векторы R и N перпен-

















Это векторное уравнение плоскости, совпадающее по написанию с
векторным уравнением прямой на плоскости.
Введем ортонормированный базис i, j, k со связанной с ним декар-
товой ортогональной системой координат x, y, z. Пусть в этом базисе
векторы N и R представлены своими координатами:
N = (A,B,C), R = M0M = (x−x0, y−y0, z−z0).
Расписывая скалярное произведение (38), придем к уравнению плос-
кости, проходящей через заданную точку.
A(x−x0) +B(y−y0) + C(z−z0) = 0. (39)
Раскрывая скобки и вводя обозначение постоянной величины
D = −Ax0 −By0 − Cz0,
придем к уравнению плоскости в общем виде:
Ax+By + Cz +D = 0. (40)
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Перенесем постоянную D в правую часть уравнения и поделим по-
лученное уравнение на −D при условии, что D 6= 0 (плоскость не
проходит через начало координат). Вводя обозначения a = −D/A,











При y = z = 0 из этого уравнения получаем x = a; при z = x =
0: y = b; при x = y = 0: z = c, т.е. a, b, c — отрезки, отсекаемые
плоскостью на осях координат.
Модуль вектора N : N =
√
A2 +B2 + C2. Деление вектора на его
модуль приводит к единичному вектору, совпадающему по направ-
















= (cosα, cosβ, cosγ).
Как и в случае прямой на плоскости умножим все слагаемые урав-
нения (40) на нормирующий множитель
µ = − signD√
A2 +B2 + C2
.
В результате получим уравнение плоскости в нормальном виде:
x cosα+ y cosβ+ z cosγ− p = 0. (42)
В этом уравнении p = µD — расстояние от начала координат до
плоскости. Перед параметром p должен стоять знак «минус».
Частные виды общего уравнения (40).
При D = 0 плоскость проходит через начало координат, так как
обращается в тождество при x = y = z = 0.
Равенство A = 0 (или B = 0, или C = 0) делает уравнение (40) не
зависящим от координаты x (или y, или z). Отсутствие координаты x
(или y, или z) в уравнении указывает на то, что плоскость параллельна
оси x (или y, или z).
Равенство нулю двух постоянных, стоящих при независимых пе-
ременных (например, A = B = 0 при C 6= 0), приводит к уравнению
плоскости, перпендикулярной третьей координате (z).
Равенство постоянных A = B = C определяет плоскость, равнона-
клоненную к осям координат.
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Сравнение уравнений различных видов для плоскости с соответ-
ствующими уравнениями прямой указывает на их идентичность и оди-
наковую природу с точки зрения векторной алгебры.
Обобщение на многомерные пространства с переменными x1, x2, . . . , xn
называют гиперплоскостями. Так, для уравнения гиперплоскости в
общем виде имеем:
A1x1 +A2x2 + . . .+Anxn +D = 0.
Подходя с этих позиций, например к уравнению (38), можно на-
звать его уравнением гиперплоскости в векторной форме, а уравнения
прямой на плоскости — уравнениями гиперплоскости в пространстве
ℜ2. Характерной особенностью гиперплоскости (в том числе прямой)
является то, что все переменные входят в ее уравнение в первой сте-
пени.
ВЗАИМНОЕ РАСПОЛОЖЕНИЕ ПЛОСКОСТЕЙ
Рассмотрим две плоскости ℘1 и ℘2, заданные в общем виде:
℘1 : A1x+B1y + C1z +D1 = 0;








Восстановим к плоскостям ℘1 и ℘2 нормали N1 и N2.
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Угол θ между плоскостями равен углу между векторами нормалей
к ним. Поэтому cos θ может быть определен по скалярному произве-




















Полученное выражение позволяет записать условие ортогональности
двух плоскостей (cos θ = 0):
A1A2 +B1B2 + C1C2 = 0.
Условие параллельности плоскостей вытекает из условия параллель-










Угол между двумя прямыми
ℓ1:A1x1 +B1y1 + C1 = 0; ℓ2:A2x2 +B2y2 + C2 = 0
может быть изображен тем же рисунком, что и угол между плоско-
стями.
Что касается определения угла θ, записи условий ортогональности
и параллельности прямых, то формулы для них получаются из выра-
жений для плоскостей путем отбрасывания в них членов, содержащих






















В школьном курсе математики предлагался еще один вариант опреде-
ления угла между прямыми на плоскости (но не между плоскостями).
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Пусть θ1 и θ2 — углы наклона прямых ℓ1 и ℓ2 к координатной
оси x и k1 = tg θ1; k2 = tg θ2 — угловые коэффициенты, входящие в
уравнения прямых с угловым коэффициентом:
ℓ1: y = k1x+ b1; ℓ2: y = k2x+ b2.









, k1 = k2.
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Л Е К Ц И Я 11
РАССТОЯНИЕ ОТ ТОЧКИ ДО ПЛОСКОСТИ
Пусть заданы плоскость ℘ своим общим уравнением
Ax+By + Cz +D = 0
и точка M0, не лежащая на плоскости. На рисунке показаны след этой
плоскости, расположенной для удобства перпендикулярно плоскости








Выберем на плоскости произвольную точку M и построим вектор
M0M.
Проекция вектора M0M на направление вектора нормали N к
плоскости будет искомым расстоянием:




Если в рассматриваемом пространстве ввести ортонормированный ба-












∣A(x− x0) +B(y − y0) + C(z − z0)
∣
∣.
Раскроем скобки под знаком модуля. Изменив знак на противопо-
ложный в общем уравнении плоскости и получаемую из этого уравне-
ния постоянную D = −Ax−By − Cz, придем к формуле:
d=
1√
A2 +B2 + C2
∣
∣Ax0 +By0 + Cz0 +D
∣
∣.
Отметим, что под знаком модуля получается знак минус (как в рас-
сматриваемом случае), если точка M0 и начало координат лежат по
одну сторону от плоскости, и знак плюс, если по разные стороны.
85





∣Ax0 +By0 + C
∣
∣.
Если точка M0 совпадает с началом координат, то M0M = OM =
(x; y; z) и (N , OM) = Ax+By + Cz. В этом случае




Так как A/N = cosα, B/N = cosβ, C/N = cosγ, то последнее равен-
ство приводит к уравнению плоскости в нормальном виде
x cosα+ y cosβ+ z cosγ− p = 0.
ПРЯМАЯ В ℜ3









Выберем на ℓ произвольную точку M и построим вектор L = M0M.
Направление прямой зададим некоторым параллельным ℓ (можно
совпадающим с ℓ) вектором s.
Условием того, что любая точка M ∈ ℓ, будет условие параллель-
ности векторов L и s:
L = ts.
Это уравнение прямой в ℜ3, представленное в векторной форме. Мо-
дуль параметра t определяет разделенное на модуль вектора s рассто-
яние от фиксированной точки M0 прямой до ее произвольной точки
M. Если |s| = 1, то |t| равно этому расстоянию.
Векторная запись уравнения прямой не накладывает никаких огра-
ничений на размерность пространства. Уравнение справедливо и для
ℜn, и, в частности, для ℜ2. Введем в рассматриваемое пространство
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ортонормированный базис с декартовой ортогональной системой ко-
ординат, в которых
s = (m,n, p); L = M0M = (x−x0, y−y0, z−z0).
Подставляя записанные равенства в векторное уравнение прямой и
приравнивая соответствующие координаты, придем к уравнениям пря-




x = x0 + tm,
y = y0 + tn,
z = z0 + tp.
Выразим из каждого уравнения параметр t. Приравняв полученные










Если прямая проходит через две заданные точки M0(x0; y0; z0) и
M1(x1; y1; z1), то в качестве вектора, определяющего направление пря-
мой, можно выбрать s = (x1−x0; y1−y0; z1−z0). Тогда канонические
уравнения прямой можно представить в виде уравнений прямой, про-










Из трех канонических уравнений прямой только два линейно незави-
симы.
В частном случае для пространства ℜ2 (отсутствует координата z)







совпадающее с ранее полученным уравнением прямой на плоскости.
ВЗАИМНОЕ РАСПОЛОЖЕНИЕ ПРЯМЫХ И ПЛОСКОСТЕЙ






x = x1 + tm1,
y = y1 + tn1,





x = x2 + tm2,
y = y2 + tn2,
z = z2 + tp2.
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Направления прямых задаются двумя векторами
s1 = (m1;n1; p1); s2 = (m2;n2; p2).
Косинус угла θ между прямыми определится как косинус угла между



















Отсюда вытекает условие перпендикулярности двух прямых:
m1m2 + n1n2 + p1p2 = 0.
Условие параллельности прямых следует из условия параллельности



















Этот угол дополняется до π/2 углом θ между вектором s, сона-
правленным прямой, и вектором N , ортогональным плоскости.
Найдем косинус угла θ между векторами s и N , который равен
синусу угла ϕ между прямой и плоскостью:
cos θ = sinϕ =
(N , s)
N · s =
Am+Bn+ Cp√
A2 +B2 + C2
√
m2 + n2 + p2
.
Из последней формулы следует условие параллельности прямой и
плоскости (s⊥N):
Am+Bn+ Cp = 0.
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Условию перпендикулярности прямой и плоскости соответствует па-










ПРЯМАЯ КАК ПЕРЕСЕЧЕНИЕ ПЛОСКОСТЕЙ
Линией пересечения двух непараллельных плоскостей является пря-
мая. Пусть эти плоскости заданы своими общими уравнениями:
A1x+B1y + C1z +D1 = 0,





x = x0 + tm,
y = y0 + tn,












В оба приведенные уравнения прямой входят координаты x0, y0 и
z0 фиксированной точки прямой.
Координаты такой точки можно получить, рассекая заданные плос-
кости любой третьей плоскостью, не параллельной заданным. Удобнее
в качестве такой плоскости выбрать любую координатную плоскость.
Пусть это будет плоскость z = z0 = 0. В этом случае исходная система
уравнений превратится в два уравнения с двумя неизвестными.
Пусть в результате решения полученной системы
{
A1x+B1y +D1 = 0,
A2x+B2y +D2 = 0
найдены значения неизвестных: x0 и y0. Вместе с заданным значением
z0 = 0 эти координаты принадлежат точке M0(x0, y0, 0), лежащей на
прямой.
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Вторым этапом решения задачи является определение вектора s =
(m, n, p), определяющего направление прямой. Этот вектор паралле-
лен заданным плоскостям, и следовательно, ортогонален нормалям к
ним.
Рассмотрим два варианта определения этого вектора.
а). Векторы, ортогональные к заданным плоскостям:
N1 = (A1, B1, C1) и N2 = (A2, B2, C2).
Имея в виду, что длина вектора s произвольная и вспоминая, что
векторное произведение векторов равно вектору, ортогональному их
плоскости, примем

















= (B1C2 − C1B2)i1 + (C1A2 −A1C2)i2+
(A1B2 −B1A2)i3 = mi1 + ni2 + pi3.
После этого уравнение прямой представится в канонической фор-
ме.
б). Аналогично точке M0(x0, y0, 0) можно найти координаты еще
одной точки на прямой. Добавив к исходным уравнениям уравнение
еще одной плоскости, например, y = y1 = 0 и решив систему уравне-
ний {
A1x+ C1z +D1 = 0,
A2x+ C2z +D2 = 0,
найдем координаты M1(x1, 0, z1).
В качестве вектора, соосного искомой прямой, примем вектор s =
(x1 − x0, −y0, z1) = (m,n, p). После этого уравнение прямой можно
представить в канонической или параметрической формах.
90
Л Е К Ц И Я 12
УРАВНЕНИЯ ВТОРОГО ПОРЯДКА В ℜ2
Математические модели кривых и поверхностей общего вида описы-
ваются уравнениями, содержащими переменные в степенях, превыша-
ющих единицу.
Общее уравнение кривой второго порядка в ℜ2 (на плоскости):
Ax2 + 2Bxy + Cy2 +Dx+ Ey + F = 0.
Переменные x и y — это координаты произвольных точек на плос-
кости в декартовой ортогональной системе координат. Множитель 2
во втором слагаемом обусловлен тем, что присутствующие в тако-
го рода суммах слагаемые B1xy и B2yx для математических моде-
лей геометрических объектов можно объединить, вводя обозначение
2B = B1 +B2.
Преобразуем уравнение к новой системе координат x̃ỹ, повернутой
относительно исходной системы xy на угол α против часовой стрелки
относительно начала координат. Формулы преобразования координат:
{
x = x̃ cosα+ ỹ sinα,
y = −x̃ sinα+ ỹ cosα.
При выводе формул приведения квадратичных форм к каноническому





Если систему координат повернуть на угол α, определенный по
этой формуле, то слагаемое с произведением координат в квадратич-
ной форме исчезает.
При этом исходное уравнение примет вид
Ãx̃2 + C̃ỹ2 + D̃x̃+ Ẽỹ + F = 0,
где:
Ã = A cos2 α+B sin 2α+ C sin2 α;
C̃ = A sin2 α−B sin 2α+ C cos2 α;
D̃ = D cosα+ E sinα;
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Ẽ = E cosα−D sinα.
Для дальнейшего преобразования уравнения сгруппируем в нем слага-
емые с одинаковыми переменными, дополнив их до полных квадратов.
Для сохранения равенства «дополнительные» слагаемые запишем и в
































− F 6= 0 поделим полученное уравне-
ние на F̃ , свернем выражения в скобках до квадратов сумм, а множи-




































Введение новых переменных x и y равносильно параллельному







. В зависимости от знаков, стоящих при слагае-






















Если исходное уравнение не содержит квадрата одной из переменных
(Ã или C̃ равны нулю), то параллельным переносом координат его
можно привести к уравнению параболы:
x2 = 2qy или y2 = 2px.
Полученные уравнения называются каноническими уравнениями
кривых эллипса, гиперболы и параболы.
Других кривых, описываемых уравнениями второго порядка, не
существует.
По виду канонического уравнения легко определить тип кривой
второго порядка. Тем не менее это можно сделать, по знаку определи-
теля коэффициентов квадратичной формы общего уравнения. Урав-

















> 0 − эллипс,
< 0 − гипербола,
= 0 − парабола.
ЭЛЛИПС И ЕГО СВОЙСТВА
Эллипсом называется геометрическое место точек на плоскости, сум-
ма расстояний от которых до двух фиксированных точек F1 и F2,
называемых фокусами, есть величина постоянная (2a).
Согласно определению сумма модулей векторов F1M = r1 и F2M =
r2 равна 2a (M — точка, лежащая на эллипсе):
r1 + r2 = 2a.
Уравнение не привязано ни к какому базису и, следовательно, ни к
какой системе координат. Это уравнение инвариантно по отношению










Для преобразования уравнения эллипса к каноническому виду вве-
дем собственную систему координат. Ось x собственной системы на-
правим по вектору F1F2, ось y проведем через середину отрезка F1F2
перпендикулярно оси x.
На рисунке показан эллипс со связанной с ним собственной си-
стемой координат.
Обозначим расстояние между фокусами F1F2 = 2c. Два параметра
(a и c) полностью характеризуют эллипс с точностью до его располо-
жения в пространстве.
Во введенной собственной (декартовой ортогональной) системе ко-
ординаты характерных точек: F1(−c, 0), F2(c, 0), M(x, y). Тогда r1 =
F1M = (x+ c, y), r2 = F2M = (x− c, y).
Подставим значения модулей записанных векторов в уравнение эл-
липса и перенесем второе слагаемое в правую часть уравнения:
√
(x+ c)2 + y2 = 2a−
√
(x− c)2 + y2.
Чтобы избавиться от радикалов, возведем обе части записанного ра-
венства в квадрат:
(x+ c)2 + y2 = 4a2 − 4a
√




(x− c)2 + y2 = a2 − cx.
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Чтобы избавиться от корня, повторно возведем равенство в квадрат.
После приведения подобных получим
(a2 − c2)x2 + a2y2 = a2(a2 − c2).
Вводя новый параметр
b2 = a2 − c2 (a > c),
придем к равенству
b2x2 + a2y2 = a2b2.








Так как каноническое уравнение получено после того как исходное
уравнение дважды возводилось в квадрат, то полученное уравнение
может содержать лишние корни. В этом случае координаты точек,
которые удовлетворяют полученному уравнению, не будут удовлетво-
рять исходному уравнению.
Убедимся в том, что этого не будет.
Пусть координаты x и y некоторой точки удовлетворяют получен-
ному уравнению. Подставим найденную из этого уравнения перемен-




















Так как |x| < a, что следует из уравнения, и c
a








Аналогично найдем r2 = a−
c
a
x. Складывая два последних равен-
ства, получаем r1 + r2 = 2a.
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Таким образом, любая точка, удовлетворяющая каноническому урав-
нению эллипса, принадлежит эллипсу и наоборот.
Опишем некоторые основные характеристики и свойства эллипса.
1. Постоянные a и b называются полуосями эллипса.
При y = 0 из уравнения эллипса получим x = ±a, а при x = 0:
y = ±b. То есть a и b — это отрезки, отсекаемые эллипсом на осях
координат.




при условии, что a — бо́льшая полуось эллипса. Величина 2c — рас-
стояние между фокусами.
3. Можно ввести параметр t, связанный с переменными x и y со-
отношениями
{
x = a cos t,
y = b sin t,





называется эксцентриситетом эллипса e ∈ [0, 1).
При e = 0 (a = b = R) эллипс превращается в окружность:
x2 + y2 = R2;
при e → 1 (b → 0) эллипс приближается к прямой.
ГИПЕРБОЛА И ЕЕ СВОЙСТВА
Гиперболой называется геометрическое место точек, модуль разно-
сти расстояний от которых до двух фиксированных точек F1 и F2,
называемых фокусами, есть величина постоянная (2a).
Если M — произвольная точка, принадлежащая гиперболе и r1 =
F1M r2 = F2M , то уравнение гиперболы, инвариантное по отношению
к выбору систем координат
|r1 − r2| = 2a.
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Введение собственной системы координат, аналогичной эллипсу, и пре-



















Рассмотрим основные характеристики и свойства гиперболы.
1. Постоянные a и b называются полуосями гиперболы. При y =
0 имеем x = ±a. При x = 0 получаем мнимые корни y = ±
√
−b2,
т.е. гипербола не пересекает ось y, которая называется мнимой осью
гиперболы (x — действительная ось).




Расстояние между фокусами равно 2c.
3. Можно ввести параметр t такой, что
{
x = a cht = a (et + e−t) /2,
y = b sht = b (et − e−t) /2.
При таких значениях переменных x и y уравнение гиперболы превра-
щается в тождество.
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Последние два уравнения называются параметрическими уравне-
ниями гиперболы.






называется эксцентриситетом гиперболы. Для гиперболы эксцентри-
ситет
e ∈ (1;∞).
Эксцентриситет характеризует степень отклонения точек гипербо-
лы от оси x. При e→1 (b → 0) ветви гиперболы стремятся к оси x; при
e→∞ (b → ∞) – к прямым x = ±a, перпендикулярным оси x.
5. Гипербола имеет две асимптоты. Это прямые
y = ± b
a
x,
проходящие через начало координат и вершины прямоугольника со









для которой ось x является мнимой, называется сопряженной по от-
ношению к исходной. Асимптоты у обеих гипербол общие.
ПАРАБОЛА И ЕЕ СВОЙСТВА
Параболой называется геометрическое место точек, расстояния от
которых до некоторой фиксированной точки F, называемой фокусом









Выбрав на параболе произвольную точку M и обозначив проек-
цию точки M на директрису через D согласно определению параболы
запишем равенство:
|DM | = |FM |. (43)
Это и есть уравнение параболы, не зависящее от систем координат.
Введем собственную (декартову) систему координат параболы
таким образом, чтобы ее ось x расположилась ортогонально дирек-
трисе и проходила через точку F . Положительным считаем направле-
ние от директрисы к фокусу. Ось y проведем перпендикулярно оси x
через середину отрезка между директрисой и фокусом в направлении,
соответствующем правой системе координат.
Обозначим расстояние между директрисой и фокусом через p —
единственный параметр, который с точностью до ориентации в про-






уравнение директрисы x = −p
2
.





































































Отсюда, приводя подобные, приходим к каноническому уравнению
параболы:
y2 = 2px.
Отметим некоторые свойства и характеристики параболы.
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1. Парабола проходит через начало координат — точку O(0; 0) (y =
0 при x = 0), называемую вершиной параболы.
2. Парабола симметрична относительно оси x.




ортогональная оси x и находящаяся от начала собственной системы
координат на таком же расстоянии, что и фокус.
4. Эксцентриситет параболы равен единице. Этот факт доказыва-
ется, если уравнения кривых второго порядка представить в поляр-
ной системе координат (x,α), где α — угловая координата, отсчиты-
ваемая от направления оси x.
5. Важным свойством параболы, определяющим ее широкое при-
менение в рефлекторах осветительных и других волновых приборах,
является ее оптическое свойство: луч, выходящий из фокуса, отража-
ется от линии параболы в направлении, перпендикулярном директри-
се.
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Л Е К Ц И Я 13
ПОВЕРХНОСТИ ВТОРОГО ПОРЯДКА
Геометрическими образами квадратных уравнений в пространстве ℜ3
являются поверхности. Количество различных видов поверхностей (как
и кривых) второго порядка ограничено. Каждая из поверхностей пре-
образованием координат (параллельным переносом и поворотами во-
круг трех осей) может быть приведена к каноническому виду, где ее
математическая модель имеет характерный вид.
Рассмотрим все типы поверхностей второго порядка.
1. Цилиндрические поверхности — это поверхности, образован-
ные параллельным переносом прямой, образующей цилиндра, вдоль
некоторой кривой, называемой направляющей цилиндра.
Направляющая может быть либо эллипсом (в частном случае окруж-
ностью), либо гиперболой, либо параболой. Соответствующие поверх-
ности будут называться эллиптическим (в частности, круговым) (рис.
0.3,а), гиперболическим (рис. 0.3,б) и параболическим (рис. 0.3,в) ци-
линдрами.
Канонические уравнения соответствующих цилиндрических по-
верхностей не содержат одну из координат — ту координату, парал-
лельно которой располагается образующая цилиндрической поверх-
ности. Поэтому уравнения изображенных на рис. 0.3 цилиндрических













= 1; в) z2 = 2px. (44)
2. Поверхности вращения. Характерной особенностью этих по-
верхностей является наличие в их уравнениях слагаемых с квадратами
двух переменных, имеющих одинаковые коэффициенты. В этом слу-
чае в сечениях поверхностей плоскостями, перпендикулярными тре-
тьей координате (третья координата — постоянная величина), полу-
чаются окружности.
Например,
x2 + y2 − cz = 0 — поверхность, образованная вращением параболы
x2 = cz (или y2 = cz) вокруг оси z;
x2 + y2 = cz2 — круговой конус (рис. 0.3,г), образованный вращением
прямой x = Cz (y = Cz) вокруг оси z (c = C2).
3. Конические поверхности. Уравнения этих поверхностей, за-
писанных в собственной системе координат, содержат только слагае-
















Рис. 0.3. Поверхности второго порядка
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одно из слагаемых входит в сумму со знаком, противоположным двум











В сечениях этих поверхностей координатными плоскостями (для











При a = b коническая поверхность становится круговой.
4. Эллипсоид — это геометрическое место точек в ℜ3, удовлетво-










В сечениях этой поверхности плоскостями x = 0, y = 0 и z = 0
получаются эллипсы.
5. Однополостный гиперболоид — геометрическое место точек










Минус в канонических уравнениях однополостных гиперболоидов
может стоять только перед одним из слагаемых уравнения. Перемен-
ная, перед которой стоит минус, определяет мнимую ось гиперболои-
да. В сечениях поверхности координатными плоскостями x=0 и z=0
получаются гиперболы; y = ±h (в том числе h = 0) — эллипсы.
6. Двухполостный гиперболоид — геометрическое место точек











Отрицательные слагаемые этого уравнения определяют координа-
ты плоскости y = 0, которую не пересекает поверхность гиперболоида.
В сечениях поверхности координатными плоскостями x = 0 и z = 0
получаются гиперболы; y = ±h (h > b) — эллипсы.
103
7. Эллиптический параболоид — геометрическое место точек в







В сечениях поверхности координатными плоскостями x=0 и y=0
получаются параболы; сечение z = 0 определяет точку (0;0;0) — вер-
шину параболоида; z = h > 0 — эллипсы.
8. Гиперболический параболоид — геометрическое место точек







Для канонического уравнения этой поверхности характерно то, что
слагаемые с квадратами координат имеют противоположные знаки, а
третья координата входит в уравнение в первой степени.
Для анализа форм поверхностей широко используется метод се-
чений. Метод в виде сечений координатными плоскостями применял-
ся выше. В общем поверхности можно рассекать плоскостями, парал-
лельными координатным плоскостям, или даже плоскостями общего
вида.
Так, при x = ±d из (50) получим








Полученные в двух сечениях кривые представляют собой парабо-
лы, ветви которых направлены в сторону отрицательных y, а вершины
смещены в сторону положительных y на величину y0. Кривые, соот-
ветствующие обсуждаемому уравнению параболы, показаны на рис.
0.3,и — это крайние правое и левое сечения.
Других поверхностей второго порядка, кроме перечисленных, не
существует.
Записанные в произвольных координатах поверхности второго по-
рядка в ℜ3 и гиперповерхности в ℜn содержат слагаемые с произведе-
ниями координат. Преобразование поворота и параллельного переноса
осей координат позволяют привести эти уравнения к каноническому
виду (содержащему только квадраты переменных).
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Л Е К Ц И Я 14
ВЫПУКЛЫЕ МНОЖЕСТВА ТОЧЕК
Множества, элементами которых являются точки, называют то-
чечными множествами.
Множество ℜ1 представляет собой точечное множество на неог-
раниченной прямой. Любое подмножество ℜ1, например, отрезок пря-
мой, также представляет собой точечное множество.
Точечное множество в ℜ2 — это точки неограниченной плоско-
сти или любой части плоскости, например, ограниченные замкнутыми
кривыми.
В ℜ3 — это точки бесконечного трехмерного пространства или лю-
бой его (неограниченной или ограниченной) части.
В общем случае точечное множество может быть представлено в
ℜn.
Множество B ⊂ ℜn называется выпуклым, если для любых X1 =
(x11, x
1
2, . . . , x
1
n)
T и X2 = (x21, x
2
2, . . . , x
2
n)
T ∈ B выполняется условие
αX1 + (1− α)X2 ∈ B, (α ∈ [0, 1]).
Другими словами, множество точек будет выпуклым, если все точ-
ки, принадлежащие отрезку, соединяющему две любые точки A и B
множества, также принадлежат этому множеству.
На рисунках показаны примеры выпуклого точечного и невыпук-













Теорема. Пересечение двух выпуклых множеств является вы-
пуклым множеством.
Справедливость теоремы поясняется рисунком. Действительно, ес-
ли AB ∈ M1
⋂
M2, то AB ∈ M1 и AB ∈ M2. Но M1 и M2 — выпуклые
множества. Следовательно, M1
⋂
M2 также выпуклое множество, так






Пользуясь методом математической индукции, можно доказать,
что пересечение конечного числа выпуклых множеств также является
выпуклым множеством.
Ограниченные множества имеют внутренние точки и граничные
точки.
Для любой внутренней точки множества рассматриваемого про-
странства (например, точка A всегда можно выбрать проходящий че-
рез эту точку произвольно направленный отрезок некоторой длины
такой, для которого A является внутренней точкой и все точки кото-
рого принадлежат множеству.
Для граничных точек множества (например, точка B) проходящий
через них отрезок не может иметь, по крайней мере, произвольного
направления, все точки отрезка которого лежат или на границе мно-
жества, или внутри него.
Точка выпуклого множества называется угловой точкой, если че-
рез нее нельзя провести ни одного отрезка, состоящего только из точек
множества и для которого эта точка была бы внутренней (точки C и
D).
Следуя введенным определениям, можно говорить о выпуклых многоу-
гольниках, многогранниках и т.д.
ИНТЕРПРЕТАЦИЯ РЕШЕНИЙ УРАВНЕНИЙ И НЕРАВЕНСТВ В
ℜ2
Рассмотрим одно линейное уравнение с двумя переменными (неизвест-
ными) x1 и x2:
2x1 + 3x2 = 6.
Это частный вид «системы уравнений» при m = 1 и n = 2.
Найдем множество всех допустимых решений этой «системы», ба-
зисные решения и граничные точки.
Напомним, что допустимыми решениями в экономике называют
решения с неотрицательными значениями переменных.
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Каждое решение заданного уравнения представляет собой пару чи-
















Допустимые (неотрицательные) решения этого уравнения лежат
на отрезке AB прямой, расположенной в первой координатной чет-
верти и имеющей две граничные точки A(0; 2) и B(3; 0).
Базисным решением называют решение уравнения (системы урав-
нений), в которых основные (базисные) переменные выражены через
свободные переменные.
Найдем все возможные варианты записи общих решений уравне-
ния. Если принять x1 за основную переменную, x2 — за свободную





Полагая x2 = 0, получим частное решение (3;0).






при x1 = 0 получим частное решение (0;2).
Оба частные решения допустимы. Им соответствуют граничные
точки A и B множества решений.
При x1 ∈ [0; 3] и x2 ∈ [0; 2] из заданного уравнения можно получить
все возможные варианты допустимых решений. Все они представляют
собой точки, принадлежащие отрезку AB прямой.
Для уравнения
x1 − x2 = 1
существует единственная граничная точка для допустимых решений
— это точка A(1; 0). Вторая точка находится в бесконечности.
Уравнение
2x1 + 2x2 + 3 = 0
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вообще не имеет граничных допустимых решений и, следовательно,
точек с допустимыми решениями.
Линейные неравенства для одного уравнения с двумя переменными
представляются в двух видах:
a1x1 + a2x2 + b ≥ 0 (51)
или
a1x1 + a2x2 + b < 0. (52)
Каждому из бесчисленного множества решений неравенств соот-
ветствует пара чисел (x1;x2), совокупность которых представляет со-
бой точку на плоскости. Геометрический смысл множества решений
этих неравенств устанавливает следующая приводимая без доказа-
тельства теорема.
Теорема. Множеством решений линейного неравенства (51) слу-
жит одна из двух полуплоскостей, на которые всю неограниченную
плоскость делит прямая a1x1 + a2x2 + b = 0, включая эту прямую.
Вторая полуплоскость без самой прямой является множеством ре-
шений строгого неравенства (52).
Установить принадлежность точек полуплоскости тому или иному
неравенству можно с помощью пробной точки — это произвольная
точка, принадлежащая одной из полуплоскостей, но не лежащая на
прямой.
Координаты пробной точки подставляются вместо неизвестных в
одно из неравенств (51) или (52). Если неравенство удовлетворяется,
то полуплоскость, которой принадлежит пробная точка, описывается
этим неравенством; в противном случае — вторым неравенством. В
качестве пробной точки удобно использовать начало координат, если
прямая не проходит через него.
Рассмотрим систему двух неравенств с двумя переменными:
{
a11x1 + a12x2 + b1 ≥ 0,
a21x1 + a22x2 + b2 ≥ 0. (53)
Знаки неравенств могут иметь противоположное направление, или
быть строгими.
В общем случае множеством решений системы m неравенств в ℜ2
(если система соответствующих уравнений совместна) являются точ-
ки, принадлежащие пересечению полуплоскостей множеств решений
всех неравенств. Это множество имеет конечное число угловых точек.
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Система двух неравенств имеет не более одной угловой точки. Это
точка пересечения двух прямых, описываемых уравнениями, следую-
щими из (53).
Границами трех неравенств на плоскости являются в общем случае
три прямые. Угловыми точками таких выпуклых множеств являются
точки пересечения прямых.
Множеством решений системы m совместных линейных неравенств
с двумя переменными является выпуклый многоугольник на плоско-
сти, количество угловых точек в котором не превосходит m.
ОПТИМИЗАЦИОННЫЕ ЗАДАЧИ
Принятие оптимального решения — основная задача планирования
любого процесса, протекающего в зависимости от воздействия на него
человека. В экономике многие задачи нацелены, в частности, на раз-
работку таких планов развития фирм и деятельности отдельных лиц и
сообществ, которые приводят к получению наибольшей прибыли или
наибольшей экономии.
Пусть вектор X = (x1, x2, . . . , xn)T ∈ ℜn определяет совокупность
n переменных xj (j = 1, n), а F (X) ∈ ℜ — функция, определенная на
множестве Ω, состоящем из этих n переменных.
Оптимизационная задача (F ; Ω) сводится к отысканию максималь-
ного или минимального значений F (X) на множестве значений Ω. При
этом F (X) называется целевой функцией, а Ω – множеством допу-
стимых решений (допустимым множеством) оптимизационной за-
дачи. Допустимым множеством в экономике называют множество с
неотрицательными элементами (X ≥ Θ).
Решением оптимизационной задачи называется такое значение век-
тора переменных X∗ = (x∗1, x
∗
2, . . . , x
∗
n)
T , при котором для любых X ∈
Ω выполняется условие F (X∗) ≤ F (X) для задачи отыскания мини-
мального значения функции и F (X∗) ≥ F (X) – для максимального
значения.
Если задача оптимизации не имеет решения, то она называется
неразрешимой. Задача не разрешима, в частности, если целевая функ-
ция не ограничена на допустимом множестве Ω.
Задача отыскания максимума (F ; Ω) легко сводится к задаче отыс-
кания минимума сменой знака целевой функции, т.е. к задаче (−F ; Ω).
Задачу отыскания оптимального решения можно осуществить ме-
тодами математического программирования (термин «программи-
рование» относится к выработке некоторой программы действий по
отысканию оптимальных значений функции).
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В зависимости от вида целевой функции и множества допустимых
решений математическое программирование включает в себя частные
виды задач, в том числе:
— линейное программирование (ЛП);
— целочисленное программирование (ЦП);
— нелинейное, в частности, выпуклое программирование (ВП);
— динамическое программирование (ДП).
Решением оптимизационных задач занимаются и такие разделы
математики, как вариационное исчисление, теория оптимального уп-
равления, теория игр и др.
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Л Е К Ц И Я 15
МАТЕМАТИЧЕСКАЯ МОДЕЛЬ ЗАДАЧИ ЛП
Оптимизационная задача (F ; Ω), в которой целевая функция F явля-
ется линейной и множество допустимых решений ограничено кусочно-
линейными функциями, называется задачей линейного программиро-
вания. Упомянутые кусочно-линейные функции представляют собой
систему линейных неравенств.
Среди них могут быть и равенства.
В классической постановке математическая модель задачи ЛП пред-
ставляет собой группу соотношений:








a11x1 + a12x2 + . . .+ a1nxn ≤ b1,
a21x1 + a22x2 + . . .+ a2nxn ≤ b2,
· · · · · · · ·
am1x1 + am2x2 + . . .+ amnxn ≤ bm;
(55)
xj ≥ 0 (j = 1, n). (56)
Соотношение (54) определяет целевую функцию, выраженную через
искомые переменные xj и весовые коэффициенты cj . Знак =⇒
max(min) означает, что целевая функция после завершения решения
задачи должна принять максимальное (минимальное) значение. Си-
стема неравенств (55) – это ограничения, накладываемые на измене-
ния некоторых показателей задачи ЛП. Неравенства (56) выражают
требование: переменные задачи не должны выходить за пределы об-
ласти допустимых значений (должны быть неотрицательными).
Если вместо знаков ≤ (или <) в сформулированной задаче ЛП
стоят ≥ (или >), то для изменения знаков на противоположные, т.е
преобразования неравенств к виду (55), достаточно умножить их на
−1. Такие же действия применимы к целевой функции для изменения
ее предельного значения с max на min.
Записанная в виде соотношений (54)–(56) задача ЛП может быть











aijxj ≤ bi, (i = 1,m);







a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .




















































Матрица A называется матрицей условий, технологической мат-
рицей, или матрицей норм расхода, в зависимости от того, какой
смысл вложен в совокупность ее элементов; B — вектор ограничений;
X — вектор переменных; C — вектор весовых коэффициентов.
Тогда математическая модель задачи линейного программирова-
ния представится в матричной форме:
F = CTX =⇒ max(min);
AX ≤ B;
X ≥ Θ.

















































называемые векторами условий. Матрицу условий можно выразить
через эти векторы:
A = (A1A2 . . .An) .
Ограничения можно записать, используя векторы условий:
A1x1 +A2x2 + . . .+Anxn ≤ B.
Свойства задач линейного программирования
1. Допустимое множество Ω решений задачи ЛП либо пусто, либо
является выпуклым множеством пространства ℜn.
2. Если допустимое множество Ω задачи ЛП не пусто, а целевая
функция F ограничена на Ω, то задача ЛП имеет оптимальное реше-
ние.
3. Оптимальные решения задачи ЛП (если они существуют) всегда
находятся на границе множества Ω.
ПРИМЕРЫ ЗАДАЧ ЛП
З а д а ч а о р а ц и о н е
На ферме имеется n видов кормов, каждый из которых содержит m
разновидностей питательных веществ. Одна единица j-го вида кормов
(j = 1, n) содержит aij единиц i-го питательного вещества (i = 1,m)
и имеет стоимость cj .
Требуется составить такой рацион, который удовлетворял бы всем
потребностям в питательных веществах bi (i = 1,m) и имел бы мини-
мальную стоимость. Минимально необходимые количества питатель-
ных веществ bi известны.
Обозначим через xj количество j-го корма в рационе, а через F –





cjxj =⇒ min .





aijxj ≥ bi (i = 1,m).
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Вместе с ограничениями
xj ≥ 0 (j = 1, n)
выписанные соотношения образуют задачу ЛП.
З а д а ч а п л а н и р о в а н и я
п р о и з в о д с т в а
Предприятие располагает m видами ресурсов и может выпускать
некоторую продукцию n различными способами. За единицу времени
использования j-го способа производства (j = 1, n) расходуется aij
единиц i-го ресурса (i = 1,m) и выпускается cj единиц продукции.
Требуется составить такой план производства предприятия, кото-
рый позволит ему выпускать наибольшее количество продукции при
условии, что количество ресурсов i-го вида на предприятии равно bi
(большего количества предприятие не имеет возможности израсходо-
вать).
Пусть xj – время использования предприятием j-го способа про-





cjxj =⇒ max .












выписанные соотношения образуют задачу ЛП.
Т р а н с п о р т н а я з а д а ч а
Пусть каждое из m предприятий изготавливает однотипную про-
дукцию в количествах ai (i = 1,m). Продукция поставляется каждому
из n потребителей в количествах bj (j = 1, n). Известны стоимости cij
перевозки единицы продукции от i-го производителя j-му потребите-
лю. Требуется определить план перевозок – количества товаров xij ,
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которые следует переправить от i-го производителя j-му потребителю
и при этом расходование средств будет минимальным.
Суммарные затраты на перевозку всех производимых товаров по-









cijxij =⇒ min .
Количество продукции, производимой i-м производителем и постав-




xij = ai, (i = 1,m).





xij = bj , (j = 1, n).
При равенстве количеств производимой и потребляемой продукции









Целевая функция вместе с соотношениями баланса, которые в тран-
спортной задаче играют роль ограничений, представляют собой мо-
дель задачи ЛП.
В первых двух задачах ограничения записывались в виде нера-
венств, хотя часть из них могут быть равенствами; в последней зада-
че ограничения представляют собой строгие равенства в случае, если
количество производимых товаров равно количеству потребляемых.
Следует заметить, что упомянутое различие несущественно для за-
дач ЛП. Действительно, любое равенство для суммы двух и более
функций f(X)+g(X) = 0 можно представить в виде двух неравенств:
f(X) ≥ 0 и g(X) < 0. С другой стороны, к любому неравенству можно
прибавить некоторое слагаемое, которое превратит его в равенство.
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ГРАФИЧЕСКИЙ МЕТОД РЕШЕНИЯ ЗАДАЧ ЛП
Рассмотрим задачу ЛП в пространстве ℜ2, то есть задачу, в которую
входят только две переменные x1 и x2:








a11x1 + a12x2 ≤ b1,
a21x1 + a22x2 ≤ b2,
· · · · · ·
am1x1 + am2x2 ≤ bm;
(58)
x1 ≥ 0; x2 ≥ 0. (59)
Каждое из неравенств (58) определяет на координатной плоскости
x1x2 некоторую полуплоскость. Допустимое множество Ω решений за-
дачи представляет собой пересечение конечного числа m полуплоско-
стей (58) и ограничено выпуклым многоугольником.
Предположим, что область Ω, ограниченная неравенствами (58),
построена
(






















c = (c1; c2)
перпендикулярен прямой c1x1+c2x2 = const (const (константа) — про-
извольная постоянная величина). При положительных c1 и c2 вектор
направлен в сторону возрастания F .
Проведем на плоскости прямые, перпендикулярные c = (c1; c2),
для различных значений целевой функции: F0, FAE , FC , . . . Первая
из них не пересекает область Ω (проходит через начало координат),
вторая совпадает с границей области AE, третья касается границы
области только в одной угловой точке C.
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В точке C, являющейся общей точкой для целевой функции и
области Ω, F имеет максимальное из возможных значений. Коор-
динаты x1C и x2C точки C удовлетворяют одновременно уравнению
c1x1+c2x2 = FC , и системе неравенств (58). Это точка удалена на мак-
симально возможное для области Ω расстояние от начала координат
в направлении вектора c.
Если требуется отыскать минимальное значение целевой функции
F, удовлетворяющей неравенствам (58), то это значение F = FAE
будет соответствовать наименьшему удалению прямой c1x1 + c2x2 =
const от начала координат.
Отметим, что для задачи, геометрический образ которой изобра-
жен на рисунке, максимальному значению целевой функции соответ-
ствует единственная пара значений координат (x1C ;x2C), тогда как
минимальному значению функции – любые координаты точек прямой
c1x1 + c2x2 = FAE , лежащие на отрезке AE границы Ω.
Не рисунке справа область допустимых значений Ω не ограничена в
направлении возрастания вектора c. Целевая функция не ограничена
сверху. Ее максимальное значение стремится к бесконечности.
ГЕОМЕТРИЧЕСКАЯ ИНТЕРПРЕТАЦИЯ ЗАДАЧ ЛП В ℜ3
В случае ℜ3 ограничения типа ai1x1+ai2x2+ai3x3 = bi представляют













На рисунке изображены следы двух пересекающихся по линии AB
плоскостей, соответствующих двум ограничениям
P1: a11x1 + a12x2 + a13x3 = b1 и
P2: a21x1 + a22x2 + a23x3 = b2.
Плоскости x1 = 0, x2 = 0 и x3 = 0, ограничивающие пространство
первого координатного угла (x1 ≥ 0, x2 ≥ 0, x3 ≥ 0), пересекаются с
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плоскостями P1 и P2 по следующим прямым.
P1: по прямой AC с плоскостью x1 = 0; по прямой BD с плоскостью
x2 = 0 и по прямой CD с плоскостью x3 = 0.
P2: по прямой AE с плоскостью x1 = 0 и по прямой BE с плоскостью
x2 = 0.
Выпуклый пятигранник OCDBEA образует область (множество)
допустимых решений задачи.
Что касается функции F=c1x1+c2x2+c3x3, то при ее фиксирован-
ном значении F = const получаемое уравнение описывает плоскость
P , перпендикулярную вектору c = (c1; c2; c3). При F=0 эта плоскость
проходит через начало координат. Для задачи отыскания максимума
целевой функции значение Fmax при положительных коэффициентах
c1, c1 и c3 будет соответствовать плоскости P, наиболее удаленной от
начала координат в направлении вектора c и имеющей общую точку
(общие точки) с областью допустимых решений Ω.
В зависимости от направления вектора c это может быть одна
из угловых точек O, A, B, C, D, E, одно из ребер многогранника
OCDBEA (OC, CD, AB, . . . ) или одна из граней, например ABDC
(в случае, если вектор c перпендикулярен плоскости P1). В послед-
нем случае будут пропорциональны координаты векторов нормалей к










Обобщение сказанного на пространство ℜn очевидно. Для этого
достаточно рассмотренные плоскости заменить на гиперплоскости и
записать их уравнения ai1x1+ai2x2+ . . .+ainxn = bi в пространстве с
n взаимно ортогональными координатными плоскостями xj = 0 (j =
1, n).
КАНОНИЧЕСКАЯ ФОРМА ЗАДАЧИ ЛП
Для простоты рассуждений будем считать, что ограничения представ-
ляют собой только неравенства. Случаи, когда среди неравенств име-
ются уравнения, будут рассмотрены на примерах решения частных
задач ЛП.
Каноническая форма задачи ЛП тем, что в ней неравенства систе-
мы ограничений путем введения дополнительных переменных преоб-
разуются в равенства.
Добавим к первому неравенству системы новую переменную xn+1
такую, которая превращает неравенство в равенство. Аналогично —
ко второму неравенству — переменную xn+2, . . . , к последнему нера-
венству переменную xn+m.
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В классической постановке задачи ЛП при F =⇒ max нера-
венства ограничений имеют знак ≤. Поэтому все добавляемые пере-
менные будут неотрицательны. Кроме того, новые переменные фик-
тивные, поэтому в целевую функцию они входить не будут (войдут с
нулевыми множителями).
В результате придем к канонической форме задачи ЛП:








a11x1 + a12x2 + . . .+ a1nxn + xn+1 = b1,
a21x1 + a22x2 + . . .+ a2nxn + xn+2 = b2,
· · · · · · · ·
am1x1 + am2x2 + . . .+ amnxn + xn+m = bm;
xj ≥ 0
(
j = 1, (n+m)
)
.











a11 . . . a1n 1 0 . . . 0


















































Полученная путем добавления фиктивных переменных система урав-
нений линейно независима потому, что подматрица коэффициентов,
стоящих при введенных фиктивных переменных (второе равенство
для матрицы A), является единичной матрицей порядка m, равного
количеству уравнений.
СВОЙСТВА РЕШЕНИЙ ЗАДАЧ ЛП
Чтобы задача ЛП имела решение, система ее ограничений должна
быть совместной. Совместность уравнений будет обеспечена, если ранг
r матрицы ее коэффициентов не меньше ранга расширенной матрицы
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(теорема Кронекера-Капелли). В частном случае, если в задаче ЛП все
ограничения представлены в виде неравенств (равенства в исходной
системе отсутствуют), то количество линейно независимых уравнений
приведенной к каноническому виду системы ограничений будет равно
рангу матрицы коэффициентов (количеству уравнений или равному
ему количеству добавочных неизвестных m). В то же время общее
количество неизвестных равно n+m. То есть, если система уравнений
системы ограничений совместна, то она в общем случае будет иметь
бесчисленное множество решений.
Ограничения приведенной к каноническому виду задачи ЛП:
x1A1 + x2A2 + . . .+ xnAn + xn+1An+1 + . . .+ xn+mAn+m = B. (60)
Здесь Aj = (a1j , a2j , . . . , amj)T (j = 1, n+m) — векторы-столбцы
матрицы коэффициентов системы ограничений.
Из системы векторов A1,. . . , An, An+1, . . . , An+m можно выбрать
совокупность максимального количества линейно независимых векто-
ров, образующих базис. Базисов может быть несколько. Для просто-
ты дальнейших рассуждений будем считать, что номера векторов Aj
(j = 1,m+ n) упорядочены так, что последние m из них An+1, . . . ,
An+m образуют базис. Нумерация соответствует тому, что исходная
базисная матрица коэффициентов во многих задачах линейного про-
граммирования будет единичной. Выбранному базису соответствуют
базисные переменные (60) xn+1, . . . , xn+m. Тогда оставшиеся перемен-
ные x1, x2,. . . , xn будут относиться к свободным переменным.
Выражая базисные переменные через свободные, получим общее
решение системы ограничений. Одним из частных решений системы
ограничений является решение, полученное при условии равенства ну-
лю всех свободных переменных.
Опорным решением задачи ЛП называется вектор ее допустимо-
го решения при условии, что все свободные переменные равны нулю.
Опорное решение представляет собой совокупность неотрицательных
координат в разложении (60), стоящих множителями при линейно
независимых векторах An+1, An+2, . . . , An+m (базисных векторах):
X = (x1 = 0; . . . ;xm = 0;xm+1; . . . ;xm+n)
T .
Пример. Рассмотрим систему ограничений задачи ЛП, приведен-
ную к каноническому виду:
{
x1 + 2x2 + x3 = 4,
4x1 + x2 + x4 = 8;
(61)
120
xi ≥ 0 (i = 1, 4).



























Векторы X1 = (0; 2; 0; 6)T и X2 = (1; 1; 1; 3)T , как легко в этом
убедиться, являются допустимыми решениями системы oграничений.
Индексами сверху обозначений векторов решений и векторов огра-
ничений здесь и в дальнейшем будем обозначать варианты решений.
Проверим, будут ли векторы X1 и X2 опорными решениями задачи
ЛП.


















В этом случае имеем два вектора условий (векторов коэффициен-












Эти векторы линейно независимы. Утверждение справедливо по-
тому, что для них нельзя подобрать такие коэффициенты λ1 и λ2,






Линейная независимость векторов следует и из того, что ранг мат-
рицы








составленной из двух векторов, равен двум (определитель матрицы не
равен нулю).























Эти векторы линейно зависимы. Утверждение справедливо хотя
бы потому, что векторы A21 и A
2
2 могут быть представлены в виде













Пара векторов A12 и A
1
4 образует базис в системе четырех векторов






4 — не образуют. Согласно
приведенному определению, вектор X1 является опорным решением
задачи, а X2 таковым не является.
Теорема 1. Решение Xi задачи ЛП будет опорным в том случае,
если в разложении (60) вектора ограничений B = (b1, b2, . . . , bm)T по
векторам базиса Ai1, A
i
2, . . . , A
i
m все коэффициенты (переменные xj)
неотрицательны.
Утверждение теоремы следует из условий неотрицательности пе-
ременных задачи.
Вектор X3 = (0; 8;−12; 0)T удовлетворяет системе уравнений (61)












но вектор ограничений B = (4; 8) раскладывается по этому базису,
имея отрицательный коэффициент при A33:
















Поэтому вектор X3 не может рассматриваться в качестве опорного
решения.
Для рассмотренного примера матрица коэффициентов системы ог-
раничений с помощью элементарных преобразований может быть при-
ведена к единичной матрице второго порядка:
(
1 2 1 0








Следовательно, ранг матрицы и количество базисных векторов усло-
вий равны 2.
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Опорное решение называется невырожденным, если число его нену-
левых координат точно равно рангу матрицы коэффициентов, и вы-
рожденным — в противном случае. В рассмотренном примере X1 и
X3 — векторы невырожденных решений, а X2 — вектор вырожденно-
го решения.
Задача ЛП может иметь несколько (но ограниченное количество)
опорных решений. Одно из опорных решений будет оптимальным. По-
этому оптимальное решение следует искать среди опорных решений.
Справедливо следующее утверждение.
Теорема 2. Если совокупность векторов условий A1, A2, . . . ,
An+m содержит m линейно независимых векторов, An+1, An+2, . . . ,
An+m, то опорный план
X = (x1 = 0, . . . , xm = 0, xm+1, . . . , xm+n)
T
соответствует крайней точке области допустимых решений Ω.
В справедливости теоремы убедимся на примере задачи ЛП в ℜ2.
В этом случае ограничения сводятся к системе двух неоднородных
линейно независимых уравнений:
{
a11x1 + a12x2 = b1,
a21x1 + a22x2 = b2.
Решением системы уравнений являются две координаты x1 и x2
точки пересечения двух прямых, представленных системой уравне-
ний. Это — угловая точка выпуклой области допустимых решений
задачи.
Для ℜ3 система ограничений сводится к системе трех уравнений
с тремя неизвестными. Решение системы дает в общем случае три
координаты угловой точки пересечения трех плоскостей.
Обобщение рассуждений на пространство ℜn убеждает в справед-
ливости теоремы.
Еще одну теорему, определяющую свойство решения задач ЛП,
приведем без доказательства.
Теорема 3. Если задача ЛП имеет решение, то целевая функция
F достигает своего экстремального значения хотя бы в одной из




Рассмотрим два примера решения задач ЛП, исходные соотно-
шения для которых приведены к каноническому виду.
Пример 1.
F = 5− x1 + x2 =⇒ min;
{
x1 + 2x2 + x3 = 4,
4x1 + x2 + x4 = 8;
xi ≥ 0, (i = 1, 4).
Запишем уравнения системы ограничений в матричном виде и пре-
образуем полученное выражение, выделив в нем единичную матрицу
коэффициентов при основных переменных:
(
1 2 1 0 4




1 0 4 −1 −2
0 1 8 −4 −1
)
.
x1 x2 x3 x4 x3 x4 x1 x2
Отсюда получаем общее решение системы ограничений:
x3 = 4− x1 − 2x2, (63)
x4 = 8− 4x1 − x2. (64)
В приведенных преобразованиях в качестве опорного решения в
нулевом приближении выбран вектор X0 = (0, 0, x3, x4)T , единичные
базисные векторы для которого A3 = (1, 0)T и A4 = (0, 1)T линейно
независимы и образуют единичную матрицу.
Свободные переменные x1 и x2 будем считать равными нулю. Тогда
частным решением системы ограничений (решением в нулевом при-
ближении) будет вектор X0 = (0, 0, 4, 8)T . При найденных значениях
координат вектора решения X0 целевая функция
F 0 = 5− 0 + 0 = 5.
Возникает вопрос: можно ли уменьшить значение F , приблизив его
к минимальному, и если да, то каким образом?
Для ответа на этот вопрос обратимся к исходному выражению для
целевой функции. Переменная x1 входит в выражение для F с коэф-
фициентом −1. Так как все переменные задачи — неотрицательные
величины, то уменьшить значение целевой функции можно, увеличи-
вая значение переменной x1. Такое утверждение не подходит к пере-
менной x2, которая в нулевом приближении принята равной нулю, а
ее увеличение приведет к росту функции цели.
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Если в решениях (63) и (64) переменную x2 оставить равной нулю
(этого требует условие минимизации F ), то из условия неотрицатель-
ности переменных x3 и x4 следует, что в выражении (63) x1 может
достичь максимального значения x1 = 4 (x3 при этом станет равной





Из двух предельных величин для x1 следует выбрать меньшее:











Требуемое значение x1 получено из (64). Из этого же равенства выра-








Выражение для второй основной переменной получается из (63)
заменой x1 на (65):













Запишем выражение для функции цели в первом приближении:











x4 =⇒ min. (67)
При равенстве нулю свободных переменных x2 и x4 получаем
F 1 = 3.
Это значение целевой функции является минимальным, так как в
выражении (67) у обеих переменных коэффициенты положительные.
Их увеличение не может привести к уменьшению значения F .
Пример 2.
F = −x1 − x2 =⇒ min;
{
−x1 + x2 + x3 = 1,
x1 − 2x2 + x4 = 2;
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xi ≥ 0, (i = 1, 4).
Запишем уравнения системы ограничений в матричном виде и пре-
образуем полученные выражения, выделив в них единичную матрицу
коэффициентов при основных переменных:
(
−1 1 1 0 1




1 0 1 1 −1
0 1 2 −1 2
)
.
x1 x2 x3 x4 x3 x4 x1 x2
Отсюда получаем общее решение системы ограничений:
x3 = 1 + x1 − x2, (68)
x4 = 2− x1 + 2x2. (69)
Свободные переменные будем считать равными нулю. Тогда опор-
ным решением системы ограничений (решением в нулевом приближе-
нии) будет вектор X0 = (0 0 1 2)T . При этих значениях координат
вектора решения целевая функция
F 0 = −0− 0 = 0.
Исходное выражение для целевой функции таково, что рост обеих
входящих в него переменных x1 и x2 будет приближать F к минимуму.
Увеличение переменной x1 ограничено величиной 2, что следует из
равенства (69), а переменной x2 — значением 1, получаемом из (68).
При x1 > 2 и x2 > 1 переменные x4 и x3 становятся отрицательными
(недопустимыми).
Так как x1 = 2 больше, чем x2 = 1, а эти переменные входят
в выражение для целевой функции с одинаковыми коэффициентами
(c1 = c2 = −1), то в качестве новой основной переменной выбираем
x1, а свободной переменной станет x4.
Из (69) следует
x1 = 2 + 2x2 − x4. (70)
В выражении (68) заменим x1:
x3 = 1 + (2 + 2x2 − x4)− x2 = 3 + x2 − x4. (71)
Функция цели при новых свободных переменных (в первом при-
ближении):
F 1 = −(2 + 2x2 − x4)− x2 = −2− 3x2 + x4
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равна −2 при x2 = x4 = 0.
Переменную x4 в выражении для F 1 увеличивать нельзя (функ-
ция цели будет расти). Что касается переменной x2, то она может
возрастать неограниченно, ибо в выражения (70) и (71) она входит с
положительными коэффициентами.
Оптимального решения не существует:
minF → −∞.
Пример 3.
Задачи, рассмотренные в примерах 1 и 2, обобщим, ограничиваясь
четырьмя переменными и двумя уравнениями условий:
F = c0 + c1x1 + c2x2 + 0 · x3 + 0 · x4 =⇒ min; (72)
{
a11x1 + a12x2 + 1 · x3 + 0 · x4 = b1,
a21x1 + a22x2 + 0 · x3 + 1 · x4 = b2; (73)
xi ≥ 0, (i = 1, 4).
Представление системы ограничений в виде (73) (с единичной мат-
рицей при переменных x3 и x4) позволяет выбрать простейший исход-
ный базис A0 = (A3, A4) (базис нулевого приближения) в виде еди-

















В этом случае общее решение системы уравнений (73) примет вид
x3 = b1 − a11x1 − a12x2, (74)
x4 = b2 − a21x1 − a22x2. (75)
При нулевых значениях свободных переменных (x1 = x2 = 0) из
выражений (74)–(75) получается частное решение для основных пере-
менных: x3 = b1, x4 = b2. Вектор опорного решения в нулевом при-
ближении
X0 = (0; 0;x3;x4)
T = (0; 0; b1; b2)
T ,
и целевая функция
F 0 = c0 + c1 · 0 + c2 · 0 + 0 · b1 + 0 · b2 = c0.
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Вопрос о необходимости дальнейшего улучшения решения зависит
от коэффициентов при переменных в целевой функции и в ограниче-
ниях. При этом возможны три случая.
Случай 1. Все коэффициенты при свободных переменных в функ-
ции цели F не отрицательны: c1 ≥ 0; c2 ≥ 0.
В этом случае для любого неотрицательного решения x1 ≥ 0 и
x2 ≥ 0 системы (73) c1x1 ≥ 0, c2x2 ≥ 0 имеем F = c0+c1x1+c2x2 ≥ c0,
т.е minF = c0 и полученное решение оптимально.
Случай 2. В выражении для F имеется хотя бы одна свободная
переменная xj, коэффициент при которой отрицателен (cj < 0), и
среди коэффициентов a1j, a2j при переменной xj в системе ограниче-
ний имеется хотя бы один отрицательный.
Случай соответствует примеру 1. Для него одну из переменных xj
(x1 или x2) с отрицательным коэффициентом a1j или a2j переводят
в основную. В число свободных переводится та из основных перемен-
ных, которая выражается через xj с отрицательным коэффициентом.
Если оба коэффициента отрицательны, то в свободные переменные
переводится та, для которой отношение
bi
aij
(i = 1, 2) будет минималь-
ным.
«Рокировка» основной и свободной переменных позволяет увели-
чить значение переменной xj , входящей с отрицательным коэффици-
ентом в целевую функцию, тем самым уменьшить F , приблизив ее к
минимуму.
Случай 3. В выражении для F имеется свободное неизвестное,
коэффициент при котором отрицателен, а все коэффициенты при
этом неизвестном в ограничениях (73) — не отрицательны.
Случай соответствует примеру 2. Задача не имеет решения, так
как minF → −∞.
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СИМПЛЕКСНЫЙ МЕТОД
Суть симплексного метода заключается в следующем.
Если известна какая-нибудь крайняя точка области Ω и значе-
ние функции цели F (при стремлении ее, например, к максимуму)
в этой точке, то все точки, в которых значение F меньше найденного,
в дальнейших улучшениях решения не рассматриваются. Алгоритм
симплексного метода позволяет на последующих шагах переходить
только к тем точкам границы Ω, в которых значение F ближе к экстре-
мальному. Решение в симплексном методе заканчивается при условии,
что найденное значение целевой функции не может быть улучшено.
Симплексный метод базируется на следующем:
— умение задавать начальный опорный план;
— умение переходить к лучшему опорному плану;
— существование признака оптимальности решения.
Рассмотрим подход к организации симплексного метода решения
задачи ЛП, приведенной к каноническому виду. Будем для определен-
ности находить максимальное значение функции цели F :












a11x1 + . . .+ a1kx2 + . . .+ a1nxn + xn+1 = b1,
· · · · · · · ·
al1x1 + . . .+ alkx2 + . . .+ alnxn + xn+l = bl,
· · · · · · · ·
am1x1 + . . .+ amkx2 + . . .+ amnxn + xn+m = bm;
xj ≥ 0
(
j = 1, (n+m)
)
.
Представим исходные данные в виде таблицы.
↓
Aj A1 . . . Ak . . . An An+1 . . . An+l . . . An+m bi Qi
Ai (x1). . .(xk). . .(xn) (xn+1). . .(xn+l). . .(xn+m)
















































































An+m am1 . . .amk . . .amn 0 . . . 0 . . . 1 bm bm/amk
−cj −c1 . . .−ck . . .−cn 0 . . . 0 . . . 0 F 0 = 0
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В последней строке (индексной) стоят индексы — взятые с обрат-
ным знаком коэффициенты при неизвестных в целевой функции. Смысл
умножения коэффициентов cj на −1 состоит в том, что в этом случае
при преобразованиях Гаусса-Жордана в последней строке матрицы в
столбце со свободными членами bi получается значение целевой функ-
ции F .
В качестве базисных в исходном (нулевом) приближении удобно
выбрать векторы условий, стоящие при переменных xn+1, . . . , xn+m,
множители при которых равны единицам и поэтому базис A0 =
(An+1, . . . , An+m) = I представляет собой единичную матрицу.
Если среди координат вектора коэффициентов c = (c1, . . . , cn) име-
ются положительные (отрицательные значения индексов −cj), то со-
гласно признаку оптимальности в базис A0, выбранный в качестве
исходного, следует ввести новый вектор Ak, которому соответствует
максимальное значение весового коэффициента ck.
Введение в базис нового вектора Ak (над ним в верхней строке сто-
ит стрелка) должно сопровождаться выводом из этого базиса вектора
An+l (перед ним в левой колонке стоит стрелка), которому соответ-








, aik > 0 (i = 1,m).
Строку с номером l, столбец с номером k и элемент alk принято назы-
вать направляющими.
Элементы вводимой строки, заменяющей в таблице направляю-






j = 1, (n+m)
)
.
Что касается элементов всех других, i-х строк (i 6= l), то для опре-
деления их новых значений используется зависимость




j = 1, (n+m), i = 1,m
)
.
Значения координат вектора ограничений нового опорного реше-
ния можно определить из выражений:






для i 6= l




Элементы индексной строки −cj преобразуются по формуле






Для использования описанной процедуры
симплекс-метода в задаче ЛП на отыскание минимума целевой функ-
ции можно эту функцию умножить на −1 и затем отыскивать макси-
мум для вновь полученной целевой функции.
ПРИМЕР РЕШЕНИЯ ЗАДАЧИ ЛП
Пусть заданы целевая функция
F = 40x1 + 20x2 −→ max
и система ограничений
{
x1 + 2x2 ≤ 200,
2x1 + x2 ≤ 250;
xj ≥ 0, (j = 1, 2).
Требуется найти такой вектор решения, который обеспечит макси-
мальное значение функции цели.
Р е ш е н и е. Приведем задачу к каноническому виду, добавляя
к каждому неравенству системы по дополнительной положительной
неизвестной x3 и x4 и превращая тем самым неравенства в равенства:
F = 40x1 + 20x2 + 0x3 + 0x4 −→ max;
{
x1 + 2x2 + x3 + 0x4 = 200,
2x1 + x2 + 0x3 + x4 = 250;
xj ≥ 0 (j = 1, 4).
Представим данные задачи и ее дальнейшее решение в виде
табл. 0.1–0.3.
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Таблица 0.1. Исходная таблица задачи
↓
Ai\Aj A1 A2 A3 A4 bi Qi
A3 1 2 1 0 200 200 −N2/2
← A4 2 1 0 1 250 125 :2
−cj −40 −20 0 0 F 0 = 0 +20N2
В исходном (нулевом) приближении базисными векторами условий
задачи (векторами, координаты которых образуют единичную под-











A0 = (A3, A4).
В этом случае опорным решением задачи в нулевом приближении







T = (0; 0; 200; 250)T .
Этому решению соответствует значение целевой функции:








4 = 40 · 0 + 20 · 0 + 0 · 200 + 0 · 250 = 0.
Так как среди весовых коэффициентов cj (j = 1, 4) имеются поло-
жительные (отрицательные значения индексной строки таблицы), то
должно существовать большее, чем F 0 = 0, значение целевой функ-
ции.
Новый базисный вектор должен соответствовать максимальному
значению весового коэффициента. Это значение (c1 = 40), и ему со-





. Для определения вектора
условий, который необходимо удалить из базиса, найдем минимум от-

























Значению a21 = 2, взятому в таблице в рамку и находящемуся на
второй строке матрицы коэффициентов, соответствует единичное зна-
чение находящейся на этой же строке координаты базисного вектора
A4, который и требуется удалить из числа базисных. Этот факт отме-
чен стрелкой, стоящей перед вектором A4 в левом столбце таблицы.
Далее используем преобразования Гаусса-Жордана (действия над
строками указаны в правом столбце таблицы) для преобразования но-
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и превращению в нуль
весового коэффициента c1.
Таблица коэффициентов матрицы условий преобразуется к виду,
приведенному в табл. 0.2 (первая итерация симплекс-метода).
Таблица 0.2. Таблица задачи, итерация 1
Ai\Aj A1 A2 A3 A4 bi
A3 0 3/2 1 −1/2 75
A1 1 1/2 0 1/2 125
∆j − cj 0 0 0 20 F 1 = 5000
Базисом первого приближения является пара векторов условий A1
и A3, образующих в совокупности единичную матрицу:






Коэффициенты, стоящие в последней строке таблицы, позволяют
представить выражение для целевой функции в виде
F 1 = 5000− 20x4,
и при равенстве нулю свободной переменной x4: F 1 = 5000.
Опорное решение задачи на этой итерации соответствует вектору







T = (125; 0; 75; 0)T , что позволяет определить
значение целевой функции по ее первоначальному виду:








4 = 40·125 + 20·0 + 0·75 + 0·0 = 5000.
Значение совпадает с полученным выше.
Среди весовых коэффициентов целевой функции (последняя, ин-
дексная строка табл. 0.2) в результате проделанного преобразования
не оказалось отрицательных (среди коэффициентов функции F от-
сутствуют положительные). Поэтому дальнейшее улучшение решения
невозможно.
На основании признака оптимальности делаем заключение:
Fmax = F
1 = 5000.
Замечание. Наличие одного «лишнего» нуля в строке индексов
(больше двух для ранга матрицы коэффициентов, равного двум) го-













качестве базиса для определения опорного решения выбрать векторы
A1 и A2
(
A2 = (A1, A2)
)
, то табл. 0.1 преобразуется в табл. 0.3.
Таблица 0.3. Решение задачи, итерация 2
Ai\Aj A1 A2 A3 A4 bi
A2 0 1 2/3 −1/3 50
A1 1 0 −1/3 2/3 100
∆j − cj 0 0 0 20 F 2 = 5000
Опорное решение задачи, представленной в табл. 0.3, соответствует
вектору







T = (100; 50; 0; 0)T ,
что позволяет определить значение целевой функции:









= 40 · 100 + 20 · 50 + 0 · 0 + 0 · 0 = 5000 = Fmax.
Так как среди индексов отсутствуют отрицательные, то целевая
функция равна своему максимальному значению, которое совпадает
с полученным значением для первой итерации.
Решение задачи неоднозначно. Разные варианты вектора решения
приводят к одному значению целевой функции.
Если решить эту задачу графическим методом (наличие только
двух переменных позволяет это сделать), то в результате построений
приходим к изображению, показанному на рисунке.
Прямые, соответствующие постоянным значениям функции цели
при различных значениях целевой функции, будут параллельны AB.
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Значение Fmax соответствует наибольшему удалению прямой 40x1+
20x2 = const от начала координат в направлении нормали c = (40, 20)
при условии, что эта прямая принадлежит множеству Ω допустимых
значений (четырехугольнику CABO).
Таким условиям удовлетворяет прямая, совпадающая с AB. Коор-
динаты любой точки, лежащей на отрезке AB, будут соответствовать
Fmax = 5000. Действительно, точка B(125; 0) соответствует решению
задачи на первой итерации (табл. 0.2), т.е вектору X1 = (125; 0; 75; 0)T ,
а точка A(100; 50) — решению задачи во втором приближении (табл.
0.3), т.е вектору X2 = (100; 50; 0; 0)T .
Решение в нулевом приближении соответствует значению функции
цели в начале координат: F 0 = F (0, 0) = 0.
МЕТОД ИСКУССТВЕННОГО БАЗИСА





aijxj ≤ bi (i = 1,m, bi ≥ 0) превращало
эти ограничения в систему линейных алгебраических уравнений (??)
c единичным опорным базисом и положительными правыми частя-
ми. Характерной особенностью таких уравнений является то, что их
правые части — положительные величины, и исходное опорное ре-
шение равно правым частям уравнений: X0 = (xn+1, . . . , xn+m)T =
(b1, . . . , bm)
T = B. В этом случае говорят, что ограничения задачи ЛП
имеют предпочтительный вид.
Ограничения будут иметь непредпочтительный вид, если перед
коэффициентами их правой части (bi) стоят знаки, противоположные
знакам при фиктивных переменных.
Для решения задач ЛП с ограничениями, имеющими непредпочти-
тельный вид, применяют метод искусственного базиса
(M -метод). Суть его заключается в следующем.
Пусть задача ЛП представляется в виде математической модели:




a11x1 + . . .+ a1nxn + xn+1 = b1,
. . . . . . . . . . . .





ak+1,1x1 + . . .+ ak+1,nxn − xn+k+1 = bk+1,
. . . . . . . . . . . . . . .
am1x1 + . . .+ amnxn − xn+m = bm;
(78)
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xj ≥ 0, (j = 1, n+m). (79)
Часть базисных векторов опорного решения имеют отрицатель-
ные координаты — множители при фиктивных неизвестных в системе
уравнений (78) равны −1. Система ограничений имеет непредпочтительный
вид.
Прибавим к левым частям ограничений (78) положительные пере-




ak+1,1x1 + . . .+ ak+1,nxn − xn+k+1 + w1 = bk+1,
. . . . . . . . . . . . . . .
am1x1 + . . .+ amnxn − xn+m + wm−k = bm.
(80)
Вместе с переменными xn+1, . . . , xn+k они дают возможность предста-
вить базис исходного опорного решения в виде единичной матрицы.
Переменные w1, . . . , wm−k добавляются к целевой функции с ко-
эффициентами ±M (−M — при отыскании максимума и +M — при
отыскании минимума):
F = c1x1 + . . .+ cnxn −M(w1 + . . .+ wm−k) → max
F = c1x1 + . . .+ cnxn +M(w1 + . . .+ wm−k) → min .
(81)
Множитель M в целевых функциях — это достаточно большая по-
стоянная, настолько большая, что если хотя бы одна из переменных





cixi. Отсюда следует, что приемлемое решение задачи ЛП будет
иметь место только в случае, когда переменные wi = 0 (i = 1,m− k).
Заметим, что в силу произвольности множителя M наряду с целе-
вой функцией F можно получить оптимальное решение задачи, доби-
ваясь выполнения условий экстремальности функции
F̃ = −M(w1 + . . .+ wm−k) → max,
F̃ = M(w1 + . . .+ wm−k) → min .
(82)
Пример. Найти решение задачи ЛП:
F = 2x1 + x2 → min;
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Таблица 0.4. Симплекс-таблицы
x1 x2 v1 v2 w1 w2 bi Qi
w1 1 1 −1 0 1 0 6 3 −N2/3
← w2 1 3 0 −1 0 1 12 2 : 3
−cj=−M −M −M +M(N1+N2)
∆j−cj 2M 4M −M −M 0 0 18M −4MN2/3
← w1 2/3 0 −1 1/3 1 −1/3 2 3 ·3/2
x2 1/3 1 0 −1/3 0 1/3 4 12 −N1/2
∆j−cj 2M/3 0 −M M/3 0 −4M/3 2M −MN1
x1 1 0 −3/2 1/2 3/2 −1/2 3
x2 0 1 1/2 −1/2 −1/2 1/2 3




x1 + x2 ≥ 6,
x1 + 3x2 ≥ 12,
x1, x2 ≥ 0.
Р е ш е н и е. Дополнительные переменные будем обозначать для
наглядности различными буквами. Для превращения неравенств си-
стемы ограничений в равенства из их левых частей необходимо вы-
честь положительные переменные v1 и v2. Однако базис опорного
решения получаемой при этом системы уравнений не образует еди-
ничной матрицы (перед переменными стоит минус). Используем для
решения метод искусственного базиса. Следуя ему, представим мате-
матическую модель задачи в виде




x1 + x2 − v1 + w1 = 6,
x1 + 3x2 − v2 + w2 = 12,
x1, x2, v1, v2, w1, w2 ≥ 0.
.
Решение проведем с использованием симплекс-таблиц. При пер-
вом преобразовании табл. 0.4 индексная строка, состоящая только из
взятых с обратным знаком множителей M при переменных w1 и w2,
преобразуется так, чтобы на местах этих множителей стояли нули.
Необходимые для этого преобразования над строками таблицы пока-
заны в последнем столбце напротив строки индексов −cj = −M . В
результате преобразований получена следующая за упомянутой стро-
ка индексов ∆j − cj .
После трех итераций, потребовавшихся для решения задачи, про-
цесс определения оптимального опорного решения завершается. При-
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T = (3, 3, 0, 0, 0, 0)T
является равенство коэффициентов индексной строки соответствую-
щим коэффициентам исходной симплекс-таблицы.
Подставляя значения координат оптимального решения в функ-
цию цели, найдем ее минимальное значение:
Fmin = 2 · 3 + 3 +M(0 + 0) = 9.
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Л Е К Ц И Я 17
ДВОЙСТВЕННОСТЬ В ЗАДАЧАХ ЛП. ЗАДАЧА ТОРГА
Пусть работа предприятия характеризуется векторами удельных
прибылей (весовых или ценовых коэффициентов, определяющих сто-
имость единиц продукции) C = (c1; c2; . . . ; cn)T и запасов ресурсов
B = (b1; b2; . . . ; bm)
T . Кроме того, известна технологическая матрица
A = (aij) (i = 1,m, j = 1, n), где aij – количество i-го ресурса, идущего
на производство единицы j-й продукции. Рациональная организация
работы предприятия сводится к задаче ЛП, оптимизирующей план
производства X = (x1;x2; . . . ;xn)T , который делает прибыль макси-
мальной:








a11x1 + a12x2 + . . .+ a1nxn ≤ b1,
a21x1 + a22x2 + . . .+ a2nxn ≤ b2,
· · · · · · · ·
am1x1 + am2x2 + . . .+ amnxn ≤ bm;
(83)
xj ≥ 0 (j = 1, n).
Некоторая заинтересованная фирма предложила руководству пред-
приятия продать ей сырье B по цене, определяемой вектором Y =
(y1; y2; . . . ; ym)
T , такой, что за все сырье фирма предлагает выплатить
предприятию сумму, составляющую Φ(Y ) = Y TB = y1b1+y2b2+ . . .+
ymbm. Если Φ(Y ) будет не меньше суммы F (X), получаемой пред-
приятием от производства продукции, то предприятие согласится с
предложением фирмы.
В процессе торга предприятие будет стремиться к тому, чтобы вы-
ручка от продажи сырья, идущего на производство j-го вида продук-
ции, была не меньше стоимости cj этого вида продукции, т.е:
y1a1j+y2a2j+ . . .+ymamj≥cj , (j = 1, n).
Что касается фирмы (покупателя сырья), то она в процессе торга
будет стараться добиться того, чтобы Φ(Y ) была как можно меньше.
Удовлетворить запросы фирмы с учетом интересов предприятия
можно, решив задачу ЛП:









a11y1 + a21y2 + . . .+ am1ym ≥ c1,
a12y1 + a22y2 + . . .+ am2ym ≥ c2,
· · · · · · · ·
a1ny1 + a2ny2 + . . .+ amnym ≥ cn;
(84)
yi ≥ 0 (i = 1,m).
Задача (84) называется двойственной задачей ЛП по отношению к







a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .




































































перепишем (83) и (84) в матричном виде:
F (X) = CTX ⇒ max; Φ(Y ) = BTY ⇒ min;
AX ≤ B; ATY ≥ C;
X ≥ Θ. Y ≥ Θ.
Соотношения представляют собой симметричную пару двойственных
задач. Эти соотношения имеют общий вид для любых задач ЛП, не
обязательно относящихся к задачам торга.
Отметим особенности пары двойственных задач.
1. Тип экстремума меняется на противоположный при переходе от
одной задачи к другой.
2. Типы неравенств в системах ограничений двух взаимно двойст-
венных задач противоположны.
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3. Свободные члены вектора B исходной задачи становятся коэф-
фициентами при переменных в целевой функции двойственной
задачи.
4. Коэффициенты при переменных целевой функции исходной за-
дачи становятся свободными членами в неравенствах системы
ограничений двойственной задачи.
5. Каждый j-й столбец коэффициентов aij (i = 1,m) в системе
ограничений исходной задачи формирует коэффициенты j-й стро-
ки системы ограничений двойственной задачи. Строки матри-
цы A исходной задачи становятся столбцами матрицы AT двой-
ственной задачи.Поэтому в матричной записи исходной задачи
стоит матрица A, а в двойственной задаче — AT .
6. Каждой переменной вектора X исходной задачи ставится в со-
ответствие переменная вектора Y двойственной задачи по схеме:
x1 x2 . . . xn xn+1 . . . xn+m
l l . . . l l . . . l
ym+1 ym+2 ym+n y1 . . . ym
Аналогично пунктам 1–6 формулируются свойства перехода от двой-
ственной задачи к исходной. Поэтому две записанные в виде (??) зада-
чи являются взаимно двойственными. Любую их них можно принять
за исходную, тогда вторая задача будет двойственной по отношению
к исходной.
Отметим, что при формулировке исходной и двойственной задач
неравенства ≥ в системе ограничений должно соответствовать задаче
отыскания минимума целевой функции, а ≤ — максимума. Если в
каком-то из ограничений знак неравенства отличен от требуемого, то
это неравенство следует умножить на −1, после чего поменять знак
неравенства на противоположный.
ТЕОРЕМЫ ДВОЙСТВЕННОСТИ
Рассмотрим пару двойственных задач. Используя представленные
в них соотношения, запишем последовательные неравенства:
F (X) = CTX ≤ (Y TA)X =
Y T (AX) ≤ Y TB = Φ(Y ).
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Выписанная цепочка неравенств позволяет записать соотношение меж-
ду целевыми функциями исходной и двойственной задач (F → max, Φ →
min):
F (X) ≤ Φ(Y ). (85)
Это соотношение называют основным неравенством теории двой-
ственности.
С экономической точки зрения неравенство (85) можно трактовать
следующим образом. С точки зрения производителя доход, который
он может получить от продажи ресурсов, идущих на изготовление
единицы продукции, должен быть не меньше, чем выручка от реали-
зации единицы произведенной продукции. Ни один допустимый план
производства не может извлечь из запасенных ресурсов больше, чем
они того стоят.
Существует критерий оптимальности допустимых решений.
Для того чтобы допустимые решения X∗ и Y∗ исходной и двойствен-
ной задач были оптимальными, необходимо и достаточно, чтобы
целевые функции этих задач были равны.
Сформулируем без доказательства две теоремы двойственности.
Теорема 1. Если одна из двойственных задач ЛП имеет опти-
мальное решение, то и другая задача имеет оптимальное решение.
При этом экстремальные значения целевых функций будут равны.
По отношению к задаче планирования эта теорема утверждает, что
только оптимальный план извлекает из ресурсов точно столько, сколь-
ко они стоят.
Теорема 2. Для того чтобы допустимые решения X∗ исходной




(B −AX∗) = 0 и XT∗ (C −ATY∗) = 0.































Последние две пары соотношений будут выполнены, если выпол-
няются соотношения:
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i = cj .
Равнозначность исходной и двойственной задач ЛП иногда дает
возможность быстрее и проще получить решение задачи ЛП, заменяя
ее на двойственную.
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Т Е М А 1
Определители
Вопросы
1. Что собой представляет определитель матрицы?
2. Запишите формулы для вычисления определителей первого и
второго порядков.
3. Сформулируйте правило треугольников вычисления определи-
теля третьего порядка и запишите соответствующую правилу
формулу.
4. Перечислите основные свойства определителей.
5. Что такое алгебраическое дополнение элемента определителя?
Запишите формулы разложения определителя по элементам строк
и столбцов.
6. Чему равна сумма произведений элементов i-й строки (столбца)
определителя на алгебраические дополнения другой его строки
(столбца)?
Задачи
В задачах 1–4 вычислить определители, используя определение.









































= cos2 α+ sin2 α = 1.
Матрица, порождающая этот определитель, является матрицей пре-
образования поворота на угол α декартовой ортогональной системы
координат.
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Равенство определителя нулю следует из свойства: определитель,
элементы строк (столбцов) которого пропорциональны, равен нулю.
Коэффициент пропорциональности первой и третьей строк получен-
ного определителя равен единице.


















Р е ш е н и е. При x = z первая и третья строки определителя
становятся равными и определитель обратится в нуль. Кроме того,
рассматриваемый определитель будет равен нулю, если одна из пере-
менных равна нулю.
В задачах 7–10 вычислить определители, образовав предваритель-




































Разложим определитель по элементам третьего столбца:






















2 −1 4 1
0 −3 5 0
−1 5 2 2




















3 −3 3 0
0 −3 5 0
1 1 0 0










Разложим определитель по элементам четвертого столбца и выне-
сем из первой строки общий множитель 3:
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3 1 −1 2
1 2 0 3
−3 0 5 1



















2 −1 −1 −1
1 2 0 3
−3 0 5 1










Равенство нулю определителя следует из пропорциональности эле-

























b b(b− a) b2(b− a)









Разложим определитель по элементам первой строки. При этом из
второй строки вынесем общий множитель b − a, а из третьей строки
c− a. В результате придем к определителю второго порядка:











= abc(a− b)(b− c)(c− a).
Определители различного порядка, подобные ∆, называются оп-
ределителями Вандермонда. Они используются при аппроксимации
функций.
Задачи для самостоятельного решения
Вычислить определители, используя их определение и свойства.









































































Вычислить определители, образовав предварительно нули в эле-










−2 3 0 −2
−1 1 3 2
4 −2 1 0


















4 1 3 2
1 2 3 2
0 4 −2 1



















3 −2 1 −2
−1 2 0 3
0 −4 1 2


















a a2 a3 a4
b b2 b3 b4
c c2 c3 c4











Т Е М А 2
Матрицы
Вопросы
1. Какой математический объект называют матрицей? Как опре-
деляется размер матрицы?
2. Что обозначает первый индекс в обозначении aij элемента мат-
рицы?
3. Какая матрица называется прямоугольной? квадратной? нуле-
вой?
единичной? треугольной? диагональной? матрицей-строкой? матри-
цей-столбцом?
4. Что такое транспонированная матрица? симметричная матрица?
5. Какие операции над матрицами называются линейными? Пере-
числите основные свойства линейных операций над матрицами.
6. Что называется произведением матриц? Запишите формулу для
определения элементов матрицы произведения?
7. Сформулируйте основные свойства произведений матриц. Как
возвести матрицу в степень?
8. Что такое обратная матрица? Опишите последовательность вы-
числения обратной матрицы.
9. Что представляет собой невырожденная матрица? Почему тре-
бование невырожденности важно для вычисления обратной мат-
рицы?
10. Можно ли менять местами операции определения обратной мат-
рицы и транспонирование?
Задачи











Р е ш е н и е. Вспоминаем, что при произведении матрицы на чис-
ло каждый элемент матрицы умножается на это число (в отличие от
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определителя, где на число умножаются элементы одной из строк или
одного из столбцов). При суммировании матриц (одинакового разме-














































































































A матриц, образованных вектором-
столбцом A = (2;−1; 0)T .










































 = (2·2 + (−1)·(−1) + 0·0) = (5).
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Получены матрицы размера 3× 3 и 1× 1. Матрицы отличаются, в
том числе и размером.






соотношений A = IA и A = AI, где I — единичные матрицы: в первом
случае размера 2× 2, во втором — 3× 3.

































































































= 1 6= 0 (!).
Отличие определителя от нуля говорит о невырожденности матри-
цы. Следовательно, матрица, обратная по отношению к A, существует.















































































































Из алгебраических дополнений формируем союзную матрицу —
это













Обратная матрица найдена правильно, если ее произведение спра-































 = I (!).










Р е ш е н и е. Матрица не имеет обратной, если она вырожденная,




















= 2(3λ2 + λ− 4) = 0.
Решая квадратное уравнение, находим два искомых значения λ:
λ1 = 1, λ2 = −4/3.
7. Для производства продукции трех видов предприятие исполь-
зует сырье двух типов. Нормы затрат сырья на изготовление единиц




1 3 5 2
2 4 2 3
Стоимость единиц сырья задана матрицей C = (5, 10)T .
Требуется определить затраты на производство продукции трех
видов в количествах, определяемых матрицей B = (100, 50, 100)T .






матрица затрат сырья на производство единиц продукции предпри-






















Для определения общих затрат S на производство продукции, ко-
личество которой задано матрицей B, найдем произведение матриц








Отметим, что свойства ассоциативности и транспонирования про-
изведения матриц позволяют вычислить величину затрат при других
последовательностях математических действий:
S = (BTAT )C = CT (AB) = (CTA)B.





5 1 −2 4 −1
3 0 2 −3 4
−1 −2 4 0 5






Р е ш е н и е. Для определения ранга матрицы выделим в ней единич-
ную подматрицу, используя элементарные преобразования. На первом
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шаге прибавим к элементам третьей и четвертой строк умноженные





5 1 −2 4 −1
3 0 2 −3 4
−1 −2 4 0 5












5 1 −2 4 −1
3 0 2 −3 4
9 0 0 8 3






В полученной матрице второй столбец содержит только нули и од-
ну единицу в первой строке. Этот столбец используем для получения
нулей во всех элементах первой строки, кроме второго. Для этого до-
статочно умножить элементы второго столбца на −5 и прибавить их к
соответствующим элементам первого столбца, затем умножить на +2
и прибавить к элементам третьего столбца и т.д. В результате все эле-
менты первой строки, кроме второго, обратятся в нули, а остальные
элементы матрицы не изменятся.






0 1 0 0 0
3 0 2 −3 4
9 0 0 8 3











0 1 0 0 0
3 0 2 −3 4
9 0 0 8 3






Элементы последних двух строк матрицы совпадают. Одну из этих
строк можно сделать нулевой, вычитая из ее элементов элементы рав-
ной ей строки. После этого нулевую строку вычеркиваем. Поделим
элементы третьего столбца на 2 и с помощью полученной единствен-
ной в третьем столбце единицы (остальные элементы третьего столбца




0 1 0 0 0
0 0 1 0 0
9 0 0 8 3

 .
Поделив элементы первого столбца на девять (можно четвертый
столбец поделить на 8 или пятый на 3), образуем с помощью получен-




0 1 0 0 0
0 0 1 0 0




Вычеркнем нулевые четвертый и пятый столбцы матрицы и пере-
ставим оставшиеся столбцы: третий на место второго, второй на место









Таким образом, ранг исходной матрицы равен трем: rang A = 3.
Задачи для самостоятельного решения





































4. det(AB) = detAdetB = det(BA), 5. (AB)T = BTAT 6= ATBT .








6. A2; 7. A−1;
убедиться в справедливости соотношений:
8. AA−1 = A−1A = I; 9. (A−1)T = (AT )−1.
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1 −1 2 3
3 2 −1 −2
4 1 1 1







Т Е М А 3
Матричные уравнения
Вопросы
1. Что собой представляет невырожденная матрица
2. Почему при определении решения матричного уравнения в пра-
вой части решения нельзя менять местами обратную матрицу
коэффициентов системы уравнений и матрицу свободных чле-
нов?
3. Что собой представляет матричный метод решения систем урав-
нений? метод определителей?
4. Опишите последовательность определения решения систем урав-
нений методом обратной матрицы? методом определителей?
Задачи





x +3y − z = 4,
−x +2y + z = 6,
3x +4y −4z =−1.























Введенные матрицы позволяют записать исходную систему в мат-
ричном виде: AX = B.
Если матрица A невырожденная, то, умножая матричное уравне-
ние на A−1 слева, придем к искомому решению:
X = A−1B. (1)
Обратить внимание на то, что X 6= BA−1. Произведение матриц неком-
мутативно!
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Найдем определитель, образуя предварительно нули в элементах
его третьего столбца. Для этого к элементам третьего столбца опре-















































= −(1 · 2− 3 · (−1)) = −5 6= 0.
Определитель отличен от нуля, поэтому матрица A невырожден-














































































































Поделив образованную из алгебраических дополнений союзную мат-

















































12 · 4+(−8) · 6+(−5) · (−1)
1 · 4+1 · 6+0 · (−1)



















Полученная матрица-столбец представляет собой искомое реше-
ние.
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Подставим найденные значения неизвестных в исходные уравнения




1+3·2 −3 = 4 (!),
−1+2·2 +3 = 6 (!),
3·1+4·2 −4·3 = −1 (!).
Все уравнения превратились в равенства, что подтверждает пра-
вильность найденного решения.
2. Систему уравнений задачи 1 решить методом Крамера.
Р е ш е н и е. Согласно методу Крамера неизвестные в заданной











Здесь ∆ = ∆A = −5 — определитель матрицы коэффициентов си-
стемы уравнений (найден в задаче 1); ∆x, ∆y, ∆z — определители мат-
риц, в которых вместо столбцов коэффициентов соответственно при



















= 4 · 2 · (−4) + 3 · 1 · (−1) + (−1) · 6 · 4−

















= 1 · 6 · (−4) + 4 · 1 · 3 + (−1) · (−1) · (−1)−

















= 1 · 2 · (−1) + 3 · 6 · 3 + 4 · (−1) · 4−
−4 · 2 · 3− 3 · (−1) · (−1)− 1 · 6 · 4 = −15.




−5 = 1, y =
−10
−5 = 2, x =
−15
−5 = 3.
О правильности решения говорит его совпадение с решением, по-
лученным в предыдущей задаче матричным методом.
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3x1+ x2+ x3= 1,
4x1+2x2+3x3= 0
решить:
1. Методом обратной матрицы.
2. Методом определителей.
3. Проверить правильность полученных решений путем их подста-
новки в заданные уравнения и сравнением результатов двух решений.
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Т Е М А 4
Системы линейных уравнений
Вопросы
1. Как формируется расширенная матрица систем уравнений?
2. Опишите последовательность решения систем уравнений мето-
дом Гаусса–Жордана. К какому виду при этом приводится мат-
рица коэффициентов?
3. Сформулируйте теорему Кронекера–Капелли для систем урав-
нений общего вида и для однородных систем уравнений.
4. Изобразите конечный вид расширенной матрицы систем уравне-




2x+ 3y = 0,
x− y = 5
решить:
1) методом исключения неизвестных;
2) путем преобразования расширенной матрицы системы методом
Гаусса-Жордана.
Р е ш е н и е.




x− y = 5 =⇒
{
x = 3,




2. Составим расширенную матрицу системы и путем элементарных




























Первый столбец полученной матрицы соответствует коэффициен-
там при неизвестной x, второй — при y, третий — свободным членам.
Если после проделанных преобразований вернуться к системе уравне-
ний, то получим:
{
1·x + 0·y = 3,
0·x + 1·y = −2.
Отсюда: x = 3, y = −2.
То есть решение системы уравнений (столбец свободных членов
преобразованной матрицы) соответствует неизвестным, коэффициен-
ты при которых стали равными единице.
Решение системы линейных уравнений единственно, поэтому раз-
ные методы преобразования исходных уравнений привели (и не могли
не привести) к одному результату.
В задачах 2–4 методом Гаусса–Жордана найти решения систем





x +3y − z = 4,
−x +2y + z = 6,
3x +4y −4z = −4.
Р е ш е н и е. Составим расширенную матрицу системы и преобразуем
матрицу коэффициентов при ее неизвестных к единичной:


1 3 −1 4
−1 2 1 6








0 5 0 10
−1 2 1 6










0 1 0 2
0 −10 1 −14







0 1 0 2
0 0 1 6

















Так как матрица коэффициентов свелась к единичной матрице тре-
тьего порядка, то ранг исходной матрицы равен трем. Ранг расширен-
ной матрицы также равен трем. В этом легко убедиться, вычитая из
последнего столбца последней записи преобразованной расширенной
матрицы первый столбец, умноженный на 4, второй столбец, умно-
женный на 2, и третий столбец, умноженный на 6. В результате стол-
бец свободных членов станет нулевым, и его можно вычеркнуть при
определении ранга матрицы. Так как ранг матрицы коэффициентов
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и ранг расширенной матрицы равны, то согласно теореме Кронекера–






2x1 − x2 + x3 − 5x4 = 6,
−x1 + 3x2 + 3x3 + x4 = −1,
x1 + x2 − x3 − x4 = −3.
Р е ш е н и е. Составим расширенную матрицу системы и преобразуем




2 −1 1 −5 6
−1 3 3 1 −1







0 −3 3 −3 12
0 4 2 0 −4








0 1 −1 1 −4
0 2 1 0 −2







0 1 −1 1 −4
0 0 3 −2 6






0 1 −1 1 −4
0 0 1 −2/3 2







0 1 0 1/3 −2
0 0 1 −2/3 2
1 0 0 −2 1

 .
x1 x2 x3 x4 св
В матрице коэффициентов выделена единичная подматрица. Под
столбцами этой матрицы стоят неизвестные x1, x2 и x3, которые при-
нимаем за базовые. Оставшееся неизвестное x4 относим к свободным
неизвестным и переносим в правую часть матрицы, заменив знаки в
его коэффициентах на противоположные:


0 1 0 −2 −1/3
0 0 1 2 2/3
1 0 0 1 2


x1 x2 x3 св x4
Вытекающее из последней матрицы решение (выражение основных




x1 = 1+ 2x4,
x2 =−2− x4/3,
x3 = 2+ 2x4/3.
В рассмотренном примере ранг матрицы коэффициентов равен
рангу расширенной матрицы (rang A = rang B = 3), а количество
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неизвестных (n = 4) превосходит количество уравнений m = rang
A = 3. Записанное общее решение системы подтверждает справедли-
вость теоремы Кронекера–Капелли о бесконечном множестве ее част-
ных решений. Каждому из бесчисленного множества значений сво-
бодной переменной x4 соответствуют определенные частные решения
(значения основных переменных). Например, при x4 = 0 получим:
x1 = 1, x2 = −2, x3 = 2.
Убедиться в правильности найденного общего решения (и каждо-
го из частных решений) можно, подставив его в исходную систему
уравнений.
Конечно, в качестве основных можно выбрать и другие неизвест-
ные, рассмотрев отличные от приведенных выше варианты преобра-
зования матрицы коэффициентов. Если, например, в качестве основ-
ных выбрать переменные x1, x3 и x4, то в процессе преобразований
по методу Гаусса–Жордана в единичную матрицу следует превратить
подматрицу матрицы коэффициентов, столбцами которой будут ко-
эффициенты при этих переменных.
Для получения такого решения воспользуемся матрицей, получен-
ной после третьего шага ранее проделанных преобразований:


0 1 −1 1 −4
0 2 1 0 −2








0 3 0 1 −6
0 2 1 0 −2








0 3 0 1 −6
0 2 1 0 −2





0 0 1 −6 −3
0 1 0 −2 −2
1 0 0 −11 −6

 .
x1 x2 x3 x4 св x1 x3 x4 св x2
Последняя матрица получена из предпоследней переносом в пра-
вую часть (следовательно, сменой знака) второго столбца. Этим дей-
ствием выбраны основные переменные x1, x3 и x4, а x2 становится
свободной переменной.




x1 = −11− 6x2,
x3 = −2− 2x2,
x4 = −6− 3x2.
Одно из частных решений системы, полученное при x2 = −2: x1 =








x1− x2+2x3 = 1,
x1+4x2−3x3 = 0.
Р е ш е н и е. Составим расширенную матрицу системы и преобразуем
матрицу коэффициентов при ее неизвестных к единичной:


2 3 −1 −3
1 −1 2 1








0 5 −5 −5
1 −1 2 1










0 1 −1 −1
1 0 1 0
0 0 0 4

 .
Вид полученной матрицы говорит о следующем.
Ранг матрицы коэффициентов A оказался меньше ранга P расши-
ренной матрицы (rang A = 2 < rang P = 3). По теореме Кронекера–
Капелли рассматриваемая систем несовместна. Об этом говорит и пре-
образованное третье уравнение системы, приводящее к противоречию:
0 = 4 (!).





3x1 − 2x2 + x3 = 0,
x1 + 2x2 − x3 = 0,
2x1 + λx2 + 2x3 = 0
имеет ненулевые решения. Найти эти решения.
Р е ш е н и е. Это однородная система уравнений, и она может иметь
ненулевые решения только в случае, если матрица коэффициентов при
неизвестных вырождена (определитель матрицы равен нулю). При-


















Решая полученное после раскрытия определителя линейное алгеб-
раическое уравнение относительно λ, получим λ = −4. При этом зна-
чении λ матрица коэффициентов при неизвестных заданной системы
уравнений будет вырожденной. Факт вырожденности матрицы будет,
кроме того, доказан, если окажется, что ее ранг меньше трех. Ранг
матрицы, а заодно и ненулевые решения, определим, используя про-
цедуру преобразований Гаусса–Жордана.
Составим расширенную матрицу системы (к матрице коэффициен-
тов прибавляем нулевой столбец свободных членов, что, естественно,




3 −2 1 0
1 2 −1 0








0 −8 4 0
1 2 −1 0






Третью строку, обращающуюся в нуль после вычитания из нее пер-
вой строки, вычеркиваем из матрицы. После этого продолжим преоб-
разования оставшихся двух строк матрицы:
(
0 −2 1 0





0 −2 1 0








x1 x2 x3 св x1 x3 x2









3·0−2x2+ 2x2 = 0 (!),
0+2x2− 2x2 = 0 (!),
2·0−4x2+2·2x2 = 0 (!).
6. На изготовление единицы продукции первого вида предприя-
тию требуется: 0,2 кг сырья первого вида; 0,15 кг сырья второго вида:
0,1 кг сырья третьего вида. Соответственно на изготовление единицы
продукции второго вида требуется сырья: 0,4 кг первого; 0,2 кг второ-
го и
0,05 кг третьего вида. На изготовление единицы продукции третье-
го вида требуется: 0,1; 0,1 и 0,2 кг сырья соответствующих видов.
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Предприятие располагает сырьем трех видов в количестве: 21 кг
— первого вида, 15 кг — второго и 15 кг — третьего.
Требуется определить количество товаров первого, второго и тре-
тьего видов, которое может выпустить предприятие из имеющихся у
него запасов сырья.
Р е ш е н и е. Обозначая искомое количество товаров через x1, x2,




0,2x1+ 0,4x2+0,1x3 = 21,
0,15x1+ 0,2x2+0,1x3 = 15,
0,1x1+0,05x2+0,2x3 = 15.
Для решения системы используем метод Гаусса–Жордана. Соста-
вим и преобразуем расширенную матрицу.


0,2 0,4 0,1 21
0,15 0,2 0,1 15
0,1 0,05 0,2 15

 =⇒
(для удобства дальнейших преобразований умножим расширенную
матрицу на 10) =⇒


2 4 1 210
1,5 2 1 150







2 4 1 210









2 4 1 210
1 4 0 120








0 −4 1 −30









0 −4 1 −30
1 4 0 120







0 0 1 50
1 0 0 40




(x1, x2, x3) = (40, 20, 50).
В правильности полученного решения убедимся, подставив най-




0,2 · 40+ 0,4 · 20+0,1 · 50 = 21, (!)
0,15 · 40+ 0,2 · 20+0,1 · 50 = 15, (!)
0,1 · 40+0,05 · 20+0,2 · 50 = 15. (!)
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7. Путем преобразований Гаусса–Жордана найти обратную мат-









Р е ш е н и е. Присоединим к заданной матрице справа единичную
матрицу и путем преобразования Гаусса–Жордана (над строками !)




2 −4 −2 1 0 0
−2 3 3 0 1 0










1 −2 −1 1/2 0 0
0 −1 1 1 1 0










1 0 −3 −3/2 −2 0
0 1 −1 −1 −1 0








1 0 0 −3/2 4 3
0 1 0 −1 1 1
0 0 1 0 2 1

 = IA−1.
В правой части полученной матрицы стоит матрица, обратная по











Задачи для самостоятельного решения
В задачах 1–3 методом Гаусса–Жордана найти решения систем





























имеет ненулевые решения. Найти эти решения.
5. Путем преобразований Гаусса–Жордана найти обратную мат-









Задание на расчетную работу. Часть 2
В задания входят 5 частей. Части 1–3 рекомендуются для выпол-
нения студентам всех специальностей; часть 4 рассчитана на студен-
тов с углубленной подготовкой по математике; часть 5 рекомендуется
студентам, обучаемым по экономическим специальностям без углуб-
ленной математической подготовки.
Во всех частях заданий k = 1 +
N
n
, где N — последняя цифра
номера группы, в которой обучается студент, n — порядковый номер
студента в списке группы (для заочного отделения — последние две
цифры номера студенческого билета. Если они больше 36, то послед-
няя цифра).
Во всех частях заданий вычисления проводить, удерживая в ре-
зультатах три значащие цифры. Ошибка вычислений не должна пре-
вышать 1%.
Пояснительные записки всех частей расчетных работ оформлять
на листах размера А4. Текст писать на одной стороне листа. Отчет
представляется преподавателю в сшитом виде вместе с титульным ли-
стом.
Титульный лист должен содержать следующую информацию (в
порядке следования).
«НАИМЕНОВАНИЕ УЧЕБНОГО ЗАВЕДЕНИЯ»
Курсовая работа по линейной алгебре, часть є
Название работы
Выполнил: ст-т гр.. . .Фамилия И.
Принял: должность преподавателя,
Фамилия И.О.
ГОРОД 20. . . г.
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2x1− x2+3x3 = 1 + 3N,
λx1−3x2−5x3 = 2(1−N).




4). Приравняв нулю правые части системы уравнений определить зна-
чение λ, при котором система имеет нетривиальные решения. Найти
эти решения.




3x1 − 2x2 + kx3 = 5,
2x1 + x2 + 2kx3 = −1,
x1 − 3x2 − kx3 = k.
Указание.
1. В пунктах 4 и 5 сделать проверку путем подстановки получен-
ного решения (если оно существует) в исходную систему уравнений.




БИЛЕТ ПО ТЕОРИИ (на 15 мин)
1. Перечислите свойства, характеризующие определитель.
1. Множитель всех элементов можно вынести за знак определите-
ля.
2. Строки и столбцы равноценны.
3. Определитель не изменится, если элементы любой его строки
умножить на числовой множитель.
4. Определитель треугольной матрицы равен произведению эле-
ментов его главной диагонали.
5. Среди пунктов 1–4 нет требуемых.
2. Перечислите соотношения, справедливые для произведений мат-
риц.
1. AB = BA. 2. A(BC) = (AB)C. 3. A2 = (a2ij).





3. Перечислите элементарные преобразования над матрицами, ко-
торые не изменяют их ранг.
1. Прибавление к элементам столбца элементов другого столбца.
2. Вычеркивание части строк, если их количество превышает ко-
личество столбцов, и наоборот.
3. Транспонирование матрицы.
4. Суммирование двух матриц.
5. Умножение матрицы на число, отличное от нуля.
4. Перечислите соотношения, определяющие решения систем урав-
нений матричным методом и методом Крамера.
1. BA−1. 2.A−1B. 3.Ac/∆. 4.∆i/∆. 5.B/∆.
5. Какие утверждения согласуются с теоремой Кронекера–Капелли
(A — матрица коэффициентов; B — матрица свободных членов;
m — количество уравнений; n — количество неизвестных)?
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1. Если rang A < rang B, то система имеет множество решений.
2. Если rang A = rang B = n, то система имеет единственное реше-
ние.
3. Если определитель коэффициентов равен нулю, то однородная
система имеет бесчисленное множество решений.
4. Если определитель коэффициентов не равен нулю, то однород-
ная система не имеет решений.
5. Если rang A = rang B < n, то система не имеет решений.
БИЛЕТ ПО ПРАКТИКЕ (на 75 мин)





2 2 −1 0 3
−1 1 −2 −3 −4
1 4 2 3 1










2x1 + 2x2 + x3 = 4,
−x1 + x2 − 2x3 = −3,
x1 + 4x2 + x3 = −1.





x1 − 3x2 − x3 = −3,
2x1 − 4x2 − 3x3 = 6,
x1 − x2 − 2x3 = 7.




x1 + 2x2 + λx3 = 0,
−x1 + x2 − 2x3 = 0,
2x1 − x2 + x3 = 0.
имеет ненулевые решения. Найти эти решения.
5. Путем преобразований Гаусса–Жордана найти обратную мат-









Т Е М А 5
Векторы. Линейные зависимость
и независимость системы векторов
Вопросы
1. Что собой представляет вектор с геометрической точки зрения?
модуль вектора? направление вектора?
2. Что собой представляют линейные операции над векторами? Пе-
речислите свойства линейных операций.
3. Что называется скалярным произведением векторов? Запишите
формулу для скалярного произведения векторов и поясните, от
чего зависит знак скалярного произведения.
4. Что такое проекция вектора на направленную ось? Перечислите
основные свойства проекций.
5. Как связана проекция вектора со скалярным произведением?
6. Какие векторы называются линейно зависимыми? линейно неза-
висимыми?
7. Как можно разложить вектор по базисам пространств L1? L2?
L3?
Задачи
1. Заданы три вектора a, b и c, произвольным образом располо-
женные в пространстве. Путем построений изобразить процесс полу-
чения векторов a+ b+ c, a+ b− c и −2a+ b+ c.
Р е ш е н и е. Для решения задачи используем правила суммиро-
вания векторов и умножения их на число. Например, в случае постро-
ения третьего вектора сначала изображается вектор, длина которого
в 2 раза больше вектора a и который направлен в сторону, проти-
воположную вектору a. С концом полученного вектора совмещается
начало вектора b, затем с концом присоединенного вектора b совме-
щается начало вектора c. Началом искомого вектора является начало
вектора −2a, а концом — конец вектора c.
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Проверить справедливость свойства коммутативности операции сло-
жения векторов.
2. Построить вектор a = −2i1 + i2 + 3i3, где i1, i2 и i3 — тройка
взаимно ортогональных единичных векторов.














Рис. 0.1. Задача 3
вектор a можно получить двумя спосо-
бами. Либо построением прямоугольного
параллелепипеда на векторах −2i1, i2 и
3i3, либо последовательно присоединяя
к концу каждого предыдущего вектора
начало последующего. В первом случае
искомый вектор, началом которого слу-
жат начала трех векторов — сторон па-
раллелепипеда, совпадает с диагональю
построенного прямоугольного параллеле-
пипеда. Во втором случае начало векто-
ра a совпадает с началом первого изоб-
ражаемого вектора суммы, конец — с кон-
цом последнего.
3. Заданы модули a = 10, b = 5 двух векторов и угол ϕ = (â,b) =
2π/3 между ними. Найти скалярное произведение (a, b).
Р е ш е н и е. Используя формулу, соответствующую определению












Знак «минус» в значении скалярного произведения говорит о том,
что угол между рассматриваемыми векторами тупой.
4. Заданы модули a = 2, b = 5 двух векторов и их скалярное про-
изведение (a, b) = 10. Определить угол между векторами.
Р е ш е н и е. Из формулы, соответствующей определению скаляр-
ного произведения, следует: cos(â,b) =
(a, b)




2 · 5 = 1.
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Отсюда (â,b) = 2πk (k ∈ Z).
5. Найти скалярное произведение векторов 2a + 3b и a − 2b, если
известны модули векторов a = 4, b = 1 и угол ϕ = (â,b) = π/3.
Р е ш е н и е. Для определения искомой величины предваритель-
но раскроем скалярное произведение, опираясь на его свойства (дис-
трибутивность, коммутативность и возможность вынесения числового
множителя за знак скалярного произведения):
(
(2a+ 3b), (a− 2b)
)
= 2(a,a)− 4(a, b) + 3(b,a)− 6(b, b) =
= 2a2 − a · b cosϕ− 6b2 = 2 · 42 − 4 · 1 · 1
2
− 6 · 12 = 24.
6. Найти проекцию вектора 2a+3b на направление вектора c, если
a =
√
3, (â,c) = π/6, (b̂,c) = π/2.
Р е ш е н и е. Используя свойства суммы проекций векторов и про-
изведения проекции вектора на число, получим







+ 3 · b · 0 = 3.
7. Найти проекцию вектора 2a−3b на направление вектора c, если
c = 2, (a,c) = −1, (b,c) = 4.
Р е ш е н и е. Используя формулу, связывающую проекции векторов















8. Убедиться в том, что любое частное решение уравнения x−2y =
0 представляет собой вектор в пространстве ℜ2.
Р е ш е н и е. Исходное уравнение — частный случай однородной
системы уравнений при n = 2 и m = 1. Ранги матрицы ее коэффициен-
тов и расширенной матрицы равны: rang(1, 2) = rang(1, 2, 0) = r = 1.
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Количество неизвестных n = 2 > r. Согласно теореме Кронекера-
Капелли система имеет бесчисленное множество решений. Общее ре-
шение заданной «системы» уравнений неоднозначно и представляется
совокупностью двух величин x = t и x = 2t, где t ∈ ℜ.
Обозначим эту совокупность через X и покажем, что X = (t, 2t)
представляет собой вектор в пространстве ℜ2, т.е. удовлетворяет всем
условиям параграфа ??, определяющим векторное пространства.
Рассмотрим два частные решения исходного уравнения X1 = (t1, 2t1)
и X2 = (t2, 2t2) и совокупность Θ = (0, 0). Проверку осуществим сле-
дуя пунктам аксиом векторного пространства.
1. Образуем сумму двух векторов: X1 +X2 = ((t1, 2t1) + (t2, 2t2) =
(t1 + t2, 2t1 + 2t2) = (T, 2T ). Здесь и далее T = t1 + t2 ∈ ℜ.
2. Операция суммирования обладает свойством коммутативности.
Действительно, X1 + X2 = (t1 + t2, 2t1 + 2t2) = (t2 + t1, 2t2 + 2t1) =
(t2, 2t2) + (t1, 2t1) = X2 +X1.
В выполнимости пунктов 3-9 аксиом векторного пространства чи-
тателям предлагается убедиться самостоятельно.
10. X + (−X) = (t, 2t) + (−t,−2t) = (t− t, 2t− 2t) = (0, 0) = Θ.
Все пункты аксиом выполнены, поэтому, следуя определению, X
представляет собой вектор в ℜ2.
9. Установить, будут ли векторы a1 = (2, 1, 1) = 2i1 + i2 + i3, a2 =
(−3, 1,−4) = −3i1 + i2 − 4i3 и a3 = (1, 3,−2) = i1 + 3i2 − 2i3 линейно
независимыми.
Р е ш е н и е. Для установления факта линейной зависимости или
линейной независимости заданных векторов составим и приравняем
нулевому вектору их линейную комбинацию:
λ1a1 + λ2a2 + λ3b3 = Θ.
Подставим в записанное равенство заданные векторы, выражен-
ные через базисные векторы и сгруппируем слагаемые с одинаковыми
ik (k = 1, 2, 3):
(2λ1−3λ2+λ3)i1+(λ1+λ2+3λ3)i2+(λ1−4λ2−2λ3)i3 = 0·i1+0·i2+0·i3.
Приравнивая множители при одинаковых базисных векторах пра-





2λ1 − 3λ2 + λ3 = 0,
λ1 + λ2 + 3λ3 = 0,
λ1 − 4λ2 − 2λ3 = 0.
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Однородная система уравнений будет иметь ненулевые решения,



































Обратим внимание на то, что столбцами определителя являются
координаты заданных векторов.
Равенство нулю определителя указывает на то, что существуют
ненулевые значения коэффициентов λk при которых линейная ком-
бинация заданных векторов обращается в нуль. Эти значения: λ1 =
−2t, λ2 = −t, λ3 = t. Таким образом
−2a1 − a2 + a3 = Θ.
Система заданных векторов линейно зависима.
10. Установить, можно ли считать функции ek1x и ek2x линейно
независимыми векторами.





Предположим, что хотя бы один из числовых множителей в равен-
стве (пусть λ1) не равен нулю. Перенесем второе слагаемое в правую




В правой части полученного выражения стоит число, а в левой —
функция переменной x. Равенство возможно только в случае, когда
k1 = k2. Таким образом, экспоненциальные функции будут линейно
независимыми если коэффициенты в их показателях различны.
11. Установить, можно ли считать функции x и kx линейно неза-
висимыми векторами.
Р е ш е н и е. Составим и приравняем нулю линейную комбинацию
заданных функций:
λ1x+ 2λ2kx = 0.
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Ясно, что записанное равенство будет выполняться при не равных
нулю коэффициентах λ1 и λ2, связанных зависимостью λ1 = −2kλ2.
Функции — линейно зависимые.
12. Записать вектор a = −1,5p1 + 0,5p2 в базисе (e1, e2), если за-









Р е ш е н и е. Из двух векторных уравнений, связывающих заданные
базисные векторы, найдем
p1 = −e1 + 2e2; p2 = 3e1 − 2e2.
Подставляя эти зависимости в выражение для вектора a, получим
a = 3e1 − 4e2.
Замечание: линейная независимость двух пар базисных векторов
следует из возможности взаимного однозначного представления одной
пары векторов через другую.
Желательно представленные преобразования сопроводить рисун-
ком, выбрав в качестве исходного базиса любую пару некомпланарных
векторов: (e1; e2) или (p1;p2).
13. Записать вектор a = p1 − p2 + 2p3 в базисе (e1, e2, e3), если
зависимость между векторами выражается соотношениями:
e1 = 3p1 + p2 − 2p3; e2 = −1,5p1 + p2; e3 = 3p1 − 2p2.
Р е ш е н и е. Искомое представление вектора a должно иметь вид
a = λ1e1 + λ2e2 + λ3e3. (3)
Подставим в (3) зависимости между ek и pk (k = 1, 3) и сгруппи-
руем в полученном выражении слагаемые при одинаковых векторах
pk:
a = (λ1 − 1,5λ2 + 3λ3)p1 + (−λ1 + λ2 − 2λ3)p2 − 2λ1p3.
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Приравнивая коэффициенты при векторах pk в полученном и ис-
ходном выражениях для вектора a, придем к системе трех уравнений


















Умножение первого уравнения системы на −2, второго на 3 при-
водит к уравнениям с одинаковыми левыми и различными правыми
частями: {
3λ2 − 6λ3 = 4,
3λ2 − 6λ3 = −6,
что говорит о несовместности двух уравнений. Причина тому — ли-
нейная зависимость (коллинеарность) двух заданных векторов: e3 =
−2e2.
14. Денежные единицы E, D и R трех государств связаны отноше-
ниями, представленными таблицей (значения единиц, приведенных в
верхней строке относятся к значениям единиц первого столбца).
Установить факт линейной зави-
симости или независимости систем
векторов, представленных координа-
тами строк (столбцов) таблицы.
Р е ш е н и е Составим в виде со-
вокупности координат векторы, пред-
ставленные тремя строками таблицы:
E D R
E 1 5/6 25
D 6/5 1 30



































Нетрудно убедиться в том, что любой из записанных векторов













b. Аналогичные соотношения можно за-
писать для векторов, представленных координатами столбцов табли-
цы. Следовательно, отношения обменных курсов различных валют
представляются числами, которые являются координатами линейно
зависимых векторов.
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Задачи для самостоятельного решения
1. Изобразить на рисунке три произвольных вектора a, b и c. По-
строить по ним векторы 0,5a, −0,5a, a+ b+2c, 2a− b и a+ (−a).
2. Заданы модули векторов a = 4, b = 5 и угол ( ˆa, b) = 2π/3. Найти
скалярное произведение векторов.
3. Заданы модули векторов a = 1, b = 3 и угол ( ˆa, b) = π/2. Найти
скалярное произведение векторов (a+ b, a− b).
4. Найти Prba, если b = 4, (a, b) = 8.
5. Найти угол α = ( ˆa, b), если (a, b) = 4, a = 2, b = 4.
6. Доказать, что полином n-й степени a0 + a1x+ a2x2 + . . .+ anxn
представляет собой линейную комбинацию системы линейно незави-
симых «векторов» (x0, x1, x2, . . . , xn).
7. Записать вектор a = 2e1 − 3e2 + e3 в базисе (i1, i2, i3), если
i1 = e1, i2 = e1 + e2, i3 = e1 + e2 + e3.
8. Записать вектор a = 3e1 − e2 в базисе (i1, i2), если i1 = e1 −
2e2, i2 = e1+e2. Изобразить на рисунке разложение вектора в двух
базисах.
9. Определить, будут ли линейно независимыми функции sinx и
cosx?
10. Определить, будут ли векторы (3, 1, 5), (−2, 2,−3) и (1,−5, 1)
линейно независимыми.
39




1. Что собой представляет ортонормированный базис? Запишите
все возможные варианты скалярных произведений векторов ор-
тонормированного базиса.
2. Какова связь между проекциями вектора на векторы ортонор-
мированного базиса и координатами вектора?
3. Что собой представляют координаты единичного вектора в ор-
тонормированном базисе?
4. Как определить модуль вектора по его координатам в ортонор-
мированном базисе?
5. Как связаны между собой направляющие косинусы вектора, за-
данного в ортонормированном базисе?
6. Приведите выражение для скалярного произведения векторов,
представленных своими координатами в ортонормированном ба-
зисе, а также для косинуса угла между векторами.




1. В пространстве L2 заданы два геометрических вектора CA и
CB. Ввести в этом пространстве ортонормированный базис и пока-
зать на рисунке проекции векторов CA, CB и AB. Записать выра-
жения для проекций и составляющих этих векторов по направлениям
базисных векторов.
Р е ш е н и е. Проекции векторов соответствуют длинам отрезков по
координатным осям, связанным с базисными векторами, так как ор-
тогональные базисные векторы имеют единичные модули: Pri1CA =
a1−c1 (отрицательная величина); Pri1CB = b1−c1, Pri1AB = b1−a1,
. . . , Pri2AB = b2 − a2.
Векторы раскладываются на составляющие по направлениям базис-
ных векторов:
CA = (a1 − c1)i1 + (a2 − c2)i2, . . . , AB = (b1 − a1)i1 + (b2 − a2)i2.





























Рис. 0.2. Решения задач 1 (слева) и 2 (справа)
Построить векторы OA, OB и AB в ортонормированном базисе,
связанном с системой координат (O — начало координат).
Р е ш е н и е. Векторы, задаваемые координатами точек их конца
и начала, определяются разностями соответствующих координат. Так
как координаты точки O нулевые: O(0, 0), то OA = (a1 − 0; a2 − 0) =
(a1; a2) = (3;−2), OB = (b1; b2) = (2;−4). Записанные соотношения
подтверждают утверждение о том, что координаты радиусов-векторов
в ортонормированном базисе равны координатам концов этих векто-
ров.






3. В ортонормированном базисе заданы векторы a = (4;−2; 0) и
b = (3; 5;−1). Найти 0,5a+ b и 2b− a.
Р е ш е н и е. Учитывая свойства линейных операций над векторами,
заданными своими координатами, найдем:
0,5a+ b =
(





2 · 3− 4; 2 · 5− (−2); 2 · (−1)− 0
)
= (2; 12;−2) = 2(1; 6;−1).
4. Найти Prba, если a = (0; 2;−3), b = (1;−2;−1).




















5. Найти угол между векторами a = (−0,5; 2; 1,5) и b = (1;−4;−3).
Р е ш е н и е. Воспользуемся формулой определения косинуса угла
между двумя векторами через скалярное произведение этих векторов:
cosϕ =
(a, b)
a · b =















−0,5 · 1 + 2 · (−4) + 1,5 · (−3)
√
(−0,5)2 + 22 + (1,5)2
√









Отсюда ϕ = arccos(−1) = π.
Заданные векторы оказались коллинеарными. Этого результата
можно было ожидать. Действительно, векторы a и b линейно зави-
симы: b = −2a.
6. Найти m и n, если известно, что векторы a = (2; 2;m) и b =
(n; 4; 6) параллельны.






























=⇒ m = 3.
7. Найти m, если векторы a = (5m; 2;m) и b = (−1; 3;m) перпен-
дикулярны.
Р е ш е н и е. Из условия перпендикулярности векторов
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(a, b) = a1b1 + a2b2 + a3b3 = 0
следует:
5m · (−1) + 2 · 3 +m ·m = 0.
Для определения m имеем квадратное уравнение
m2 − 5m+ 6 = 0.
Это уравнение имеет два действительных корня: m1 = 2 и m2 = 3
— искомые значения m.
8. Найти длину и направляющие косинусы вектора a = (1;
√
2;−1).











2)2 + (−1)2 = 2,
















Координатами единичного вектора в ортонормированном базисе












Отсюда находим значения углов: α1 = π/3, α2 = π/4, α3 = 2π/3,
которые определяют направление вектора a.
Задачи для самостоятельного решения
1. Найти вектор AB, если в декартовой ортогональной системе
координат A(1; 2;−1), B(3;−4; 1).
Построить векторы OA, OB и AB в ортонормированном базисе,
связанном с системой координат (O – начало координат).
2. В ортонормированном базисе заданы векторы a = (2;−1; 0) и
b = (3; 1; 5). Найти a+ b и b− 2a.
3. Найти Prba, если a = (0; 2;−3), b = (1;−2;−1).
4. Найти угол между векторами a = (2; 3;−1) и b = (−1; 0; 3).
5. Найти m, если известно, что векторы a = (1;n; 3) и b = (m; 4; 6)
параллельны.
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6. Из условия перпендикулярности векторов a = (m; 2m; 1) и
b = (m; 1; 1) найти m.
7. Найти угол между диагоналями четырехугольника, заданного
координатами его вершин: A(−1;−1), B(−1; 2), C(2;−1) и D(2; 2).
8. Найти длину и направляющие косинусы вектора a = (3;−6; 2).
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Т Е М А 7
Векторное и смешанное произведения
векторов
Вопросы
1. Дайте определение векторного произведения векторов?
2. В чем геометрический смысл векторного произведения?
3. Дайте определение смешанного произведения векторов?
4. В чем геометрический смысл смешанного произведения?
5. В чем состоит задача деления отрезка в заданном отношении?
Приведите формулы для определения координат точки, делящей
отрезок в заданном отношении и, в частности, пополам.
Задачи
1. Заданы модули двух векторов a и b: a = 3, b = 1/
√
3 и угол
между векторами (â,b) = π/3. Вычислить площадь S параллелограм-
ма, двумя сторонами которого являются векторы 3a− b и a+ b.
Р е ш е н и е.
Составим векторное произведение, раскроем его и найдем модуль
полученного вектора:
c = |c| = |(3a− b)× (a+ b)| = |3a× a+ 3a× b− b× a− b× b|.
Так как |a× a| = aa sin 0 = 0, |b× b| = bb sin 0 = 0 и a× b = −b× a то






= 2 = S.
2. Сумма трех векторов равна нулевому вектору: a + b + c = Θ.
Доказать, что при этом a× b = b× c = c× a. Каков геометрический
смысл полученного результата?
Р е ш е н и е. Из первого заданного равенства выразим один из
векторов (произвольный) через два других:
a = −b− c.
45
Полученное равенство приводит к следующим результатам:
a× b = −(b+ c)× b = −c× b = b× c;
c× a = −c× (b+ c) = −c× b = b× c.
Таким образом требуемое равенство доказано.
Геометрический смысл полученного результата объясняется следу-
ющим. Равенство нулю суммы трех векторов указывает на то, что эти
векторы образуют замкнутый треугольник. Векторные произведения
любой из пар векторов a, b, c равны одной и той же площади —
площади, образованной тремя векторами.
3. a = 4, b = 3 — модули векторов a и b. Угол между этими
векторами (â,b) = π/6. Выразить через a и b единичный вектор i,
ортогональный плоскости векторов a и b и образующий с заданными
векторами (в порядке их записи) правую тройку векторов.
Р е ш е н и е. Согласно определению в векторном произведении
c = a× b
c — вектор, перпендикулярный векторам a и b, составляет с ними пра-
вую тройку векторов. Чтобы найти единичный вектор в направлении
c, достаточно разделить этот вектор на его модуль











4. Используя определение векторного произведения найти угол
между векторами a = (−2, 1, 0) и b = (3, 2,−1).
Р е ш е н и е. Для определения векторного произведения заданных

















































(−1)2 + (−2)2 + (−7)2 =
√
54.
Найдем модули векторов a и b:
a =
√




32 + 22 + (−1)2 =
√
14.
















5. Найти вектор c = (2a−b)× (a+3b), если векторы a и b заданы
в задаче 4 в виде совокупности их координат в ортонормированном
базисе.
Р е ш е н и е. Для определения векторного произведения раскроем
векторное произведение двучленов, стоящих в скобках условия при-
мера:
c = 2a× a+ 2 · 3a× b− b× a− 3b× b = 7a× b.












6. Вычислить площадь треугольника с вершинами A(1, 5, 0),
B(3, 1, 0), C(0, 3, 0).
Р е ш е н и е. Отметим характерную особенность расположения точек
в L3. Отсутствие в них третьей координаты указывает на то, что все
точки лежат в первой координатной плоскости.
Выберем любые два из трех векторов, совпадающих со сторонами
треугольника. Пусть эти векторы a = CB = (3,−2, 0) и b = CA =











































∣ = |4i1| = 4.
Замечание. Если бы под знаком абсолютной величины стояла сум-
ма трех отличных от нуля векторов: s1i1 + s2i2 + s3i3, то искомую
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7. Три вектора заданы своими координатами в ортонормированном
базисе: a = (2,−1, 4), b = (0,−2, 3), c = (−2, 3, 1).
Установить, могут ли эти векторы, расположенные в порядке их
перечисления, составлять правый базис в L3;
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Р е ш е н и е.
Если смешанное произведение трех векторов abc положительно, то
векторы образуют правый базис в L3. При отрицательном значении
смешанного произведения — левый базис. Если смешанное произведе-
ние векторов равно нулю, то векторы компланарны и не могут быть
базисными.



































= 2·(−2)·1+4·0·3+(−1)·3·(−2)−4·(−2)·(−2)−2·3·3−(−1)·0·1 = −32.
Отличное от нуля значение смешанного произведения указывает
на то, что векторы линейно независимы и могут быть приняты в ка-
честве базисных. Знак минус указывает на то, что тройка векторов
образует левый базис. Чтобы изменить ориентацию векторов на пра-
вую, достаточно в порядке заданного следования векторов abc поме-
нять местами два любых вектора. Так, например, acb = +32.
8. Вершины тетраэдра заданы своими координатами в ортонорми-
рованном базисе L3: A(1,−2, 5), B(4, 3, 0), C(−2, 1, 3), D(4, 0, 2).
а) Определить объем V
T
тетраэдра ABCD;
б) Вычислить высоту h тетраэдра, опущенную из вершины A.
Р е ш е н и е.









|abc|. Векторы a, b и c при этом должны выходить
из одной вершины (или быть направлеными в одну вершину). Пусть
это будет вершина D. Тогда:

























































































Sh, где S – площадь основания тетра-
эдра, противоположного вершине A. Для ее определения воспользуем-
ся векторным произведением двух произвольных векторов основания.

































































9. Отрезок, соединяющий точки M1(6;−8; 2) и M2(−2; 0; 2), разде-
лить в отношении 3:1.




















6 + 3 · (−2)
1 + 3
= 0; x2 =
−8 + 3 · 0
1 + 3
= −2; x3 =
2 + 3 · 2
1 + 3
= 2.
Эти значения определяют координаты точки M(0;−2; 2), делящей
отрезок M1M2 в отношении 3:1.
10. Записать выражение для вектора AD, совпадающего с медиа-
ной треугольника ABC, если A(0; 5;−2), B(3;−1; 4), C(1; 3;−4).






























=⇒ D(2; 1; 0).
Запишем выражение для вектора, совпадающего с медианой:
AD = (xD1 −xA1 ;xD2 −xA2 ;xD3 −xA3 ) =
(




11. Найти координаты точки C, симметричной точке A(1; 2) отно-
сительно точки B(−1; 5).
Р е ш е н и е. Из условия задачи следует, что B делит отрезок AC
пополам. Пусть координаты точки C xC и yC . Из формул определения








находим и определяем значения искомых координат:
xC = 2xB − xA = 2 · (−1)− 1 = −3; yC = 2yB − yA = 2 · 5− 2 = 8.
Задачи для самостоятельного решения
1. Заданы модули двух векторов a и b: a = 1, b = 3 и угол меж-
ду векторами (â,b) = π/6. Вычислить площадь S параллелограмма,
двумя сторонами которого являются векторы 2a− 3b и a+ 2b.
2. Найти модуль вектора c = (3a−2b)×(a+4b), если a = (1,−2, 0)
и b = (−3, 1,−1).
Заданы координаты точек: A(−2, 3, 1), B(2, 0,−1), C(0,−2, 3),
D(−1, 4, 1). Требуется:
3. Проверить, будут ли точки лежать в одной плоскости.
4. Определить, могут ли три вектора, выходящих из точки D в
направлениях оставшихся точек, образовать базис.
5. Установить, какой тип базиса (правый или левый) образует трой-
ка векторов, построенных в задаче 4.
6. Найти площадь основания тетраэдра, противоположного вер-
шине D.
7. Вычислить объем тетраэдра, вершинами которого являются за-
данные точки.
8. Определить высоту тетраэдра, опущенную из вершины D на
противоположное основание.
9. Разделить отрезок, соединяющий точки M1(2; 3; 0) и M2(4; 1; 2),
в отношении 2:1.
10. Точка B(2; 1; 4) делит отрезок AC пополам. Найти координаты
точки C, если A(3;−1; 5).
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Задание на расчетную работу. Часть 3
Заданы координаты четырех вершин тетраэдра: A(3, 5,−2),
B(−1, 3, 2), C(k,−4, 3), D(3,−4,−k).
В декартовой ортогональной системе координат изобразить тетра-
эдр.
Средствами линейной алгебра найти следующие элементы тетра-
эдра.
1. Длину стороны CD.
2. Длину медианы треугольника BCD, выходящую из вершины D.
3. Угол между диагоналями параллелограмма, построенного на
сторонах BC и BD.
4. Длину высоты, опущенной из вершины A на основание BCD.
5. Площадь основания BCD.
6. Объем тетраэдра.
7. Убедиться в том, что векторы AB, AC, AD и BC линейно зави-
симы. Выбрать среди этих векторов линейно независимые. Доказать
факт их линейной независимости.
По возможности, выполнить проверку правильности полученных
результатов (возможно получив результаты другими методами).
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1. Перечислите элементарные преобразования над определителя-
ми, не изменяющие их значения.
1. Прибавление к элементам столбцов соответствующих элементов
других столбцов.
2. Перестановка любых строк (столбцов).
3. Вычеркивание столбцов, состоящих только из нулевых элемен-
тов.
4. Вычеркивание строки и столбца, на пересечении которых стоит
нулевой элемент.
5. Среди ответов 1–4 нет правильных.
2. Перечислите соотношения, справедливые для произведений мат-
риц.
1. AB = BA; 2. A(BC) = (AB)C; 3. A2 = (a2ij);





3. Расставьте номера ответов (правая колонка) в порядке следо-
вания номеров вопросов (левая колонка) по отношению к скалярному
произведению и его свойствам (a, b, c — векторы, λ ∈ ℜ). В местах





1. (a, b) = a cos( ˆa, b);





= (a, b) + (a, c);
4. λ(a, b) = (λa, b) = (a, λb).
4. Какие из перечисленных ниже соотношений справедливы для
проекций векторов?
1. Prba = Prab; 2. Prba = b cos( ˆa, b);
3. Prbλa = λPrba; 4. Prc(a, b) = Prca · Prcb;
5. Prc(a+ b) = Prca+ Prcb.
5. Отметьте свойства, справедливые для векторов, представлен-
ных в ортонормированном базисе в L3 (a — произвольный вектор; n
— единичный вектор).
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3; 5. n = (cosα1; cosα2; cosα3).
Билет по практике
(на 45 минут)
1. Из условия перпендикулярности векторов a = (m; 2m; 1) и
b = (m; 1; 1) найти m.





, если a = 1, b = 2, ( ˆa, b) = π/3.
3. Определить, при каких условиях будут линейно независимыми
векторы (функции) ak1x и ak2x.
4. Найти длину и направляющие косинусы вектора AB, если A(−2; 1; 3)
и B(2; 1; 0).
5. Найти площадь параллелограмма, вершинами которого являют-
ся точки A(2;−1; 3), B(3;−2; 1) и C(2; 1; 4).
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Т Е М А 8
Комплексные числа
Задачи
1. Доказать (самостоятельно), что операции сложения и умноже-
ния комплексных чисел (zk = xk + iyk) (k = 1, 2, 3) обладают свой-
ствами:
а) z1 + z2 = z2 + z1;
б) z1 + (z2 + z3) = (z1 + z2) + z3;
в) z1z2 = z2z1;
г) z1(z2z3) = (z1z2)z3;
д) z1(z2 + z3) = z1z2 + z1z3.
В задачах 2 – 5 преобразовать выражения к алгебраической форме
комплексного числа.
2. z = (1− 2i)(2 + i)2 + 5i.
Р е ш е н и е проведем поэтапно:
(2 + i)2 = 4 + 4i+ i2 = 3 + 4i;
(1− 2i)(3 + 4i) = 3 + (4− 6)i− 8i2 = 11− 2i;
z = 11− 2i+ 5i = 11 + 3i.
3. z = (2i− 1)2 + (1− 3i)3 :
z = (4i2 − 4i+ 1) + (1− 3 · 3i+ 3(3i)2 − 33i3) =






















(2 + 4i)(3 + i)− (2− 4i)(3− i)
(3− i)(3 + i) =
(2 + 14i)− (2− 14i)
9 + 1
= 2,8i.
6. Найти действительные решения уравнения
12[(2x+ i)(1 + i) + (x+ y)(3− 2i)] = 17 + 6i.
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Р е ш е н и е. Преобразуем уравнение:
12[(2x− 1) + (2x+ 1)i+ 3(x+ y)− 2(x+ y)i] = 17 + 6i;
12[5x+ 3y − 1 + (1− 2y)i] = 17 + 6i.
Так как в выражении a+bi слагаемые c Re a и Im a линейно незави-
симы, то для нахождения решения уравнения приравниваем действи-






5x+ 3y − 1 = 17
12
,
1− 2y = 6
12
;






В задачах 7–8 доказать справедливость соотношений.
7. z1 + z2 = z1 + z2, где zk = xk + yk (k = 1, 2).
Р е ш е н и е. Так как zk = xk − yki, то
z1 + z2 = (x1 + x2) + (y1 + y2)i, =⇒ z1 + z2 = (x1 + x2)− (y1 + y2)i.

















































































































9. Доказать, что |z1 − z2| — это расстояние между точками M1 и
M2, изображающими комплексные числа z1 и z2.
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Р е ш е н и е. Пусть z1 = x1 + iy1, z2 = x2 + iy2. Тогда z1 − z2 =
(x1 − x2) + (y1 − y2)i и |z1 − z2| =
√
(x1 − x2)2 + (y1 − y2)2.
Записанное выражение представляет собой модуль вектора
M1M2 =
(
(x2 − x1), (y2 − y1)
)
.
10. Найти корни второй, третьей и четвертой степеней из единицы.
Р е ш е н и е. Для a = 1 (a = 1+0·i) имеем: r = 1, ϕ = arctg 0
1
= 0.

































































Для n = 3.


























Для n = 4.




















Задачи для самостоятельного решения
Привести к алгебраической форме комплексные выражения.
















5. Доказать справедливость равенства |z1z2| = |z1||z2|.
6. Доказать справедливость неравенств






Представить в показательной и тригонометрической формах ком-
плексные числа
7. z = 12i 8.
z1
z2
, если z1 = 2
√










Т Е М А 9
Преобразование базисов
Вопросы
1. Какие векторы могут образовать базис в пространстве Ln?
2. Что представляет собой правый базис в пространстве L3?
3. Какие признаки характеризуют правый базис? Каким образом
можно превратить левый базис в правый.
4. При каких условиях можно осуществить взаимно однозначное
преобразование одной совокупности векторов в другую?
Задачи
1. Между двумя совокупностями векторов линейного простран-
ства L3 E = (e1, e2, e3)T (условно исходный базис) и Ẽ=(ẽ1, ẽ2, ẽ3)T
существует зависимость:
ẽ1 = e1 + e2, ẽ2 = e2 + e3, ẽ3 = e1 + e3.
Требуется составить матрицу ST преобразования Ẽ=STE и уста-
новить, можно ли Ẽ считать совокупностью базисных векторов. Если
да, то записать преобразование, обратное к заданному.


































1 1 0 1 0 0
0 1 1 0 1 0









1 1 0 1 0 0
0 1 1 0 1 0








1 1 0 1 0 0
0 1 1 0 1 0








1 1 0 1 0 0
0 1 0 1/2 1/2 −1/2








1 0 0 1/2 −1/2 1/2
0 1 0 1/2 1/2 −1/2
0 0 1 −1/2 1/2 1/2

 =⇒









Так как (ST )−1 существует, то совокупность трех векторов Ẽ об-
разует базис в том же линейном пространстве L3, что и векторы E.























































(−ẽ1 + ẽ2 + ẽ3).
Для проверки правильности полученных результатов достаточно
подставить в них заданные соотношения между векторами Ẽ и E. В
результате придем к исходному базису. Проверка соответствует мат-
ричной записи:
E = (ST )−1Ẽ = (ST )−1STE = IE = E.
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2. В базисе E = (e1 e2 e3)T задан вектор x = −e1 + 2e2 + e3.
Представить x в базисе Ẽ = (ẽ1 ẽ2 ẽ3)T , если зависимость Ẽ = STE
задана в условии задачи 1.
Р е ш е н и е. Запишем заданное разложение вектора x в матричной
форме








Используя формулу преобразования базисов и результат, получен-
ный в задаче 1, перейдем к базису Ẽ:























 = 2ẽ2 − ẽ3.
3. Вектор E задан своими координатами E1 = (1, 2)T , E2 = (2, 3)T
в базисе I = (i1 i2)T . Доказать, что E представляет базис в L2. Вектор
x, заданный в базисе I матрицей X = (−1, 4), записать в базисе E.
Р е ш е н и е. По условию



















= ST – матрица преобразования базисов
I в E.











= 1 · 3 − 2 · 2 = −1 6= 0, то существует














Представим вектор x в новом базисе:















= 11e1 − 6e2.
4. Векторы правого ортонормированного базиса I = (i1 i2 i3)T
связаны с совокупностью векторов E = (e1 e2 e3)T зависимостями
e1 = i2, e2 = −i1, e3 = i1 + 2i3.
Требуется:
а) установить, будет ли совокупность векторов E базисом в про-
странстве L3; определить его ориентацию;
б) записать вектор x = 2i1 − i2 + i3 в базисе E.
Р е ш е н и е. Запишем заданное преобразование векторов в матричной









































 =⇒ rang ST = 3.
Поэтому векторы E образуют базис в линейном пространстве L3.



































Положительное значение смешанного произведения указывает на
то, что базис E правый.
Найдем матрицу, обратную по ношению к ST :


0 1 0 1 0 0
−1 0 0 0 1 0









1 1 0 1 −1 0
−1 0 0 0 1 0





1 1 0 1 −1 0
0 1 0 1 0 0








1 0 0 0 −1 0
0 1 0 1 0 0
0 0 1 0 1/2 1/2

 .











Существование обратной матрицы (ST )−1 указывает на то, что
ST невырожденная матрица и векторы E образуют базис в простран-
стве L3.
Получим разложение вектора







 = XT I
в этом базисе:





















































преобразования базисов I в Ẽ.




























6. Задана совокупность многочленов T = (1 t t2)T . Показать, что
она может служить базисом в линейном пространстве L3. Представить
совокупность многочленов
P = (p1 p2 p3)
T = (1− 2t, t− t2, t2)T
в базисе T .
Проверить, будет ли P базисом в L3. Если да, то представить мно-
гочлен Q3 = 1 + 2t− 3t2 в базисе P .
Р е ш е н и е. Совокупность T может быть представлена в виде ка-
нонического разложения. Действительно,








Ранг записанной таким образом матрицы равен трем — векторы-
столбцы (и векторы-строки) линейно независимы.























Матрица преобразования ST невырожденная. Это треугольная мат-
рица, определитель которой равен произведению элементов главной
диагонали: det ST = 1 6= 0.
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Найдем обратную к ST матрицу методом Гаусса-Жордана:


1 −2 0 1 0 0
0 1 −1 0 1 0






1 −2 0 1 0 0
0 1 0 0 1 1












Обратимся к многочлену Q3:
Q3 = Q






















 = p1 + 4p2 + p3.
Задачи для самостоятельного решения
1. Заданы соотношения:
ẽ1 = e1 + e2, ẽ2 = e1 − e2, ẽ3 = −e1 + 2e2 − e3,
При условии, что векторы E = (e1 e2 e3) образуют базис в L3,
доказать, что Ẽ = (ẽ1 ẽ2 ẽ3) также образуют базис в L3. Найти коор-
динаты вектора x = e1 − 2e2 + 2e3 в этом базисе.
2. В линейном пространстве L4 задан ортонормированный базис
I = (i1 i2 i3 i4)








e1 = 2i1 − i2 + i3 + 2i4,
e2 = −i1 + 3i2 − 2i3 + i4,
e3 = 2i1 − 3i2 + 2i3,
e4 = i1 − 2i2 + i3 − i4.
Установить, будут ли векторы E образовывать базис в рассматри-
ваемом пространстве.
3. В линейном пространстве L3 с ортонормированным базисом I =
(i1 i2 i3)
T заданы две матрицы ST1I и S
T
2I преобразования базиса I в
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базисы E1 и E2: E1 = ST1II и E2 = S
T
2II. Найти матрицу S
T
12, обеспе-
















4. Доказать, что система многочленов T = (1+t2, 2t−t2, 1+t)T об-
разует базис в пространстве L3. Представить в этом базисе многочлен
1− 2t+ t2.
5. Вектор X = (x1, x2, x3)T с помощью матрицы S преобразования
базисных векторов приводится к виду X̃ = (0, x2−x3, 2x2)T . Записать
выражение для матрицы S. Возможно ли обратное преобразование?
6. В линейном пространстве L3 заданы три базиса: E = (e1 e2 e3)T ,














e′1 = 8e1 − 6e2 + 7e3,
e′2 = 16e1 + 7e2 − 13e3,





e′′1 = e1 − 2e2 + e3,
e′′2 = 3e1 − e2 + 2e3,
e′′3 = 2e1 + e2 + 2e3.
Найти матрицу A оператора A в базисе E′′, если его матрица в





















(−i1 + 4i2 − i3).
Считая базис I правым ортонормированным, показать, что базис
Ĩ также ортонормированный. Определить ориентацию базиса Ĩ. Най-
ти матрицу преобразования базисов. Показать, что она ортогональна.
Выразить векторы старого базиса через векторы нового.
8. В ортонормированном базисе задан вектор r = 2i1 + 3i2 + 5i3.
Представить этот вектор в базисе, повернутом относительно i3 на угол
π/4.
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Т Е М А 10
Разложение матриц
Вопросы
1. Дайте характеристики матриц, входящих в LU -представление
матрицы A.
2. Какой смысл LU представления матриц при решении систем
уравнений?
3. Получите формулы, определяющие преобразования векторов и
матриц при известном преобразовании матриц.
4. Что представляет собой ортогональная матрица? В чем состо-
ит особенность использования ортогональных матриц в задачах
преобразования векторов?
5. Поясните, в чем заключается метод Шмидта ортогонализации
столбцов матриц. Метод элементарных преобразований?
6. Какими способами можно осуществить ортогонализацию строк
матриц?
7. Перечислите основные характерные свойства матриц с ортого-
нальными строками (столбцами).
Задачи





представить в виде суммы симмет-
ричной и обратносимметричной матриц.


















































1) разложить матрицу на сумму симметричной S и обратносим-
метричной Ω матриц;
Представить симметричную матрицу S в виде произведений:
2) слева матрицы с ортогональными столбцами на верхнюю тре-
угольную матрицу с единичной главной диагональю.
3) справа матрицы с ортогональными строками на нижнюю тре-
угольную матрицу с единичной главной диагональю.
Ортогонализацию строк и столбцов матрицы произвести двумя
способами: методом Шмидта и с помощью элементарных преобразо-
ваний.
4). Выделить из матриц, полученных в пунктах 2 и 3 ортогональ-
ные матрицы.
Р е ш е н и е.











































2) Осуществим ортогонализацию столбцов и строк симметричной







где s1 = (1, 2)T , s2 = (2, 3)T , следует представить в виде произведения
S = QU , где










; (q1, q2) = 0.




















































Осуществим процесс ортогонализации столбцов путем элементар-
ных преобразований, а именно, используем возможность прибавления
к одному столбцу элементов другого столбца, умноженных на произ-

























Верхний индекс «0» у элементов s0ij матриц указывает на то, что
рассматривается решение на исходном, «нулевом» шаге (в данной за-
даче единственном в преобразовании матрицы).
Осуществим описанные преобразования со вторым




s11 s12 − λ12s11




1 2− 8/5 · 1








Матрица совпадает с такой же матрицей, полученной в результате
ортогонализации столбцов методом Шмидта.
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3) Осуществим ортогонализацию строк матрицы S методом
Шмидта. Для этого представим матрицу в виде совокупности век-
торов-строк S = (s1, s2)T , где s1 = (1, 2), s2 = (2, 3).
Примем, согласно методу Шмидта s1 = p1 = (s11, s12) = (1, 2),
s2 = l21p1 + p2.
Для определения l21 умножим последний вектор скалярно на p1 и
учтем условие ортогональности векторов p1 и p2:
(s2,p1) = l21p
2














Составим левую (нижнюю) треугольную матрицу L с единичной


















Искомая матрица с ортогональными строками














Осуществим ортогонализацию строк матрицы путем добавления к













































Матрица совпадает с такой же матрицей, полученной в результате
ортогонализации строк методом Шмидта.
4) Полученные в пунктах 2 и 3 матрицы с ортогональными стро-
ками и столбцами оказываются, как в том нетрудно убедиться, орто-
гональными одновременно и по строкам и по столбцам. Отметим, что
это не закономерность.
Следующий шаг в решении задачи — выделение диагональных и
ортогональных матриц.


























Аналогичные вычисления с левой ортогональной матрицей приво-



































= QD−1Q = ℑQ.
Матрицы ℑQ и ℑP ортогональны, так как ℑTQℑQ = ℑTPℑP = I.







Р е ш е н и е. Для ортогональных матриц справедливо соотноше-
ние ST = S−1. Поэтому для установления принадлежности матрицы
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к ортогональным следует найти транспонированную матрицу ST и
убедиться в том, что SST = I.
















cos2 α+sin2 α − cosα sinα+sinα cosα








Результат указывает на то, что S — ортогональная матрица.
Задачи для самостоятельного решения
1. В линейном пространстве L3 заданы три базиса: E = (e1 e2 e3)T ,














e′1 = 8e1 − 6e2 + 7e3,
e′2 = 16e1 + 7e2 − 13e3,





e′′1 = e1 − 2e2 + e3,
e′′2 = 3e1 − e2 + 2e3,
e′′3 = 2e1 + e2 + 2e3.
Найти матрицу A оператора A в базисе E′′, если его матрица в
















 представить в виде произведе-
ний LP и QU , где L и U — нижняя и верхняя треугольные матрицы;
P и Q — матрицы с ортогональными строками и столбцами. Найти







−1 3 2 1
1 4 −2 3
−3 2 2 −3





представить в виде суммы сим-
метричной и обратносимметричной матриц.
72
Т Е М А 11
Собственные значения и векторы матриц
Вопросы
1. Как можно найти главные инварианты матриц?
2. Что такое собственные значения матрицы? собственные векто-
ры?
3. Запишите систему уравнений для определения собственных зна-
чений и собственных векторов матрицы.
4. Перечислите основные свойства собственных векторов и собствен-
ных значений произвольных квадратных матриц. Симметрич-
ных матриц.
5. Какие матрицы называют подобными? Перечислите основные
свойства подобных матриц.
6. Что такое билинейная форма матриц? Квадратичная форма?
Как выглядят эти формы для симметричных матриц?
7. Как представить квадратичную форму в виде матричного про-
изведения?
Задачи
1. Найти собственные значения и собственные векторы оператора
проектирования P12 произвольного вектора пространства L3







 = x1i1 + x2i2 + x3i3
на плоскость базисных векторов (i1, i2).
Р е ш е н и е. По условию результатом действия оператора P на любой
вектор является вектор, лежащий в плоскости (i1, i2). Составляющая
вектора на направление вектора i3 равна нулю.
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1− λ 0 0








= −λ(1− λ)2 = 0.
Собственные значения матрицы P : λ1 = λ2 = 1 (два одинаковых
корня) и λ3 = 0.





(1− λ)x1 + 0 · x2 + 0 · x3 = 0,
0 · x1 + (1− λ)x2 + 0 · x3 = 0,





(1− λ)x1 = 0,
(1− λ)x2 = 0,
−λx3 = 0.
Найдем собственные векторы, соответствующие собственному зна-
чению λ1 = λ2 = 1. Для этого собственного значения первые два урав-























2. Собственные векторы, соответствующий первым
двум (равным) собственным значениям матрицы:
x1 = k11i1 + k
1
2i2, x
2 = k21i1 + k
2
2i2 −
произвольные векторы, лежащие в плоскости базисных векторов. Матрицы-








При имеющейся произвольности в выборе двух собственных век-
торов удобно выбирать их взаимно ортогональными и единичными. В
















уменьшающие до единицы «степени свободы» в произволе выбора ко-
ординат kji собственных векторов X
1 и X2. То есть, для однозначного
определения kji достаточно задать значение одного из них.
Один из вариантов задания этих векторов: X1 = (1, 0, 0), X2 =
(0, 1, 0).
Для λ3 = 0 из системы уравнений получим x31 = x
3
2 = 0, x
3
3 = k3 —
произвольное число. Поэтому
x3 = k3i3 или X
3 = (0, 0, k3)
T .
В частном случае X3 = (0, 0, 1). Вместе с X1 = (1, 0, 0) и X2 =
(0, 1, 0) в этом случае собственные векторы образуют ортонормиро-
ванный базис.
Проверим ориентацию полученного базиса нормированных векто-

















= 1 > 0.
Положительное значение смешанного произведения указывает на
то, что полученный базис собственных векторов матрицы P правый.



















= λ2 − 5λ− 36 = 0.
Уравнение имеет два корня: λ1 = −4 и λ2 = 9.
Будем считать, что A является матрицей оператора, преобразу-
ющего вектор x в параллельный ему вектор λx. При этом считаем,
что операция преобразования осуществляется в ортонормированном
базисе I = (i1 i2)T . В этом случае искомый вектор






Матрицы-столбцы собственных векторов найдем из системы ли-
нейно зависимых однородных уравнений:
{
(2− λ)x1 + 6x2 = 0,
7x1 + (3− λ)x2 = 0.
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Для вектора, соответствующего собственному значению λ1 = −4:
{
(2 + 4)x11 + 6x
1
2 = 0,
7x11 + (3 + 4)x
1
2 = 0.
Из двух уравнений только одно линейно независимое. Его решение
x11 = −x12.
С точностью до множителя k1 матрицу первого собственного век-
тора можно представить в виде
X1 = k1(1, −1)T .
Для λ2 = 9: {
(2− 9)x21 + 6x22 = 0,
7x21 + (3− 9)x22 = 0.
В системе уравнений одно независимое. Его решение приводит к
матрице второго вектора:
X2 = k2(6, 7)
T .
Направление первого вектора совпадает с биссектрисой второго
координатного угла (между положительным направлением одного из
базисных векторов и отрицательным направлением второго). Второй
собственный вектор располагается между положительными (отрица-
тельными) направлениями базисных векторов и имеет проекции на их
направления 6k2 на i1 и 7k2 на i2.
Собственные векторы матрицы A не ортогональны. Этого следо-
вало ожидать: матрица A — несимметричная.









Найти ее собственные значения и собственные векторы.








2− λ −1 2
5 −3− λ 3







= −λ3 − 3λ2 − 3λ− 1 = 0.
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Слева в уравнении стоит отрицательное значение куба суммы λ и
1. То есть, характеристическое уравнение приводится к виду
(λ+ 1)3 = 0
и имеет три одинаковых корня, соответствующих единственному соб-
ственному значению λ = −1.
Координаты единственного собственного вектора матрицы A най-




(2 + 1)x1 − x2 + 2x3 = 0,
5x1 + (−3 + 1)x2 + 3x3 = 0,
−x1 + (−2 + 1)x3 = 0.
Найдем решение системы уравнений методом Гаусса-Жордана (по-






















Отсюда получаем решение x1 = x2 = −x3 = k (k произвольное
число). Этому решению соответствует собственный вектор:
X = k(1, 1, −1)T .
Поделив X на его модуль |X| = k
√
12 + 12 + (−1)2 =
√
3k получим







Два других собственных вектора получим, выбирая в качестве k















нормированные, но они не ортогональные
(исходная матрица несимметричная). Найдем смешанное произведе-


































Положительное значение смешанного произведения указывает на
то, что собственные векторы матрицы A образуют правый базис.










1. Составить характеристическое уравнение. Найти собственные
значения матрицы. Определить главные инварианты, выразив
их через главные значения матрицы и через заданные значения
элементов матрицы.
2. Определить собственные векторы матрицы. Нормализовать эти
векторы. обеспечить их правую ориентацию. Проверить, будут
ли эти векторы попарно ортогональными.
3. Составить матрицу S преобразования исходного ортонормиро-
ванного базиса в базис собственных векторов матрицы. Убедить-
ся в том, что эта матрица ортогональная.
4. С помощью матрицы S преобразовать матрицу A в диагональ-
ную матрицу ее собственных значений.
Р е ш е н и е.


















Для формирования характеристического полинома
λ3 − σ1λ2 + σ2λ− σ3 = 0
найдем главные инварианты σk (k = 1, 3) матрицы A:







































































































Подставляя полученные значения в характеристическое уравне-
ние, получим кубическое уравнение:
λ3 − 3λ2 − 6λ+ 8 = 0.
Уравнение имеет три различные действительные корня:
λ1 = −2, λ2 = 1, λ3 = 4.
В качестве проверки правильности определения главных значений
матрицы найдем согласно теореме Вьета главные инварианты матри-
цы A:
σ1 = λ1 + λ2 + λ3 = −2 + 1 + 4 = 3;
σ2 = λ1λ2 + λ2λ3 + λ3λ1 = −2 · 1 + 1 · 4 + 4 · (−2) = −6;
σ3 = λ1λ2λ3 = −2 · 1 · 4 = −8.
Значения совпадают с найденными выше значениями главных ин-
вариантов.





(3− λ)x1 + x2 + x3 = 0,
x1 − λx2 + 2x3 = 0,
x1 + 2x2 − λx3 = 0.
Найдем решения этой линейно зависимой системы при различных
собственных значениях.





















































(3− 1)x21 + x22 + x23 = 0,
x21 − x22 + 2x23 = 0,
x21 + 2x
2
2 − x23 = 0.

































(3− 4)x31 + x32 + x33 = 0,
x31 − 4x32 + 2x33 = 0,
x31 + 2x
3
2 − 4x33 = 0.






























Проверим, будут ли собственные векторы попарно ортогональны-
ми. Для этого найдем их скалярные произведения:
(x1,x2) = 0 + 1− 1 = 0 (!),
(x2,x3) = −2 + 1 + 1 = 0 (!),
(x3,x1) = 0 + 1− 1 = 0 (!).
Векторы попарно ортогональны. Нормируем их и запишем в виде




































(2i1 + i2 + i3).




















Векторы образуют правый базис.
3. Запишем матрицу преобразования Ĩ = ST I исходного базиса в





















Матрица ST должна быть ортогональной, так как преобразует ор-



































 = I (!).
4. Используя матрицу S путем преобразования найдем диагональ-
ную матрицу собственных значений матрицы A:



















































На главной диагонали полученной матрицы стоят главные значе-
ния матрицы A.
5. В ортонормированном базисе I = (i1, i2)T задана квадратичная
форма




а) привести K к виду K̃ = λ1x̃21 + λ2x̃
2
2;
б) записать матрицу преобразования исходного базиса в базис пере-
менных квадратичной формы K̃.
Р е ш е н и е. Заданную квадратичную форму представим в мат-
ричном виде:














— матрица квадратичной формы.
Составим характеристическое уравнение для определения собствен-











= 0 =⇒ λ2 − 2λ+ 0,64 = 0.
Решения характеристического уравнения: λ1 = 0,4 и λ2 = 1,6.
Найдем собственные векторы матрицы Q, соответствующие най-
денным собственным значениям.
Для λ1 = 0,4:
{
(1− 0,4)x11 + 0,6x12 = 0
0,6x11 + (1− 0,4)x12 = 0
=⇒ X̃1 = k1(1,−1)T








Для λ2 = 1,6:
{
(1− 1,6)x21 + 0,6x22 = 0
0,6x21 + (1− 1,6)x22 = 0
=⇒ X̃2 = k2(1, 1)T
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Матрицы-столбцы Ẽ1 и Ẽ2 связывают базис собственных векторов
E = (Ẽ1, Ẽ2)

























Выписанные соотношения позволяют записать преобразование ис-


























Получено преобразование, соответствующее (??). Отсюда получа-
ем выражение для матрицы преобразования исходного базиса в базис











Эта матрица ортогональная, так как STS = S−1S = I.
Преобразуем матрицу Q к базису ее собственных значений:
























Запишем квадратичную форму в базисе собственных векторов мат-
рицы Q:








= 0,4x̃21 + 1,6x̃
2
2.
Имея в виду зависимость (??) X̃ = S−1X, преобразуем квадратич-
ную форму к исходному базису:
K̃ = X̃T Q̃X̃ = XTSS−1QSS−1X = XTQX = K.
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Таким образом, квадратичная форма инвариантна по отношению
к выбору базиса.
Задачи для самостоятельного решения














Базис, в котором задана матрица B, правый.
Требуется.
1. Составить характеристические уравнения.
2. Найти собственные значения матриц. Определить главные ин-
варианты, выразив их через главные значения матриц и через
заданные значения элементов матриц.
3. Определить собственные векторы матриц. Нормализовать эти
векторы. Проверить, будут ли векторы попарно ортогональны-
ми. Обеспечить правую ориентацию базиса, построенного на соб-
ственных векторах матрицы B.
4. Составить матрицы S преобразования исходных ортонормиро-
ванных базисов в базисы собственных векторов матриц. Убе-
диться в том, что эти матрицы ортогональные.
5. С помощью матриц S преобразовать матрицы A и B в диаго-
нальные матрицы их собственных значений.
Квадратичную форму 31x21 + 10x1x2 + 21x
2
2, заданную в ортонор-
мированном базисе:
6. Привести к виду λ1x̃21 + λ2x̃
2
2;
7. Записать матрицу преобразования исходного базиса в базис соб-
ственных значений матрицы квадратичной формы.
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Задание на расчетную работу. Часть 3:
«Преобразование матриц»









Требуется выполнить следующие действия.
1. Найти матрицу, обратную по отношению к A.
Представить A в следующих видах.
2. LU -разложения, где L — нижняя треугольная матрица с еди-
ничной главной диагональю; U — верхняя треугольная матрица.
3. LP -разложения, где P — матрица с ортогональными строками.
4. QU -разложения, где Q — матрица с ортогональными столбцами.
Задания пунктов 3 и 4 выполнить двумя способами: методом Шмид-
та и путем элементарных преобразований.
5. Убедиться в том, что векторы-строки (векторы-столбцы) в по-
лученных матрицах ортогональны. Нормализовать эти векторы.
5. Получить ортогональные матрицы ℑP и ℑQ по найденным в
пунктах 3 и 4 матрицам P и Q. Убедиться в том, что полученные
матрицы ортогональные.
6. Представить матрицу A в виде суммы симметричной Q и обрат-
носимметричной Ω матриц.
Для симметричной матрицы Q, полученной в пункте 6, найти
7 главные инварианты и собственные числа;
8 главные векторы и нормализовать их. Обеспечить правую ори-
ентацию базисных векторов.
9. Считая исходный базис, в котором задана матрица Q, ортонор-
мированным, найти матрицу S его преобразования в базис собствен-
ных векторов матрицы Q.
10. С помощью матрицы S привести матрицу Q к диагональному
виду.
Осуществить все возможные проверки полученных результатов.
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1. Поставьте в соответствие номера ответов (правая колонка) в
порядке следования номеров вопросов (левая колонка), касающихся
комплексных чисел z = x + iy и комплексных векторов x и y. В ме-
стах отсутствия правильных ответов поставьте 0.
1. Формула Эйлера 1. (x,y) = (y,x),
2. Формула Муавра 2. zn=rn(cosnϕ+i sinnϕ),
3. Эрмитова симметри́я 3. z = reiϕ,
4. Модуль z 4.
√
x2 + y2.
2. Перечислите номера правильных утверждений, относящихся к
разложению A = LU , где A = (akr), U = (ukr), L = (µkr) (k, r = 1, n).
1. ukr = 0 при k < r;
2. µkr = 0 при k < r;
3. U — матрица с единичной главной диагональю;
4. L — диагональная матрица;
5. Среди утверждений 1–4 нет правильных.
3. Заданы векторы двух базисов I = (ik)T , Ĩ = (ĩr)T и преоб-
разование S = (skr), в котором skr = (ik, ĩr). Перечислите номера
правильных соотношений.
1. ik = cos(ik ,̂ĩr)ĩr; 2. skr = δkr;
3. skmsmr = δkr; 4. S−1 = ST ;
5. Среди соотношений 1–4 нет правильных.
4. Какие утверждения и соотношения справедливы для равенства
AXm = λmX
m, где A = (akr), Xm = (xmk )
T (k, r,m = 1, n).
1. Хотя бы одна из координат xmk векторов X
m может быть пред-
ставлен в виде линейной комбинации координат xmk ;
2. Xm, соответствующие различным значениям λm, линейно неза-
висимы;
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3. Если матрицы имеют одинаковые собственные значения и соб-
ственные векторы, то они подобны;
4. Матрицы подобны, если они представлены в одном базисе;
5. Среди утверждений 1–4 нет правильных.
5. Перечислите номера правильных утверждений.
1. Если все собственные значения матрицы различны, то ее соб-
ственные векторы образуют ортогональный базис;
2. Если матрица A симметрична, то (AX,Y ) = (X,AY );
3. Если среди собственных значений симметричной действитель-
ной матрицы имеется комплексное число λk, то среди них имеется и
комплексно сопряженное число λk.
4. Матрица положительно определена, если для ее главных мино-
ров справедливо условие sign Mk = (−1)k;
5. Среди утверждений 1–4 нет правильных.
Билет по практике
(на 75 минут)











2. Выделить из A симметричную матрицу Σ. Представить Σ в ви-
де LU произведения (в других вариантах могут быть другие задания
представления Σ: методом Шмидта или путем элементарных преоб-
разований LU , QU).
3. Выделить из матрицы Σ ортогональную матрицу ℑQ (ℑP ). Убе-
диться в том, что полученная матрица ортогональная.











5. В предположении, что матрица B пункта 4 задана в ортонорми-
рованном базисе, найти матрицу преобразования S исходного базиса в
базис собственных векторов B. С помощью матрицы S преобразовать
матрицу B в диагональную матрицу ее собственных значений.
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Т Е М А 12
Прямая на плоскости
Вопросы
1. Запишите в векторном виде уравнение прямой на плоскости. По-
ясните запись рисунком.
2. Что с геометрической точки зрения представляет собой совокуп-
ность коэффициентов, стоящих при переменных в общем урав-
нении прямой?
3. Запишите уравнение прямой в отрезках. Поясните смысл коэф-
фициентов этого уравнения.
4. Запишите уравнение прямой с угловым коэффициентом. Пояс-
ните смысл коэффициентов.
5. Запишите уравнение прямой, проходящей через две заданные
точки.
6. Как найти угол наклона к осям координат вектора нормали к
прямой?
7. Как найти угол между прямыми (через косинусы и тангенсы)?
Запишите условие параллельности прямых и их перпендикуляр-
ности.
8. Как найти расстояние от точки до прямой?
9. Запишите уравнение прямой в нормальном виде. Что представ-
ляет собой свободный член (p) в этом уравнении?
Задачи
1. Изобразить на плоскости прямые, задаваемые уравнениями:
а) x = y; б) x− 3 = 0; в) y = 1.
Р е ш е н и е:
а) прямая проходит через начало координат (в уравнении отсут-
ствует свободный член) и равнонаклонена к координатным осям (мно-
жители при переменных равны и tg( ˆl, x) = 1);
б) прямая параллельна оси ординат и отсекает на оси абсцисс от-
резок, равный 3;
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в) прямая параллельна оси абсцисс и отсекает на оси ординат от-
резок, равный 1.






















Рис. 0.3. Задачи 1 и 2
2. Уравнение 6x−8y = 9 записать: а) в общем виде; б) в отрезках;
в) в нормальном виде; г) в виде уравнения с угловым коэффициентом.
Изобразить прямую и пояснить значения коэффициентов уравне-
ний.
Р е ш е н и е. Перенося все слагаемые исходного уравнения в его левую
часть, придем к уравнению прямой в общем виде (Ax+By + C = 0):
6x− 8y − 9 = 0,
где A = 6, B = −8, C = −9. Так что вектор нормали к прямой пред-
ставляется через его координаты: N = (A;B) = (6;−8).









ходное уравнение поделить на отрицательное значение свободного чле-











; b = −9
8
(правый рисунок 0.??).
Для записи уравнения в нормальном виде определим модуль век-




62 + (−8)2 =
√
100 = 10.
Поделив на N уравнение прямой в общем виде, приходим к уравнению
прямой в нормальном виде (x cosα+ y cosβ− p = 0):
0,6x− 0,8y − 0,9 = 0.
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Отсюда определяем значения косинусов углов α и β наклона нор-
мали к осям координат. Эти величины являются координатами еди-




= (nx;ny) = (cosα; cosβ) = (0,6;−0,8).
Расстояние от начала координат до прямой: p = 0,9.
Для записи уравнения прямой с угловым коэффициентом (y =
kx+b) достаточно из любого вида ее представления выразить в яв-










— тангенс угла ϕ наклона прямой к оси x.
3. Записать уравнение прямой, проходящей через точки с задан-
ными координатами M1(1; 2,5) и M2(3, 1): 1) в общем виде; 2) в
отрезках; 3) в нормальном виде; 4) в виде уравнения с угловым ко-
эффициентом.
Пояснить на рисунке смысл коэффициентов уравнений. Опреде-
лить расстояние от начала координат и от точки A(1, 0) до прямой.
Найти углы между нормалью к прямой и осями координат и угол
наклона прямой к оси x.
























Рис. 0.4. Задача 3
заданные точки проводим вектор l =















Умножив это уравнение на 6 и пере-
нося все слагаемые в левую часть, получим уравнение прямой в общем
виде:
3x+ 4y − 13 = 0.
Множители при x и y в этом уравнении являются координатами
вектора нормали к прямой N = (3; 4) с модулем N =
√
32 + 42 = 5.
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Поделив уравнение прямой в общем виде на N , приходим к нор-
мальному уравнению прямой:
0,6x+ 0,8y − 2,6 = 0.
Отсюда выписываем значения направляющих косинусов:
cosα = 0,6; cosβ = 0,8
и расстояние до прямой от начала координат: p = 2,6.
Приводя общее уравнение к уравнению прямой в отрезках (делим
















Угол наклона прямой к оси x можно найти, определив его тан-
генс из уравнения прямой с угловым коэффициентом (из уравнения







Отсюда tgϕ = −3
4
= −0,75.
Для определения расстояния от точки A(1; 0) до прямой восполь-
зуемся формулой d =
1
N




|3 · 1 + 4 · 0− 13| = 2.
4. Записать в общем виде уравнение прямой, проходящей через
точку M(2;−3) и:
а) параллельной вектору a = (m;n) = (4;−5);
б) перпендикулярной этому вектору.
Р е ш е н и е. Запишем уравнения пучка прямых, проходящих через
точку
(
A(x− x0) +B(y − y0) = 0
)
:
A(x− 2) +B(y + 3) = 0;
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а) так как вектор N = (A;B) перпендикулярен прямой, то он пер-
пендикулярен и вектору a. Из условия перпендикулярности двух век-
торов (mA+ nB = 0) получим
4A− 5B = 0, или B = 0,8A.
Подставим полученное выражение для B в уравнение пучка пря-
мых:
A(x− 2) + 0,8A(y + 3) = 0.
После умножения всех слагаемых уравнения на 5/A, раскрытия
скобок и приведения подобных получим искомое уравнение:
5x+ 4y + 2 = 0;
б) векторы N и a параллельны. Для определения постоянных A и













−5 . Отсюда A = −0,8B.
Подставим полученное выражение в уравнение пучка прямых:
−0,8B(x− 2) +B(y + 3) = 0.
После умножения всех слагаемых уравнения на 5/B, раскрытия
скобок и приведения подобных получим искомое уравнение:
4x− 5y − 23 = 0.
Для проверки правильности полученных уравнений достаточно ис-
пользовать исходные данные.
Так, для задачи а):
— прохождение прямой через точку M(2;−3): 5·2+4·(−3)+2=0 (!);
— N⊥a: mA+ nB = 4 · 5 + 5 · (−4) = 0 (!).
Для задачи б):






5. Заданы координаты вершин треугольника: A(−2; 1), B(2; 2),
C(0;−2). Записать и представить в общем виде уравнение прямой,
проходящей через:
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а) точки A и B;
б) медиану, выходящую из вершины A;
в) точку C параллельно медиане;
г) точку C перпендикулярно медиане.
Р е ш е н и е.





















Умножая обе части уравнения на 4, раскрывая скобки и приводя
подобные, получим
x− 4y + 6 = 0;

























Точки A и D медианы принадлежат искомой прямой, поэтому для











Умножая обе части уравнения на 3, раскрывая скобки и приводя
подобные, получим
x+ 3y − 1 = 0;







Так как искомая прямая параллельна медиане AD, то в качестве ее








Приводя уравнение к общему знаменателю, раскрывая скобки и
приведя подобные, получим
x+ 3y + 6 = 0.
Это уравнение, как и следовало ожидать, отличается от уравне-
ния параллельной прямой пункта в) только свободным членом, ответ-
ственным за расстояние до прямой от начала координат;
г) прямая проходит через ту же точку C, что и прямая пункта в),
поэтому ее уравнение отличается от уравнения пучка прямых, запи-







Из условия ортогональности направляющих векторов (sг⊥sв) сле-
дует
mвmг + nвnг = 0, или 3mг − nг = 0.
Отсюда находим nг = 3mг.
Подставляя это выражение в начальное уравнение, умножая на
3mг, раскрывая скобки и приводя подобные, получим
3x− y − 2 = 0.
6. Найти угол между прямыми и координату точки их пересече-
ния, если прямые заданы уравнениями:
а)
{
2x− y + 1 = 0,
x+ 2y − 2 = 0. б)
{
2x− 4y + 1 = 0,
− x+ 2y − 3 = 0.
Р е ш е н и е. В случае представления уравнений прямых в общем
виде угол между ними удобно определить, находя косинус угла между















а) cos θа =









Поэтому прямые ортогональны и θ = π/2. Об ортогональности
прямых говорит равенство нулю числителя — скалярного произведе-
ния векторов нормалей.
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Координаты точки пересечения двух прямых определим, решая
систему двух уравнений, описывающих эти прямые:
{
2x− y + 1 = 0,




Таким образом точка M(0; 1) является точкой пересечения пря-
мых. Ее координаты, в чем можно убедиться, удовлетворяют обоим
уравнениям пункта а);
б) cos θб =











Отсюда θб = π, т.е. прямые параллельны. В этом убеждает и про-
порциональность коэффициентов при переменных.
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Задачи для самостоятельного решения
Правильность решения задач этой и других тем главы прове-
рить, подставляя в полученные уравнения исходные данные заданий.
1. Провести прямую через точки A(1;−2) и B(3, 0). Записать по-
лученное уравнение:
а) в общем виде;
б) в отрезках;
в) в виде уравнения с угловым коэффициентом.
Найти углы наклона:
г) прямой с осью x;
д) нормали к прямой с осями координат.
2. Записать в общем виде уравнение прямой, проходящей через
точку M(−2; 1) и
а) параллельной вектору a = (3;−2);
б) перпендикулярной вектору b = (1;−3).
3. Найти косинус и тангенс угла между прямыми 2x− y + 3 = 0 и
x+ y − 2 = 0.
4. Заданы точка M(3; 1) и уравнение прямой ℓ : 2x − y + 2 = 0.
Составить уравнение прямой, проходящей через точку M :
а) параллельной ℓ;
б) перпендикулярной ℓ.
5. Заданы координаты трех точек: A(−3; 2), B(2; 1), C(1;−1). Тре-
буется
а) записать и представить в общем виде уравнение прямой, прохо-
дящей через точки A и C;
б) считая AC диагональю параллелограмма, средствами аналити-
ческой геометрии найти координаты его недостающей вершины D;
в) найти угол между диагоналями AC и BD параллелограмма и
координаты точки E их пересечения;
г) найти расстояние между сторонами AB и CD.
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Т Е М А 13
Плоскость
Вопросы
1. Запишите в векторном виде уравнение плоскости. Поясните за-
пись рисунком.
2. Что с геометрической точки зрения представляет собой совокуп-
ность коэффициентов, стоящих при переменных в общем урав-
нении плоскости?
3. Запишите уравнение плоскости в отрезках. Поясните смысл ко-
эффициентов этого уравнения.
4. Запишите уравнение плоскости, проходящей через три точки. На
основе каких предположений оно получено?
5. Как найти углы наклона к осям координат вектора нормали к
плоскости?
6. Что такое гиперплоскость?
7. Как найти угол между плоскостями? Запишите условие парал-
лельности плоскостей. Условие перпендикулярности.
8. Запишите уравнение плоскости в нормальном виде. Что пред-
ставляет собой свободный член в этом уравнении? Как найти
расстояние от точки до плоскости?
Задачи
В задачах 1–3 по заданным уравнениям изобразить на декартовых
ортогональных координатах соответствующие плоскости.
1. Ax+By + Cz = 0.
Р е ш е н и е. Плоскость проходит через начало координат. Если A =
B = C = 1, то плоскость одинаково наклонена ко всем координатам.
Вектор
нормали к плоскости N = (1; 1; 1) совпадает с биссектрисой перво-
го координатного угла.
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2. By + Cz +D = 0.
Р е ш е н и е. Плоскость параллельна оси x (рис. 0.5,а). При B = 0
(A 6= 0, C 6= 0) плоскость параллельна оси y. При C = 0 — оси z.
3. Ax+D = 0;
Р е ш е н и е. Плоскость перпендикулярна оси x (параллельна осям
y и z) (рис. 0.5,б).








Рис. 0.5. Задачи 2 и 3
A = 0 и B = 0 (C 6= 0), то плоскость
перпендикулярна оси z; при A = 0 и
C = 0 — оси y. Уравнения x = 0, y = 0
и z = 0 представляют координатные
плоскости, перпендикулярные коорди-
натам, равным нулю.
4. Записать уравнение плоскости, проходящей через точку
A(3;−2; 0) и ортогональной вектору a = (4; 3;−1):
а) в общем виде;
б) в нормальном виде;
в) в отрезках.
Определить:
г) направляющие косинусы нормали к плоскости;
д) расстояние от начала координат до плоскости;
е) отрезки, отсекаемые плоскостью на осях координат.
Р е ш е н и е. В уравнении плоскости A(x−x0)+B(y−y0)+C(z−z0)=0,
проходящей через фиксированную точку, согласно условию задачи ко-
ординаты точки: x0 = 3, y0 = −2, z0 = 0; координаты вектора, нор-
мального к плоскости: A = 4, B = 3, C = −1.
Поэтому искомое уравнение представляется в виде
4(x− 3) + 3(y + 2)− (z − 0) = 0.
После раскрытия скобок и приведения подобных придем к уравне-
нию плоскости в общем виде (Ax+By + Cz +D = 0):
4x+ 3y − z − 6 = 0.
Координаты вектора нормали к этой плоскости равны множителям
при переменных N = (4; 3;−1) = a, но могут отличаться от координат














Чтобы получить уравнение плоскости в нормальном виде
(x cosα + y cosβ + z cosγ − p = 0), необходимо умножить ее общее














Множители при переменных этого уравнения являются направля-







; cosγ = − 1√
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,
а расстояние от начала координат до плоскости определяет отрица-
















достаточно перенести свободный член общего уравнения C = −6 в его
правую часть и поделить полученное выражение на −C = 6 (в правой
части уравнения должна стоять положительная единица, а множите-









Отсюда получаем значения отрезков, отсекаемых плоскостью на
координатных осях:
a = 1,5; b = 2; c = −6.
5. Записать в общем виде уравнение плоскости, проходящей через
точки M1(3;−2; 0), M2(1;−1; 4) и параллельной вектору a = (1; 2;−2).
Р е ш е н и е. Уравнение плоскости, проходящей через точку M1:
A(x− 3) +B(y + 2) + C(z − 0) = 0. (4)
Так как искомая плоскость должна проходить через точку M2, то
координаты этой точки должны удовлетворять уравнению искомой
плоскости:
99
A(1− 3) +B(−1 + 2) + C(4− 0) = 0 =⇒ 2A−B − 4C = 0. (5)
Это первое уравнение, ограничивающее выбор коэффициентов
уравнения (4).
Вектор N = (A;B;C) ортогонален плоскости, а заданный в усло-
вии задачи вектор a = (1; 2;−2) параллелен ей. Следовательно N⊥a.
Из условия ортогональности векторов получим второе уравнение для
определения коэффициентов (равенство нулю скалярного произведе-
ния векторов):
A+ 2B − 2C = 0. (6)
В результате имеем систему двух уравнений (5) и (6) с тремя неиз-
вестными: {
−2A+ B + 4C = 0,
A+ 2B − 2C = 0. (7)
Решая систему, выразим две ее неизвестные через третью (в каче-
стве основных неизвестных могут быть выбраны любые две из трех):
A = 2C, B = 0. Подставим эти выражения в уравнение (4). После
деления на C, раскрытия скобок и приведения подобных получим
2x+ z − 6 = 0.
Проверим его адекватность. Уравнение должно удовлетворять
трем условиям (℘ — обозначение плоскости):
M1 ∈ ℘ : 2 · 3 + 0 · (−2) + 0− 6 = 0 (!),
M2 ∈ ℘ : 2 · 1 + 0 · (−1) + 4− 6 = 0 (!),
a⊥℘ : 2 · 1 + 0 · 2 + 1 · (−2) = 0 (!).
Замечания.
1. Вектор нормали к искомой плоскости можно определить как
векторное произведение M1M2 × a.
2. Если векторы M1M2 и a параллельны, то задача будет иметь
бесчисленное множество решений.
6. Записать в общем виде уравнение плоскости, проходящей через
точку M(3; 0; 2), параллельной вектору a = (2; 0;−2) и оси z.
Р е ш е н и е. Уравнение плоскости, проходящей через точку M :
A(x− 3) +By + C(z − 2) = 0. (8)
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Так как искомая плоскость параллельна векторам a и k = (0; 0; 1)
(базисный вектор, определяющий направление оси z), то нормаль к
плоскости N = (A,B,C) будет ортогональна этим векторам. Условия
ортогональности — равенство вектора N векторному произведению
векторов a и k:
















= 2j = (0, 2, 0) = (A,B,C).
Подставляя полученные значения координат вектора N вместо со-
ответствующих коэффициентов в уравнение (8) получим
2y = 0, или y = 0.
Искомая плоскость — координатная плоскость, ортогональная оси
y. При проверке правильности решения этой задачи надо иметь в виду,
что A = B = 0.
7. Записать в общем виде уравнение плоскости, проходящей через
три точки: M0(1; 0;−2), M1(2; 1; 3) и M2(1;−1; 0).







x− x0 y − y0 z − z0
x1 − x0 y1 − y0 z1 − z0















x− 1 y − 0 z + 2
2− 1 1− 0 3 + 2



























































Раскрывая определители, скобки и приводя подобные, приходим к
искомому уравнению:
7x− 2y − z − 9 = 0.
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Проверим правильность полученного уравнения, подставляя в него
координаты заданных точек:
M1 : 7 · 1− 2 · 0− 1 · (−2) = 0 (!);
M2 : 7 · 2− 2 · 1− 1 · 3 = 0 (!);
M3 : 7 · 1− 2 · (−1)− 1 · 0 = 0 (!).
8. Записать в общем виде уравнение плоскости, проходящей через
точку M(2; 1;−3) и параллельную плоскости 3x−y+2z−4 = 0. Найти
расстояние между плоскостями.
Р е ш е н и е. Следуя первому условию запишем уравнение плоскости,
проходящей через точку M :
A(x− 2) +B(y − 1) + C(z + 3) = 0. (9)
Для определения коэффициентов уравнения используем условие









Число λ может быть любым, но отличным от нуля. Удобнее всего
считать λ = 1. Тогда A = 3, B = −1, C = 2.
Подставляя эти значения в (9), раскрывая скобки и приводя по-
добные, получим
3x− y + 2z + 1 = 0.
Для определения расстояния между плоскостями достаточно вы-
брать на одной из них произвольную точку M0(x0; y0; z0) и восполь-
зоваться формулой d =
1√
A2 +B2 + C2
|Ax0 +By0 + Cz0 +D|.
Так как точка M(2; 1;−3) принадлежит искомой плоскости, то тре-
буемое расстояние можно найти, определив его как расстояние от M




32 + (−1)2 + 22
|3 · 2 + (−1) · 1 + 2 · (−3)− 4| = 5√
14
.
9. Записать в общем виде уравнение плоскости, проходящей через
точку M(0;−1; 3) и перпендикулярной плоскостям ρ1 : x−2y+3z−1 =
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0 и ρ2 : 2x− y + 3z + 2 = 0.
Р е ш е н и е. Уравнение плоскости, проходящей через точку M :
Ax+B(y + 1) + C(z − 3) = 0. (10)
При известных координатах векторов нормалей к заданным плос-

















= −3i+ 3j + 3k = −3(1,−1,−1).
Принимаем за вектор нормали к искомой плоскости вектор N =
(A,B, C) = (1,−1,−1).
Подставим эти значения в (10). После приведения подобных при-
ходим к искомому уравнению:
x− y − z + 2 = 0.
Заданные условия задачи выполняются, в чем можно убедиться
соответствующими проверками.
10. Найти косинус угла между плоскостями
3x− 2y + z + 5 = 0 и x+ 2y − 3z − 1 = 0.
Р е ш е н и е. Угол между плоскостями равен углу между нормалями
N1 = (3;−2; 1) и N2 = (1; 2;−3) к этим плоскостям. Найдем косинус
угла между векторами:
cos θ =
3 · 1 + (−2) · 2 + 1 · (−3)
√
32 + (−2)2 + 12
√






Задачи для самостоятельного решения
Заданы своими координатами в декартовой ортогональной систе-
ме координат точка A(1; 2;−3) и вектор в связанном с координатами
ортонормированном базисе a = (3; 3; 1).
1. Записать в общем виде уравнение плоскости ℘, проходящей че-
рез точку A и перпендикулярной вектору a.
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2. Найти отрезки, отсекаемые плоскостью ℘ на осях координат.
3. Определить косинусы углов между нормалью к плоскости ℘ и
осями координат.
4. Записать уравнение плоскости, проходящей через след пересе-
чения ℘ с координатной плоскостью xy и параллельной оси z.
5. Записать уравнение плоскости, проходящей через точку пересе-
чения ℘ с осью y и перпендикулярной этой оси.
6. Найти косинус угла между плоскостями 2x + 3y − z + 3 = 0 и
x− y + z − 1 = 0.
7. Записать уравнение плоскости, проходящей через точку
M(2;−1; 3) и параллельной плоскости 2x− y + 3z − 2 = 0.
8. Записать уравнение плоскости, проходящей через точку
M(3; 0;−1) и перпендикулярной плоскостям 3x − y + 2z − 1 = 0
и x+ y − 3z + 3 = 0.
9. Записать уравнение плоскости, проходящей через три точки:
M1(−1; 1; 0); M2(1; 2;−3); M3(−1; 3; 1).
10. Дана плоскость ℘: 2x+ 3y − 6z + 14 = 0.
Найти расстояние от ℘: а) до точки A(3;−21; 1); б) до начала ко-
ординат.
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Т Е М А 14
Прямая и плоскость
Вопросы
1. Запишите уравнение прямой в ℜ3 в векторном виде. Получите
уравнения прямой в ℜ3 в параметрическом и каноническом ви-
дах. Что определяет параметр t в записанных в параметрическом
виде уравнениях прямой?
2. Запишите уравнение прямой в ℜ3, проходящей через заданную
точку.
3. Как найти угол между прямыми в пространстве? Запишите усло-
вия параллельности и ортогональности прямых в ℜ3.
4. Как найти угол между прямой и плоскостью? Запишите условия
параллельности и ортогональности прямой и плоскости.
Задачи
1. Прямая проходит через две точки M1(1;−2;−1) и M2(4;−2; 3).
Записать ее канонические и параметрические уравнения. Определить
направляющие косинусы прямой.
Р е ш е н и е. Для составления искомых уравнений воспользуемся



























В знаменателях этих представленных в каноническом виде уравне-
ний стоят координаты вектора, сонаправленного прямой: s = (3; 0; 4).
Направляющие косинусы прямой совпадают с направляющими ко-






32 + 02 + 42
= (0,6; 0; 0,8).
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Отсюда следует: cosα = 0,6; cosβ = 0; cosγ = 0,8.
Обозначая равенства (11) через t и выражая из них переменные в




x = 1 + 3t,
y = −2;
z = −1 + 4t.

















Р е ш е н и е. Знаменатели уравнений представляют собой направля-
ющие векторы прямых s1 = (12; 3;−4) и s2 = (0;−8; 6).
По формуле cos θ =















12 · 0 + 3 · (−8)− 4 · 6
√
122 + 32 + (−4)2
√
02 + (−8)2 + 62
=
−48






















Р е ш е н и е. Повторяем действия предыдущей задачи:
cos θ =
12 · 0 + 3 · 8− 4 · 6
√
122 + 32 + (−4)2
√
02 + (−8)2 + 62
=
0
13 · 10 = 0.
Равенство нулю косинуса говорит об ортогональности прямых.
4. Записать уравнение прямой, проходящей через точку




x = 4 + 3t,
y = 1 + 2t,





x = 5 + t,
y = −3 + 2t,
z = −t.











Вектор s = (m,n, p), определяющий направление прямой, паралле-
лен векторному произведению векторов s1 = (3, 2,−3) и s2 = (1, 2,−1):
106
















= 4i+ 4k = 4(1, 0, 1).
В качестве вектора s принимаем вектор, параллельный найденно-
му: s = (m,n, p) = (1, 0, 1).














x = 2 + t;
y = −2;
z = 3 + t.
Для проверки правильности решения следует убедиться в том, что
полученное уравнение удовлетворяет условиям задачи.




x = 2 + 3t;
y = −2t;
z = t
с плоскостью 3x+ y − 2z − 1 = 0 и угол между ними.
Р е ш е н и е. Для определения параметра t = t∗, соответствующего
точке пересечения прямой и плоскости, подставим переменные, опре-
деляемые параметрическими уравнениями прямой, в уравнение плос-
кости. Из полученного уравнения с неизвестным t определяем этот
параметр:
t∗ = −
Ax0 +By0 + Cz0 +D
Am+Bn+ Cp
= −3 · 2 + 1 · 0 + (−2) · 0− 1
3 · 3 + 1 · (−2) + (−2) · 1 = −1.





x∗ = 2 + 3 · (−1) = −1;
y∗ = −2 · (−1) = 2;
z∗ = −1.
Итак, координаты точки пересечения найдены: M(−1; 2;−1).
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Косинус угла между направляющим вектором прямой s = (3;−2; 1)
и нормальным к плоскости вектором N = (3; 1;−2) равен синусу угла
между прямой и плоскостью. Поэтому
sin θ =
Am+Bn+ Cp√
A2 +B2 + C2
√
m2 + n2 + p2
=
=
3 · 3 + 1 · (−2)− 2 · 1
√
32 + 12 + (−2)2
√









Значение параметра t∗ = −1 говорит о том, что точку A(2; 0; 0), че-
рез которую проходит прямая, и точку M(−1; 2;−1) пересечения пря-
мой и плоскости соединяет вектор t∗s = (−1) · (3;−2; 1) = (−3; 2;−1).
Этот вектор (если он найден правильно) должен совпадать с вектором
AM = (−1− 2; 2− 0;−1− 0) = (−3; 2;−1). Что и подтверждается.
6. Найти проекцию точки M0(5; 3; 1) на плоскость 3y+4z+12 = 0 и
координаты точки, симметричной точке M0 относительно плоскости.
Р е ш е н и е задачи будем искать следующим образом. Сначала про-
ведем прямую (составим уравнения прямой), проходящую через точ-
ку M0 и перпендикулярную плоскости. Затем найдем параметр t1,
соответствующий расстоянию от точки M0 до плоскости. По этому
параметру найдем координаты точки M1 — проекции точки на плос-
кость. Удваивая параметр t1, по нему найдем координаты точки M2,
расположенной от точки M0 на расстоянии, в 2 раза превышающем
расстояние до плоскости. Это и будет точка, симметричная M0.






y = 3 + 3t;
z = 1 + 4t.
Совместное решение полученных уравнений прямой и заданного
уравнения плоскости позволяет найти параметр t = t1, соответствую-
щий точке пересечения прямой и плоскости:
t1 = −
Ax0 +By0 + Cz0 +D
Am+Bn+ Cp
= −0 · 5 + 3 · 3 + 4 · 1 + 12
0 · 0 + 3 · 3 + 4 · 4 = −1.
Подставляя значения этого параметра в уравнения прямой, опре-






y1 = 3 + 3 · (−1) = 0;
z1 = 1 + 4 · (−1) = −3.
Таким образом, Pr
P
M0 = M1(5; 0;−3).
Удвоим параметр t (t2 = 2t1 = −2) и по уравнениям прямой най-






y2 = 3 + 3 · (−2) = −3;
z2 = 1 + 4 · (−2) = −7.
Таким образом, M2(5;−3;−7).
Для проверки правильности определения координат точки най-
дем векторы M0M2 = (5 − 5;−3 − 3;−7 − 1) = (0;−6;−8) и −t2s =
−2(0; 3; 4) = (0;−6;−8). Векторы равны.
Убедимся в том, что точка M1 делит отрезок M0M2 пополам. Ко-
ординаты точки M1 должны равняться полусуммам соответствующих







(5+5) = 5 (!), y1 =
1
2
(3−3) = 0 (!), z1 =
1
2
(1−7) = −3 (!).
7. Записать параметрическое уравнение прямой, заданной в виде
пары пересекающихся плоскостей:
{
3x− y + 2z − 4 = 0;
−x+ y − z − 2 = 0.
Р е ш е н и е. Выберем на линии пересечения плоскостей произволь-
ную точку M0(x0; y0; z0). Для этого достаточно пересечь пару плоско-
стей третьей, непараллельной им плоскостью, например, плоскостью
x = x0. В качестве x0 может быть выбрано любое число, в том числе
нуль (во многих случаях нуль оказывается наиболее удобным числом).
Оставшиеся две координаты точки M0 определятся из решения двух
уравнений плоскостей, в которых после задания одной координаты
(x0) останутся неизвестными две координаты y0 и z0.
Итак, пусть x = x0 = 0. Тогда уравнения плоскостей преобразуют-
ся к виду
{
−y0+ 2z0 − 4 = 0;
y0− z0 − 2 = 0.
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Решая эти уравнения, получим y0 = 8, z0 = 6. Таким образом на
линии пересечения плоскостей задана точка M0(0; 8; 6).
Аналогично можно получить координаты еще одной точки
M1(x1; y1; z1) на линии пересечения плоскостей. Пусть, например,
z1 = 0. Перепишем уравнения двух плоскостей с учетом этого пред-
положения:
{
3x1 − y1 − 4 = 0;
−x1 + y1 − 2 = 0.
Решая систему уравнений, найдем: x1 = 3, y1 = 5. Таким образом
вторая точка на линии пересечения плоскостей: M1(3; 5; 0).
В качестве направляющего вектора s = (m;n; p) искомой прямой
выбираем вектор, соосный M0M1 = (3− 0; 5− 8; 0− 6) = (3;−3;−6) =
3(1;−1;−2). Пусть s = 1
3
M0M1 = (1;−1;−2).
Для записи искомых уравнений воспользуемся параметрическими






y = 8− t;









Эти уравнения прямой l удовлетворяют трем условиям сформулиро-
ванной задачи:








l⊥N0 : 1 · 3 + (−1) · (−1) + (−2) · 2 = 0 (!),
l⊥N1 : 1 · (−1) + (−1) · 1 + (−2) · (−1) = 0 (!).
Замечание. Вместо определения координат второй точки для за-
писи уравнения прямой можно было определить вектор s из условия
его ортогональности векторам нормалей двух плоскостей (условие ис-
пользовано при проверке правильности решения задачи).
Одним из способов определения вектора s в этом случае являет-
ся приравнивание его векторному произведению векторов нормалей к
заданным плоскостям.
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Р е ш е н и е. Проведем через точку M плоскость, ортогональную
заданной прямой. Вектор нормали к этой плоскости N = (A;B;C)
приравняем вектору s = (m;n; p) = (2; 3;−1), определяющему направ-
ление прямой. Уравнение плоскости:
2(x− 3) + 3(y − 1)− (z + 5) = 0, или 2x+ 3y − z − 14 = 0.
Найдем параметр t∗, определяющий количество векторов s, укла-
дывающихся в расстояние от точки A(x0; y0; z0) = A(1;−2; 3), находя-
щейся на прямой, до плоскости:
t∗ = −
Ax0 +By0 + Cz0 +D
Am+Bn+ Cp
= − 2·1+2·3−1·3−14




По найденному параметру из уравнений прямой, представленных





x∗ = 1 + 2t∗ = 1 + 2 · 1,5 = 4;
y∗ = −2 + 3t∗ = −2 + 3 · 1,5 = 2,5;
z∗ = 3− t∗ = 3− 1,5 = 1,5.
Итак, координаты точки пересечения: M∗(4; 2,5; 1,5).
Определим вектор MM∗ = (4 − 3; 2,5 − 1; 1,5 + 5) = (1; 1,5; 6,5).
Модуль этого вектора является расстоянием от точки M до заданной
прямой:
d = |MM∗| =
√
12 + (1,5)2 + (6,5)2 =
√
45,5.
9. Найти проекцию точки M(xm, ym, zm) = M(2; 1;−1) на плос-
кость Ax + By + Cz = 0: 3x + 2y − z + 5 = 0 и координаты точки
S(xs, ys, zs), симметричной точке M относительно плоскости.
Р е ш е н и е.
Запишем уравнение прямой, проходящей через точку M и пер-
пендикулярной заданной плоскости. В этом случае в качестве век-
тора, сонаправленного прямой, можно выбрать вектор N = (A,B,C)
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= (3, 2,−1), нормальный к плоскости. Представим искомое уравнение




x = xm +At = 2 + 3t;
y = ym +Bt = 1 + 2t;
z = zm + Ct = −1− t.
Найдем параметр tp, соответствующий точке P пересечения пря-
мой и плоскости:
tp = −
Axm +Bym + Czn +D
A ·A+B ·B + C · C = −
3 · 2 + 2 · 1 + 1 · 1 + 5
3 · 3 + 2 · 2 + 1 · 1 = −1.
По известному параметру tp находим координаты точки P пересе-




xp = xm +Atp = 2 + 3 · (−1) = −1;
yp == ym +Btp = 1 + 2 · (−1) = −1;
zp = zm + Ctp = −1− 1 · (−1) = 0.
Найденные координаты точки P (−1,−1, 0) — это координаты про-
екции точки M на заданную плоскость.
Для определения координат точки S достаточно в параметриче-
ское уравнение найденной рямой подставить удвоенное значение па-




xs = xm +Ats = 2 + 3 · (−2) = −4;
ys = ym +Bts = 1 + 2 · (−2) = −3;
zs = zm + Cts = −1− 1 · (−2) = 1.
Таким образом S(−4,−3, 1).
Заметим, что координаты точки S можно было найти по формулам
деления отрезка пополам. Действительно, можно убедиться в том, что
координаты точки P равны полусуммам соответствующих координат
точек M и S.






y = 1− 2t;





x = 3 + 2t;
y = −2 + t;
z = 5− t.
.
Р е ш е н и е. Прямая l1 проходит через точку M1(0, 1, 3), l2 — через
точку M2(3,−2, 5). Векторы, определяющие направления этих пря-
мых: s1 = (4,−2, 1), s2 = (2, 1,−1).
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Вектор N = (A,B,C) ортогонален одновременно векторам s1 и s2
и может быть сопоставлен векторному произведению
















= i+ 6j + 8k = (1, 6, 8).
Принимаем N = (A,B,C) = (1, 6, 8),
Расстояние между прямыми l1 и l2 равно расстоянию между па-
раллельными плоскостями, содержащими эти прямые и имеющими
общую нормаль N . Поэтому искомое расстояние равно модулю про-







|1 · 3− 6 · 3 + 8 · 2|√






Задачи для самостоятельного решения
1. Записать в каноническом и параметрическом видах уравнения
прямой, проходящей через точку A(1;−1; 2) и:
а) точку B(0;−3; 1);










в) перпендикулярной плоскости ℘: 2x− y + 3z − 1 = 0.
Найти:
г) синус угла между ℓ и ℘;
д) координаты точки M пересечения ℓ и ℘;
е) координаты точки M∗, симметричной A относительно точки M .
2. Заданы координаты вершин треугольника A(1; 2;−1), B(1; 0; 3),
C(3; 2;−1). Записать уравнения прямых, выходящих из точки A:
а) медианы;
б) параллельной BC;
в) перпендикулярной плоскости треугольника ABC.
3. Заданы уравнения двух плоскостей:
℘1: 2x− 3y + z + 2 = 0 и ℘2: − x+ y − z = 0.
Составить уравнения прямых, проходящих через точку
M(3;−2; 0):
а) параллельную плоскостям ℘1 и ℘2;
б) перпендикулярную плоскости ℘1.
4. Найти координаты точки M∗, являющейся проекцией M преды-
дущей задачи на плоскость ℘1.
5. Составить уравнение прямой, являющейся геометрическим ме-
стом точек пересечения плоскостей ℘1 и ℘2 задачи 3.
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Т Е М А 15
Кривые второго порядка
Вопросы
1. Запишите общее уравнение кривых второго порядка на плоско-
сти.
2. По какой формуле и как по значениям коэффициентов общего
уравнения кривой второго порядка определить вид кривой?
3. Перечислите все возможные виды кривых второго порядка на
плоскости. Запишите их канонические уравнения.
4. Изобразите эллипс. Поясните на рисунке значения параметров,
определяющих эллипс.
5. Изобразите гиперболу. Поясните на рисунке значения парамет-
ров и характеристик, определяющих гиперболу.
6. Что определяет эксцентриситет в уравнениях кривых второго
порядка? В каких пределах он изменяется для эллипса и гипер-
болы?
7. Изобразите параболу. Поясните на рисунке значение параметра,
определяющего параболу. В чем состоит оптическое свойство па-
раболы?
Задачи
Заданные в пунктах 1–3 уравнения второго порядка привести к
каноническому виду. Определить характеристики кривых (эксцентри-
ситет, полуоси, асимптоты, координаты фокусов и вершин, уравнение
директрисы).
1. 4x2 + y2 + 16x− 2y + 1 = 0.
Р е ш е н и е. Сравнивая заданное уравнение с общим уравнением
кривой второго порядка Ax2+2Bxy+Cy2+Dx+Ey+F = 0, опреде-
ляем входящие в определитель ∆ = AC − B2 коэффициенты: A = 4,
B = 0, C = 1.
Значение определителя заданной кривой ∆ = 4 · 1 − 02 = 4 > 0
говорит о том, что уравнение описывает эллипс.
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Приведем уравнение к каноническому виду. Для этого сгруппиру-
ем слагаемые с одинаковыми переменными и выделим в них полные
квадраты суммы или разности:
4(x2 + 4x+ 4)− 16 + (y2 − 2y + 1)− 1 + 1 = 0.
Следует обратить внимание на следующее. Множитель, стоящий
при квадрате переменной, выносится за скобку трехчлена; добавлен-
ное в скобках слагаемое, умноженное на вынесенный за скобку коэф-
фициент, вычитается из уравнения.















Рис. 0.6. Задача 1
4(x+ 2)2 + (y − 1)2 = 16.
Поделив на 16, получим каноническое ура-
внение эллипса, центр которого находится в







Введем новые координаты x= x + 2, y=
y−1, получаемые параллельным переносом
исходной системы координат. Так что на-
чало координат исходной системы O(0; 0) в
новой системе (xy) имеет координаты O(2;−1).
В новых координатах, являющихся собственными координатами














получаем значение полуосей эллипса: a = 2; b = 4. Полуось b — боль-
шая; a — малая.
Расстояние между фокусами эллипса 2c, где
c =
√
b2 − a2 =
√
















Координаты фокусов: F1(0;−c) = F1(0;−2
√




Координаты вершин (±a; 0) и (0;±b):
(±2; 0) и (0;±4).
2. x2 − 4x− 6y − 14 = 0.
Р е ш е н и е. По коэффициентам этого уравнения: A = 1, B = C = 0
находим ∆ = AC − B2 = 1 · 0− 02 = 0. Равенство нулю определителя
указывает на то, что уравнение описывает параболу.
Сгруппируем слагаемые при переменной x с целью выделения квад-
рата разности:
(x2 − 4x+ 4)− 4− 6y − 14 = 0.
Преобразуем уравнение:
(x− 2)2 = 6(y + 3).











Рис. 0.7. Задача 2
x = x− 2; y = y + 3
и приведем уравнение к виду:
x2 = 2py = 2·3y → x2 = 6y.
Отсюда p = 3.
Парабола симметрична относи-







Фокус: F (0; p/2) = F (0; 1,5).
3. 2xy = 1.
Р е ш е н и е. В этом уравнении A = C = 0, 2B = 2, B = 1.
Определитель ∆ = AC − B2 = 0 · 0 − 12 = −1 < 0. Отрицательное
значение определителя характерно для гиперболы.
Исходное уравнение содержит произведение переменных. Чтобы
избавиться от произведения, необходимо осуществить поворот коор-








Отсюда 2α = ±π
2




Для определенности выбираем положительное значение α. Для




, sin 2α = 1.
Для определения новых коэффициентов уравнения используем фор-
мулы:
Ã = A cos2 α+B sin 2α+ C sin2 α = 1,
C̃ = A sin2 α−B sin 2α+ C cos2 α = −1,
D̃ = D cosα+ E sinα = 0; Ẽ = E cosα−D sinα = 0.







Рис. 0.8. Задача 3
ние кривой, полученное после поворота
системы координат (D̃ = 0):
Ãx2 + C̃y2 + D̃x + Ẽy + F̃ = 0,
получим
x2 − y2 = 1.
Это каноническое уравнение гипер-
болы, из которого определяем парамет-
ры:














y = ± b
a
x, =⇒ y = ±x.
Координаты вершин: (±1; 0).
4. Записать каноническое уравнение кривой второго порядка, ес-
ли известны координаты двух ее точек M1(
√




Р е ш е н и е. Предварительно установим, какой кривой принадлежат
точки. Для этого сравним заданные координаты точек:
x1 =
√
5; y1 = 4/3;




Так как большему значению координаты x (x1 > x2) соответству-
ет меньшее значение координаты y (y1 < y2), то искомая функция
— убывающая в первой координатной четверти. Из трех существую-
щих кривых второго порядка этим свойством обладает только эллипс.













. После подстановки коорди-



























45A+ 16B = 9,
9A+ 12B = 4.














5. Записать в собственной системе координат каноническое урав-
нение кривой второго порядка, если известно, что ее эксцентриситет
e = 0,8, расстояние между фокусами 2c = 16.
Р е ш е н и е. Эксцентриситет e < 1 указывает на то, что кривая —







Предположим, что a — большая полуось эллипса. Тогда для опре-














= 10, b =
√
a2 − c2 =
√
102 − 82 = 6.
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Подставляя найденные параметры в каноническое уравнение, за-







6. Записать в собственной системе координат каноническое уравне-
ние кривой второго порядка, модуль разности расстояний от каждой
точки которой до двух фиксированных точек равен 6. Кроме того,




Р е ш е н и е. По определению эта кривая — гипербола. В собствен-















При этом в первом варианте оси гиперболы: x — действительная; y —
мнимая; во втором варианте — наоборот.
Рассмотрим первый вариант уравнения.
Определив из условий задачи параметр a =
6
2








Это уравнение с одним неизвестным параметром (b). Для его опре-
















Найдем параметры, характеризующие гиперболу.
Расстояние от начала координат до фокусов:
c =
√
a2 + b2 =
√












Уравнения асимптот: y = ± b
a
x =⇒ y = ±2
3
x.
Проведение аналогичных преобразований для второго варианта за-
















7. Записать в собственной системе координат каноническое уравне-
ние кривой второго порядка, расстояние от каждой точки которой до
некоторой фиксированной точки равно расстоянию до фиксированной
прямой, причем расстояние между фиксированными точкой и прямой
равно 4.
Р е ш е н и е. По определению эта кривая — парабола. Предполагая,
что фокус кривой находится на оси x собственной системы координат
параболы, воспользуемся уравнением
y2 = 2px.
По определению расстояние от фокуса параболы до ее директрисы
определяет параметр p = 4.
Каноническое уравнение параболы
y2 = 8x.
Уравнение директрисы (x = −p/2): x = −2;
координаты фокуса F (
p
2
; 0): F (2; 0).







а) x+ 2y = 4; б) 2x− 3y = 12.
Р е ш е н и е.
а) Выразим из уравнения прямой переменную y/2, возведем полу-








+1 и подставим в уравнение










Решениями уравнения являются два корня x1 = 0, x2 = 2,88. Опре-
деляя из уравнения прямой (или эллипса) соответствующие значения
y, запишем координаты двух точек пересечения эллипса с прямой:
M1(0; 2) и M2(2,88; 0,56).






в уравнение эллипса приводит к квадратному уравнению
y2 + 4y + 6 = 0, которое не имеет действительных корней, так как
дискриминант уравнения D = 42 − 4 · 6 = −8 — величина отрицатель-
ная. Результат указывает на то, что прямая не пересекает эллипса (не
имеет с эллипсом общих точек).
Если совместное решение уравнения прямой и эллипса дает только
одну пару координат x и y, то прямая касается эллипса в одной точке.
Например, прямая, описываемая уравнением y = 2, имеет только одну
общую точку с эллипсом — это вершина эллипса с координатами (0;2).










= 1 плоскостью z = c?
Р е ш е н и е. Подставляя в уравнение поверхности вместо z значение
этой переменной, соответствующее уравнению плоскости, приходим к














Это уравнения пары прямых. Аналогичный результат можно полу-
чить, рассекая заданную поверхность плоскостью x = a, параллельной







Отсюда следует заключение: однополостный гиперболоид может
быть образован семейством прямых (например, телевизионная башня
в Шаболовке, спроектированная архитектором В.Г. Шуховым).
Задачи для самостоятельного решения
1. Установить, какая кривая определена уравнением 4x2 − y2+
16x+2y+6 = 0 и записать ее каноническое уравнение. Изобразить на
одном графике с кривой исходную и ее собственную системы коорди-
нат.
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2. Записать уравнение кривой второго порядка, если в ее собствен-
ной системе координат известны координаты двух расположенных на
кривой точек A(5; 0) и B(0;−4). Найти координаты фокусов и эксцен-
триситет.
3. Записать уравнение кривой второго порядка, сумма расстояний




4. Записать уравнение кривой второго порядка, если известно, что
она проходит через точку M(5; 2,25) (в собственной системе коорди-
нат) и имеет эксцентриситет e = 1,25.
5. Записать уравнение параболы, если известно, что расстояние от
ее вершины до фокуса равно 3.
6. Установить, какие типы кривых второго порядка (эллипс, ги-














(x− e); г) x = g. В задании b, c, d, e, g, h - постоянные величины.








Задание на расчетную работу. Часть 4
«Аналитическая геометрия»
1. Заданы координаты четырех вершин тетраэдра (повторяются
задание части 1 расчетной работы):
A(3, 5,−2), B(−1, 3, 2), C(k,−4, 3), D(3,−4,−k).
В декартовой ортогональной системе координат изобразить тетра-
эдр.
Средствами аналитической геометрии записать следующие урав-
нения.
1. Стороны CD (как прямой, проходящей через две точки).
2. Медианы, выходящей из точки C треугольника CBD.
3. Высоты, опущенной из точки C на сторону BD.
4. Плоскостей треугольников ABC и BCD.
5. Стороны CD (как геометрического места точек пересечения двух
плоскостей).
6. Нормали, опущенной из точки A на плоскость BCD.
Определить следующие характеристики.
7. Проекцию точки A на плоскость BCD.
8. Координаты точки E, симметричной точке A относительно плос-
кости BCD.
9. Расстояние от точки A до плоскости BCD.
10. Угол между диагоналями четырехугольника, построенного на
сторонах BC и CD.
11. Найти расстояние от точки E до прямой BC.
12. Записать уравнение прямой, проходящей через точку E и па-
раллельной плоскостям ABC и ABD.
2 Задано уравнение второго порядка
3x2 − 2xy + 2(−1)nky2 + kx+ y − 2N = 0.
Требуется
1. Определить тип кривой, описываемой заданным уравнением.
Привести квадратичную форму уравнения к каноническому виду:
2 преобразованием поворота векторов исходного ортонормирован-
ного базиса (определением угла поворота α);
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3 переходя к собственным значениям, определенным из характери-
стического уравнения.
4. Привести квадратное уравнение к каноническому виду, осуще-
ствив параллельный перенос осей координат.
5. Построить кривую в удобном масштабе с изображением исход-
ной, промежуточной и собственной систем координат.
6. Найти параметры кривой (координаты вершин, фокусов, урав-
нения асимптот) во всех координатных системах. Определить эксцен-
триситет.
По возможности, выполнить проверку правильности полученных
результатов (убедиться в выполнении заданий или получив результа-
ты другими методами).
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Т И П О В Ы Е Б И Л Е Т Ы
контрольных работ
БИЛЕТ ПО ТЕОРИИ (на 15 мин)
Во всех пяти вопросах билета требуется расставить номера отве-
тов (правые колонки) в порядке следования номеров вопросов (левые
колонки). В местах отсутствия соответствия поставить цифру 5.
1. Прямая на плоскости
1. В общем виде
2. В отрезках
3. С угловым коэффициентом
4. В нормальном виде
1. x cosα+ y sinα = p;
2. y = kx+ b;
3. Ax+By + C = 0;
4. x/a+ y/b = 1.
2. Плоскость










2. В векторном виде 2. x cosα+y cosβ+x cosγ−p=0;
3. В нормальном виде 3. A(x−x0)+B(y−y0)+C(z−z0)=0;
4. Проходящей через точку 4. Ax+By + C = 0.
3. Прямая (ℓ) и плоскость (ρ)










2. Условие перпендикулярности ℓ и ρ 2. Am+Bn+ Cp = 0;
3. Синус угла между ℓ и ρ 3. −Ax0 +By0 + Cz0 +D
Am+Bn+ Cp
;
4. Параметр t∗, соответствующий точ-







4. Кривые второго порядка
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1. Сумма расстояний от точек до фоку-
сов постоянна
1. Эллипс;
2. Модуль разности расстояний от точек
до фокусов постоянна
2. Гипербола;
3. Фокусы совпадают 3. Парабола;







4. Свойство собственного вектора
1. NX = C;
2. AX = λX;
3. |A− λI| = 0;
4. XTAX +XTB = C.
БИЛЕТ ПО ПРАКТИКЕ (на 75 мин)
1. Найти координаты точки пересечения двух прямых 2x + y = 1
и 4x− 3y = 2 и угол между ними.
2. Записать уравнение плоскости, проходящей через точку










3. Найти проекцию точки M(2;−1; 1) на плоскость 4x−2y+z−8=0.
4. Записать уравнение кривой второго порядка, если известно, что
ее эксцентриситет 0,6, а расстояние между фокусами 6.
5. Привести уравнение 4x2 + 2xy + 4y2 = 1 к каноническому виду.
Установить тип кривой. Найти полуоси и координаты правого фокуса
в собственной и исходной системах координат.
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Т Е М А 16
Неравенства
Вопросы
1. Что собой представляет область допустимых решений?
2. Как определить, будет ли множество допустимых решений вы-
пуклым?
3. Как определить множество решений одного неравенства с двумя
переменными?
4. Что такое пробная точка?
5. Что представляет собой система неравенств на плоскости?
6. Как определить угловые точки на множестве решений неравенств
с двумя переменными? с тремя переменными?
7. Что собой представляют границы множеств решений системы
неравенств в пространстве ℜn?
8. Как в формуле изменить знак неравенства на противополож-
ный?
Задачи
Определить, принадлежат ли пробные точки, в частности нача-
ло координат, полуплоскостям (полугиперплоскостям), задаваемым
неравенствами.
1. 2x1 + x2 − 1 > 0.
Р е ш е н и е. Подставим координаты точки O(0,0) в левую часть
неравенства: 2 · 0 + 0− 1 < 0. Изменение знака исходного неравенства
на противоположное говорит о том, что начало координат не принад-
лежит полуплоскости, описываемой заданным неравенством.
2. 3x1 + 4x2 − 2x3 + x4 ≤ 0.
Р е ш е н и е. В левую часть неравенства подставим координаты
точки O(0,0,0,0): 3 · 0 + 4 · 0 − 2 · 0 + 0 = 0. Точка O удовлетворяет
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исходному неравенству и потому принадлежит полугиперплоскости,
определяемой этим неравенством.
Начало координат принадлежит границе области, задаваемой од-
нородной функцией и определяемой нестрогим неравенством, так как
нулевые координаты обращают неравенство в равенство.




2x+ y ≤ 4,
2x+ 5y < 10.
Р е ш е н и е. На координатной плоскости строим прямые 2x+y=4 и
2x+5y=10.
Подставим в заданные неравенства координаты пробной точки O(0, 0):

















O 1 2 3 4 5
x−2y=0
2x−y=−2б)
Рис. 0.9. Графики решений: а) задача 3; б) задача 4
Неравенства удовлетворяются, поэтому начало координат входит
в область значений переменных, определяемую ими.
Если речь идет о допустимых значениях переменных, то к исход-
ным неравенствам необходимо добавить условия их неотрицательно-
сти:
x ≥ 0, y ≥ 0.
Проведенный анализ позволяет выделить область допустимых зна-
чений переменных. Эта область ограничена на на рис. 0.9,а жирным
четырехугольником. Одна из границ (та, которая не входит в область
определения переменных) помечена на рисунке пунктиром.
Координаты угловых точек построенного четырехугольника оп-












2x+ y = 4,










2x− y ≥ −2,
x− 2y < 0.
Р е ш е н и е. К заданным неравенствам добавляем неравенства неот-
рицательности переменных:
x ≥ 0, y ≥ 0.
Строим прямые, описываемые уравнениями:
2x− y = −2 и x− 2y = 0.
Подставим координаты начала координат в неравенства:
2 · 0− 0 > −2, 0− 2 · 0 = 0.
Второе неравенство не удовлетворяется — начало координат лежит
на прямой x−2y = 0, но сама прямая не входит в область допустимых
неравенствами значений переменных.
Для пробной точки A(0; 2) второе неравенство удовлетворяется (0−
2 · 2 < 0), следовательно, ОДЗ лежит выше прямой x− 2y < 0.
Еще одной особенностью области допустимых значений задачи яв-
ляется то, что эта область, ограниченная на рис. 0.9,б жирными ли-
ниями и пунктиром, не ограничена.
Угловая точка области допустимых решений — это точка A(0, 2)
пересечения прямых 2x− y = −2 и x = 0 (ось ординат). Точка O(0; 0)
не входит в ОДЗ.
5. x+ y ≤ −2.
Р е ш е н и е. Характерной особенностью задачи является то, что ко-
ординаты точки O(0, 0) (рис. 0.12,а) не входят в полуплоскость, опре-
деляемую исходным неравенством: 0 + 0 > −2, но не ≤ −2.
Область, описываемая условиями положительности переменных (x ≥
0 и y ≥ 0), не лежит в полуплоскости x+y ≤ −2. Поэтому допустимых































2x− y ≥ −2,
x+ 2y ≤ 8,
x− y ≤ 1,
x < 2.
Р е ш е н и е. К записанным неравенствам прибавляем условия поло-
жительности переменных: x ≥ 0, y ≥ 0.
На рис. 0.12,б изображены прямые, соответствующие уравнениям:
AB : 2x− y = −2, DE : x− y = 1,
BC : x+ 2y = 8, EO : y = 0,
CD : x = 2, OA : x = 0.
Пробная точка — начало координат — позволяет определить по-
луплоскости для всех неравенств. Образованная область допустимых
значений переменных, удовлетворяющих всем неравенствам, очерчена
жирными линиями многоугольника OABCDE.
Прямая CD, соответствующая строгому неравенству, не входит в об-
ласть значений переменных и на рисунке отмечена пунктиром.
Угловые точки области, получаемые в результате совместного ре-
шения пар уравнений для пересекающихся прямых, имеют координа-
ты:
A(0; 2), B(0,8; 3,6), E(1; 0), O(0; 0).
К точкам C(2; 3) и D(2; 1) ОДЗ только стремится, но не включает их.
131
Задачи для самостоятельного решения
Найти и изобразить на координатной плоскости множество реше-
ний систем неравенств. Выделить из этих систем множества допусти-
мых решений. Определить координаты угловых точек.
1. x1 < 3; x2 ≥ 2. 2. x1 + 2x2 < 4. 3. 2x1 + x2 < 0.
4.
{






2x1 − 3x2 + 6 > 0,
x1 − 2x2 ≥ 0,
x1 < 2.
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Т Е М А 17
Свойства и геометрическая интерпретация
задач ЛП
Вопросы
1. Что собой представляет задача ЛП?
2. Как выглядит математическая модель задачи ЛП в общем виде?
в классической постановке? в канонической форме?
3. Что такое целевая функция? ограничения? допустимые реше-
ния?
4. Как перейти от классической к канонической форме задачи ЛП?
5. Как установить факт линейной независимости системы ограни-
чений?
6. Что такое опорное решение (план) задачи ЛП?
7. Что собой представляет базис для системы ограничений и как
удобно его формировать на исходной итерации?
8. Как выглядит и какими свойствами обладает ОДЗ системы огра-
ничений на плоскости? функция цели?
9. В каких точках ОДЗ системы ограничений следует искать экс-
тремальные значения функции цели?
10. В каких случаях задача ЛП не имеет решения?
Задачи
1. Предприятие изготавливает два вида продукции: A и B. Для их
производства используются три вида сырья: органическое (О), неор-
ганическое (Н) и краситель (К). Данные о наличии сырья на пред-
приятии, его нормы расхода и цены готовой продукции представлены
в таблице.
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Тип Расх. сырья Запас
сырья A B сырья
О 30 25 4500
Н 40 30 3500
К 5 3 100
Цена 250 300
Не принимая во внимание
спрос, составить математическую
модель задачи ЛП по определе-
нию плана выпуска продукции,
приносящего предприятию макси-
мальную прибыль.
Р е ш е н и е. Обозначим через x1
количество выпускаемой продук-
ции типа A; x2 – типа B.
Целевая функция равна сумме произведений цены товара на объем
ее выпуска. Эта величина должна стремиться к максимуму:
F = c1x1 + c2x2 = 250x1 + 300x2 =⇒ max .
Центральная часть таблицы представляет собой данные расхода
сырья на единицу выпускаемой продукции. Например, на выпуск еди-
ницы продукции типа B расходуется a12 = 25 единиц органического
(О) сырья. Суммарный расход сырья (О) на производство продукции
типов A и B не должен превышать запасов этого сырья b1 = 4500.
Поэтому
a11x1 + a12x2 ≤ b1,
или
30x1 + 25x2 ≤ 4500.
Аналогичные неравенства запишем для ограничений по расходу
сырья (Н) и (К):
40x1 + 30x2 ≤ 3500,
5x1 + 3x2 ≤ 100.
Выписанные соотношения вместе с условиями неотрицательности
количеств выпускаемой продукции
x1 ≥ 0, x2 ≥ 0
составляют математическую модель задачи.
2. Математическая модель задачи ЛП представлена в виде соот-
ношений:
F = x1 + x2 → max;
{
−3x1 + x2 ≥ −1,
2x1 + x2 ≤ 2;
134
x1 ≥ 0, x2 ≥ 0.
Требуется:
а) записать уравнения в классическом и каноническом видах;
б) определить ранг системы ограничений;
в) записать выражения для всех возможных базисных векторов.
Р е ш е н и е.
а) Для классической формы задачи ЛП характерно то, что целевая
функция стремится к максимуму (минимуму), а в системе ограниче-
ний соответственно должны стоять знаки ≤ (≥) или < (>). Если в
каком-либо соотношении это требование не выполняется, то все сла-
гаемые умножаются на −1, что приводит к смене знаков неравенств и
(или) экстремумов на противоположные. Следуя сказанному, запишем
задачу ЛП в классической форме:
F = x1 + x2 → max;
{
3x1 − x2 ≤ 1,
2x1 + x2 ≤ 2;
x1 ≥ 0, x2 ≥ 0.
Для приведения задачи ЛП к каноническому виду достаточно к
неравенствам системы ограничений классической формы задачи ЛП
прибавить недостающие до равенств положительные неизвестные:
F = x1 + x2 → max;
{
3x1 − x2 + x3 = 1,
2x1 + x2 + x4 = 2;
xi ≥ 0 (i = 1, 4).
б) Сформируем матрицу коэффициентов системы ограничений:
A =
(
3 −1 1 0
2 1 0 1
)
.
Ранг этой матрицы равен двум, так как она включает в себя еди-
ничную подматрицу второго порядка (два последних столбца), опре-
делитель которой отличен от нуля.























Любые два из этих векторов (таких сочетаний 6):
A1 = (A1, A2), A
2 = (A1, A3), A
3 = (A1, A4),
A4 = (A2, A3), A
5 = (A2, A4), A
6 = (A3, A4)
линейно независимы, так как определители составленных из них мат-





































































Следовательно, любые приведенные пары векторов могут быть вы-
браны в качестве исходного базиса. Тем не менее удобнее всего в каче-
стве исходного базиса выбрать A6 = (A3 A4). Его матрица единичная
и соответствующее этому базису опорное решение (опорный план):
X6 = (0, 0, x3, x4)
T = (0, 0, 1, 2)T .
Ненулевые значения векторов этого опорного решения равны пра-
вым частям уравнений ограничений.
Графическим методом решить задачи ЛП
3. Для задачи пункта 2 найти максимальное и минимальное зна-
чения функции цели.
Р е ш е н и е. Построим на плоскости с декартовыми координатами x1
и x2 прямые, соответствующие неравенствам ограничений и описыва-













Используя пробную точку O(0, 0) и неравенства x1 ≥ 0 и x2 ≥ 0,
определяем ОДЗ (выделена на рисунке жирными линиями).
При фиксированном значении F = C уравнение C = x1 + x2 пред-
ставляет собой прямую с вектором c = (1, 1), перпендикулярным к
ней. При положительных множителях при переменных вектор c на-
правлен в сторону возрастания функции F .
Значение функции F зависит от удаленности прямой x1 + x2 = C
от начала координат в направлении вектора c. Координаты x1 и x2,
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удовлетворяющие прямой F = C, должны принадлежать Ω, в част-
ности, лежать на ее границе. Точкой из Ω, максимально удаленной от
начала координат в направлении c, является точка A с координатами
(0, 2). Поэтому
Fmax = FA = 0 + 2 = 2.










Рис. 0.11. Задача 3
ника ОДЗ совпадает с началом коорди-
нат. В этой точке функция цели имеет
минимум:
Fmin = FO = 0 + 0 = 0.
В оставшихся угловых точках гра-
ницы Ω, как, впрочем, и в любой внут-
ренней точке ОДЗ, функция цели бу-
дет принимать промежуточные между
Fmin и Fmax значения. Так, в угловой
точке B(0,6; 0,8): FB = 0,6 + 0,8 = 1,4;
во внутренней точке M(0,5; 1): FB = 0,5 + 1 = 1,5.
4.
F = 2x1 + x2 → max;
{
−2x1 + x2 ≤ 1,
x1 − x2 ≤ 1;
xi ≥ 0 (i = 1, 2).










−1 = 1; xi = 0 (i = 1, 2)
и вектор c = (2; 1).
На рис. 0.12,а ОДЗ, полученная методом пробных точек, выделе-
на жирными линиями. Эта область безгранична. При неограничен-
ном удалении от начала координат в направлении вектора c прямая
2x1 + x2 = const, перпендикулярная c, будет пересекать ОДЗ на бес-
конечности. Поэтому Fmax → ∞.



















Рис. 0.12. Графики решений: а) задача 4; б) задачи 5-7




3x1 + 4x2 ≤ 12,
3x1 + x2 ≥ 3,
x1 − x2 < 1;
x1 ≥ 0, x2 > 1.













x1 − x2 = 1 (CB); x2 = 1 (DC); x1 = 0 (ось x2).
На рис. 0.12,б ОДЗ выделена жирными линиями.




















− ε (ε → 0). Что касается минимального значения функции це-
ли, то оно достигается в любой точке прямой AD, перпендикулярной
вектору c = (3, 1) и совпадающей с прямой FAD = 3x1 + x2.






: FD = 3 ·
2
3
+ 1 = 3 = Fmin. То же
значение имеет функция цели в точке A(0; 3): FA = 3 · 0 + 1 · 3 = 3.
6. Решить задачу пункта 5 при условии, что в математической
модели знак неравенства < заменен на равенство:
x2 = 1.
Р е ш е н и е. При строгом равенстве в одном из ограничений
точки ОДЗ обязательно должны лежать на соответствующей прямой.
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Поэтому решение задачи необходимо искать в граничных точках от-
резка DC.
В точке D значение функции найдено в задаче 5 (FD = Fmin =
3). Максимального значения функция цели достигнет в точке C(2, 1):
FC = Fmax = 3 · 2 + 1− ε = 7− ε (Сама точка C не входит в ОДЗ).
7. Решить задачу пункта 5 при условии, что знаки неравенств в
первом и втором ограничениях изменены на противоположные:
{
3x1 + 4x2 ≥ 12,
3x1 + x2 ≤ 3.
Остальные зависимости остаются без изменения.
Р е ш е н и е. Анализ области пересечения полуплоскостей приводит
к заключению, что в ОДЗ входит только точка A(0, 3). Поэтому
FA = Fmax = Fmin = 3 · 0 + 3 = 3.
Если в первом ограничении этой задачи изменить знак ≥ на стро-
гое неравенство (>), то ОДЗ будет пустым множеством и задача ста-
нет неразрешимой.
Задачи для самостоятельного решения
Привести к каноническому виду, определить ранг системы ограни-
чений, сформировать векторы условий, выделить базисные векторы и
соответствующие им опорные решения. Геометрическим методом ре-
шить задачи или убедиться в их неразрешимости.
1. F = x1 − 2x2 → min;
{
x1 − x2 ≤ 2,
x1 + 2x2 < 4;
x1 ≥ 0, x2 ≥ 0.
2. F = 2x1 + x2 → max;
{
4x1 − x2 < 2,
x1 − 2x2 ≥ 2;
x1 ≥ 0, x2 ≥ 0.
3. F = 3x1 + 2x2 → max;
{
x1 + x2 ≥ 3,
x1 − 4x2 > 4;
x1 ≥ 0, x2 ≥ 0.
4. F = x1 − x2 → min;
{
x1 + 3x2 ≤ 3,
x1 + x2 = 1;
x1 ≥ 0, x2 ≥ 0.
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−x1 + x2 ≤ 1,
x1 − 2x2 < 1,
x1 + x2 ≤ 4;
0 ≤ x1 ≤ 3, 0 ≤ x2 ≤ 2.
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1. Как с точки зрения удобства решения задач ЛП выбрать базис
условий в исходном приближении?
2. Как по знакам коэффициентов функции цели определить, какую
свободную переменную на очередной итерации следует перевести
в основные?
3. Как определить вектор условий, который на очередной итера-
ции следует вывести из разряда базисных? ввести в разряд ба-
зисных?
4. По каким признакам можно определить, что полученное значе-
ние целевой функции является оптимальным?
5. Что представляет собой M -метод решения задач ЛП?
6. Для решения каких задач рационально использовать метод ис-
кусственного базиса?
Задачи
Найти решения задач ЛП симплексным методом
1.
2x1 − 2x2 + 3x3 → max; (12)
2x1 + x2 + 4x3 = 20; (13)
xj ≥ 0, (j = 1, 3). (14)
Р е ш е н и е. Условия, накладываемые на изменения перемен-
ных задачи, состоят из одного уравнения (13) и трех неравенств (14),
указывающих на допустимость (неотрицательность) переменных.
В качестве независимой переменной в исходной итерации выбира-
ем переменную, перед которой в целевой функции (12) стоит макси-
мальный положительный коэффициент. Такой переменной является
x3. Выразим эту переменную в явном виде из ограничения (13):
x3 = 5− 0,5x1 − 0,25x2. (15)
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Так как x1 ≥ 0 и x2 ≥ 0, то максимального значения x3 достигнет
при x1 = x2 = 0 (перед этими переменными в условии (15) стоят от-
рицательные коэффициенты). Принимая свободные переменные рав-
ными нулю, получим вектор X1 опорного решения первой итерации:
X1 = (0; 0; x3) = (0; 0; 5).
Подставим выражение для x3 (15) в целевую функцию (12):
F 1 = 2x1 − 2x2 + 3(5− 0,5x1 − 0,25x2) = 15 + 0,5x1 − 2,75x2. (16)
При x1 = x2 = 0: F 1 = 15.
Отметим, что полученное значение F 1 может быть найдено и при
непосредственной подстановке координат вектора опорного решения
в выражение для целевой функции:
F 1 = 2 · 0− 2 · 0 + 3 · 5 = 15.
Наличие в F 1 (16) слагаемого с положительным коэффициентом
при положительной переменной говорит о том, что функция цели бу-
дет увеличиваться с ростом x1. Из выражения (15) видно, что при




Такая ситуация имеет место, если постоянная величина (число 5) в
правой части (15) положительна, а коэффициент при переменной (в
рассматриваемом случае −0,5 перед x1) отрицателен.
Переведем x1 из свободных переменных в основные, а единствен-
ную основную переменную x3 (в данной задаче выбора нет) — в сво-
бодные. Из (13) получим
x1 = 10− 0,5x2 − 2x3.
Вектор опорного решения для этого выбора базиса:
X2 = (x1; 0; 0)
T = (10; 0; 0)T .
Используя полученное выражение для x1, заменим эту переменную
в формуле для целевой функции (16):
F = 15 + 0,5(10− 0,5x2 − 2x3)− 2,75x2 = 20− 3x2 − x3.
При равных нулю свободных переменных x2 = x3 = 0 получаем
значение целевой функции:
F 2 = 20.
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Отрицательные коэффициенты при всех переменных в последнем









x1 − x2 ≥ −20,
x1 − 2x2 ≥ −10,
x1 ≤ 30;
x1 ≥ 0, x2 ≥ 0.
Требуется найти такой план распределений (вектор решения), ко-
торый обеспечивает максимальное значение функции цели.
Р е ш е н и е. Приведем задачу к каноническому виду, умножая
первые два неравенства системы ограничений на −1 и добавляя к каж-
дому неравенству по дополнительной положительной неизвестной (x3,
x4 и x5), превратив тем самым неравенства в равенства:




−x1 + x2 + x3 = 20,
−x1 + 2x2 + x4 = 10,
x1 + x5 = 30;
x1 ≥ 0, x2 ≥ 0.
Представим данные сформулированной задачи и дальнейшее ре-
шение в виде табл. 0.1–0.3.
Таблица 0.1. Исходная таблица задачи
Ai\Aj A1 A2 A3 A4 A5 bi Qi
A3 −1 1 1 0 0 20 20 −N2/2
← A4 −1 2 0 1 0 10 5 :2
A5 1 0 0 0 1 30 ∞
−cj −1 −4 0 0 0 F 0 = 0 +2N2
В последней (индексной) строке стоят коэффициенты функции це-
ли, взятые с противоположными знаками. Это сделано для того, что-
бы в последней строке в столбце со свободными членами bi стояло
значение целевой функции F .
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В исходном (нулевом) приближении базисными векторами усло-
вий задачи (векторами, координаты которых образуют в матрице ко-
эффициентов единичную подматрицу) являются: A3 = (1; 0; 0)T ,
A4 = (0; 1; 0)
T и A5 = (0; 0; 1)T .
В этом случае опорным решением задачи в нулевом приближении









T = (0; 0; 20; 10; 30)T .
Этому решению соответствует значение целевой функции:










5 = 1 ·0+4 ·0+0 ·20+0 ·10+0 ·30 = 0.
Так как среди весовых коэффициентов cj (j = 1, 5) имеются по-
ложительные (отрицательные значения индексов −cj), то должно су-
ществовать большее, чем F = 0, значение целевой функции.
Новый базисный вектор должен соответствовать максимальному
значению коэффициента cj (j = 1, 5). Это значение c2 = 4 (−c2 = −4)
соответствует вектору A2 = (1; 2; 0)
T .
Для определения вектора, который необходимо удалить из бази-
са, найдем минимум отношений bi/ai2, то есть отношений координат






























Значению a22 = 2, взятому в таблице в рамку и находящемуся
на второй строке матрицы коэффициентов, соответствует единичное
значение находящейся на этой же строке координаты базисного век-
тора A4, который и требуется удалить из числа базисных. Этот факт
отмечен стрелкой ← в колонке Ai, стоящей перед вектором A4.
Далее используем преобразования Гаусса-Жордана (действия над
строками указаны справа от таблицы) для преобразования нового ба-
зисного вектора к виду A1 = (0; 1; 0)T и превращению в нуль весового
коэффициента, стоящего в целевой функции перед переменной x2.
Таблица коэффициентов матрицы условий преобразится к виду,
приведенному в табл. 0.2 (первая итерация симплекс-метода).
Базисом первого приближения являются три вектора условий A3,
A2 и A5, в совокупности образующих единичную матрицу:









Таблица 0.2. Таблица задачи, итерация 1
Ai\Aj A1 A2 A3 A4 A5 bi
A3 −1/2 0 1 −1/2 0 15 +N3/2
A2 −1/2 1 0 1/2 0 5 +N3/2
← A5 1 0 0 0 1 30
∆j − cj −3 0 0 2 0 F 1 = 20 +3N3
Опорное решение задачи на этой итерации соответствует векто-









T = (0; 5; 15; 0; 30)T , что позволяет
определить значение целевой функции (для проверки правильности
полученного в таблице значения):










5 = 1 · 0 + 4 · 5 + 0 · 15 + 0 · 0 = 20.
Среди индексов целевой функции в результате проделанного пре-
образования осталось одно отрицательное значение. Оно соответству-
ет вектору условий A1. Сомнений по поводу того, какой вектор усло-
вий следует перевести в основные, нет. Единственный неотрицатель-
ный коэффициент из ai1 в столбце A1 стоит в третьей строке, соот-
ветствующей вектору A5. Вычислять отношения Qi не требуется —
множители при a11 и a21 отрицательные!
После преобразований, отмеченных в последнем столбце табл. 0.2,
получим табл. 0.3.
Таблица 0.3. Таблица задачи, итерация 2
Ai\Aj A1 A2 A3 A4 A5 bi
A3 0 0 1 −1/2 1/2 30
A2 0 1 0 1/2 1/2 20
A1 1 0 0 0 1 30
∆j − cj 0 0 0 2 3 F 2 = 110
Отсутствие отрицательных значений индексов (положительных ко-
эффициентов в целевой функции) говорит о том, что дальнейшее улуч-
шение решения невозможно.
На основании признака оптимальности делаем заключение:
Fmax = F
2 = 110.
Опорное решение задачи, представленной в табл. 0.3, соответству-









T = (30; 20; 30; 0; 0)T , т.е функция
цели достигает максимума при x1 = 30; x2 = 20. Величина x3 = 30
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не имеет значения — переменная x3 не входит в функцию цели. Под-
ставляя эти значения в исходное выражение для целевой функции,
убедимся в правильности ее нахождения:
F = 1 · 30 + 4 · 20 = 110 = Fmax.
Проиллюстрируем полученное решение графическими построения-
ми
(рис. 0.13).














ответствует значение функции цели в
начале координат: F 0 = F (O) = 0; в
первом приближении — точка A(0; 5):
F 1 = F (A) = 20; во втором прибли-
жении — точка D(30; 20):
F 2 = F (D) = 110.
В записанной системе ограничений
первое неравенство оказалось лишним,
так как полуплоскость, описываемая
вторым уравнением, при положитель-
ных значениях переменных принадле-
жит полуплоскости, описываемой пер-
вым неравенством.
Координаты точки C(30; 50) пересе-
чения двух граничных прямых (первой
и третьей) не удовлетворяют второму неравенству.
3. (Задача оптимального использования ресурсов) Для выпуска
трех видов продукции P1, P2, P3 на предприятии используются два
вида сырья S1 и S1. Запасы сырья bi, нормы расхода сырья aij (i-й
вид сырья на единицу j-го вида продукции) и прибыль от реализации
единицы готовой продукции ci приведены в табл. 0.4.
Таблица 0.4. Исходные данные
Вид Запасы Вид продукции
сырья сырья P1 P2 P3
S1 40 4 2 3
S2 50 3 1 2
Прибыль c1 15 10 12
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Требуется спланировать выпуск продукции таким образом, чтобы
прибыль предприятия была максимальной.
Р е ш е н и е. Составим математическую модель исходной задачи,
приняв за неизвестные xj объемы выпускаемой продукции вида Pj
(j = 1, 3):
15x1 + 10x2 + 12x3 → max;
{
4x1 + 2x2 + 3x3 ≤ 40,
3x1 + x2 + 2x3 ≤ 50;
xj ≥ 0 (j = 1, 3).
Перейдем к каноническому виду в системе ограничений, добавив
к каждому из неравенств дополнительную переменную:
{
4x1 + 2x2 + 3x3 + x4 = 40,
3x1 + x2 + 2x3 + x5 = 50;
xj ≥ 0 (j = 1, 5).
Составим симплекс-таблицу исходного приближения (табл. 0.5)
Таблица 0.5. Нулевая итерация
Ai\Aj A1 A2 A3 A4 A5 bi Qi
← A4 4 2 3 1 0 40 10 : 4
A5 3 1 2 0 1 50 50/3 −3N1/4
−cj −14 −10 −12 0 0 F0 = 0 +14N1/4
Все индексы в последней строке отрицательны. Выбираем наи-
меньший из них. Это −c1 = −14 (значение подчеркнуто). Следова-
тельно, на следующей итерации вектор A1 вводим в число основных.
Чтобы определить, какой вектор следует вывести из числа основ-
ных (A4 или A5), сравним соответствующие им отношения bi/ai1 и




















= Q1 = 10.
Минимальному значению отношения соответствует коэффициент
a11 = 4 (выделен квадратом). Так как этот коэффициент стоит на
первой строке, то из базисных векторов выводим вектор условий A4
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(x4 — из основных переменных). Перед базисным вектором A4 этой
переменной стоит знак ←.
Дальнейшие преобразования сводятся к тому, чтобы сделать еди-
ничным вектор A1. Приводящие к этому действия над строками таб-
лицы показаны в правом столбце табл. 0.5.
В результате преобразований приходим к табл. 0.6 первой итера-
ции.
Дальнейшие преобразования указаны в таблице. Колонка с вели-
чиной Qi отсутствует, так как выбора в коэффициенте ai2 нет — един-
ственный положительный коэффициент: a12 = 1/2.
Таблица 0.6. Первая итерация
Ai\Aj A1 A2 A3 A4 A5 bi
← A1 1 1/2 3/4 1/4 0 10 ·2
A5 0 −1/2 −1/4 −1/4 1 20 +N1
∆j − cj 0 −3 −3/2 7/2 0 F 1 = 140 +6N1
После преобразований над строками приходим к табл. 0.7.
Таблица 0.7. Вторая итерация
Ai\Aj A1 A2 A3 A4 A5 bi
A2 2 1 3/2 1/2 0 20
A5 1 0 1/2 0 1 30
∆j − cj 6 0 3 5 0 F2 = 200
Среди коэффициентов −cj нет отрицательных. Этот факт говорит
о том, что дальнейшее улучшение плана невозможно. Поэтому
Fmax = F
2 = c2x2 = 10 · 20 = 200.
Оптимальный выпуск продукции предприятия сводится к тому,
что оно должно выпускать только продукцию P2 в количестве 20 еди-
ниц.
Вытекающие из данных таблицы соотношения:












В этом случае в функцию цели









= 200− 5x1 − 15x3 − 5x4
входит единственная нефиктивная переменная x1 с отрицательным
коэффициентом −5.
В оптимальном решении переменные x1, x2 и x4 приняты равными
нулю (это свободные переменные). Если они будут возрастать, то это
повлечет за собой уменьшение прибыли из-за роста переменной x1.
4. Используя метод искусственного базиса, решить задачу ЛП:




−x1 + 4x2 ≥ 2,
x1 + 2x2 ≥ 4.
x1, x2 ≥ 0.
Таблица 0.8. M -метод решения задачи 4
x1 x2 v1 v2 z1 z2 bi
← z1 −1 4 −1 0 1 0 2 : 4
z2 1 2 0 −1 0 1 4 −N1/2
−cj − − − − M M F̃ = 0 −M(N1+N2)
∆j − cj 0 −6M M M 0 0 −6M +3MN1/2
x1 −1/4 1 −1/4 0 1/4 0 1/2 +N2/6
← z2 3/2 0 1/2 −1 −1/2 1 3 ·2/3
∆j − cj −3M/2 0 −M/2 M 3M/2 0 −3M +MN2
x1 0 1 −1/6 1/6 1/6 1/6 1
x2 1 0 1/3 −2/3 −1/3 2/3 2
∆j − cj 0 0 0 0 M M 0
Р е ш е н и е. Чтобы неравенства системы ограничений превратить
в равенства, необходимо из каждого из них вычесть положительные
переменные v1 и v2. Эти переменные не образуют базис векторов с
единичной матрицей (коэффициенты при новых переменных — отри-
цательные единицы). Для образования единичной матрицы базисных
векторов прибавим к каждому из полученных равенств ограничений
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фиктивные переменные z1 и z2. К функции цели переменные v1 и v2
добавляются с нулевыми коэффициентами, а z1 и z2 с множителем M
настолько большим, что значением функции цели (17), по сравнению
с M(z1 + z2), можно пренебречь.
С учетом сказанного перепишем задачу ЛП:




−x1 + 4x2 − v1 + z1 = 2,
x1 + 2x2 − v2 + z2 = 4,
xj , vj , zj ≥ 0 (j = 1, 2).
Решим задачу симплекс-методом (табл. 0.8). Для наглядности в
первых строке и столбце запишем не обозначения базисных векторов,
а переменные, им соответствующие. В первой строке индексов первой
таблицы стоят множители M при z1 и z2 функции F̃ (18), а во второй
— коэффициенты, обращающие эти множители в нуль.
Из последней таблицы следует оптимальное решение:
x1 = 1, x2 = 2, Fmin = F (1, 2) = 1 + 3 · 2 = 7.
Задание на дом: выполнить часть расчетной работы, касаю-
щуюся графического и симплексного методов решения задачи линей-
ного программирования (с. ??).
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Т Е М А 19
(§ ??–?? теории)
Двойственность в задачах ЛП
Вопросы
1. На задаче торга поясните смысл двойственности в задачах ЛП.
2. Перечислите правила формирования двойственной задачи ЛП
по отношению к исходной:
— Изменяются ли и, если да, то как знаки неравенств и экстре-
мума?
— Что происходит с матрицей коэффициентов?
— Как определить число переменных в двойственной задаче?
число ограничений?
— Какую функцию в двойственных задачах выполняют свобод-
ные члены системы ограничений исходной задачи? коэффициен-
ты при неизвестных?
— Какова связь между ограничениями двойственной задачи и
переменными исходной задачи?
— В чем состоит соответствие переменных исходной и двойствен-
ной задач?
3. Как связаны между собой экстремальные значения целевых функ-
ций двойственной и исходной задач?
Задачи
1. Найти решение задачи ЛП:
F = 3x1 + 2x2 → min;
{
x1 + 2x2 ≥ 4,
x1 − x2 ≥ −1;
x1 ≥ 0, x2 ≥ 0.
Сформулировать математическую модель двойственной задачи и
найти ее решение.
Сравнить результаты. Сделать выводы.
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Р е ш е н и е. Задача описывается двумя переменными, поэтому ее
можно решить графическим методом. Построим на плоскости область












На рисунке показан вектор c = (3; 2), ортогональный прямым
3x1 + 2x2 = const.









1 2 3 4
C x1−x2=−1
x1+2x2=4
Рис. 0.14. Исходная задача
ции F находится в точке границы
ОДЗ, наименее удаленной от начала
координат в направлении вектора c.
Судя по построению, такой точкой
является точка B, где AB ∩BC.
{
x1 + 2x2 = 4,










Fmin = FB = 3 ·
2
3






Что касается максимального значения функции, то его не суще-
ствует, ОДЗ не ограничена.
Составим двойственную задачу. Последовательно сформируем ее
соотношения.
1. Количество переменных yi двойственной задачи равно количе-
ству ограничений исходной задачи (i = 1, 2).
2. Коэффициентами функции цели Φ двойственной задачи служат
правые части ограничений исходной задачи:
Φ = b1y1 + b2y2 = 4y1 − y2.
3. Φ → max, если F → min.
4. Векторы условий исходной задачи становятся коэффициентами
соответствующих неравенств двойственной задачи. Знаки неравенств
меняются на противоположные. В правых частях двойственной за-
дачи стоят соответствующие коэффициенты функции цели исходной
задачи:
{
y1 + y2 ≤ 3,
2y1 − y2 ≤ 2.
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Матрица коэффициентов системы ограничений двойственной зада-
чи равна транспонированной матрице коэффициентов системы огра-
ничений исходной задачи.
5. Условия допустимости решения сохраняются и для переменных
двойственной задачи:
y1 ≥ 0, y2 ≥ 0.


























и определим по неравенствам ОДЗ (вы-
делена на рис. 0.15 жирными линиями).
На этом же рисунке показано направление
вектора b = (4;−1)
Наиболее удаленной от начала коорди-
нат в направлении вектора b (находим мак-
симальное значение функции цели) оказы-
вается точка D, где AD∩DE. Координаты
точки находим из совместного решения соответствующих уравнений:
{
y1 + y2 = 3,









Подставляя координаты точки D в выражение для целевой функ-
ции, найдем ее максимальное значение:
Φmax = ΦD = 4 ·
5
3






Как следовало ожидать, согласно теореме о взаимно двойствен-
ных задачах, минимальное значение целевой функции исходной за-
дачи равно максимальному значению целевой функции двойственной
задачи:
Fmin = Φmax.
2. Дана задача ЛП:




x1 − x2 ≥ 1,
x1 + x2 ≥ 5,
x1 − 2x2 ≤ 4;
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x1 ≥ 0, x2 ≥ 0.
Требуется:
— решить задачу графическим и симплексным методами;
— построить двойственную задачу и решить ее симплекс-методом.
Р е ш е н и е. Построим на плоскости с декартовыми ортогональ-
ными координатами x1 и x2 прямые, соответствующие неравенствам
записанных в условии ограничений:











−2 = 1. (3)













Рис. 0.16. Исходная задача 2
чек пересечения выписанных пря-










На рис. 0.16 ОДЗ выделена жир-
ными линиями. Там же построен
вектор c = (2; 1).
При определении минимально-
го значения F имеем в виду, что
оно должно находиться в точке ОДЗ,
наименее удаленной от начала ко-
ординат в направлении вектора c. Из рисунка видно, что таковой яв-
ляется точка A(3; 2). Поэтому
Fmin = FA = 2 · 3 + 2 = 8.
Для решения задачи симплексным методом приведем исходную
математическую модель к каноническому виду, пригодному для ис-
пользования метода искусственного базиса:




x1 − x2 − v1 + z1 = 1,
x1 + x2 − v2 + z2 = 5,
x1 − 2x2 + v3 = 4;
x1 ≥ 0, x2 ≥ 0.
Составим симплекс-таблицу исходной итерации:
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Таблица 0.9. Решение задачи 2
x1 x2 v1 v2 v3 z1 z2 bi
← z1 1 −1 −1 0 0 1 0 1
z2 1 1 0 −1 0 0 1 5 −N1
v3 1 −2 0 0 1 0 0 4 −N1
−cj − − − − − M M F̃ = 0 −M(N1+N2)
∆j − cj −2M 0 M M 0 0 0 −6M 2MN1
x1 1 −1 −1 0 0 1 0 1 +N2/2
← z2 1 2 0 −1 0 0 1 5 : 2
v3 1 −2 0 0 1 0 0 4 +N2/2
∆j − cj 0−2M −M M 0 2M 0 −4M +MN2
x1 1 0−1/2−1/2 0 1/2 1/2 3
x2 0 1 1/2−1/2 0−1/2 1/2 2
v3 0 0 3/2−1/2 1−3/2 1/2 5
∆j − cj 0 0 0 0 0 M M 0
В итоге представленных в табл. 0.9 преобразований по методу ис-
кусственного базиса получено решение, совпадающее с графическим:
x1 = 3, x2 = 2; F = 2 · 3 + 2 = 8 = Fmin.











= (3; 2; 0; 0; 5)T .
Система уравнений, в которой основные неизвестные (x1; x2; v3)
выражаются через свободные (v1; v2):
x1 = 3 +
1
2








обращает в тождество исходную систему ограничений, представлен-
ную в каноническом виде. Проверим, будет ли выполняться это утвер-
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(v1 + v2)− 2 +
1
2




(v1 + v2) + 2−
1
2




(v1 + v2)− 2 · 2− 2
1
2
(v1 − v2) + 5 +
1
2
(−3v1 + v2) = 4 (!).
Переходим к составлению и решению двойственной задачи. По-
строим модель двойственной задачи, основываясь на соответствиях
между коэффициентами:
Φ = y1 + 5y2 − 4y3 → max;
{
y1 + y2 − y3 ≤ 2,
−y1 + y2 + 2y3 ≤ 1;
yi ≥ 0 (i = 1, 3).
В канонической форме:
Φ = y1 + 5y2 − 4y3 → max;
{
y1 + y2 − y3 + w1 = 2,
−y1 + y2 + 2y3 + w2 = 1;
yi ≥ 0, wk ≥ 0 (i = 1, 3, k = 1, 2).
Составим симплекс-таблицу нулевого приближения и далее преоб-
разуем ее (табл. 0.10).
Вектор оптимального плана двойственной задачи:




(1; 3; 0; 0; 0)T .
При таких значениях координат вектора решения функция цели
обращается в максимум:
Φ(Y ) = y1 + 5y2 − 4y3 =
1
2
(1 + 5 · 3) = 8 = Φmax.
Система уравнений, в которой основные неизвестные (y1; y2)T вы-
ражаются через свободные (y3; y4; y5)T :
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Таблица 0.10. Решение двойственной задачи
y1 y2 y3 w1 w2 bi
w1 1 1 −1 1 0 2 −N2
← w2 −1 1 2 0 1 1
−cj −1 −5 4 0 0 Φ0 = 0 +5N2
← w1 2 0 −3 1 −1 1 ·1/2
y2 −1 1 2 0 1 1 +N1/2
∆j − cj −6 0 14 0 5 Φ1 = 5 +3N1
y1 1 0 −3/2 1/2 −1/2 1/2
y2 0 1 1/2 1/2 1/2 3/2








(3− y3 − y4 − y5).
Можно, в качестве проверки, убедиться в том, что подстановка по-
следних соотношений обращает в тождество исходную систему огра-
ничений двойственной задачи, представленную в каноническом виде.
Задачи для самостоятельного решения
Решить симплексным или геометрическим методом задачи ЛП. Со-
ставить двойственные задачи и решить их симплексным или геомет-
рическим методом. Сопоставить результаты решения взаимно двой-
ственных задач.
1. F = x1 + 2x2 → min;{
4x1 + 3x2 ≥ 12,
x1 + 2x2 ≥ 4;
x1, x2 ≥ 0.
2. F = x1 + x2 → max;


x1 − x2 ≤ −2,
x1 − 2x2 ≥ −13,
3x1 − x2 ≤ 6;
x1, x2 ≥ 0.
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3. F = 10x1 − 3x2 → min;{
x1 − x2 − 2x3 ≥ 1,
2x1 − x2 + x3 ≥ 3;
x1, x2, x3 ≥ 0.
4. F=4x1+18x2+30x3+5x4 → min;


3x1 + x2 − 4x3 − x4 ≤ −3,
2x1 + 4x2 + x3 − x4 ≥ 3,
xj ≥ 0, (j = 1, 4).
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Задание на расчетную работу. Часть 5
«Линейное программирование»
















−2x1 + 3x2 ≤ 6,
x1 − kx2 ≥ 1,
kx1 + x2 ≥ 5,
x1 − 2x2 ≤ 4k;
x1 ≥ 0, x2 ≥ 0.
Требуется Найти решение задачи:
1. графическим методом;
2. симплексным методом.
3. Свести исходную задачу к двойственной и решить двойственную
задачу симплекс-методом.
4. Сравнить результаты. Сделать выводы.
