INTRODUCTION HE CENTRAL computation in decoding alternant codes

T (including BCH, RS, and 1-variable Goppa codes) is the determination of polynomials a , b E A = F [ z ] , F a finite
field, satisfying the key equation which we write in the form of a congruence as w = u h m o d z Z t .
(1)
Here h, is the syndrome polynomial and u, w represent the error locator and error evaluator polynomials, respectively. If S f denotes the degree of the polynomial f then Sh 5 2t -1, and r T w are relatively prime polynomials with Sw < Sa 5 t. [35] . We refer to these algorithms as PGZ, BM, and E, respectively; all of them can be used in the decoding of alternant codes [ 3 ] , [23] , [31] . Moreover, similar congruences also arise in a variety of different contexts including errors-and-erasures decoding, linear recumng sequences, continued fractions, Hankel and Toeplitz linear systems, Pad6 approximation, polynomial inversion, and so on ([41, [SI, [19] , [291, [30] , 1361, for example). This has prompted many authors to study the interrelationships among these algorithms and particular effort has been devoted to the comparison between BM and E 171, 1121, [13] , [20] , [25] .
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Congruence (1) may be viewed as an instance of the more general a bg mod :E" (2) where 6y 5 r1 -1 and we want to find a particular solution 
for some nonnegative integers e, m. Other special cases of (2) include Berlekamp's (original) key equation ij a( 1 + z h ) mod [2] , which is itself a special case of the errors-and-erasures congruence
where X: are the error evaluator and error locator polynomials, respectively, and H is the "modified" syndrome polynomial 121, 131, 1161, [34] .
In this paper we use the theory of Grobner bases to develop techniques that unify these different manifestations of the key equation and lead to new algorithms corresponding to PGZ, BM, and E. For a specific choice of the parameter T = e -m, two of our algorithms are computationally equivalent to PGZ and E, while the third is computationally better than BM.
We denote by 
M ) . By definition, this means that M is a submodule of A'
(corresponding structurally to an ideal in A). It is well known (see [ l , Theorem 3.321, for example) that any such submodule has a finite basis which generates it in the sense that each of its elements can be expressed as a sum of (polynomial) multiples of the basis elements. We shall show that each basis of M can be reduced to one containing precisely two elements. In general, many essentially distinct two-element bases exist; this is in contrast to the situation in A where each ideal has a uniquely defined one-element basis, namely, the monic generator of minimal degree. However, one basis of A4
is easily available, namely, 13 = ( ( 9 . l ) , ( z n , 0) In Section I11 we prove that B is a Grobner basis relative to the term order <69 and present algorithms corresponding to PGZ and E for deriving a Grobner basis B' relative to < T , for any T . Both of these algorithms use the full expansion of g at the outset. In contrast, Section IV describes an "iterative" algorithm similar to BM, in which successive partial expansions of g are used. All our algorithms hold equally well with F replaced by any field in which exact computation is possible, so for simplicity and to enable the reader to follow the calculations easily by hand, most of the examples are over the field Q of rational numbers.
The main motivation for this paper is the derivation of algorithms for solving the general key equation (2) from a unified and conceptually simple theoretical standpoint, namely, that of choosing a minimal element in M defined by the conditions (3). Once the basic ideas of Grobner bases have been assimilated, the constructions are all quite natural. Not surprisingly, perhaps, this approach leads to algorithms which, when specialized to the appropriate values of T , are computationally at least as good as their classical counterparts. It follows that a decoder designed to implement one of our algorithms will be at least as good as, and in the case of that corresponding to BM, better than its classical counterpart. Consequently, we claim that it is no longer true that, "when building a decoder [for altemant codes], one gives up the conceptually clear in favor of the computationally efficient" 13, p. 1831.
Finally, we remark that our techniques have also been applied to give a new derivation of the Welch-Berlekamp algorithm [24] . Moreover, they can be generalized to key equations in several variables, and so can be applied (at least in principle) to decoding certain geometric Goppa codes [ 171.
GROBNER BASES IN A'
Since we are working with polynomials in only one variable, it is easy to describe the possibilities for Grobner bases of submodules of A'. Moreover, given a basis of a submodule and a term order it is immediate that the construction of the relevant Grobner basis is only a matter of reduction, in other words, there is no need to generate critical pairs. Thus Buchberger's algorithm [6] is not required and, as a consequence, the theory is very elementary and easily developed from first principles: this is our aim in this section. The reader is referred to [ 11 for a comprehensive treatment of the theory of Grobner bases, while [ 111 gives an alternative introduction from a different perspective.
Each element of A' can be written as a linear combination of terms, that is, of elements of the form
for example. (Note that, following [l], our terms do not have coefficients attached.) The problem one immediately encounters, just as with polynomials in several variables, is that there is no uniquely defined order on the terms corresponding to the degree ordering on the terms (of the form &) in A. The essential properties that a term order must satisfy are that every pair of terms be comparable, that there be no infinitely descending chains of terms, and that the term order be compatible with multiplication by x k , that is, if t l , t z are terms with tl < t2 then z k t l < zkt2. For our purposes, it will be sufficient to define such a term order < T with respect to an integer parameter T by the following conditions:
It is easy to see that the required conditions are satisfied under this definition. The term orders defined in this way can be explicitly given as follows:
For the remainder of this section we fix a specific term order < T , briefly < , according to this definition. Each ( a , b ) E A' can be expressed as a linear combination of terms under < ; that which is greatest is defined to be the leading term of ( a , b ) and denoted Lt(a, b). 
where either no term of ( U , U) is divisible by any of
Initialize:
ProoJ At each stage the algorithm compares Lt (c, d ) with the leading terms of the elements of S . If it is divisible by some Lt (ai, bi) then an appropriate multiple of ( a i , b i ) is subtracted from (c, d ) to cancel its leading term and the multiplier is added to the quotient f i . If it is not divisible by any Lt (ai, bi) then the leading term, with its coefficient attached, is moved to the remainder ( U , U). The algorithm halts when (c, d ) has been reduced to (0, 0). It is clear that this occurs after finitely many steps because at each pass through the main loop Lt (c, d ) is replaced by a term that comes before it under the given term order. It is also clear that ( U , w) has the required property.
0
Now let M be an arbitrary nonzero submodule of A 2 . Among those terms of the form ( x i . 0) E Lt ( M ) , if any such exist, there is a smallest value of i that occurs, say i = p ; it is obvious that every other term in Lt ( M ) of the form (Y , 0) is a multiple of (xp, 0) and so can be omitted from any generating set for (Lt ( M ) ) . A similar statement holds for terms of the form (0, zj), if any such exist, and we define ,j = q to be the smallest exponent occurring. Throughout the rest of the paper the symbols p , q will be reserved for these minimal exponents.
Next consider the case in which there is no term of the
with no term of We shall not be concerned with either of these cases in the ensuing discussion so from now on we consider only modules M satisfying the following.
Basis Assumption:
(Lt ( M ) ) has a basis of the form {(zp, 0), (0, xq)}.
Then (Lt(B)) = (Lt(M)), and for any ( a , b ) E M , the division algorithm gives
with no term of ( U , w) divisible by (:E", 0) or (0. xq), or with 
However, let
be a Grobner basis of M ; then division of ( a , b ) by S gives a uniquely defined remainder. This follows because if 
If L t ( a h ) has the form (xi, 0) (resp., (0, xJ)), it is convenient to say that the leading term of ( a , b) is "on the left" (resp., "on the right"). We refer to the property defined in part b) of the lemma by saying that C consists of two elements with leading terms "on opposite sides." Thus parts a) and b) give the following alternative characterizations of a Grobner basis of M . For convenient reference we summarize the foregoing remarks in the following lemma. 
The ordering of the terms allows us to define a minimal element of M as one whose leading term is minimal among those in Lt ( M ) . Let 
From now on we refer to the minimal element of M with understanding that this is defined up to a constant multiple. As a general principle we derive the minimal element ( a , b ) normalized (if necessary) to have leading coefficient 1. In some situations (such as the decoding application) normalizations with b monic or having constant coefficient 1 may be more appropriate: these will be used in the examples.
Starting with a given (two-element) Grobner basis B of M relative to a certain term order <7 , our aim is to determine another basis B', which is a Grobner basis relative to another term order <+ . We shall present three ways in which B' can be constructed. The first two are not restricted to the particular problem under consideration (namely, solving (2)), so we end this section by describing them informally in general. 
Since the leading terms of the two elements of 8' (relative to err) are on opposite sides with exponents minimal, it is the 
0)
and
congruences a e bg mod xn and a'
In both cases it follows that S(ab') < n, S(a'b) < n which implies that ab' = a'b. But a and b are relatively prime so a divides a' which is impossible since Sa' < Sa. This
Recall that the required solution ( w , a ) of (1) is the minimal element relative to <o. equation is the minimal element relative to < e .
From the results of the previous section we have Corollary 3.4: The required solution of ( 2 ) is contained in 0 In the remainder of this section we consider the implementation of the two techniques described at the end of Section I1 and give some examples of applications to the solution of (1).
For IC < n, the terms (xk, 0) are in normal form relative to the basis B = ( ( 9 , l ) , ( z n , 0)) defined in Lemma 3.1, while for (0, z k ) we'have any Grobner basis relative to < r where r = e -m.
for some f , where the bar denotes reduction modulo 9. Note that Nf is defined relative to B (or an appropriate specific example) throughout the rest of this section. Thus Nf (0, xk) = (-Zkg, 0) Method 1, described at the end of the previous section, gives rise to the following algorithm which determines the minimal element as the first to be inserted into the new basis. not-done := false
Next we demonstrate that in the case r = -1 the solution of (1) by this algorithm is computationally equivalent to PGZ . If then the normal forms required are 1, 0, -1, 1, -2, 2, -1, 0 . We seek the minimal polynomial of the sequence given that it has degree at most 4. This problem is precisely that defined by (1) with the required minimal polynomial being determined as the "reciprocal" of o (i.e., ~-~( " ) o ( l/x)), and with
The calculations proceed as in Table I . Since the second component is always 0, only the first components of the normal forms are shown; all omitted entries are 0.
Observe that the normal forms Nf ( x i , 0) can be used to reduce successively the number of columns of this array that need to be considered. As soon as Nf (0, x4) has been included there must be a solution since at that stage we are essentially seeking a linear relation among the rows of a 5 x 4 matrix.
We find that
and hence that ( w , U ) = ( -2 + z + 1, z4 + z + 1). It follows that the minimal polynomial is x4 + x3 + 1.
. . . (-h2t-l-k, -h2t-2-1,, . " , -ho) and if X = ( X o , . . . , X I , -l where n' < n is the largest index of a nonzero coefficient of g. If the leading terms of these elements are on opposite sides (i.e., if n' 5 0 + T = T so that the leading term of the second element is on the right) then they already form a Grobner basis relative to < r and the minimal element is (9. l), since If the leading terms are on the same side (the left) then we may calculate and hence is a new basis. This process is iterated until the first element appears with leading term on the right. At that stage, the basis is a Grobner basis relative to <l. (by Corollary 2.3 ii). Since the element with leading term on the right was the last generated, it has the smaller leading term and so is the minimal element. More formally, we have the following algorithm in which the comparison with Algorithm E is apparent (cf. 
Remark 3.8: We note that in the decoding application (1) the stopping criterion here (namely, stop when a Grobner basis is achieved) is more natural than that used in the technique based on the Euclidean algorithm (namely, stop when the degree of the remainder drops below t): our algorithm actually halts, whereas the Euclidean algorithm runs on to obtain the greatest common divisor of h and I C~~.
Example 3.9: We treat the same example as above: the computations are summarized in Table I1 with the f appearing in the division algorithm recorded for convenience. After normalization we obtain the same minimal element as before.
I v . SOLUTION BY APPROXIMATIONS ANALOG OF BM
In this section we derive a technique corresponding to BM. for some f ' , and hence that a is also the coefficient of z k in the expansion of bg -a. Now be defined as follows:
Observing that if & ( a ) < IC (including the case a = 0) then a makes no contribution to the value of a , we have proved the following. Lemma 4.1: Let Nf denote normal form relative to the basis ((3. l), ( x k + l , 0)) of Mk+l (and the order < 6 ( ? ) ) . Then, for
Then B' is a Grobner basis of Mk+l relative to
ProoJ First observe that the leading terms of the elements of U ' are on the same sides as those of the corresponding elements of B, since neither multiplication by z nor subtraction of a scalar multiple of the minimal element causes a change. Thus to apply Corollary 2.3 ii), we need only prove that 13' is a basis of for this it is sufficient to observe that where N is the coefficient of J ' in the expansion of bg -a. If
where the bar denotes reduction modulo J'+'. This leads to an inductive technique as follows. Let Define U , , U, by the equations
be a Grobner basis for M I , relative to <, with ( a l . h l ) the
Then, taking the case al # 0 first, we have
The latter element is clearly in MI,+^. Otherwise, the coefficient a1 of z k in the expansion of hlg -a1 is nonzero and, defining a2 similarly, it is immediate from the previous lemma that
. On the other hand,
We shall prove that in both cases the updated set 
0
We now have the following algorithm, which, for the sake was multiplied by z in every iteration. of clarity, is stated in a slightly redundant form. The Boolean variable "L" (left) is true if the leading term of the minimal element in the current basis is on the left; otherwise, it is false.
The function "swap" interchanges the values of { al , bl, a1 ) and (~2~ bzl a 2 ) so that (al, b l ) is always the minimal element. We commence with the basis ((1, 0), (0, 1) ) of
is divisible by 2. This is proved in the lemma that follows. This can arise in practice.
Corollary 2.3 i).
2 ) An alternative proof of the theorem can be given using
If ( a , b ) E MI, and a is the coefficient of xk in the expansion of bg -a, then cy is also the coefficient of xk+' in the expansion of xbg -za. This means that, under both definitions of B', only one new coefficient needs to be calculated. The next lemma shows that the polynomials ai are not required except for the initial element (1,O) and any subsequent multiples (zk, 0), for which the value of cy is -1.
Thus in our algorithms we can always obtain the values of cyi as coefficients in the expansions of big. Obviously, this algorithm is not in optimal form. First, the swap function would not be implemented in hardware as a physical interchange of the values of the appropriate variables; rather, the registers containing the basis elements would have identical structure and a switch would indicate which stored the minimal element at each stage. This symmetry can be more clearly displayed by relabeling the basis elements ( a o , bo), (al, bl) and replacing the swap function by a Boolean variable i whose value is the subscript of the minimal element. We denote the complement of i by T.
Second, the value of L is directly related to the degrees of the components of the basis elements. We can therefore amal- Finally, we introduce a Boolean subscript j to mark which coefficient needs to be calculated at each stage. Initially, j = 1 so we do not initialize N I (it can be given an arbitrary value while
Algorithm 4.7: 
. . Proof: First we verify that the calculation of the coefficients aj is correct. This is obvious for k = 0. Now observe that inside the main loop the coefficient that does not need to be calculated at the next pass is that associated with a basis element that has been multiplied by 2. In each of the two branches j is set to the value corresponding to the other basis element.
Initially (ao, bo) = (1, 0) has leading term on the left and ( a l , b l ) = (0, 1) has leading term on the right and p = q = 0. At each pass through the main loop each basis element is either multiplied by x or has subtracted from it a scalar multiple of the minimal element. As a consequence the leading term of (ao, bo) is always on the left and that of ( a l , bl) is always on the right. 
0
We continue by considering an example that illustrates the case T = -1 appropriate to the solution of (1). Furthermore, the approach taken in the usual implementations of BM is to calculate only the right-hand component b of the minimal element, deriving a as a consequence. This modification may also be carried out in our algorithms: since the az. a; have no role in the computation of the values of a ? , they can simply be omitted. We illustrate this in the following algorithm which deals with the case T 2 0 (appropriate to errors-and-erasures decoding). This is of special interest because it follows from the argument of 3.1 that when T 2 0 the set
is already a Grobner basis of M,+1 with respect to <,. Algorithm 4.9 may be compared directly to BM [4, p. 377, for example] using the flow diagram in Fig. 1. (To obtain the version corresponding to Berlekamp's equation the value of T should be set to 0 and that of n to 2t + 1.)
We make the following observations concerning this algorithm.
1) It is more symmetrical than BM in its treatment of the two polynomials generated at each stage. This leads to fewer reassignments of polynomials: we have either one reassignment and a shift, or just a shift, whereas BM has either three reassignments, or two reassignments and a shift, or just a shift.
V. CONCLUSIONS
Using the theory of Grobner bases of polynomial modules we have developed a unified theoretical and practical approach to the solution of the congruence a bg mod xn for a range of degree conditions on the required solution. This leads to algorithms of the same forms as the Peterson-Gorenstein-Zierler, the extended Euclidean, and the BerlekampMassey algorithms. These new algorithms are conceptually simple and all derived from the same fundamental process of converting a Grobner basis of the solution module relative to one term order into a Grobner basis relative to another order. The required solution is the unique minimal element relative to the new term order and as such it appears in the new Grobner basis. 2) When ai # 0 one polynomial is multiplied by ";/ai. This is half as many multiplications as in BM where one polynomial is multiplied by the "discrepancy" A and the other by l / A .
3) The control parameter d changes in value by 1 at each pass and is only tested for zero, whereas BM requires an evaluationkomparison test of the form "2L < m?'
It follows from this analysis that Algorithms 4.7 and 4.9 are well-suited to practical implementation, and that they improve somewhat on BM in terms of hardware and computational overhead.
Our final example deals with the case T = 2 and solves the errors-and-erasures problem [2] , [3] 
