We give an algorithmic method for computing a presentation of any finitely generated submonoid of a finitely generated commutative monoid. We use this method also for calculating the intersection of two congruences on N p and for deciding whether or not a given finitely generated commutative monoid is t-torsion free and/or separative. The last section is devoted to the resolution of some simple equations on a finitely generated commutative monoid.
Introduction
All semigroups appearing in this paper are commutative. For this reason we will omit this adjective in the sequel.
The problem of finding a presentation of a semigroup is equivalent to that of finding the defining ideal of its semigroup algebra. This problem took an certain relevance after works like [5] , where the above equivalence was proven for finitely generated commutative monoids, since it yielded not only nice theoretical results but a large amount of examples for Algebraic Geometry. During the last decade, several authors have focused their attention on finding effective methods for computing presentations of finitely generated submonoids of finitely generated monoids. In [8] , the first author gives an explicit method for computing the presentation of any numerical semigroup, that is any submonoid of the set N of nonnegative integers. In [12] , this method is extended to finitely generated submonoids of any finitely generated strongly reduced monoid (a monoid isomorphic to one of the form N p /σ, where the σ-classes are all finite), and a explicit method for computing a presentation of any affine semigroup (a finitely generated submonoid of N r , for some r ∈ N). In [3] , a procedure for finding presentations of finitely generated submonoids without units of Z r × G, with G a finite group, is presented, and in [9] , a procedure for finding a presentation of any finitely generated submonoid of Z r × G is given.
For finitely generated monoids in general, a way of constructing presentations is outlined in [12] , but it is not an explicit algorithm. In this paper we give a general effective solution to the problem: assuming we are given a presentation of a finitely generated monoid, we describe a method for computing the presentation of any of its finitely generated submonoids, once we know one of its sets of generators.
Observe that the methods mentioned above are just particular cases of this general one, since Z r × G is finitely generated and we know a presentation for it (the same holds of course for N r and N). In Sec. 4, we present some applications of the method described in Sec. 3 for computing presentations of finitely generated submonoids of finitely generated monoids. The first two give solutions to problems for which we do not have effective solutions: computing the intersection of two (or a finite set of) congruences on N p and deciding whether a finitely generated monoid is or not t-torsion free once we are given one of its presentations. The third application that we present in this section is that of determining whether or not a finitely generated monoid is separative. In [9] , there is an algorithm which solves this problem, but we revisit it here since the approach given in this paper makes the problem much easier to solve.
Finally, in the last section we study some equations, and give methods for deciding when they have solutions. For a given congruence σ on N p we study equations of the form a σ kx, a σ yb, a + x σ b and xa σ yb, with unknowns x ∈ N p , y, z ∈ N \ {0}. We do not however have algorithms for general linear equations or systems of linear equations.
Preliminaries
Let S be a monoid generated by {s 1 , . . . , s p }. Then S is isomorphic to N p /σ, where σ is the kernel congruence of the map
Every congruence on N p is finitely generated (see [7] ) and thus there exists a finite subset ρ of N p × N p such that σ is the smallest congruence containing ρ. In other words, σ is the congruence generated by ρ, written σ = ρ . The set ρ is usually known as a presentation of S. The way σ can be constructed from ρ is described in the following result (see [1] ). For a given subset τ of N p × N p , set
Then ρ is the set of pairs
Associated to a congruence R on N p . We define
which is a subgroup of Z p , called the Rédei group of R (see [7] ). Conversely, given a subgroup H of Z p , the binary relation
is a congruence on N p . The following result from [7] tells us the connection between σ and ∼ Mσ .
Along this paper we will encounter several times the problem of deciding whether two congruences on N p are the same, once we know systems of generators for each of them. This problem can be solved by means of canonical systems of generators, which we describe in the following paragraphs.
Let be a linear admissible order on N p (see [2] for the definition of linear admissible order). We say that set
is reduced with respect to if it fulfills the following conditions: (
Given a congruence σ on N p , we define the map µ associated to σ with respect to as
A reduced subset κ of N p × N p is a canonical system of generators of σ with respect to if it satisfies that NF κ (x) = µ(x) for all x ∈ N p . Note that in this case we have x σ y if and only if NF κ (x) = NF κ (y). A canonical system of generators can be computed from a given system of generators by using critical pair completion as explained in [9] . Two congruences are the same if they have the same canonical systems of generators with respect to the same linear admissible order.
We now describe another problem (and its solution) that will be of interest to us later. Let σ be a congruence on N p and let {i 1 , . . . , i r } be a subset of {1, . . . , p}. Define R to be the congruence on N r defined by (a 1 , . . . , a r )R(b 1 , . . . , b r ) if r j=1 a j e ij σ r j=1 b j e ij (e i ∈ N p denotes the element all of whose coordinates are zero except the ith which is equal to one). We say that R is obtained from σ by elimination of the variables in {1, . . . , p} \ {i 1 , . . . , i r }. If one needs to know a system of generators of R once we are given a system of generators of σ, then one can proceed as follows (see [9] ). Choose a linear admissible order on N p such that e j ≺ e k for every j ∈ {i 1 , . . . , i r } and k ∈ {1, . . . , p} \ {i 1 , . . . , i r }. Compute a canonical system of generators κ of σ with respect to . Then the set
is a system of generators of R.
Remark 3. Though the first proof of the fact that every congruence on N p is finitely generated was given in [7] , there are many different proofs of this result, and some of them use Hilbert's basis theorem for rings of polynomials (see [5, 6] ). We are going to recall this approach here in order to make this paper easier to understand for people not acquainted with semigroup theory.
Let K be any field. The semigroup ring associated to S is defined by
s∈S Ky s , where y is taken as a "symbol", addition is componentwise and multiplication satisfies y s y t = y s+t and the distributive law. The kernel of the map
usually denoted by I σ , has the following interesting properties (see [5] ).
(1) It is a binomial ideal (it can be generated by binomials).
Observe that if F = {X a1 − X b1 , . . . , X at − X bt } is a system of generators of I σ and we fix a linear admissible order on N p , then after computing a reduced Gröbner basis G of I σ from F , we obtain a new set of binomials G = {X α1 − X β1 , . . . , X αs − X βs } (this follows from the fact that the s-polynomial of two binomials is again a binomial). The set
is what we called above a canonical system of generators of σ. Furthermore, the converse is also true: if κ is a canonical system of generators of σ for a given linear admissible order , then the set
is a reduced Gröbner basis of I σ with respect to . As for elimination, with the same notation used above, observe that I R is obtained from I σ by elimination in the sense described in [2] , that is I R = K[x i1 , . . . , x ir ] ∩ I σ , and a system of generators L of I R can be obtained in the following way. From a system of generators of I σ compute a Gröbner basis G with respect to an ordering such that x j ≺ x k for every j ∈ {i 1 , . . . , i r } and k ∈ {1, . . . , p} \ {i 1 , . . . , i r } and then set
These correspondences between Gröbner bases and canonical systems of generators are of interest since in this way one can use any of the many software packages devoted to Gröbner bases to deal with examples.
Presentations of Submonoids
Let S be a monoid generated by {s 1 , . . . , s p }. Let M be the submonoid of S generated by {m 1 , . . . , m q } ⊆ S. Assume that m i = p j=1 λ ij s j . Let χ be the morphism determined by
The image of the morphism ϕ • χ is M , where ϕ is defined as in the preliminaries. Hence M is isomorphic to N q /Ker(ϕ • χ). Observe that (a, b) ∈ Ker(ϕ • χ) if and only if ϕ(χ(a)) = ϕ(χ(b)), and this happens if and only if χ(a) σ χ(b) (recall that σ was the kernel congruence of ϕ). In the following we denote Ker(ϕ • χ) by σ χ . Thus for computing a presentation of M we only have to find a system of generators of σ χ . The following result will be of great help for this purpose. (1) R σ,χ is a congruence. (2) If {(a 1 , b 1 ) , . . . , (a t , b t )} is a system of generators of σ, then e 1 ), 0), (0, e 1 ) ), . . . , ((χ(e q ), 0), (0, e q ))} is a system of generators of R σ,χ .
Proof. (1) Follows easily from the fact that σ is a congruence and χ is a monoid morphism.
(2) First note that the elements of µ belong to R σ,χ and thus µ ⊆ R σ,χ . Now assume that (a, b)R σ,χ (c, d). Using the elements in µ of the form ((χ(e i ), 0), (0, e i )) and taking into account that χ is a morphism, we obtain that (a, b) µ In view of this remark, if one knows a presentation for S and a submonoid M = m 1 , . . . , m q of S, together with the expression of each m i in terms of the generators of S (this yields χ), then in order to compute a presentation for M , one only has to take the congruence generated by the set µ given in Proposition 4 and then construct σ χ from µ by using elimination on the first p coordinates. If we perform elimination on the first and second variables we obtain that σ χ is generated by ρ = {((1, 1, 0), (0, 0, 2))} and thus ρ is a presentation for the affine semigroup M = (2, 0), (0, 2), (1, 1) , or in other words M N 3 / ρ . Observe that if M is an affine semigroup (a finitely generated submonoid of N p , for some p ∈ N \ {0}) generated by {m 1 , . . . , m q } ⊆ N p , then we can compute a presentation of M in the following way. In this setting S = N p and σ is generated by the empty set. By Proposition 4, R σ,χ is generated by {((m i , 0), (0, e i )) | 1 ≤ i ≤ q}. A presentation of M is obtained by computing a system of generators of σ χ , and this can be done by Remark 5 by using elimination on the first p variables of R σ,χ .
Some Applications

Intersection of congruences of N p
Let τ and γ be two congruences on N p generated by { (a 1 , b 1 ) , . . . , (a t , b t )} and
) if aτ c and bγd. This congruence is generated by
We show next that a presentation of the diagonal of (
is a system of generators for τ ∩ γ.
Let χ : N p → N p ×N p be the morphism defined by χ(x) = (x, x). Then x(τ ×γ) χ y if and only if χ(x)(τ × γ)χ(y), and this is equivalent to (x, x)(τ × γ)(y, y), which means that xτ y and xγy. Hence x(τ × γ) χ y if and only if x(τ ∩ γ)y. Since we know how to compute a system of generators of (τ × γ) χ from ρ we know how to compute a system of generators of τ ∩ γ, since both congruences are the same. The intersection congruence is (τ × γ) χ , where χ :
. Taking as starting point the congruence generated by { ((3, 5, 0, 0), (0, 9, 0, 0)), ((15, 19, 0, 0), (5, 12, 0, 0) We obtain τ ∩ γ = ((9, 0), (3, 5) ), ((345, 6) , (8, 8) ), ((348, 5) , (11, 7)) .
One could be tempted to use the relationship between congruences and ideals pointed out in the preliminaries. However, in general I τ ∩I γ = I γ∩τ . In this example the ideal I τ ∩ I γ is not even a binomial ideal. The ideal I τ ∩γ is in fact the largest binomial ideal contained in I τ ∩ I γ .
t-torsion free monoids
Let t be a positive integer. A monoid S is t-torsion free, if whenever tx = ty for some x, y ∈ S, implies that x = y. We present in this section a procedure for deciding when a finitely generated monoid is t-torsion free provided that we know one of its presentations. That is, we solve the problem for the semigroups isomorphic to one of the form N p /σ, and the data known is a system of generators of σ. On N p we define the congruence σ t defined by a σ t b if ta σ tb. Observe that if we set χ :
Hence we have a procedure for finding a system of generators of σ t (or equivalently, a presentation for the submonoid of
, and thus this provides us with a method for deciding whether N p /σ is t-torsion free, since we only have to check whether σ = σ t , and this occurs if both congruences have the same canonical systems of generators with respect to a fixed linear admissible order.
Separative monoids
A monoid S is separative if for every x, y ∈ S, 2x = x + y = 2y implies that x = y. It can be shown (see for instance [9] ) that this condition is equivalent to be free of asymptotic torsion (for arbitrary x, y ∈ S, if there exists N ∈ N such that kx = ky for all k ≥ N , then x = y). Both properties are equivalent to the following:
for every x, y ∈ S, if 2x = 2y and 3x = 3y, then x = y. Hence N p /σ is separative if and only if σ = σ 2 ∩ σ 3 . We have a procedure for computing σ 2 and σ 3 , and a procedure for computing their intersection, hence we can decide whether N p /σ is a separative. We would like to point out that this procedure is much easier to apply than the one explained in [9] , which involves the computation of the Archimedean components of N p /σ and then restriction of the congruence to each of the resulting Archimedean components.
Example 8. Let σ be a congruence generated by ρ = { ((1, 1, 0), (0, 0, 2) )}. Let us check whether N 3 /σ is or is not separative. We must compute σ 2 and σ 3 . To this end we must use elimination on the first three variables on the congruences generated by {(e 1 + e 2 , 2e 3 ), (2e 1 , e 4 ), (2e 2 , e 5 ), (2e 3 , e 6 )} and {(e 1 + e 2 , 2e 3 ), (3e 1 , e 4 ), (3e 2 , e 5 ), (3e 3 , e 6 )} respectively. We obtain that both σ 2 and σ 3 are equal to σ. Hence σ = σ 2 ∩ σ 3 and N 3 /σ is separative (compare with [9, Example 14.8]).
Solving some Equations on Finitely Generated Commutative Monoids
The reader may have noticed that in Example 6, where σ is trivial, the process for computing a presentation of an affine semigroup M turns out to be a particular case of the implicitation algorithm (see [2] or [4] ). A natural question then arises, what about a "parametrization" algorithm in this situation, more precisely, when is ρ ⊂ N q × N q the presentation of a finitely generated monoid N p /σ, for some congruence σ, finding A ⊆ N p /σ such that A N q / ρ . Observe that for given p, q and σ, not every finite subset ρ of
, N q / ρ , should be also cancellative, since it is isomorphic to a submonoid of N p /σ. The same stands for some other properties, that might be preserved under taking submonoids. Besides, finding A such that M = A is the same as finding χ : N q → N p such that ρ = σ χ . In particular χ(a) σ χ(b) must hold for all (a, b) ∈ ρ. Since χ can be expressed by means of a matrix, this leads to a system of equations on N p /σ of the form
. . .
where x i ∈ N p are the columns of the matrix associated to χ and ((a i1 , . . . , a iq ), (b i1 , . . . , b iq )) are the elements of ρ. It seems that if one wants to be able to solve Lemma 9. Let ρ ⊂ N 2 × N 2 and let σ be the congruence generated by ρ. Assume that there exist elements of the form ((a, 0), (a 1 , a 2 
Proof. Let c = (c 1 , c 2 ). Since b 1 , a 2 = 0, there exists λ ∈ N such that λb 1 ≥ c 1 and µ ∈ N such that µa 2 ≥ λb + c 2 . Hence
for some z ∈ N 2 . Analogously one can find µ and z such that
The result follows, with s = maximum{µ, µ }. (i) There exists an element ((x, 0), (0, y)) ∈ σ such that x, y = 0.
(ii) There exists (z 1 , −z 2 ) ∈ M σ such that z 1 , z 2 > 0 and elements ((a, 0), (a 1 , a 2 )),
The existence of ((a, 0), (a 1 , a 2 )) and ((0, b), (b 1 , b 2 )) follows from the construction of σ from ρ (Proposition 1), the fact that (x, 0)σ(0, y) and the restriction k[
Since z 1 , z 2 > 0, we can find t ∈ N such that tz 1 > sa and tz 2 > sb.
which means that (t(t + 1)z 1 , 0), (0, t(t + 1)z 2 ) ∈ σ. Taking x = t(t + 1)z 1 and y = t(t + 1)z 2 , we conclude the proof.
Example 11. Let ρ = {(e 4 + e 5 , e 1 + e 6 ), (e 2 + e 5 , e 4 + e 6 ), (e 3 + e 4 , e 5 + e 6 ) , (e 2 + e 3 , 2e 6 ), (e 1 + e 3 , 2e 5 ), (e 1 + e 2 , 2e 4 )} and let σ be the congruence generated by ρ.
(1) Let us see whether there exists x ∈ N 6 such that
We first compute a presentation τ for the submonoid M of N 6 /σ generated by {[ (1, 1, 1, 1, 1, 1 Let κ be a canonical system of generators with respect to the lexicographical order on N 7 . Then NF κ (e 1 ) = e 5 + e 6 + e 7 and therefore (1, 1, 1, 1, 1, 1) σ 2(e 4 + e 5 + e 6 ). (2) Let us see what happens if we want to solve the equation (1, 1, 1, 1, 1, 1) σ x(0, 0, 0, 1, 1, 1) .
First, we must compute a presentation τ for the submonoid of N 6 /σ generated by {[ (1, 1, 1, 1, 1, 1) ] σ , [(0, 0, 0, 1, 1, 1)] σ }. This yields τ = {(e 1 , 2e 2 )}, which is already a canonical system of generators with respect to the lexicographical order on N 2 . Since NF τ (e 1 ) = 2e 2 , we obtain x = 2 (as expected). 1, 1, 1, 1, 2), (1, 1, 1, 1, 1, 1) )} .
Computing a canonical system of generators δ of ρ a with respect to the lexicographical order on N 6 , we get that NF δ (a) = (0, 0, 0, 4, 2, 2) = NF δ (b). This means that [b] is in the ideal [a] + N 6 /σ, whence a + x σ b for some x ∈ N 6 . (4) Finally, let us solve the equation x(1, 1, 1, 1, 1, 1) σ y(2, 0, 1, 0, 1) , for x, y ∈ N \ {0} unknown. We first compute a presentation for the submonoid M of N 6 /σ generated by {[ (1, 1, 1, 1, 1, 1) ] σ , [(2, 0, 1, 0, 1)] σ } and get that M is isomorphic to N 2 (no relators). Hence this equation has no solution x, y = 0.
