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Resumo
Os sistemas distribu´ıdos interactivos multi-utilizador sa˜o aplicac¸o˜es
que colocam um complexo conjunto de requisitos sobre o suporte de co-
municac¸a˜o subjacente. Um modo de satisfazer cabalmente estes requisi-
tos consiste em utilizar arquitecturas de comunicac¸a˜o configura´veis que
suportam a reutilizac¸a˜o e composic¸a˜o de componentes.
O projecto MOOSCo, “Multi-user Object-Oriented environments with
Separation of Concerns” aborda o problema da configurac¸a˜o em sistemas
interactivos multi-utilizador. Para suportar a comunicac¸a˜o entre as enti-
dades distribu´ıdas, o projecto recorre ao Appia, uma plataforma de com-
posic¸a˜o de protocolos configura´vel, que fornece a comunicac¸a˜o em grupo.
Este artigo discute o papel do Appia na arquitectura MOOSCo e pretende
mostrar como e´ poss´ıvel, de uma forma simples e elegante, obter a com-
posic¸a˜o de protocolos mais adequada dependendo dos objectos partilhados
pelo ambiente multi-utilizador.
1 Introduc¸a˜o
Aplicac¸o˜es distribu´ıdas tais como os ambientes virtuais, a simulac¸a˜o distribu´ıda,
o trabalho cooperativo suportado por computador (CSCW), os jogos multi-
utilizador e os MOOs [7] sa˜o aplicac¸o˜es que teˆm ganho uma importaˆncia sig-
nificativa nos u´ltimos anos. Este tipo de aplicac¸o˜es, que pode ser globalmente
∗Este projecto foi parcialmente suportado pela Fundac¸a˜o para a Cieˆncia e Tecnologia,
atrave´s do projecto POSI/CHS/32869/99 MOOSCo.
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designado por sistemas distribu´ıdos interactivos multi-utilizador coloca um con-
junto vasto de requisitos do ponto de vista da ana´lise, engenharia de software e
suporte de sistema.
Devido aos complexos requisitos de fiabilidade, capacidade de escala, adapta-
bilidade, funcionalidade, mudanc¸as dinaˆmicas e eficieˆncia deste tipo de sistemas,
os ambientes MOO (multi-utilizador orientados aos objectos) constituem um de-
safio para a teoria e pra´tica dos sistemas distribu´ıdos orientados aos objectos.
O projecto MOOSCo [2] [1], ambientes multi-utilizador orientados aos ob-
jectos com separac¸a˜o de facetas (do Ingleˆs, Multi-user Object-Oriented environ-
ments with Separation of Concerns), tem como objectivo validar os benef´ıcios
de conceber e concretizar este tipo de sistemas usando te´cnicas de composic¸a˜o
e configurac¸a˜o de uma forma vertical e integrada, desde a ana´lise ate´ a` im-
plementac¸a˜o. No MOOSCo pretende-se definir e concretizar uma arquitectura
que suporte ambientes multi-utilizador orientados aos objectos. A arquitectura
apresentada e´ baseada na composic¸a˜o de componentes e engloba treˆs n´ıveis de
abstracc¸a˜o: modelos do utilizador, abstracc¸o˜es interme´dias e infra-estrutura dos
protocolos de comunicac¸a˜o. Apesar do projecto englobar todas as questo˜es en-
volvidas no desenvolvimento de MOOs, a interacc¸a˜o entre os objectos, a gesta˜o
da percepc¸a˜o, a comunicac¸a˜o distribu´ıda, a partilha de informac¸a˜o, etc, este
artigo centra-se na questa˜o da partilha de informac¸a˜o.
Uma forma de abordar a complexidade deste tipo de sistemas consiste em
utilizar uma arquitectura configura´vel, capaz de suportar a reutilizac¸a˜o e com-
posic¸a˜o de componentes e uma plataforma de composic¸a˜o de protocolos con-
figura´vel, denominada Appia. Devido a`s caracter´ısticas de composic¸a˜o da ar-
quitectura e da plataforma Appia e´ poss´ıvel utilizar abstracc¸o˜es interme´dias e
protocolos de comunicac¸a˜o constru´ıdos especificamente para cada modelo de
utilizador. A plataforma Appia ale´m de fornecer os protocolos de comunicac¸a˜o
em grupo ao sistema permite concretizar a partilha de informac¸a˜o de acordo
com os crite´rios do utilizador.
Neste artigo demonstram-se as vantagens do sistema Appia como plataforma
de composic¸a˜o nos ambientes MOO. Atrave´s de um exemplo concreto, ilustra-se
como e´ poss´ıvel configurar, de forma individualizada, para cada atributo de cada
objecto partilhado, um canal de comunicac¸a˜o especializado e como e´ poss´ıvel
estabelecer relac¸o˜es entre canais de diferentes atributos. Esta configurac¸a˜o e´ ex-
pressa atrave´s de um ficheiro em formato XML (eXtensible Markup Language).
Deste modo, a aplicac¸a˜o pode ser configurada durante a fase de instalac¸a˜o,
na˜o so´ em func¸a˜o das caracter´ısticas intr´ınsecas dos objectos partilhados, mas
tambe´m em func¸a˜o das propriedades da infra-estrutura da rede.
Esta artigo esta´ estruturado da seguinte forma: Os diferentes requisitos do
sistema MOOSCo sa˜o introduzidos na Secc¸a˜o 2. Na Secc¸a˜o 3 e´ feita uma breve
introduc¸a˜o a` plataforma Appia e descreve-se como esta e´ utilizada no projecto
MOOSCo. Na Secc¸a˜o 5 e´ apresentado o trabalho relacionado e as vantagens
e desvantagens da aproximac¸a˜o apresentada sa˜o discutidas na Secc¸a˜o 6. A
Secc¸a˜o 7 conclui o artigo.
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2 Configurac¸a˜o em sistemas multi-utilizador
2.1 Ambientes multi-utilizador
Os ambientes virtuais multi-utilizador, e em particular os MOOs, sa˜o sistemas
que suportam a interacc¸a˜o em tempo real de va´rios utilizadores que podem
aceder ao sistema a partir de localizac¸o˜es geograficamente distribu´ıdas. Para
este efeito, os MOOs concretizam a noc¸a˜o de espac¸os virtuais partilhados, fre-
quentemente designados por salas, no contexto dos quais os utilizadores podem
partilhar dados e informac¸a˜o multime´dia (tal como representac¸o˜es gra´ficas, ima-
gens e sons).
Os MOOs oferecem os mecanismos que permitem aos utilizadores entrarem e
sa´ırem de salas, observarem actividades dos restantes participantes no momento
em que estas ocorrem e interagir na˜o so´ entre si, mas tambe´m com o pro´prio
ambiente virtual. Estes sistemas permitem ainda ao utilizador criar e alterar o
conteu´do do ambiente virtual, por alterac¸a˜o, inserc¸a˜o ou remoc¸a˜o de objectos.
Naturalmente, a partilha de informac¸a˜o e´ um aspecto central na concre-
tizac¸a˜o destes ambientes. Existem diferentes tipos de informac¸a˜o que sa˜o parti-
lhados pelos utilizadores de um MOO. Em primeiro lugar, os utilizadores esta˜o
conscientes da existeˆncia dos outros utilizadores que se encontram na mesma sala
e, consequentemente, das operac¸o˜es por eles efectuadas. Por exemplo, quando
entram ou saem participantes de uma sala, esta informac¸a˜o deve ser propagada
por todos. Em segundo lugar, os utilizadores devem ter acesso ao conjunto de
objectos localizados na sala. Deste modo, a inserc¸a˜o ou remoc¸a˜o de um ob-
jecto deve tambe´m ser propagada para todos os utilizadores. Para ale´m disso,
os utilizadores devem observar as alterac¸o˜es que ocorrem nos objectos. Cada
objecto e´ caracterizado por um ou mais atributos (por exemplo, localizac¸a˜o, ve-
locidade, som, etc) que pode ser alterado de forma independente. Finalmente,
os requisitos sobre o sistema de comunicac¸a˜o para propagar as alterac¸o˜es a estes
atributos podem ser completamente distintos (por exemplo, os protocolos para
suportar a propagac¸a˜o de dados sa˜o necessariamente diferentes dos utilizados
para propagar audio).
Apesar de cada atributo de cada objecto colocar exigeˆncias diferentes aos
protocolos de comunicac¸a˜o, a propagac¸a˜o da informac¸a˜o referente aos diferentes
atributos necessita de respeitar crite´rios de coereˆncia globais de modo a ga-
rantir que todos os participantes teˆm uma percepc¸a˜o coerente da informac¸a˜o
partilhada. Isto quer dizer que o suporte de comunicac¸a˜o para MOOs deve na˜o
so´ permitir configurar as qualidades de servic¸o adequadas a cada atributo mas
tambe´m configurar as relac¸o˜es de coereˆncia-mu´tua entre diferentes atributos.
Mesmo existindo diferentes soluc¸o˜es para o suporte de partilha de informac¸a˜o,
poucos sistemas possuem flexibilidade suficiente para permitirem que as aplicac¸o˜es
possam adaptar essas soluc¸o˜es aos seus requisitos particulares. Este artigo pre-
tende apresentar uma soluc¸a˜o que permite construir a melhor composic¸a˜o de
protocolos de acordo com os requisitos da aplicac¸a˜o.
2.2 Soluc¸o˜es monol´ıticas versus soluc¸o˜es configura´veis
No contexto dos MOO, na˜o existe uma soluc¸a˜o o´ptima e u´nica. As soluc¸o˜es
devem ser contextuais. A satisfac¸a˜o completa dos requisitos ao n´ıvel da adap-
tabilidade, capacidade de escala, coereˆncia e eficieˆncia destes sistemas na˜o e´
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fa´cil. Por exemplo, devido a` lateˆncia da rede, as mensagens podem chegar
por ordens diferentes a ma´quinas diferentes. Isto pode resultar num problema
de incoereˆncia, uma vez que diferentes utilizadores recebem diferentes vistas
do ambiente. Uma soluc¸a˜o naive para estes problemas pode recorrer a um
servidor centralizado que ordena todas as mensagens. Contudo, devido a` sua
incapacidade de escala, esta opc¸a˜o limitaria o sistema a um nu´mero reduzido
de utilizadores. Outra soluc¸a˜o pode ser baseada numa pilha de protocolos de
comunicac¸a˜o em grupo que fornec¸a ordem total e causal para as mensagens
do sistema. No entanto, a utilizac¸a˜o destes protocolos para toda a informac¸a˜o
trocada no sistema (incluindo audio e video) pode comprometer seriamente o
desempenho do sistema, devido ao elevado nu´mero de mensagens que este tipo
de protocolos troca. Ale´m de tudo isto, diferentes requisitos da aplicac¸a˜o podem
precisar de diferentes n´ıveis de coereˆncia. Na˜o e´ a melhor opc¸a˜o sobrecarregar
o sistema com ordem causal e total quando nem todos os objectos da aplicac¸a˜o
necessitam deste tipo de ordenac¸a˜o.
Devido a estes requisitos, o desenho e concretizac¸a˜o dos MOOs beneficiara´
se for utilizada uma aproximac¸a˜o que permita a parametrizac¸a˜o de soluc¸o˜es
contextuais pela composic¸a˜o de componentes reutiliza´veis.
2.3 Requisitos de configurac¸a˜o
Conforme o ambiente virtual e os objectos nele inseridos, o sistema de comu-
nicac¸a˜o para suporte a` partilha de dados deve responder a requisitos diferentes.
Nesta secc¸a˜o introduzimos um exemplo muito simples que ilustra a complexi-
dade dos requisitos facilmente encontrados neste tipo de aplicac¸o˜es.
Consideremos um jogo simples, tipo MUD (do Ingleˆs, Multi-User Dungeon),
em que os jogadores personificam animais que se movem num universo vir-
tual a` procura de alimento. Cada participante e´ representado por um avatar,
materializado por um objecto partilhado que e´ caracterizado por dois atribu-
tos: a apareˆncia e o movimento. A apareˆncia do avatar reflecte a quantidade
de alimento ingerido. No exemplo seguinte, consideramos o caso em que dois
participantes interagem num espac¸o partilhado constitu´ıdo por uma sala com
uma ventoinha e um cesto de frutos. A ventoinha e´ um objecto cuja posic¸a˜o e´
pre´-definida e que e´ caracterizada por um u´nico atributo que representa a sua
velocidade. O cesto de frutos e´ caracterizado pela sua posic¸a˜o e pelo nu´mero de
frutos que conte´m. Os participantes podem dirigir-se ate´ ao cesto e ingerir um
ou mais frutos, o que se deve reflectir na apareˆncia dos seus avatares.
Saliente-se que se os dois participantes tentarem ingerir o u´ltimo fruto do
cesto apenas um deles o devera´ conseguir. Deste modo, existe a necessidade
de ordenar os movimentos concorrentes que alteram esse atributo. O sistema
deve tambe´m assegurar que a ordem pela qual as alterac¸o˜es de atributos sa˜o
observadas respeita a ordem de causa-efeito da acc¸o˜es subjacentes. Por exemplo,
a diminuic¸a˜o do nu´mero de frutos no cesto deve preceder uma alterac¸a˜o de
apareˆncia devido a` sua ingesta˜o. Por outro lado, as alterac¸o˜es ao estado da
ventoinha sa˜o independentes das alterac¸o˜es aos estado dos restantes objectos.
Na discussa˜o que se segue, descrevemos diferentes modos de configurar os
protocolos de comunicac¸a˜o numa instalac¸a˜o em que e´ instanciada uma re´plica de
cada objecto na aplicac¸a˜o que executa no no´ de cada participante. Deste modo,
acc¸o˜es que alterem o estado dos atributos devem ser difundidas por todos os
participantes.
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2.3.1 Canais de comunicac¸a˜o independentes
Uma possibilidade de configurac¸a˜o do suporte de comunicac¸a˜o, para a partilha
de informac¸a˜o, na sala anteriormente descrita seria utilizar um canal de comu-
nicac¸a˜o independente para cada atributo, tal como se ilustra na Figura 1. Esta
arquitectura teria a vantagem de permitir usar qualidades de servic¸o diferentes
para atributos diferentes. Por exemplo, para disseminar alterac¸o˜es a` velocidade
da ventoinha seria utilizado um canal de difusa˜o fia´vel com uma ordenac¸a˜o FIFO
enquanto para disseminar os movimentos que podem alterar o estado do cesto
seria usado um protocolo assegurando ordem total, de modo a que todos os no´s
observassem estas acc¸o˜es de forma coerente. A desvantagem desta alternativa
e´ que na˜o e´ poss´ıvel, usando canais independentes, assegurar que a entrega das
mensagens respeita as relac¸o˜es de ordem causal entre atributos distintos (como
entre o nu´mero de frutos no cesto e a apareˆncia de quem os ingere). Assim a




































Figura 1: Canais independentes
2.3.2 Um u´nico canal partilhado
Uma soluc¸a˜o frequente para responder aos problemas de coereˆncia levantados
pela arquitectura anterior consiste em usar um u´nico canal que e´ partilhado
por todos os atributos, tal como se ilustra na Figura 2. Este canal partilhado
necessitaria de satisfazer a ordenac¸a˜o mais forte requerida pelos objectos parti-
lhados, neste caso ordenac¸a˜o total e causal. A desvantagem desta soluc¸a˜o e´ que
a comunicac¸a˜o referente a todos os atributos teria que ser ordenada de forma
total, quando apenas um pequeno sub-conjunto destes atributos o exigia. Dado
que os protocolos de difusa˜o que asseguram ordem total sa˜o significativamente
menos eficientes de que os protocolos que asseguram apenas ordem causal, ou
mesmo ordem FIFO (para o atributo velocidade da ventoinha), o desempenho









Figura 2: Um u´nico canal partilhado
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2.3.3 Canais partilhados com dependeˆncias inter-canal
Como se acabou de demonstrar, nem a utilizac¸a˜o de um canal independente
para cada atributo, nem a utilizac¸a˜o de um u´nico canal partilhado para todos
os atributos satisfaz totalmente os requisitos do nosso exemplo, a primeira opc¸a˜o
falha por defeito, a segunda por excesso. A soluc¸a˜o passa por permitir criar uma
infra-estrutura de comunicac¸a˜o em que alguns atributos possam partilhar algu-
mas propriedades de ordenac¸a˜o sem obrigar a que todos os atributos partilhem
essas propriedades.
No nosso exemplo, todos os atributos deveriam utilizar um canal assegu-
rando difusa˜o fia´vel de informac¸a˜o. Esta qualidade de servic¸o aliada a uma
ordenac¸a˜o FIFO seria suficiente para disseminar a velocidade da ventoinha. Os
restantes atributos deveriam partilhar uma ordenac¸a˜o causal comum, dado que
podem existir relac¸o˜es de causa-efeito entre a alterac¸a˜o dos valores destes atri-
butos como se referiu anteriormente. Finalmente, o protocolo de ordenac¸a˜o mais
forte, a ordem total, deveria ser apenas utilizado para ordenar os movimentos
concorrentes dos avatares.
Na pro´xima secc¸a˜o, descrevemos um sistema de comunicac¸a˜o configura´vel
que permite concretizar este tipo de adaptac¸a˜o.
3 Um sistema de comunicac¸a˜o configura´vel
3.1 A plataforma de composic¸a˜o Appia
O Appia [11] e´ um sistema modular de suporte a` comunicac¸a˜o. Cada mo´dulo
do Appia e´ uma camada, i.e. um micro-protocolo responsa´vel por garantir
uma determinada propriedade. Estas camadas sa˜o independentes e podem ser
combinadas. Essa combinac¸a˜o constitui uma pilha de protocolos. Esta pilha
de protocolos oferece uma Qualidade de Servic¸o (QdS) com as propriedades
desejadas pela aplicac¸a˜o.
Definida uma QdS e´ poss´ıvel criar um ou mais canais de comunicac¸a˜o que
implementam essa QdS. A cada canal esta´ associado uma pilha de sesso˜es:
uma sessa˜o para cada camada de protocolo cujo objectivo e´ manter o estado
necessa´rio a` execuc¸a˜o do protocolo da camada correspondente.
A interacc¸a˜o entre camadas e´ realizada atrave´s da troca de eventos que cir-
culam nos canais de comunicac¸a˜o. Os eventos sa˜o tipificados e cada camada
declara ao sistema quais os eventos que cria e que esta´ interessada em proces-
sar. O sistema optimiza o fluxo de eventos na pilha de protocolos, assegurando
que os eventos so´ sa˜o entregues a`s camadas que registaram interesse no seu
processamento.
Na secc¸a˜o anterior foram identificados alguns requisitos dos MOOs que po-
dem ser modelados como relac¸o˜es entre canais (por exemplo, a necessidade de
existir ordem causal entre diferentes canais). Exemplos semelhantes foram iden-
tificados por outros grupos de investigac¸a˜o. O trabalho do CCTL [14] tambe´m
usa diferentes canais de comunicac¸a˜o que sa˜o geridos por um u´nico controlador.
O trabalho com o Maestro [5] mostra as dificuldades de manter uma detecc¸a˜o de
falhas coerente quando canais com diferentes caracter´ısticas sa˜o usados simulta-
neamente. O Appia fornece um modelo de composic¸a˜o em pilha que ultrapassa
estes problemas, uma vez que permite expressar interdependeˆncias entre ca-
nais. O conceito que suporta esta forma de composic¸a˜o e´ a noc¸a˜o de sessa˜o
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partilhada. Dois canais que partilhem um dado protocolo, podem partilhar um
sessa˜o. Dado que e´ a sessa˜o quem mante´m o estado referente a` execuc¸a˜o do
protocolo, a partilha de uma sessa˜o permite que o protocolo correlacione os
eventos trocados nos diversos canais. Por exemplo, se va´rios canais utilizarem
uma mesma sessa˜o de um protocolo causal, todas as mensagens trocadas nesses
canais sera˜o ordenadas de forma causal entre si.
3.2 Definir canais com sesso˜es partilhadas
Como foi referido na Secc¸a˜o 2.3, os ambientes virtuais partilham um conjunto
de objectos e os seus atributos pelos utilizadores. Quando um dos atributos
e´ alterado, o seu novo estado deve ser propagado para os utilizadores. Esta
propagac¸a˜o deve respeitar o crite´rio que a aplicac¸a˜o define para este atributo.
Com o Appia, este crite´rio e´ projectado num canal de comunicac¸a˜o que oferece
a qualidade de servic¸o pretendida.
Para cada atributo, e de acordo com o pretendido pela aplicac¸a˜o, e´ criada
uma pilha de camadas constitu´ıda pelos protocolos necessa´rios para obter a
qualidade de servic¸o escolhida. Sobre cada uma destas camadas e´ instanciada
uma sessa˜o que sera´ utilizada pelo canal que o atributo utilizara´ para propagar
e receber as suas actualizac¸o˜es.
Todos os canais definidos na aplicac¸a˜o, para envio e recepc¸a˜o de actua-
lizac¸o˜es, ira˜o partilhar, na base da sua pilha, as camadas de comunicac¸a˜o fia´vel
em grupo que permitira˜o enviar as actualizac¸o˜es para os restantes utilizadores
de forma a garantir um estado coerente do ambiente. O Appia permite tambe´m
sesso˜es partilhadas, ou seja, que uma sessa˜o lide com mais do que um canal.
Esta caracter´ıstica permite, por exemplo, ordenar as mensagens de actualizac¸a˜o
de dois atributos com uma ordem total. Assim, em vez de para cada camada
da pilha ser instanciada uma nova sessa˜o, podera˜o existir canais que partilham












Figura 3: Canais com dependeˆncias (sesso˜es partilhadas)
A aplicac¸a˜o deste modelo ao exemplo anterior resulta na configurac¸a˜o repre-
sentada na Figura 3. Cada atributo possui um canal de comunicac¸a˜o pro´prio
para difundir as suas alterac¸o˜es. No entanto, estes canais na˜o sa˜o totalmente
independentes. Em particular, todos os canais partilham as sesso˜es do conjunto
de protocolos que assegura a comunicac¸a˜o em grupo fia´vel. O canal utilizado
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para disseminar a velocidade da ventoinha possui apenas um protocolo de or-
denac¸a˜o FIFO com uma sessa˜o pro´pria. Todos os restantes canais possuem uma
camada de ordem causal, partilhando uma sessa˜o comum. Finalmente, os ca-
nais utilizados para disseminar os movimentos do avatar possuem ainda uma
camada de ordem total, tambe´m esta recorrendo a uma sessa˜o partilhada.
3.3 Processo de configurac¸a˜o
Na secc¸a˜o anterior pretendeu-se mostrar como e´ que a aplicac¸a˜o consegue cons-
truir, de acordo com os crite´rios de coereˆncia definidos pelo utilizador, a pilha de
protocolos e respectivos canais necessa´rios para as actualizac¸o˜es dos atributos.
Falta agora mostrar como e´ que o utilizador descreve a` aplicac¸a˜o os crite´rios
que pretende, de forma a construir a configurac¸a˜o da Figura 3.
<!ELEMENT configurac¸~ao (atributo+)>
<!ATTLIST configurac¸~ao objecto CDATA #REQUIRED>
<!ELEMENT atributo (nome, QdS)>
<!ELEMENT QdS (micro-protocolo+)>




Figura 4: Grama´tica de configurac¸a˜o XML
Para ultrapassar esta questa˜o, a linguagem XML revelou-se a melhor opc¸a˜o,
uma vez que permite definir um conjunto de regras/convenc¸o˜es para estruturar
dados em ficheiros. Estas regras sa˜o primeiro definidas numa grama´tica (DTD -
Document Type Definition) que deve ser seguida na criac¸a˜o dos ficheiros XML.
Deste modo, estes ficheiros sa˜o facilmente especificados e compreendidos devido
a` sua organizac¸a˜o.
O utilizador define enta˜o para cada objecto que pretende criar, um ficheiro
XML de configurac¸a˜o, que devera´ estar de acordo com as regras da grama´tica
que o sistema esta´ preparado para tratar, Figura 4. Este ficheiro, de acordo
com a especificac¸a˜o da grama´tica, deve ter: o nome do objecto ao qual se refere,
o nome do atributo em causa, o crite´rio de consisteˆncia, denominado QdS -
Qualidade de Servic¸o, onde esta´ descrita a pilha de micro-protocolos e as suas
sesso˜es. Os micro-protocolos sa˜o identificados pelo seu nome, o qual permite na
aplicac¸a˜o criar uma instaˆncia nova, ou usar uma ja´ criada deste protocolo. Para
cada micro-protocolo, e´ definida a sessa˜o que o atributo vai usar.
A sessa˜o e´ identificada por um nome que devera´ ser igual nos atributos que
pretendem usar a mesma sessa˜o do mesmo protocolo. Ale´m do nome, a sessa˜o
tem tambe´m o atributo designado por modo que tem o seguinte significado: se
a sessa˜o na˜o puder ser partilhada, enta˜o modo devera´ ser local, se a sessa˜o
for partilhada enta˜o modo devera´ ser partilhado, e no caso de existir apenas
uma sessa˜o para o protocolo em causa enta˜o modo devera´ ser global. Assim,
se um atributo pretender partilhar a mesma sessa˜o que um outro atributo ja´
usa, deve indicar o nome da sessa˜o que o outro atributo ja´ utiliza e o nome
que este definiu, e o modo da sessa˜o devera´ estar como partilhado ou global
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em ambos os atributos. Se determinada sessa˜o de um protocolo estiver definida
como global, nenhum atributo podera´ pedir uma nova sessa˜o deste atributo,
porque a que ja´ existe deve ser partilhada por todos os atributos que usam este
protocolo. Do mesmo modo, uma sessa˜o definida como local, so´ pode ser usada
por um u´nico atributo.
A Figura 5 mostra os dois ficheiros XML para o exemplo anteriormente des-
crito. Nestes so´ sa˜o considerados os objectos avatar A, ideˆntico para o avatar B,
e a ventoinha uma vez que sa˜o suficientes para o exemplo. E´ poss´ıvel ver que
cada atributo e´ identificado por um nome, e a sua QdS e´ composta por micro-
protocolos. A ordem como os micro-protocolos sa˜o inseridos e´ importante, uma























































Figura 5: Ficheiros de configurac¸a˜o XML
A aplicac¸a˜o consulta estes ficheiros de configurac¸a˜o quando os objectos sa˜o
inseridos pelo utilizador no ambiente virtual. Cada objecto e´ propagado para
os restantes utilizadores juntamente com o seu ficheiro de configurac¸a˜o. Assim,
nos restantes utilizadores, a aplicac¸a˜o remota tera´ tambe´m acesso ao crite´rio
especificado pelo utilizador.
4 Desempenho
O sistema anteriormente descrito foi concretizado atrave´s de um conjunto de ex-
tenso˜es e novas camadas para o sistema Appia [11] e desenvolvendo um proto´tipo
de uma aplicac¸a˜o cooperativa multi-utilizador que permite demonstrar a exe-
quibilidade dos conceitos propostos.
De modo a ilustrar o desempenho do sistema, foi medido o round trip das
alterac¸o˜es de estado de atributos partilhados. Consideraram-se os atributos
“posic¸a˜o” e “movimento”, uma vez que estes teˆm requisitos diferentes em ter-
mos de qualidade de servic¸o. Para permitir uma ana´lise comparativa, foram
medidos treˆs configurac¸o˜es poss´ıveis para os canais de comunicac¸a˜o: i) canais
independentes, onde cada canal concretiza diferentes propriedades mas sobre os
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Canais Canal Canais com
Independentes partilhado dependeˆncias
posic¸a˜o 68 145 74
movimento 71 150 147
Coereˆncia Mu´tua NA˜O SIM SIM
Figura 6: Desempenho comparativo
quais na˜o e´ poss´ıvel aplicar crite´rios de coereˆncia mu´tua; ii) um u´nico canal par-
tilhado, usando a qualidade de servic¸o mais forte requirida pelos dois atributos
(total); iii) canais com propriedades distintas mas com dependeˆncias expressas
atrave´s de sesso˜es partilhadas.
Os resultados sa˜o apresentados na Figura 6 (valores em milisegundos). Como
se pode observar, a configurac¸a˜o com canais independentes apresenta um menor
round-trip, mas na˜o permite coereˆncia entre atributos. Entre as configurac¸o˜es
com um canal partilhado e com canais com dependeˆncias, a segunda e´ a mais
vantajosa, uma vez que na˜o obriga a utilizar ordem total na disseminac¸a˜o da
posic¸a˜o. Pode-se tambe´m observar que, nesta u´ltima configurac¸a˜o, existe uma
penalizac¸a˜o no round-trip das actualizac¸o˜es da posic¸a˜o em relac¸a˜o a` configurac¸a˜o
com canais independentes mas pouco significativa, quando comparada com a
utilizac¸a˜o de um u´nico canal para todos os atributos.
5 Trabalho relacionado
Na a´rea das aplicac¸o˜es interactivas multi-utilizador, sistemas como o AVIARY[7],
MASSIVE [12] e o DIVE [8] falham da perspectiva da engenharia de software
por na˜o satisfazerem os requisitos de composic¸a˜o, reutilizac¸a˜o e parametrizac¸a˜o
impostos pelo desenho e concretizac¸a˜o de ambientes MOO. Como resultado
de uma estrutura monol´ıtica, estes sistemas esta˜o limitados a um u´nico mo-
delo de utilizac¸a˜o e a um conjunto restrito de abstracc¸o˜es interme´dias. Esta
limitac¸a˜o tambe´m se verifica em ambientes mais recentes orientados aos jogos
multi-utilizador [15] [6].
Uma caracter´ıstica comum a todos estes sistemas e´ o suporte para a partilha
de informac¸a˜o. O DIVE [8] e o SPLINE [3] usam uma base de dados replicada.
A interacc¸a˜o entre aplicac¸o˜es e utilizadores e´ feita atrave´s desta base de dados.
Apesar destes sistemas oferecerem uma separac¸a˜o clara entre a aplicac¸a˜o e a base
de dados replicada, a aplicac¸a˜o tem muito pouco controlo sobre a replicac¸a˜o.
Algoritmos de extrapolac¸a˜o (no Ingleˆs, dead-reckon) que permitem fazer uma
previsa˜o de estado, sa˜o utilizados para reduzir as mensagens de actualizac¸a˜o
de posic¸a˜o. Contudo nenhum destes sistemas permite que o programador es-
pecifique algoritmos especializados para a sua aplicac¸a˜o concreta. Do ponto de
vista do suporte a` comunicac¸a˜o, os sistemas MOO existentes esta˜o normalmente
ligados a uma u´nica qualidade de servic¸o.
Por exemplo, o NPSNET [10] usa apenas comunicac¸a˜o na˜o fia´vel, enquanto
o DIVE utiliza comunicac¸a˜o fia´vel. O SPLINE suporta os dois tipos de comu-
nicac¸a˜o e a ordenac¸a˜o de mensagens apenas para o mesmo objecto. No entanto
em algumas situac¸o˜es seria importante ordenar mensagens entre um conjunto
de objectos. Nos sistemas existentes, ainda na˜o e´ poss´ıvel suportar qualidades
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de servic¸o diferentes de acordo com os requisitos espec´ıficos de cada aplicac¸a˜o.
Nos u´ltimos anos tem havido um progresso significativo no desenvolvimento
de infra-estruturas de comunicac¸a˜o em grupo. Os sistemas mais recentes ja´
oferecem um conjunto importante de facilidades de configurac¸a˜o. Por exemplo,
o Horus [13] permite que as pilhas de comunicac¸a˜o sejam alteradas em tempo de
execuc¸a˜o; o BAST [9] permite de acordo com o padra˜o utilizado, e para fornecer
o mesmo tipo de servic¸o, a selecc¸a˜o dos protocolos mais adequados; o Coyote [4]
permite que a mesma mensagem seja processada em paralelo por diferentes
protocolos. Contudo, estes sistemas na˜o possuem mecanismos que concretizem
coordenac¸a˜o entre canais. Trabalhos anteriores revelaram esta limitac¸a˜o, ao
tentarem utilizar estes novos sistemas em aplicac¸o˜es multi-canal.
Apesar das vantagens destes sistemas, estes na˜o teˆm sido muito utilizados
no desenho dos MOO, provavelmente devido a` dificuldade de expressar relac¸o˜es
de dependeˆncia entre mu´ltiplos canais de comunicac¸a˜o.
6 Discussa˜o
A principal vantagem da arquitectura proposta neste artigo e´ a possibilidade do
utilizador poder definir a pilha de comunicac¸a˜o mais apropriada aos requisitos de
coereˆncia da aplicac¸a˜o. Para cada atributo de um objecto, o utilizador define
qual a qualidade de servic¸o do canal de comunicac¸a˜o de actualizac¸o˜es e que
relac¸a˜o este deve ter com os restantes canais.
No entanto, existe ainda bastante trabalho futuro pois subsistem diversas
limitac¸o˜es. Uma das desvantagens que esta arquitectura apresenta, e´ o pro-
cesso de configurac¸a˜o, pois obriga a um espac¸o de nomes global para as sesso˜es.
Quando dois canais precisam de partilhar a mesma sessa˜o, o nome desta tem
que ser igual em ambos os ficheiros de configurac¸a˜o. Na pra´tica o utilizador
e´ obrigado a conhecer a configurac¸a˜o de todos os canais de comunicac¸a˜o para
poder estabelecer relac¸o˜es entre canais. A utilizac¸a˜o de sesso˜es locais e globais
resolve esta limitac¸a˜o, mas apenas em algumas pol´ıticas de partilha.
Outro dos desafios levantados pelo modelo prende-se com o desenvolvimento
de protocolos de comunicac¸a˜o multi-canal. Apesar da partilha de sesso˜es estar
prevista no sistema Appia desde a sua ge´nese, alguns dos protocolos ja´ desen-
volvidos na˜o consideram esta possibilidade. Este facto deve-se a duas razo˜es.
Uma vez que na˜o e´ usual o conceito de sesso˜es partilhados, os programadores
que concretizam os protocolos na˜o o consideram a menos que lhes seja pedido.
Por outro lado, a concretizac¸a˜o de um protocolo que aceita va´rios canais por
sessa˜o tem uma complexidade varia´vel. Alguns protocolos, como os protoco-
los de ordenac¸a˜o FIFO sa˜o simples de desenvolver, mas outros sa˜o muito mais
complexos.
O protocolo de Ordem Total utilizado no ambiente MOO descrito acima,
ilustra bem a complexidade de va´rios canais por sessa˜o. O protocolo e´ baseado
num sequenciador: um dos membros do grupo de re´plicas e´ eleito para dar um
nu´mero de sequeˆncia a todas as mensagens trocadas no grupo. Numa concre-
tizac¸a˜o multi-canal, apenas uma sequeˆncia de nu´meros e´ utilizada em todos os
canais que partilham a mesma sessa˜o. Contudo, o protocolo deve decidir se
cria um canal novo para trocar a informac¸a˜o de controlo (como os nu´meros de




Este artigo apresentou uma arquitectura de comunicac¸a˜o configura´vel que per-
mite satisfazer os requisitos complexos levantados pelas aplicac¸o˜es interactivas
multi-utilizador. Esta arquitectura baseia-se na composic¸a˜o vertical e horizontal
de micro protocolos. Ao n´ıvel da composic¸a˜o vertical, e´ poss´ıvel configurar quais
os protocolos a executar nos canais que suportam a difusa˜o das actualizac¸o˜es de
cada atributo partilhado. Ao n´ıvel da composic¸a˜o horizontal e´ poss´ıvel concre-
tizar dependeˆncias entre estes canais atrave´s da especificac¸a˜o de sesso˜es parti-
lhadas. Esta configurac¸a˜o, com uma granularidade significativamente mais fina
que todos os sistemas anteriores, pode ser feita durante a fase de instalac¸a˜o
do sistema atrave´s de um ficheiro de configurac¸a˜o, na˜o necessitando de estar
sedimentada no co´digo. Isto permite adaptar a configurac¸a˜o, na˜o so´ em func¸a˜o
das propriedades dos objectos partilhados mas tambe´m do ambiente em que o
sistema se executa.
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