The process of knowledge discovery in TSDB, includes cleaning and filtering of time-series data, identifying the most important predicting attributes, and extracting a set of association rules that can be used to predict the time series behavior in the future.
The overall method is combined of two stages:
Stage-1: Pre-processing of TSDB.
Stage-2: Data Mining and Post-Processing.

Time-Series Analysis
Dec-02
Stage-1: Pre-processing of TSDB
Step-1: If necessary, clean the raw data by signal processing techniques to remove additive noise.
Step-2: Define a set of features that describe the database (Slope and SNR).
Step-3: Divide the time scale into consecutive intervals such that in each interval some function a i (t) is approximated by a feature function ф(t) and extract the relevant parameters of ф (t).
Step-4: Extract events from pairs of adjacent intervals and create an event Time-Series Analysis
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Stage-2: Data-Mining and Post-processing
Step-5: Use the preprocessed data to construct an information-theoretic model of the time series behavior.
Step-6: Extract association rules from the information-theoretic model and validate the predictive accuracy of the model.
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Stock-Market data.
The main interest is to predict the timing of future events, i.e., the points at which the stock will change the direction of its slope.
Stock prices are noisy and influenced daily by many "butterfly effects".
The original dataset included stock prices of 373 companies from Standard & Poor's 500 list.
The total number of 5835 intervals has been identified. Time-Series Analysis
After implying the stage of "extraction of 'crisp' association rules"
and "rules fuzzification and reduction" the size of the rule base has been reduced dramatically from 386 original rules to two rules only (a decrease of 99.5%!).
• Rule 0: If Fluct2 is low then Length2 is long.
• The following issues are not covered by the current approach: mining spatial (multi-dimensional) data, the use of linguistic knowledge in the data mining process, defuzzification of reduced fuzzy rules for prediction purposes, and knowledge discovery in fuzzy time series.
The authors also believe that similar techniques of rule fuzzification and reduction can be applied to other, non-temporal domains of knowledge discovery. Periodicity search, that is, search for cyclicity in time-related databases, is an interesting data mining problem.
Time-Series Analysis
Most previous studies have been on finding full-cycle periodicity for all the segments in the selected sequences of the data, that is, if a sequence is periodic, all the points or segments in the period repeat.
The authors integrate data cube and Apriori data-mining techniques for mining segment-wise periodicity in regard to a fixed length period.
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Input:
(1) non-time-related attributes A 1 , . . . , A n ; 
Step 
Step-3: Mining periodic patterns -For each time series, represented by a T-slice, do the following: it is important to extend the method for mining segment-wise periodicity for arbitrary length period.
Summary
The literature survey included the methodologies for:
1. Knowledge Discovery in TSDB.
2. Mining Segment-Wise Periodic Patterns in TSDB.
The main objectives of the KDD process are forecasting the future behavior of time-series and extracting a reduced set of linguistic association rules, related to that behavior.
Our study shows that data cube provides an efficient structure and a convenient way for interactive mining of multiple-level periodicity.
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