The forward problem of electromagnetic source imaging has two components: a numerical model to solve the related integral equations and a model of the head geometry. This study is on the boundary element method (BEM) implementation for numerical solutions and realistic head modelling. The use of second-order (quadratic) isoparametric elements and the recursive integration technique increase the accuracy in the solutions. Two new formulations are developed for the calculation of the transfer matrices to obtain the potential and magnetic field patterns using realistic head models. The formulations incorporate the use of the isolated problem approach for increased accuracy in solutions. If a personal computer is used for computations, each transfer matrix is calculated in 2.2 h. After this pre-computation period, solutions for arbitrary source configurations can be obtained in milliseconds for a realistic head model. A hybrid algorithm that uses snakes, morphological operations, region growing and thresholding is used for segmentation. The scalp, skull, grey matter, white matter and eyes are segmented from the multimodal magnetic resonance images and meshes for the corresponding surfaces are created. A mesh generation algorithm is developed for modelling the intersecting tissue compartments, such as eyes. To obtain more accurate results quadratic elements are used in the realistic meshes. The resultant BEM implementation provides more accurate forward problem solutions and more efficient calculations. Thus it can be the firm basis of the future inverse problem solutions.
Introduction
Magnetoencephalography (MEG) and electroencephalography (EEG) devices respectively measure the magnetic fields near the head and the electric potentials on the scalp surface due to the electrical activities inside the human brain. Localization of the brain activities using EEG and MEG measurements is called electromagnetic source imaging (EMSI) (Baillet et al 2001 , Michel et al 2001 , He 1998 , Gençer et al 2003 . The electrical activities in the brain are usually modelled using current dipoles (De Munck et al 1988) . The purpose of EMSI is to obtain information about the spatiotemporal behaviour of these dipoles. The solution of the scalp potentials and magnetic fields for a specific dipole configuration is the forward problem of EMSI. Complementarily, the inverse problem is the localization of the sources based on the measurements and the calculations. Accurate modelling of the human head is necessary to increase the accuracy of EMSI solutions (Roth et al 1993 , Crouzeix et al 1999 , Huiskamp et al 1999 . When the realistic head models are used, a numerical approach must be adopted. The most widely used numerical methods are the boundary element method (BEM) (Meijs et al 1989 , Hämäläinen and Sarvas 1989 , Cuffin 1995 , Gençer and Tanzer 1999 , Finke and Gulrajani 2001 , the finite element method (FEM) (Thevenet et al 1991 , Yan et al 1991 , Haueisen et al 1995 , Gençer and Acar 2004 ) and the finite difference method (FDM) (Nixon et al 2003 , Vanrumste et al 2001 . This study focuses on (1) increasing the accuracy of the BEM solutions with realistic head models, (2) improving the efficiency of the BEM computations and (3) generating more realistic head meshes to be used with the BEM formulations.
To increase the numerical accuracy in the solutions either the numerical formulation is improved or the quality of the meshes used in the calculations is increased. The numerical error caused by high conductivity difference between the skull and brain layer is reduced using the modified equations, as given in the isolated problem approach (IPA) (Meijs et al 1989, Hämäläinen and Sarvas 1989) . The use of high-order elements (quadratic, cubic) in the BEM formulations (Budiman and Buchanan 1993 , Gençer and Tanzer 1999 , Frijns et al 2000 and the method of recursive integration (Frijns et al 2000) also increase the accuracy. While the advantages of high-order elements and recursive integration were shown by concentric spherical-shell head models they have not been applied to realistic head geometries.
When realistic head models are used, the forward problem computation time increases considerably. Usually, a pre-computation phase, such as inverting or decomposing the BEM coefficient matrix (defined in section 2) is necessary to reduce the time for the individual dipole solutions. One obvious way to reduce the computation time is to solve the potentials only at the electrode positions. Thus, a transfer matrix relating the source distribution to the potentials on the electrode locations is computed. Several researchers have exploited this idea but their approaches differed in the computation of the transfer matrix. Cuffin (1995) calculated the transfer matrix using the power series expansion of the BEM coefficient matrix. Fletcher et al (1995) obtained the transfer matrix by first computing the true inverse of the coefficient matrix in the BEM formulation and selecting the corresponding rows. Similarly, Fuchs et al (2001) computed the transfer matrix by first obtaining the LU decomposition of the coefficient matrix. Note that a method to calculate the transfer matrix for the solution of the magnetic fields at the sensor locations has not been proposed yet.
A different approach to decrease the computation time was to pre-compute the solutions over a grid of dipoles covering the brain volume. The solutions for an arbitrary source configuration are then obtained using interpolation (Ermer et al 2001 , Yvert et al 2001 . However, when this technique is employed, the density of grid points and the choice of interpolation function determine the accuracy in solutions; increasing the density of grid points increases the pre-computation time.
Another important step for the forward problem solutions is to obtain numerical meshes that model the head geometry accurately. The geometry information is usually obtained from tomographic images. The meshes used for the BEM solutions model the surfaces (interfaces) between tissues of different conductivities. Usually, they represent the interfaces between the major tissues of the head, such as scalp, skull and the brain. Early studies constructed BEM meshes by triangulating manually selected points from T 1 -weighted magnetic resonance (MR) images (Roth et al 1993 , Yvert et al 1995 . Semi-automatic segmentation of MR slices using different techniques such as region growing, thresholding and morphological operations has also been employed (Schimpf et al 1998 , Fuchs et al 1998 , Ermer et al 2001 . Schimpf et al (1998) and Fuchs et al (1998) performed mesh generation by triangulating nodes placed on the surfaces of scalp, skull and brain. Note that most of the researchers in this field use T 1 -weighted MR images for segmentation. However, it is difficult to isolate the skull from background and air regions using MR images, as the skull has low water content. One approach for solving this problem is to segment the skull from computed tomography (CT) images (Huiskamp et al 1999) . Another approach is to approximate the skull layer by expanding and smoothing the brain surface (Fuchs et al 1998) .
Recently, the inhomogeneities in the skull layer were also modelled. Oostenveld and Oostendorp (2002) compared the accuracy of the BEM and the FDM solutions for a head geometry with a hole in the skull. The effects of holes and other inhomogeneities in the skull were also investigated by Benar and Gotman (2002) .
Both of these studies concluded that such defects should be included in the model to improve the accuracy. However, they have not provided a general method for modelling such complex geometries.
This work contributes to the two major aspects of the forward problem solutions: the BEM implementation and the realistic head modelling. In a previous study, we have proposed the use of high-order isoparametric elements to increase the accuracy in the solutions (Gençer and Tanzer 1999) . In this study, the accuracy in the BEM solutions is further improved by applying the recursive integration technique (Frijns et al 2000) . The new BEM implementation allows the use of quadratic elements with realistic head models and is capable of handling intersecting surfaces, such as skull and eyes. To decrease the computation time, two new formulations are presented for the calculation of EEG and MEG transfer matrices that relate the sources to the fields at the sensor locations. Thus, by pre-computing the transfer matrices, forward solutions for electric and magnetic fields are reduced to simple matrix-vector multiplications. This method offers improved computational speed and lower storage requirements. IPA is also incorporated for higher accuracy. For realistic head modelling, a segmentation algorithm is developed to obtain scalp, skull, grey matter (GM), white matter (WM), eyeballs and the surrounding tissue of the eyes from multimodal (T 1 -, T 2 -weighted and proton density (PD)) MR images. A realistic head model is generated using quadratic isoparametric elements. Using a novel mesh generation approach, it is possible to model complex geometries such as the intersecting skull and eye boundaries.
The next section introduces the BEM and presents new formulations for calculating the transfer matrices. The segmentation and mesh generation algorithms are explained in sections 3 and 4, respectively. Finally, the results related to the segmentation and mesh generation algorithms, accuracy in the solutions and computational performance are presented. 
Boundary element method

Introduction
The electric potential φ and the magnetic field B due to a current dipole source p in a piecewise homogeneous volume conductor model of the head, satisfy the following integral equations (Geselowitz 1967) :
Here, the surfaces between different conductivity regions are denoted by
The inner and outer conductivities of S k are represented by σ − k and σ + k , respectively. R = r − r is the vector between the field point r and the source point r , R is the magnitude of R, andσ is the mean conductivity at the field point. The contribution of the primary sources g and B 0 is defined as follows,
where σ 0 is the unit conductivity and µ 0 is the permeability of the free space. The second terms in (1) and (2) are the secondary fields representing the effects of conductivity interfaces. These equations can be solved numerically by discretizing the surfaces into elements and computing the surface integrals over these elements (Barr et al 1966 , Barnard et al 1967a , 1967b , Geselowitz 1967 . The BEM elements used in this study are triangular, quadratic and isoparametric (figure 1). Since the elements are isoparametric, both the geometry and potentials over an element can be expressed using the same interpolation (shape) functions (Gençer and Tanzer 1999) . Discretizing (1) over all elements, a set of equations with N unknowns are obtained where N is the number of nodes in the BEM mesh. In matrix notation, this can be expressed as
where is an N × 1 vector of node potentials, C is an N × N matrix whose elements are determined by the geometry and electrical conductivity of the head and g is an N × 1 vector representing the contribution of the primary sources. If I denotes the N × N identity matrix and A represents I − C then
To eliminate the singularity in A, the method of matrix deflation is employed (Lynn and Timlake 1968) . IPA is implemented to overcome numerical errors caused by high conductivity difference around the skull layer (Hämäläinen and Sarvas 1989) . Once is computed, B is calculated from the potential values using (2). This can be written in matrix notation as follows:
If there are n magnetic sensors, B is an n × 1 vector representing the magnetic fields at the sensor locations, and B 0 denotes the n×1 vector of magnetic fields at the same sensor locations for an unbounded homogeneous medium (as given in (4)). Here, H is an n × N coefficient matrix determined by the geometry and electrical conductivity of the head. When the compartment surfaces are close to each other, or when the source is close to a surface (closer than the element size), numerical errors are observed. To overcome this problem, the recursive integration technique was proposed (Frijns et al 2000) . In the recursive integration, the surface elements are divided into sub-elements and the numerical integration is performed on each sub-element. This process is repeated recursively until a subdivision criterion is met. Since the potential field is calculated at the original nodes, the size of the BEM matrix equation remains the same, but the accuracy of the surface integral is improved.
The head models used for the BEM implementations in the literature were constructed using non-intersecting layers that represent the main tissues, i.e., the scalp, skull and the brain. In these models, the eyes and the eye-holes in the skull were neglected to simplify the mesh generation and the BEM implementation. More complex head models have been studied to investigate the skull defects and holes in the skull. However, to model a skull with a hole, either a thin closed surface was used to represent the skull layer (Benar and Gotman 2002) or a different conductivity region was defined in the skull leading to infinitely thin layers between skull and hole regions (Oostenveld and Oostendorp 2002) . To use a better head model in the numerical solutions, one must generate a BEM mesh that correctly defines the boundaries of different conductivity regions. A mesh generation algorithm that handles such cases will be presented in section 4.
Accelerated BEM for EEG
Equation (6) provides node potentials for all nodes of the BEM mesh. This section introduces a novel approach for computing the node potentials on a small subset of nodes corresponding to the electrode positions. This approach pre-calculates and stores relevant matrices, providing a significant decrease in the computation time for a given source configuration.
Let us assume that each electrode corresponds to a node in the BEM mesh. If m is the number of electrodes, then the electrode potentials can be written as
where e is an m × 1 vector of electrode potentials and D is an m × N sparse matrix to select m rows of A −1 . Note that, if the rows of A −1 are computed and stored, then e can be calculated by a simple matrix-vector multiplication for any source vector g. To obtain the rows of A −1 the following approach is used.
Let the transfer matrix E be defined as
Taking the transpose of both sides we obtain
Using the identity (A −1 ) T = (A T ) −1 , and multiplying both sides with A T , it is possible to obtain
Thus, the ith column vector e i of E T can be obtained using the following equation
where d i is the ith column of D T . Thus the E matrix (i.e., the required rows of A −1 ) can be computed using (12) with m different right-hand side vectors d i .
In this study, the accelerated BEM approach is also extended to incorporate the IPA. Let the surfaces S 1 , S 2 and S 3 represent the scalp, skull and brain surfaces in a three-layer head model, respectively. Then, equation (5) can be expressed in block matrix form as follows, 
where the potentials on the corresponding surfaces are denoted by 1 , 2 and 3 . The ratio of the conductivities across S 3 can be defined as β =
, where σ 2 and σ 3 are the conductivities of the second and the third layers, respectively. If β 1, then 1 and 2 are much smaller than 3 in magnitude causing numerical errors in matrix solutions. When IPA is applied, the source terms are modified as (Hämäläinen and Sarvas 1989)
and the resulting potentials can be written as
In equations (14) and (15), 0 3 is the potential on the surface S 3 when the head is represented by a homogeneous brain region (i.e., the skull and scalp layers are omitted). 
where A s is in the form of (I − C 33 ) and g 0 3 is the corresponding source term. Here, the matrix C 33 is the scaled and deflated version of C 33 (Hämäläinen and Sarvas 1989).
As a result, the accelerated approach for potential field calculations using IPA starts with the calculation of the transfer matrix E and A s . Once these matrices are computed and stored, the potentials due to an arbitrary source configuration can be obtained as follows: (1) 0 3 is computed using (16); (2) g is calculated using (14); and (3) e is solved using (8).
Accelerated BEM for MEG
An accelerated approach can also be developed to obtain magnetic fields. To calculate the magnetic field at the sensor locations from (7), the potential field at all nodes is used. However, since
equation (7) can be rewritten as
where
The M matrix is the n × N transfer matrix which relates the source vector g to the magnetic field measurements. M can be pre-computed using the same technique as given in equations (10) and (11). Thus, the ith column vector m i of M T can be obtained using the following equation,
where h i is the ith column of H T . Once M is computed and stored, the magnetic field for an arbitrary source configuration can be solved without computing the potentials at all nodes.
This method can also be extended to be used with the IPA. When IPA is applied, the potentials are modified as follows,
where and are as given in equations (13) and (15), and is defined as
Then, equation (7) can be rewritten as
Since is zero for the first and the second layers we can write H as
Therefore, equation (23) becomes
As a result, to obtain fast magnetic field solutions, first the matrices M, H 3 and A −1 s are computed and stored. After this pre-computation stage, the solutions for arbitrary source configurations can be obtained using (25) with simple matrix-vector multiplications.
Segmentation
To create a realistic head model, one must first classify the main tissues of the head from high resolution volume images. Segmentation is the process of classifying image elements that have the same properties. There are three major segmentation methods in the literature: (1) the deterministic methods that use classical image processing tools like thresholding, region growing and morphological operations (Brummer et al 1993 , Atkins and Mackiewich 1998 , Tang et al 2000 , Shan et al 2002 ; (2) the statistical methods based on probabilistic methods that may also estimate the inhomogeneity in the MR images (Wells et al 1994 , Held et al 1997 , Joshi et al 1999 ; and (3) methods that use a deformable atlas (Sandor and Leahy 1997 , Hartmann et al 1999 .
To use realistic head models, in general, only the main tissues in the head, such as scalp, skull and brain layers, are included (Roth et al 1993 , Fuchs et al 1998 , Yvert et al 1995 , Kristeva-Feige et al 1997 , Schimpf et al 1998 , Huiskamp et al 1999 , Crouzeix et al 1999 , Rao et al 2000 , Van't Ent et al 2001 , Ermer et al 2001 , Wang and Gotman 2001 , Cuffin et al 2001 . To classify these tissues, usually, T 1 -weighted MR images are employed, since it provides high soft tissue contrast. If cerebrospinal fluid (CSF) is to be included in the model, T 1 -weighted images are not sufficient since CSF cannot be distinguished from the skull.
In this work, the scalp, skull, CSF, eyes, GM and WM are segmented from the threedimensional multimodal MR images of the head. A hybrid algorithm is developed that applies the snakes algorithm, region growing, thresholding and morphological operations (Akalın and Gençer 2000) . The segmentation process begins by removing the background from the volume data. For this purpose, first a threshold is selected using the whole head PD images. The threshold is found automatically using Nobuyuki's method (Nobuyuki 1979) . After obtaining the threshold for the background, the snakes algorithm (Kass et al 1987) with the gradient vector flow (Xu and Prince 1998 ) is applied to each slice. The snakes algorithm is used to obtain the scalp as a closed surface. After removing the background, the skull and sinus regions are extracted from each PD image using thresholding (note that it is not possible to distinguish the skull and sinus regions from the multimodal MR data). To simplify the segmentation of scalp, a raw image of the cortical surface is obtained from the T 1 -weighted images using thresholding and region growing. To identify the eye tissues (i.e., the eyeballs, fat and muscle tissues connected to the rear surface of the eyeballs) an eye template is obtained from a T 1 -weighted slice where the eyes have the largest cross-section. The use of this template confines the region over which the region growing algorithm is applied at each slice. Using this template, the fat and muscle tissues are segmented from the T 1 -weighted images. The eyeballs are then extracted from the T 2 -weighted images. The scalp is segmented from the unlabelled voxels using the thresholding, region growing and morphological operations. When the segmented regions are removed from the images, the remaining regions include the CSF, WM and GM. To determine the CSF-GM and the GM-WM boundaries two thresholds are chosen from the T 1 -weighted images. After thresholding, the GM and WM are obtained by region growing. The remaining voxels are then labelled according to their neighbours.
Mesh generation
The BEM uses a surface mesh that defines the conductivity boundaries. This mesh can be obtained from the segmented tissue boundaries using the triangulation algorithms, such as Marching Cubes (Lorensen and Cline 1987) and Adaptive Skeleton Climbing (ASC) (Poston et al 1998) . In the previous EMSI studies, the meshes are generated by (1) first placing equally distributed nodes on the tissue boundaries and then triangulating these nodes (Fuchs et al 1998 , Schimpf et al 1998 ; (2) meshing the contour points of the layers at consecutive slices (Yvert et al 1995 , Crouzeix et al 1999 , Roth et al 1993 , Rao et al 2000 ; (3) using free (Ermer et al 2001) or commercial software packages (Van't Ent et al 2001, Gotman 2001, Huiskamp et al 1999) . In all these models, the first-order (linear) elements are used and the tissues are assumed to be non-intersecting. In this work, we used ASC, filtering and coarsening operations to obtain a mesh with linear elements. We obtained quadratic elements during a second coarsening process. To include eye tissues into the model, we generated intersecting meshes for outer-skull and eyes.
Generation of individual meshes
To obtain the mesh from segmentation data, first the ASC algorithm is used for triangulation. This algorithm places one or more triangles in each boundary voxel. The triangulated surface is then smoothed using a surface signal low-pass filter algorithm (Taubin 1995) . Thus, the high frequencies caused by noise and the slice effect of the MR images are suppressed. During the smoothing process, the vertices of the triangulated surface are moved but the connectivity of the faces remains unchanged. The number of triangles is reduced using a coarsening algorithm based on iterative edge contraction and quadric error metrics (Heckbert and Garland 1999) . At every step of coarsening, the neighbour nodes with lowest errors are connected together and a coarse mesh is obtained. The resulting mesh may contain some undesirable topological artefacts, such as disconnected or multiply connected components and singular nodes. These artefacts are corrected to create a single manifold surface that represents the given boundary (Guziec et al 2001) .
To obtain a coarse mesh with second-order elements from a dense mesh with first-order elements, a modified coarsening process is applied. For this purpose, additional nodes are generated at the edges of each first-order element. The modified coarsening algorithm takes these additional nodes into account and fits them to the original surface defined by the dense mesh. When the common edge of the two elements contracts (i.e., an edge becomes a node), the middle nodes of the neighbouring elements are moved to fit the original surface. As a result, the element groups of the fine mesh are represented by a smaller number of quadratic elements.
In the head geometry, where the CSF is very thin, the cortex and the skull may touch each other. Thus, those regions may intersect during the mesh generation. Such regions are automatically detected and the corresponding nodes are perturbed in their normal directions to prevent intersections.
Mesh generation for intersecting surfaces
In the previous BEM studies, the boundaries have been represented as closed, non-intersecting surfaces. However, in the actual head, this is not always the case (for example, eyes, tumours, implanted plaques, etc). In this section, the mesh generation approach for intersecting surfaces will be explained for eye tissues.
When the eyes are to be included in the model, the skull-scalp interface can no longer be assumed as a closed surface. In such a case, there are skull-eye, skull-scalp and eye-scalp interfaces. In this study, the outer and inner surfaces of the skull are obtained (using the snakes algorithm) as closed surfaces from the segmented image data. Meshes are then created for the inner and outer surfaces of the skull, and for the two eyes, separately. An automatic algorithm is applied to the intersecting surfaces of the outer-skull and eyes to form a single mesh of skull and eyes (Lo 1995) .
The mesh generation algorithm for intersecting surfaces can be summarized as follows: (1) find the intersections between the surfaces of skull and one eye, (2) determine a closed loop from the intersection of the line segments, (3) remove all the triangular elements of the intersection loop, (4) generate intermediate nodes along the intersection loop, (5) identify disjointed patches of the triangular elements, (6) remove the elements of the skull that remain in the eye region, (7) generate new elements using advancing front technique (Lohner and Parikh 1988) by selectively picking individual surface parts. To obtain the mesh of the skull and eyes, first one eye is intersected with the skull, and then the other eye is intersected with the previously obtained skull-eye mesh.
Results
Accuracy and efficiency of the BEM
5.1.1. Increasing accuracy using the recursive integration. The BEM formulation used in this work was previously used to test the accuracy for a concentric three-spheres model (Gençer and Tanzer 1999) . The radii of the spheres were 10, 9 and 8 cm with conductivities 0.2, 0.005 and 0.2 S m −1 , respectively. The analytical and numerical solutions were compared using the relative difference measure (RDM) (Meijs et al 1989) . For a specific mesh with second-order elements, the computed RDMs were found to be less than 2% for both potential and magnetic field solutions. However, it is observed that, as the conductivity ratio between the skull and the brain (β) decreases and/or the layers get close to each other, the numerical error in the solutions increases. To assess the numerical method for such a case, the three-layer spherical Rush and Driscoll model (Rush and Driscoll 1969 ) is used. In this model, the radii of the spheres are 9.2, 8.5 and 8 cm, and the conductivities are 0.2, 0.0025 and 0.2 S m −1 , respectively. Thus the thickness of the inner layer and β for this model are smaller compared to the three-spheres model used in the previous study (Gençer and Tanzer 1999) .
The BEM mesh used in the simulations has 512 elements and 1026 nodes per layer. Note that this yields element edge sizes larger than the skull thickness, thus numerical errors must be expected. Using this mesh, the previous BEM implementation generates RDMs of the order of 20-30% for tangential dipoles located on the z-axis. The maximum error occurs when the dipole is located 2 mm below the skull layer. To improve the accuracy in solutions, the recursive integration technique is employed (Frijns et al 2000) . When one-step recursive integration is applied, the maximum RDM decreases to 2.2%. The RDMs slightly decrease for further iterations. Since the effect of the secondary magnetic fields is low in the concentric spheres model, the change in the magnetic field due to recursive integration is less than 1%.
Computation times.
After segmentation and mesh generation processes, the BEM implementation of the forward problem requires a number of processing stages. To illustrate the computation load of each stage the computation times are recorded for a specific head model and electrode/sensor configuration (256 electrodes/sensors). The head model includes four different tissue types: the eyes, scalp, skull and the brain. The corresponding BEM mesh has 7988 nodes and 4026 quadratic elements. The solutions are obtained using a nonoptimized iterative solver (biconjugate gradient method). For computations, a 2.4 GHz Pentium IV personal computer (PC) with 1 GB memory is used. The BEM implementation is written using C++ programming language. Table 1 shows the computation times at various stages. 2.2 h Calculation of the modified right-hand side (RHS) 10 ms Calculation of the electrode potentials using E 102 ms Calculation of the sensor fields using M 137 ms 
Validation of the intersecting meshes
The BEM implementation that uses intersecting meshes is tested using the model shown in figure 2 . The model is based on the concentric three-spheres model with an additional inhomogeneity intersecting the outer-skull layer to model a single eye. Since an analytical solution is not possible for such a head geometry, the numerical solutions are compared with the results obtained by FEM (Özdemir and Gençer 1997 , Acar and Gençer 1999 , Gençer et al 2003 .
For comparison, first a FEM mesh is constructed and the elements that are on the conductivity boundaries in the FEM model are used to create the BEM mesh. The RDMs are calculated for nine dipoles located radially and tangentially at different depths. The tests are performed for five cases assigning different conductivity values to the scalp, skull, brain and eye (table 2). In the first case, the model is assumed to be homogeneous, in the second case the conductivity of the brain is increased to compare the BEM and FEM solutions. The results of the two cases are also compared with the analytical solutions and the RDMs are found to be less than 1%. In the third case, the tissue conductivities surrounding the eye (region 4) are changed. The scalp conductivity is increased and the skull conductivity is decreased. In the fourth case, all tissue conductivities are the same but the eye conductivity is increased. For the last case, realistic conductivities are assigned to the tissues. We observed that the RDMs between the potential fields of the FEM and BEM models are below 1% for all cases, validating the BEM implementation for intersecting surfaces.
Segmentation
The segmentation procedure explained in section 3 was developed using the simulated MR images downloaded from the BrainWeb (Cocosco et al 1997) . Once the algorithm becomes capable of identifying the basic features of the head from the simulated images, it is applied to real multimodal MR images. The images were acquired axially using a 1.5 T magnet. The corresponding MR sequence parameters are as follows: TR = 540 ms, TE = 12 ms for T 1 -weighted images, TR = 3140 ms, TE = 24.9 ms for T 2 -weighted images, and TR = 3140 ms, TE = 87 ms for PD images. All three images were acquired on a single run which ends the need to co-register the images. 12 bit, 256 × 256 pixel images corresponding to 72 slices of 3 mm thickness are processed. The segmented scalp, skull, cortex, WM, eyes and eyeballs are presented in figure 3 . 
Mesh generation
The mesh generation algorithm that uses triangulation, smoothing, and coarsening operations is applied to the segmented volumes of scalp, skull, cortex, eyes and eyeballs. The algorithm described in section 4.2 is applied for the intersecting surfaces of the eyeballs and skull layers. Figure 4 shows the cut-away view of the BEM mesh that models eyes, scalp, skull, CSF and brain. The mesh contains 9906 nodes and 4984 elements.
Sensitivity of measurements to eye conductivity
To investigate the effects of eyes on the forward problem solutions we compared the potential and magnetic field solutions for varying eye conductivities (Akalın and Gençer 2002) . The head model includes four tissues: scalp, skull, brain and eyes. A 256-electrode Neuroscan cap is used to obtain realistic electrode positions on the scalp surface. The electrode positions are registered using a Polhemus/Fastrak digitizer (figure 5).
The calculations are performed for a single dipole located at varying distances and orientations with respect to an eye surface. The eye conductivity is assumed to be 0.5 S m −1 . The RDMs and RDM*s (Meijs et al 1989) are calculated between the two models: a realistic Table 3 . Effect of eyes on the potential solutions. The potentials using the two head models are compared. One of the head models does not include the eyes. RDMs and RDM*s for a dipole located 1.5 cm away from the eye surface are presented. The dipole is oriented tangentially and perpendicularly to the eye. model with eyes and without eyes. The results obtained for the potential solutions, for a dipole located 1.5 cm away from an eye surface, are summarized in table 3. It is observed that as the dipole approaches the eye surface the effects of eyes become significant for the potential solutions. Thus we suggest including the eyes in the numerical model especially for sources in the pre-frontal lobe. For the magnetic field calculations, the RDMs for all dipole locations and configurations are found to be less than 0.1%.
Conclusions and discussion
This study describes a fast and accurate BEM implementation and a novel approach for creating detailed realistic BEM models from the multimodal MR images. The implementation uses second-order isoparametric elements, and applies the IPA and recursive integration techniques for improved accuracy. The accuracy of the original BEM formulation (Gençer and Tanzer 1999) was improved by using the recursive integration technique and tested using the Rush and Driscoll head model. For a specific head model of 512 elements and 1026 nodes on each surface, the maximum RDM decreases to 2.2% for a dipole located 2 mm apart from the skull.
Two new formulations were developed to compute the transfer matrices of EEG and MEG. The formulations allow the use of the IPA with the corresponding transfer matrices. The formulation presented in sections 2.2 and 2.3 assumes a three-layer realistically shaped head model. Thus, it is not applicable for an inhomogeneous brain region. In fact, a more general formulation must be derived to apply the IPA when there are inhomogeneities inside the skull, such as cerebrospinal fluid, white matter, grey matter or a large ventricle.
The computation times of the transfer matrices are 2.4 h when a PC (Pentium IV, 2.4 MHz) and a nonoptimized iterative solver (biconjugate gradient method) are used for calculations. Note that this can be further reduced by using better iterative algorithms, pre-conditioning, and optimized solvers. Once these matrices are calculated, the forward problem solutions for a realistic head model can be obtained using simple matrix multiplications in milliseconds.
In this study, we have focused on the computation of the MEG transfer matrix for a fixed head/helmet configuration. The transfer matrix method that we have proposed is computationally efficient compared to the conventional approach (where the potential of all nodes is calculated). This is especially evident for the inverse problem solutions that require large numbers of forward problem calculations.
If the head movements are to be taken into account, corresponding sensor positions must be recorded appropriately (De Munck et al 2001) . To use this information in the inverse problem, we may propose the following two approaches: (1) a different transfer matrix can be calculated for each head position, (2) a larger (parent) transfer matrix can be computed corresponding to a sensor set that covers a larger sensor area. The computation time for the first solution will be considerably longer compared to the case of single transfer matrix computation (for a fixed head/helmet configuration). However, we may expect smaller error in the source localization. The second solution, however, can be computationally more efficient. The rows of the transfer matrix corresponding to a specific sensor set can be calculated from the parent matrix by using interpolation techniques. The advantages/disadvantages of these techniques must be further investigated by simulation studies.
This BEM implementation allows modelling of intersecting tissue boundaries. Thus it is possible to include complex geometries, such as eyes, into the model. To obtain realistic head models, a semi-automatic segmentation algorithm is developed to extract the scalp, skull, WM, GM and eye tissues from MR images. The algorithm was tested on simulated data downloaded from the BrainWeb, as well as on real MR data. It was observed that the segmentation algorithm is capable of detecting the main tissues of the head with their characteristic features. However, the segmentation algorithm needs to be further automated and validated on different individuals before being put to regular use.
A mesh generation algorithm was developed for creating meshes from the segmented volumes. The mesh generation algorithm uses triangulation, filtering, coarsening and topological correction operations to generate high quality meshes. The mesh generation algorithm has two important features: (1) the ability to create meshes for intersecting tissue boundaries, and (2) generation of realistic meshes with second-order elements. The eye tissues are included by creating a mesh that conforms to the intersecting boundaries of the outer-skull and eyes. The advantages of using high-order elements were presented previously (Gençer and Tanzer 1999). However, these elements have not been used in the realistic models as it is difficult to fit them to the complex head geometry. By integrating second-order element generation process into the coarsening algorithm it is now possible to use second-order elements in the realistic BEM models.
The realistic head model developed in this study was used to investigate the effects of eye conductivity on the forward problem solutions. Dipoles 1.5 cm apart from an eye surface caused changes in the potential pattern yielding RDMs of the order of 2-6%. Thus if surface voltages are to be used for source localization, eyes should be included in the head model. This is especially necessary when the sources are assumed in the pre-frontal cortex. Including eyes in the head model produced negligible effect in the magnetic field solutions (i.e., the RDMs were below 0.1%).
The realistic head modelling approach of this study can be used in future advanced BEM implementations to investigate the effects of other complex features, such as tumours and skull defects, in the head.
