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Abstrakt
Cı´lem pra´ce je implementacemetod pro automatickou detekci vybrany´chwebovy´ch vzoru˚
nawebovy´ch stra´nka´ch a provedenı´ experimentu˚ vycha´zejı´cı´ch z popisuwebovy´ch stra´nek
pomocı´ na´vrhovy´ch vzoru˚. V teoreticke´ cˇa´sti uvedu prˇehled metod vyuzˇitelny´ch pro
zı´ska´nı´ informacı´ z webovy´ch stra´nek. Metody, ktere´ implementuji, vycha´zejı´ z Gestalt
principu˚ (blı´zkost, podobnost, souvislost, celek). Pra´ce se zaby´va´ analy´zou dome´ny, vy´beˇrem
cˇasto se vyskytujı´cı´ch na´vrhovy´ch vzoru˚ a sestavenı´m klı´cˇovy´ch slov. Klı´cˇova´ slova jsem
vybı´ral rucˇneˇ. V za´veˇru pra´ce jsem provedl testova´nı´ a vyhodnocenı´ vy´sledku˚.
Klı´cˇova´ slova: automaticka´ detekce, webove´ vzory, webove´ stra´nky, klı´cˇova´ slova, dolova´nı´
textu, dolova´nı´ webu, kategorizace
Abstract
The goal is the implementation of methods for automatic detection of selected web pat-
terns on the web pages and design experiments based on the description of Web pages
using design patterns. In the theoretical part I will review the methods available for
obtaining information from the website. Methods that implement are based on Gestalt
principles (proximity, similarity, continuity, closure). The paper analyzes the domain by
selecting frequently occurring design patterns and the establishment of key words. Key
words I chose manually. Finally, I carried out testing and evaluation of results.
Keywords: automatic detection, web patterns, web site, keywords, text mining, web
mining, categorization
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61 U´vod
Dnesˇnı´ sveˇt je charakterizova´n explozı´ objemu dat. Disky pojmou sta´le vı´ce dat, a
proto neusta´le vzru˚sta´ i objem ukla´dany´ch dat, at’ uzˇ uzˇitecˇny´ch nebo zbytecˇny´ch.
Je pravdeˇpodobne´, zˇe v teˇchto datech je ukryto mnohem vı´ce informacı´, nezˇ ktere´
mu˚zˇeme jednodusˇe vycˇı´st. Zpracova´nı´ dat z rozsa´hly´ch databa´zı´ ma´ v dnesˇnı´ Infor-
matice nejru˚zneˇjsˇı´ formy. Tradicˇnı´ prˇı´stupy analyzujı´ data prostrˇednictvı´m dotazovacı´ch
na´stroju˚ SQL. Prˇesto existuje mnoho u´loh, na ktere´ tyto beˇzˇne´ prˇı´stupy nestacˇı´.
V soucˇasne´ dobeˇ je Internet nejpouzˇı´vaneˇjsˇı´m zdrojem pro zı´ska´nı´ informacı´. Aby
jsme zı´skali relevantnı´ informace, potrˇebujeme k tomu tzv. vyhleda´vacˇ. Naprˇı´klad
Google1 nebo Seznam2. Vı´ce v indexu search engines3. Pro spra´vnou funkci potrˇebuje
vyhleda´vacˇ meˇrˇit kvalitu stra´nek pomoci tzv. Ranku (naprˇ. PageRank u Google, S-Rank
u Seznam). Obecneˇ vyhleda´vacˇ pracuje ve trˇech krocı´ch:
1. procha´zenı´ webovy´ch stra´nek
2. vytvorˇenı´ databa´ze vy´skytu slov
3. indexova´nı´
Procha´zenı´ zajisˇt’uje program tzv. vyhleda´vacı´ robot, ktery´ procha´zı´ stra´nky prˇes hyper-
textove´ odkazy a snazˇı´ se navsˇtı´vit idea´lneˇ cely´ Internet. Stra´nky si ukla´da´ do databa´ze
a po cˇase se k nim vracı´, aby sledoval zmeˇny. Z ulozˇeny´ch stra´nek robot vybere vsˇechna
slova, ktera´ ulozˇı´ do databa´ze. Ke kazˇde´mu slovu si pamatuje stra´nku kde se vyskytuje.
Tı´m vznika´ velice obsa´hly´ rejstrˇı´k. K urychlenı´ vyhleda´nı´ se pouzˇı´va´ indexova´nı´. Index se
tvorˇı´ tak, aby se zobrazily na prvnı´chmı´stech stra´nky s nejveˇtsˇı´ relevancı´. Pro vy´pocˇet rel-
evance se pouzˇı´vajı´ ru˚zne´ metody analy´zy. Naprˇ. va´ha slov (slovo se vyskytuje v titulku,
frekvence slova, hustota), atraktivita (na stra´nku smeˇrˇuje vı´ce odkazu˚), sponzorovane´
odkazy (zaplacenı´m poplatku se zvysˇuje va´ha) nebo technicka´ kvalita (va´ha se zvysˇuje
pokud stra´nky vyhovujı´ W3C4 standardu˚m). Jiny´ zpu˚sob jak dostat web na prˇednı´ pozice
je optimalizace pomocı´ SEO. Vı´ce o SEO zde [1].
Jiny´ prˇı´stup poskytuje meta vyhleda´vacˇ Pattrio5. Jiny´ v tom smyslu, zˇe pouzˇı´va´
metodu zalozˇenou na se´mantice webovy´ch stra´nek. Pracuje jak se strukturou, tak i s tex-
tovy´m obsahem stra´nky. V na´sledujı´cı´ch veˇta´ch velice strucˇneˇ objasnı´m jak funguje Pat-
trio. Vyhleda´vacˇ zı´ska´ stra´nku (naprˇı´klad prˇes Google), ktera´ obsahuje slova zadana´
1http://www.google.cz
2http://www.seznam.cz
3http://www.searchenginesindex.com
4http://www.w3.org
5http://www.pattrio.net
7uzˇivatelem. Z tohoto dokumentu vybere pouze text. V textu hleda´ urcˇite´ u´seky, ktera´
splnˇujı´ krite´ria. Tyto krite´ria jsou popsane´ ve slovnı´ku na´vrhovy´ch vzoru˚ (knihovna
na´vrhovy´ch vzoru˚6). V prˇedchozı´m kroku jsme textu prˇirˇadili se´mantiku. Jestlizˇe pat-
trio rozhodl, zˇe se jedna´ o na´vrhovy´ vzor, vyuzˇije te´to skutecˇnosti a zobrazı´ ji ve vy´pisu
relevantnı´ch stra´nek. Tı´mto zı´ska´me dalsˇı´ uzˇitecˇne´ informace o stra´nce.
Zpracova´nı´m velke´ho mnozˇstvı´ dat se zaby´va´ oblast nazvana´ Information Retrieval.
Tı´mto zpracova´nı´m je mysˇleno ukla´da´nı´, analy´zu, vyhleda´va´nı´, kategorizace, segmen-
tace a sumarizace. Data, ve ktery´ch vyhleda´va´m jsou dokumenty. Tyto dokumenty
prezentujı´ za´kladnı´ jednotku textu. Rozsah dokumentu˚ muzˇe by´t ru˚zny´. V te´to pra´ci
se zaby´va´m pouze webovy´mi stra´nkami, ale obecneˇ se jedna´ o litera´rnı´ dı´la, novinove´
cˇla´nky cˇi dokonce zvuk nebo video. Vy´sledkem vyhleda´va´nı´ je mnozˇina dokumentu˚,
ktera´ odpovı´da´ uzˇivatelske´mu dotazu.
Cı´lem te´to pra´ce je vytvorˇit aplikaci, ktera´ bude schopna analyzovat a rozhodovat,
zda webova´ stra´nka obsahuje relevantnı´ch informace. Cı´lem je sestavit vlastnı´ mnozˇinu
na´vrhovy´ch vzoru˚ a na teˇch prova´deˇt experimenty. Pro experimenty jsem shroma´zˇdil
kolekci webovy´ch stra´nek. Prˇi tvorbeˇ te´to pra´ce bylo potrˇeba zı´skat znalosti z neˇkolika
oblastı´ a rˇesˇit ru˚zne´ proble´my. To jsem shrnul do neˇkolika bodu˚.
• Na´vrhovy´ vzor
• DIS (Modely pouzˇı´vane´ pro vyhleda´va´nı´ dokumentu˚)
• Data mining, Text mining, Web mining
• Na´vrh vlastnı´ metody rˇesˇenı´
• Na´vrh a implementace aplikace
• Experimenty
Struktura pra´ce se bude drzˇet teˇchto bodu˚. V kapitole 2 vysveˇtlı´m co je na´vrhovy´ vzor7.
V kapitole DIS uva´dı´m dva modely. Prvnı´ z nich je model booleovsky´. Tento model
mohu vyuzˇı´t pro popis a vyhleda´nı´ dokumentu, ve ktere´m jsem jizˇ objevil (neob-
jevil) na´vrhovy´ vzor. U takove´ho dokumentu udrzˇuji seznam, ktery´ obsahuje na´zev
na´vrhove´ho vzoru a hodnotu ano/ne. Pomocı´ tohoto seznamu mohu vyhledat jen ty
dokumenty, ktere´ obsahujı´ urcˇite´ na´vrhove´ vzory. Druhy´ z modelu˚ je model vektorovy´,
ktery´ popı´sˇu v kapitole 3.2. Vektorovy´ model vyuzˇı´va´m k popisu dokumentu˚ a vy-
hodnocenı´ podobnosti s dotazem. Dokument popisuji pomocı´ na´vrhovy´ch vzoru˚. Ve
6http://www.welie.com/patterns/
7na´vrhovy´ vzor nenı´ tote´zˇ jako vzor u Data Miningu
8svojı´ pra´ci ohodnocuji va´hu slova (na´vrhove´ho vzoru) podle metody TF (pocˇet vy´skytu˚
v dokumentu). Jiny´m zpu˚sobem hodnocenı´ je metoda TFIDF, ktera´ zohlednˇuje frekvenci
termu v ostatnı´ch dokumentech. Pomocı´ te´to metody bych mohl automaticky vypocˇı´tat
va´hu na´vrhove´ho vzoru s ohledem na to v kolika jiny´ch dokumentech (jina´ dome´na) se
na´vrhovy´ vzor vyskytuje.
V kapitole 4.1 objasnı´m co je Data mining. Data mining jsem zde uvedl, protozˇe
moje pra´ce vyuzˇı´va´ metody porozumeˇnı´ a predzpracova´nı´ dat. Kapitola 4.2 pojedna´va´m
o Text miningu. Text mining se mimo jine´ zaby´va´ zpracova´nı´m a prˇı´pravou textovy´ch
dat a prˇesneˇ tyto proble´my rˇesˇı´m v te´to pra´ci. V poslednı´ teoreticke´ kapitole Web mining
jsem popsal pouzˇitı´ na´vrhovy´ch vzoru˚ pro popis a klasifikaci webovy´ch stra´nek. To je
za´kladnı´ mysˇlenka, kterou vyuzˇı´va´ tato pra´ce.
92 Na´vrhovy´ vzor
V te´to pra´ci budu pouzˇı´vat pojem na´vrhovy´ vzor a vzor. Tyto dva termı´ny nejsou ekviva-
lentnı´. Vysveˇtlı´m v na´sledujı´cı´m textu.
Na´vrhovy´ vzor (design pattern) cha´pu jako popis charakteristicky´ch struktura´lnı´ch
rysu˚ a rysu˚ chova´nı´, ktere´ zlepsˇujı´ pouzˇitelnost architektury software, uzˇivatelske´ho
rozhranı´, webovy´ch stra´nek nebo cokoliv jine´ho v zamy´sˇlene´ dome´neˇ. V te´to pra´ci
pouzˇı´va´m na´vrhove´ vzory, ktere´ obsahujı´ se´manticke´ informace - vzory dome´n.
V na´sledujı´cı´m seznamu uvedu za´kladnı´ rysy na´vrhovy´ch vzoru˚:
• ma´lo za´visly´ na implementaci
• za´visly´ na vnı´ma´nı´ uzˇivatele
• komunikacˇnı´ na´stroj mezi uzˇivatelem a programa´torem
• jednotlive´ prvky konkre´tnı´ instance vzoru jsou na stra´nce vı´ceme´neˇ pohromadeˇ
Pro lepsˇı´ prˇedstavu uvedu konkre´tnı´ prˇı´klad na´vrhove´ho voru Nabı´dka za´jezdu viz.
obra´zek 1. Strucˇny´ popis: Na´zev vzoru: Nabı´dka dovolene´. Proble´m: potrˇeba prˇehledne´ho
Obra´zek 1: Na´vrhovy´ vzor Nabı´dka dovolene´
zobrazenı´ informacı´ o za´jezdu. Kdy uzˇı´t?: prodej a nabı´dka za´jezdu˚, tam kde je potrˇeba
zobrazit prˇehledny´ seznam nabı´zeny´ch za´jezdu˚. Procˇ?: prodejce potrˇebuje prˇehledneˇ a
srozumitelneˇ zobrazit informaci o za´jezdech. Jak?: zobrazenı´ jedne´ a vı´ce polozˇek (typ-
icky 4 a vı´ce). Obvykle obsahuje: na´zev letoviska, obra´zek, termı´n, pocˇet dnı´, druh stravy,
cenu, tlacˇı´tko pro vı´ce informacı´ nebo pro objedna´nı´.
Vzor pouzˇı´va´m ve vztahu s Data miningem. U´kolem data miningu je extrakce
zajı´mavy´ch ne trivia´lnı´ch (potenciona´lneˇ uzˇitecˇny´ch, skryty´ch) souvislostı´ v datech.
Vy´sledkem je vytvorˇenı´ pravidel chova´nı´, ktera´ se dlouhodobeˇ opakujı´. Tato pravidla
se nazy´vajı´ vzor. Prˇı´klad vzoru: v minulosti se data chovala podle neˇjake´ho vzoru
(za´kaznı´k, ktery´ ma´ veˇk veˇtsˇı´ nezˇ 30 let a je zˇenaty´, si obvykle kupuje velke´ rodinne´
auto), v budoucnu se chova´nı´ za´kaznı´ku˚ nezmeˇnı´ (za´kaznı´ku˚m, kterˇı´ majı´ veˇk veˇtsˇı´ nezˇ
30 let a jsou zˇenatı´ nabı´zej rodinna´ auta. Naprˇı´klad zasla´nı´m akcˇnı´ nabı´dky na email).
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3 Dokumentograficke´ informacˇnı´ syste´my
Dokumentograficke´ informacˇnı´ syste´my (DIS) prˇedstavujı´ trˇı´du programovy´ch na´stroju˚,
urcˇeny´ch pro zpracova´nı´ a vy´beˇr dokumentu˚. Obor, ktery´m se DIS zaby´va´ se nazy´va´ In-
formation Retrieval (vyhleda´va´nı´ informaci). Vyhleda´nı´ informacı´ je cˇinnost, jejı´mzˇ cı´lem
je vy´beˇr relevantnı´ch dokumentu˚. Souvisı´ s reprezentacı´, ukla´da´nı´m a prˇı´stupem k infor-
macı´m.
Objekty v Information Retrieval(da´le jen IR) jsou vstupnı´ a vy´stupnı´. Za´kladnı´m vs-
tupnı´m objektem je dokument. Dokument mu˚zˇe by´t naprˇ.: novinovy´ cˇla´nek, web, fo-
tografie, rˇecˇ a zvuk, video. Kazˇdy´ dokument mu˚zˇe by´t popisova´n pomocı´ metadat, struk-
tury textu a obsahu. Kazˇdy´ dokument mu˚zˇe by´t popsa´n pomocı´ DDL(document descrip-
tion language). Jiny´ vstupnı´ objekt je dotaz. Dotaz mu˚zˇe by´t cokoliv z vy´sˇe uvedeny´ch.
Vy´stupnı´m objektem je obvykle mnozˇina dokumentu˚. Tyto dokumenty tvorˇı´ odpoveˇd’
na dotaz a nazy´vajı´ se hity [20],[19].
Tı´mto se dosta´va´me k hodnocenı´ efektivity vyhleda´vacı´ch syste´mu˚. Pro zmeˇrˇenı´
kvality mu˚zˇe by´t du˚lezˇita´ cela´ rˇada faktoru˚ (rychlost, poskytnutı´ informace o rele-
vantnı´ch dokumentech). Schopnost poskytnout informaci o relevantnı´ch dokumentech
se vyjadrˇuje pomocı´ dvou koeficientu˚. Pojmem relevantnı´ dokument oznacˇı´me doku-
ment, ktery´ vyhovuje svy´m obsahem dotazu tazatele. Tedy ne vsˇechny dokumenty vy-
brane´ jako odpovı´dajı´cı´ uzˇivatelovu dotazu musı´ by´t relevantnı´ a naopak ne vsˇechny rel-
evantnı´ dokumenty musı´ odpovı´dat dotazu.[14],[19]. Viz. obra´zek 2 na straneˇ 11, ktery´ je
prˇevzaty´ z [20].
Popis obra´zku 2. |Hr| - pocˇet vybrany´ch relevantnı´ch dokumentu˚, |R| - pocˇet vsˇech
relevantnı´ch dokumentu˚ v kolekci, |H| - pocˇet vsˇech vybrany´ch dokumentu˚.
• Koeficient prˇesnosti = |Hr||H|
• Koeficient u´plnosti = |Hr||R|
Koeficient prˇesnosti cha´peme jako pravdeˇpodobnost, zˇe vybrany´ dokument je rel-
evantnı´. Koeficient u´plnosti cha´peme jako pravdeˇpodobnost s jakou byly vybra´ny
vsˇechny relevantnı´ dokumenty. V idea´lnı´m prˇı´padeˇ by koeficienty meˇly by´t rovny 1.
Toho v praxi nelze dosa´hnout. V praxi tedy uzˇivatel, ktery´ po prvnı´m dotazu dostane
prˇı´lisˇ mnoho nerelevantnı´ch dokumentu˚, zacˇne dotaz zprˇesnˇovat, tı´m docı´lı´ toho, zˇe
obdrzˇı´ vı´ce relevantnı´ch dokumentu˚, ale bude jich me´neˇ.[14],[20]. V na´sledujı´cı´ kapitole
podrobneˇ popı´sˇu za´kladnı´ dva modely. Jsou to Booleovsky´ a Vektorovy´.
11
Obra´zek 2: Hodnocenı´ efektivity
3.1 Booleovsky´ model
Booleovske´ DIS pocha´zejı´ z 50. let. Jednalo se o prvnı´ syste´my pro automatizaci kni-
hovnictvı´. Prˇesto se vsˇak tyto syste´my ve velke´ mı´rˇe pouzˇı´vajı´ dodnes (prˇeva´zˇneˇ pro
jejich snadnou implementaci). Kazˇdy´ dokument D je v indexu reprezentova´n pomocı´
mnozˇiny termu˚ T = (t1, . . . , tm) , ktere´ jej co nejle´pe popisujı´. Dokument D ⊆ T .
Prˇirˇazenı´ mnozˇiny termu˚ kazˇde´mu dokumentu probı´ha´ dveˇma zpu˚soby:
• Rucˇnı´ - Nekonzistentnı´. Vı´ce lidı´, kterˇı´ ohodnocujı´ dokument se nemusı´ shodnout
na mnozˇineˇ termu˚. Jeden cˇloveˇk mu˚zˇe ohodnotit stejny´ dokument jinak - subjek-
tivnı´ pohled.
• Automaticka´ - Konzistentnı´, ale chybı´ lidskost - porozumeˇnı´ textu (synonyma).
Mnozˇina termu˚ je bud’ prˇedem dana´ a vyberou se ty, ktere´ jsou vhodne´ pro doku-
ment, nebo se mnozˇina termu˚ meˇnı´ s prˇiby´vajı´cı´mi dokumenty. V booleovske´m mod-
elu je zajı´maveˇ vytva´rˇen index. Ten totizˇ nenı´ tvorˇen tak, zˇe ke kazˇde´mu dokumentu je
prˇirˇazena mnozˇina termu˚, ktere´ obsahuje, ale naopak, ke kazˇde´mu termu je prˇirˇazena
mnozˇina dokumentu˚, ktere´ dany´ term obsahujı´. Tohoto se vyuzˇı´va´ prˇi hleda´nı´ doku-
mentu˚ (naprˇ.: pru˚nik mnozˇin dokumentu˚, ktere´ obsahujı´ slovo A a mnozˇina dokumentu˚
obsahujı´cı´ slovo B)
Dotaz je pak sestaven z termu˚ a logicky´ch spojek da´vajı´cı´ logicky´ vy´raz. Obecneˇ lze
pouzˇı´t na´sledujı´cı´ logicke´ spojky:
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• A
∧
B: Logicky´ soucˇin, konjunkce. Ve vy´sledku budou dokumenty, ktere´ obsahujı´
A a za´rovenˇ B.
• A
∨
B: Logicky´ soucˇet, disjunkce. Ve vy´sledku budou dokumenty, ktere´ obsahujı´
A nebo B.
• A
⊕
B: Exkluzivnı´ soucˇet. XOR. Ve vy´sledku budou dokumenty, ktere´ obsahujı´
A nebo B, ne vsˇak oba soucˇasneˇ.
• ¬A: Negace. Ve vy´sledku budou dokumenty, ktere´ neobsahujı´ A.
Protozˇe pouzˇitı´m vy´sˇe uvedeny´ch pravidel by informacˇnı´ syste´m moc kvalitnı´ nebyl,
jsou pouzˇı´va´ny dalsˇı´ rozsˇı´rˇenı´:
• Sekunda´rnı´ informace: databa´ze
∧
(autor=Sˇarmanova´).
• Za´stupne´ znaky: * - pro vı´ce znaku˚, ? - pro jeden znak
• Proximitnı´ omezenı´:
– A (m,n) B: slovo A je vzda´leno minima´lneˇ m a maxima´lneˇ n slov od termu B.
– A veˇta B: term A se vyskytuje ve stejne´ veˇteˇ jako term B (stejneˇ pro odstavec a
kapitolu).
Proble´m booleovske´ho modelu je prˇedevsˇı´m v neschopnosti serˇadit vy´sledek v porˇadı´
(nejvı´ce relevantnı´ dokumenty jsou nejvı´ce nahorˇe). Dalsˇı´ nevy´hoda je slozˇitost
pokla´da´nı´ dotazu, vsˇechny termy v dotazu i v identifikaci dokumentu jsou cha´pa´ny
jako stejneˇ du˚lezˇite´, relevantnı´ dokumenty jsou pouze ty, ktere´ lexika´lneˇ obsahujı´ zadane´
pojmy. Pro neˇktere´ dotazy dostaneme u´plneˇ sˇpatne´ dokumenty. Nenı´ totizˇ jasne´, zda
hledany´ dokument ma´ obsahovat soucˇasneˇ vsˇechny nebo jen neˇktere´ pojmy (synonyma).
[19]
V te´to pra´ci booleovsky´ model zatı´m nevyuzˇı´va´m. Pokud bych tuto pra´ci rozsˇı´rˇil,
mohl bych booleovsky´ model pouzˇı´t pro vyhleda´nı´ stra´nek, ktere´ obsahujı´ jen urcˇite´
na´vrhove´ vzory. Metodou (popsanou da´le v textu) zı´ska´m na´vrhove´ vzory. Automat-
icky (programem RWV) urcˇı´m, zda se na´vrhovy´ vzor na stra´nce vyskytuje (ohodno-
cenı´ ano/ne). Pomocı´ booleovske´ho dotazu zı´ska´m stra´nky, ktere´ obsahujı´ pozˇadovane´
na´vrhove´ vzory. Prˇ. titulek AND nabı´dka AND login AND NOT teplota.
3.2 Vektorovy´ model
Vektorovy´ model vznikl v 70. letech. Snahou bylo odstranit proble´my Booleovsky´ch
DIS. Hlavnı´m rozdı´lem oproti prˇedchozı´mu modelu je reprezentace dokumentu˚ a
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uzˇivatelsky´ch dotazu˚ pomocı´ vektoru˚. Model obsahuje databa´zi D obsahujı´cı´ n doku-
mentu˚.D = (d1, . . . , dn). Dokumenty jsou popisova´ny pomocı´m termu˚. T = (t1, . . . , tm).
Kazˇdy´ dokument je reprezentova´n pomocı´ vektoru vah ~di = (wi,1, . . . , wi,m) ∈< 0, 1 >
m.
Pro vektor dotazu Q platı´ stejna´ pravidla.
• Pokud wi,j = 0, znamena´ to, zˇe term tj nenı´ pro identifikaci dokumentu di vu˚bec
du˚lezˇity´.
• Pokud wi,j = 1, znamena´ to, zˇe term tj je pro identifikace dokumentu di velice
du˚lezˇity´.
Indexovy´ soubor vektorove´ho modelu potom prˇedstavuje matici:
D =


w1,1 w1,2 · · · w1,m
w2,1 w2,2 · · · w2,m
...
...
. . .
...
wn,1 wn,2 · · · wn,m

 ∈< 0, 1 >
n×m
Ohodnocenı´ slov ve vektorove´m prostoru probı´ha´ na´sledovneˇ. Hodnocenı´ slov je
funkce, ktera´ kazˇde´mu slovu prˇirˇadı´ neˇjakou cˇı´selnou hodnotu. Existuje neˇkolik typu˚
ohodnocenı´ slov.
1. Bina´rnı´ - pokud se slovo v dokumentu vyskytuje alesponˇ jedenkra´t, bude slovo
ohodnoceno cˇı´slem 1, jinak 0. Je to velmi ztra´tova´ reprezentace, ale v mnoha algo-
ritmech poskytuje dobre´ vy´sledky. Vı´ce v [14].
2. Frekvencˇnı´ (TF) - u kazˇde´ho slova spocˇı´ta´ jeho frekvenci. Frekvence klı´cˇove´ho slova
v dokumentu je cˇı´slo, ktere´ uda´va´ pocˇet vy´skytu˚ klı´cˇove´ho slova v dokumentu.
Neˇkdy se pouzˇı´va´ normalizovana´ frekvence klı´cˇove´ho slova. Frekvence je normal-
izovana´ de´lkou dokumentu. V te´to pra´ci vyuzˇı´va´m tuto metodu pro ohodnocenı´.
3. TFIDF(Term Frequency Inverse Document Frequency) - Jedna z nejpouzˇı´vaneˇjsˇı´ch
metod. Tato metoda se snazˇı´ zohlednit frekvenci slova vzhledem k jeho vy´skytu
v ostatnı´ch dokumentech. Cˇı´m cˇasteˇji se slovo vyskytuje v ostatnı´ch dokumentech,
tı´m me´neˇ du˚lezˇite´ bude.[8].
TFIDF = TFi × log
D
DFi
TFi je pocˇet vy´skytu˚ termu Ti v dokumentu. D je pocˇet vsˇech dokumentu˚. DFi je
pocˇet dokumentu˚ neobsahujı´cı´ term Ti.
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Hlavnı´m proble´mem vektorove´ho modelu je velika´ dimenze. Z hlediska vy´sˇe uve-
deny´ch metod je problematicke´ odvozovat za´veˇry ze stovek (tisı´cu˚) prˇı´kladu˚, kde kazˇdy´
prˇı´klad obsahuje desı´tky azˇ stovky atributu˚. Jednou zmozˇnostı´ je pouzˇı´t metody redukce
dimensionality nebo pouzˇı´t jen urcˇite´ termı´ny. Pro selekci atributu˚ se da´ pouzˇı´t χ2 (chi-
square test). Pro transformaci termı´nu lze pouzˇı´t shlukova´nı´, faktorovou analy´zu, nebo
indexaci latentnı´ se´mantiky (LSI). Pro snı´zˇenı´ dimenze prostoru se pouzˇı´va´ metoda Sin-
gula´rnı´ rozklad (SVD). Ta na´m umozˇnˇuje prove´st redukci dimenze prostoru dokumentu
prˇi zachova´nı´ shluku˚. Vı´ce o te´to metodeˇ napsal Michal Kra´tky´ v [14].
V prˇedchozı´m textu jsem popsal vsˇechny na´lezˇitosti vektorove´ho modelu a zby´va´
popsat jak se provede vy´pocˇet podobnosti mezi dotazem Q a dokumentemD. V praxi se
pouzˇı´va´ velke´ mnozˇstvı´ meˇr podobnostı´, ktere´ vyjadrˇujı´ vztahy mezi dokumenty. Vy´beˇr
mı´ry podobnosti za´lezˇı´ na jaky´ch datech chceme prova´deˇt vy´pocˇet. Ja pouzˇı´va´m data
intervalova´, pro ktere´ se obvykle pouzˇı´va´ mı´ra Kosinova´. Touto mı´rou se spocˇı´ta´ u´hel,
ktery´ svı´ra´ dokument D s dotazem Q. Viz vzorec (1). Dalsˇı´ mı´ry: Jaccradova viz. vzorec
(2), Diceova mı´ra viz. vzorec (3).
Sim(Q,D) =
n∑
i=1
(Di ·Qi)√
n∑
i=1
(Di)2 ·
n∑
i=1
(Qi)2
(1)
Sim(Q,D) =
m∑
j=1
Qj ∗Dj
m∑
j=1
Qj +
m∑
j=1
Dj −
m∑
j=1
Qj ∗Dj
(2)
Sim(Q,D) =
2 ∗
m∑
j=1
Qj ∗Dj
m∑
j=1
Qj +
m∑
j=1
Dj
(3)
Vı´ce o vektorove´m modelu v [22] nebo zde [19].
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4 Mining
4.1 Data Mining
Data Mining (cˇesky
”
dolova´nı´ dat“) je proces hleda´nı´ informacı´ a znalostı´ ve velke´m
objemu dat. Jedna´ se o na´stroj pouzˇı´vany´ v oblasti analy´zy dat, slouzˇı´cı´ jako podklady
pro manazˇerske´ cˇinnosti. Pro Data Miming se vyuzˇı´vajı´ technologie rozpozna´nı´ vzoru˚,
statisticke´ a matematicke´ metody.
Prvnı´ na´znaky se objevily v 60. letech. Rozvoj statisticky´ch metod, databa´zovy´ch
aplikacı´ a umeˇle´ inteligence vedl k prvnı´mu vyuzˇitı´ data miningu v praxi. Mohl nas-
tat proble´m s hleda´nı´m vza´jemny´ch vztahu˚ ve velky´ch datovy´ch souborech. Ve velke´m
souboru mu˚zˇe vzniknout nepravidelna´ zmeˇna v datech bez mozˇnosti vytvorˇenı´ pravidla
a bez prakticke´ho vyuzˇitı´. V 90. letech byly vybudova´ny metody, umozˇnˇujı´cı´ vyhnout se
prˇedchozı´mu proble´mu. Rostla popta´vka po metoda´ch zpracova´nı´ rozsa´hly´ch databa´zı´,
ktere´ obsahujı´ velke´ objemy dat. Z nich je obtı´zˇne´ zı´skat potrˇebna´ data pomocı´ klasicky´ch
tabulkovy´ch metod. To napomohlo k rychle´mu rozvoji Data Miningu a jeho rozsˇı´rˇenı´ do
komercˇnı´ praxe. Existuje sˇiroka´ nabı´dka specializovany´ch softwaru pro tento u´cˇel (naprˇ.
SAS Enterprise Miner, SPSS Clementine, STATISTICA Data Miner, Weka, Orange).
Definice 4.1 Data Mining je proces vy´beˇru, prohleda´va´nı´ a modelova´nı´ ve velky´ch objemech dat,
slouzˇı´cı´ k odhalenı´ drˇı´ve nezna´my´ch vztahu˚ mezi daty za u´cˇelem zı´ska´nı´ obchodnı´ vy´hody.
Usama M. Fayyad
Dolova´nı´ dat je extrakce zajı´mavy´ch netrivia´lnı´ch, potenciona´lneˇ uzˇitecˇny´ch,
skryty´ch souvislostı´(vzory, informace) ve velky´ch objemech dat. DM slouzˇı´
k porozumeˇnı´ drˇı´ve nezna´my´ch vztahu˚ mezi daty a tvorˇenı´ pravidel chova´nı´, ktere´ se
dlouhodobeˇ opakujı´. Neˇktere´ databa´ze jsou velice objemne´, a tudı´zˇ orientace v nich
je prakticky nemozˇna´ (samotny´ tvu˚rce databa´ze nevı´ jaka´ data obsahujı´). Pro takovou
databa´zi by bylo prˇı´nosne´ pouzˇı´t techniku, ktera´ by doka´zala z teˇchto rozsa´hly´ch dat
”
vyteˇzˇit“ du˚lezˇite´ informace nebo vzory chova´nı´. Vı´ce v [2], [3], [5].
Vzor v Data minigu cha´pu jako vztah mezi daty v databa´zi. Vysveˇtlı´m na prˇı´kladu:
Za´kaznı´k nakupuje prˇes internetovy´ obchod. Koupı´ si novy´ digita´lnı´ fotoapara´t a
za´rovenˇ s nı´m si koupı´ pameˇt’ovou kartu. Takovou cˇinnost provede polovina lidı´, kterˇı´ si
kupujı´ fotoapara´t. Takova´ cˇinnost se da´ zobecnit do vzoru. Vzor popisuje pravidlo, zˇe
pokud si za´kaznı´k koupı´ fotoapara´t je pravdeˇpodobne´, zˇe si koupı´ i pameˇt’ovou kartu.
Tohoto faktu se da´ vyuzˇı´t prˇi tvorbeˇ internetove´ho obchodu (u fotoapara´tu˚ umı´stı´m i
pameˇt’ove´ karty).
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Obra´zek 3: Zˇivotnı´ cyklus Data Miningu
Zdroje dat
V na´sledujı´cı´m seznamu uvedu prˇehled ru˚zny´ch zdroju˚ dat. Uvedeno v [4].
• Databa´ze, datove´ sklady
• Datove´ toky
• Strukturovana´ data, grafy, socia´lnı´ sı´teˇ.
• World Wide Web
4.1.1 Zˇivotnı´ cyklus Data Mining
Vznik standardizovane´ho metodologicke´ho postupu. CRoss-Industry Standard Proces
for Data Mining (CRISP-DM)[6], je to standardizovany´ proces pro vsˇechny zdroje dat.
Metodologie je vzˇdy stejna´ a popisuje data mining v na´sledujı´cı´ch sˇesti krocı´ch. Jejich
na´vaznost uka´zˇe obra´zek 3, ktery´ je prˇevzaty´ z [6]. Jednotlive´ procesy popı´sˇu.
• Porozumeˇnı´ problematice (Business Understanding).
”
Tato pocˇa´tecˇnı´ fa´ze se
zameˇrˇuje na pochopenı´ cı´lu˚ projektu a pozˇadavku˚ z manazˇerske´ho hlediska a
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pote´ prˇevedenı´ teˇchto poznatku˚ do definova´nı´ proble´mu data miningu. V te´to
fa´zi docha´zı´ take´ k na´vrhu a tvorbeˇ pla´nu pro rˇesˇenı´ dane´ho proble´mu.“ Citova´no
z [21].
• Porozumeˇnı´ datu˚m (Data Understanding).
”
Fa´ze porozumeˇnı´ datu˚m zacˇı´na´ pr-
votnı´m sbeˇrem dat a pokracˇuje aktivitami vedoucı´mi k sezna´menı´ se s daty,
urcˇenı´m kvality dat, prvnı´m nahle´dnutı´m do dat nebo odhalenı´m zajı´mavy´ch
podmnozˇin k vytva´rˇenı´ hypote´z pro skryte´ informace. Tyto hypote´zy se v pru˚beˇhu
cele´ho procesu snazˇı´me potvrdit. Neˇkdy vsˇak mu˚zˇeme hypote´zu vyvra´tit nebo
naopak najı´t jine´ rˇesˇenı´.“ Citova´no z [21].
• Prˇı´prava dat (Data Preparation).
”
Fa´ze prˇı´pravy dat zahrnuje vsˇechny aktivity na
vybudova´nı´ konecˇne´ho datove´ho souboru, ktery´ bude zpracova´va´n jednotlivy´mi
analyticky´mi metodami. Tato data by tedy meˇla obsahovat u´daje relevantnı´ k dane´
u´loze a mı´t podobu, ktera´ je vyzˇadova´na vlastnı´mi analyticky´mi algoritmy. Tento
proces nelze spra´vneˇ prove´st bez znalosti dat. Sˇpatna´ integrace dat by mohla ve´st
ke znehodnocenı´ zdroju˚ dat a ovlivneˇnı´ celkove´ kvality rˇesˇenı´.“ Citova´no z [21].
• Modelova´nı´ (Modeling).
”
V te´to fa´zi jsou zvoleny a aplikova´ny ru˚zne´ modelovacı´
techniky a jejich parametry jsou kalibrovane´ na optima´lnı´ hodnoty. Obvykle exis-
tuje rˇada ru˚zny´ch metod pro rˇesˇenı´ dane´ u´lohy (doporucˇuje se pouzˇı´t vı´ce ru˚zny´ch
metod a vybrat neˇkolik nejlepsˇı´ch, ktere´ postupujı´ do dalsˇı´ho kroku) a vhodneˇ nas-
tavit jejich parametry. Neˇktere´ techniky majı´ specificke´ pozˇadavky na podobu dat.
Pak je tedy cˇasto potrˇeba prˇistoupit zpeˇt k fa´zi prˇı´pravy dat.“ Citova´no z [21].
• Vyhodnocenı´ (Evaluation).
”
V te´to fa´zi ma´me sestaveny´ model (nebo modely),
ktery´ se zda´ mı´t z hlediska analy´zy dat vysokou kvalitu. Prˇed konecˇny´m vyuzˇitı´m
modelu je du˚lezˇite´ du˚kladneˇji vyhodnotit model a prˇezkoumat kroky vedoucı´ ke
stavbeˇ modelu k nabytı´ jistoty, zˇe skutecˇneˇ dosa´hneme dany´ch cı´lu˚. Hlavnı´m cı´lem
je zjistit, zda existuje neˇjaka´ du˚lezˇita´ za´lezˇitost, ktera´ nebyla dostatecˇneˇ zahrnuta.
Na konci te´to fa´ze by meˇlo by´t dosazˇeno rozhodnutı´ o vyuzˇitı´ vy´sledku˚ data
miningu. Dle zı´skany´ch vy´sledku˚ je jizˇ mozˇno zva´zˇit prˇı´padnou implementaci
cele´ho procesu.“ Citova´no z [21].
• Vyuzˇitı´ vy´sledku˚ (Deployment).
”
Je poslednı´m krokem v cele´m procesu. Je vsˇak
nutne´ podotknout, zˇe proces nekoncˇı´, ale zacˇı´na´ se cyklicky opakovat. Pokud
se za´kaznı´k rozhodne vy´sledky data miningu implementovat do svy´ch procesu˚,
je nezbytne´ modely udrzˇovat aktua´lnı´. Za´vislosti v datech se cˇasem meˇnı´, a
pokud by syste´m nebyl dostatecˇneˇ robustnı´ cˇi pravidelneˇ aktualizova´n, je velmi
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Obra´zek 4: Pozice Data Miningu v procesu zı´ska´va´nı´ znalostı´ z databa´zı´
pravdeˇpodobne´, zˇe by cˇasem pozbyl kvality, tak i zcela sve´ funkce. Proto je
nutne´ pravidelneˇ oveˇrˇovat funkci modelu novy´mi daty a tı´m udrzˇovat aktua´lnost
modelu˚. Vytvorˇenı´ modelu obecneˇ nenı´ konec projektu. Zı´skane´ znalosti budou
muset by´t zorganizova´ny a prezentova´ny zpu˚sobem, aby je za´kaznı´k mohl vyuzˇı´t.
V za´vislosti na u´kolu mu˚zˇe by´t tato fa´ze zcela prosta´ – pouhe´ sepsa´nı´ za´veˇrecˇne´
zpra´vy, nebo take´ slozˇita´ – zavedenı´ syste´mu pro automatickou klasifikaci novy´ch
prˇı´padu˚.“ Citova´no z [21].
Obra´zek 4 je prˇevzaty´ z publikace [5]. Na obra´zku 4 je zobrazena pozice Data Minigu
v procesu zı´ska´va´nı´(dolova´nı´) informacı´ z databa´ze. V prvnı´m kroku se provede selekce
dat. Pokud jsou data pro analy´zu relevantnı´ jsou nacˇtena z databa´ze. V na´sledujı´cı´m
kroku se upravı´ data. Zde docha´zı´ k integraci vı´ce datovy´ch zdroju˚, cˇisˇteˇnı´ a u´praveˇ dat
do podoby, kterou vyzˇadujı´ analyticke´ na´stroje a metody. Odstranı´ se sˇum a nekonzis-
tentnı´ data. V datech se mu˚zˇou vyskytnout ru˚zne´ chyby (za´kaznı´k nakoupil zbozˇı´ prˇed
tı´m nezˇ se narodil), tyto chyby je potrˇeba odhalit a opravit. V kroku 3 jsou data transfor-
mova´na nebo sloucˇena do forem vhodny´ch pro dolova´nı´. Naprˇı´klad se provede souhrn
nebo agregace. Neˇkdy jsou procesy transformace a konsolidace dat aplikova´ny do pro-
cesu vy´beˇru dat, zvla´sˇteˇ pak v prˇı´padeˇ datovy´ch skladu˚. Neˇkdy je redukce dat provedena
za u´cˇelem zı´skat mensˇı´ zastoupenı´ pu˚vodnı´ch dat bez ztra´ty integrity. Krok 4 je za´kladnı´
proces, kde se zı´ska´vajı´ datove´ vzory za pouzˇitı´ inteligentnı´ch metod. V poslednı´m
kroku se urcˇı´ vzory. Uzˇivateli se vizua´lneˇ prezentujı´ data zı´skane´ dolova´nı´m. Je vytvorˇen
model, ktery´ musı´ prˇine´st uzˇitek. Prˇı´klad u´lohy pro data mining: Kolik bude sta´t poze-
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mek 50km od Ostravy? Ktere´ produkty se proda´vajı´ spolecˇneˇ? Ktere´ produkty si lide´
kupujı´ spolecˇneˇ s jiny´mi? [4]
4.1.2 Kategorie metod
Data mining se da´ pouzˇı´t na rˇesˇenı´ mnoha ru˚zny´ch proble´mu˚. Podle druhu proble´mu
mu˚zˇeme vytvorˇit urcˇite´ skupiny, ktere´ majı´ za cı´l postihnout nezna´me´ vztahy mezi daty.
Jednotna´ podoba deˇlenı´ nenı´ definova´na.Mu˚zˇeme se setkat s ru˚zny´mi skupinami. Ja´ jsem
vybral deˇlenı´ podle Usamy Fayyada [5]. Fayyad urcˇuje dva hlavnı´ cı´le data miningu,
predikci a deskripci.
• PredikceUmozˇnˇuje prˇedpovı´dat budoucı´ hodnoty atributu˚ na za´kladeˇ nalezeny´ch
vzoru˚ v datech. Tyto metody se dajı´ vyuzˇı´t naprˇı´klad pro prˇedpoveˇd’ pocˇası´, vy´voj
ceny na burze a mnoho dalsˇı´ch.
• Deskripce Je bra´na jako samozrˇejmost. Pokud chcete neˇkomu prˇedat neˇjake´ infor-
mace, musı´te by´t schopni danou skutecˇnost popsat. Deskripce popisuje nalezene´
vzory a vztahy v datech, ktere´ mohou ovlivnit rozhodova´nı´.
Cı´lu˚ predikce a deskripce je dosazˇeno pomocı´ na´sledujı´cı´ch u´kolu˚:
• Klasifikace. Klasifikace rozdeˇluje objekty podle jejich charakteristicky´ch rysu˚ do
jednotlivy´ch klasifikacˇnı´ch trˇı´d. Tato trˇı´da (mu˚zˇeme nazy´vat dome´na) je vytvorˇena´
prˇedem z mnozˇiny tre´novacı´ch dat. Kazˇdy´ objekt mu˚zˇeme neˇkam zarˇadit. (Naprˇ.:
stra´nky internetove´ho obchodu mu˚zˇeme urcˇiteˇ zarˇadit mezi trˇı´du na´kup)
• Regrese. Data ktera´ jsou obsazˇena v databa´zi majı´ informativnı´ hodnotu, ze ktere´
mu˚zˇeme prˇedpovı´dat jake´ dalsˇı´ hodnoty budou na´sledovat.
• Shlukova´nı´. Shlukova´nı´ je skupinametod, ktere´ tvorˇı´ shluky dat. Vstupnı´ mnozˇina
dat je rozdeˇlena neˇkterou z technik do shluku˚ (pocˇet takovy´ch skupin je zna´m
bud’ prˇedem, nebo azˇ prˇi pru˚beˇhu shlukova´nı´). Pouzˇı´vany´mi technikami jsou
rozhodovacı´ stromy, neuronove´ sı´teˇ, logisticka´ regrese, diskriminacˇnı´ analy´za.
• Sumarizace. Zahrnuje metody pro hleda´nı´ ucelene´ho popisu podmnozˇiny dat
- poda´va´ prˇehled o strukturˇe dat. Neˇktere´ metody zahrnujı´ odvozenı´ pravidel
z vı´cerozmeˇrny´ch zobrazovacı´ch metod a objevenı´ funkcˇnı´ch vztahu˚ mezi nimi.
Jsou aplikova´ny na pru˚zkumne´ analy´zy dat a automaticke´ vytva´rˇenı´ zpra´v.
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• Modelova´nı´ za´vislostı´. Hleda´ model, ktery´ popisuje du˚lezˇite´ za´vislosti mezi
promeˇnny´mi. Rozdeˇlujeme jej na dveˇ u´rovneˇ: 1. Struktura´lnı´ u´rovenˇ modelu (speci-
fikuje promeˇnne´, ktere´ jsou na sobeˇ logicky´ za´visle´, cˇasto graficky). 2. Kvantitativnı´
u´rovenˇ modelu specifikuje sı´ly za´vislostı´ za pouzˇitı´ cˇı´selne´ stupnice.
• Detekce zmeˇn a odchylek. Kontroluje nejpodstatneˇjsˇı´ch zmeˇny v datech od
pu˚vodneˇ nameˇrˇeny´ch nebo normativnı´ch hodnot.
4.2 Text Mining
V poslednı´ch letech lze videˇt ohromny´ na´ru˚st mnozˇstvı´ dokumentu˚ dostupny´ch na In-
ternetu, nebo naprˇ. v podnikovy´ch intranetech. S rostoucı´m pocˇtem dat vzru˚sta´ potrˇeba
po kvalitnı´ch metoda´ch, ktere´ vyhleda´vajı´ a zpracova´vajı´ texty. Textova´ data jsou ob-
vykle ulozˇena v nestrukturovane´ podobeˇ (obycˇejny´ text v cˇla´nku). Data obvykle nejsou
ulozˇena v databa´zı´ch, ale prˇedevsˇı´m na webovy´ch serverech, souborovy´ch syste´mech
nebo na PC. Prˇı´klad dat pro Text Mining:
• elektronicka´ posˇta
• internetove´ dokumenty (pozna´mky, prezentace, za´pisky)
• technicke´ zpra´vy
• informacˇnı´ kana´ly
Vyhleda´va´nı´m a zpracova´nı´m textu˚ se zaby´va´ Text Mining(TM). TM je jedna z u´loh
obecne´ho Data Miningu(DM), ktery´ jsem popsal v kapitole 4.1. V dnesˇnı´m sveˇteˇ inter-
netu je veˇtsˇina (te´meˇrˇ 80%) vsˇech informacı´ ulozˇena v podobeˇ textovy´ch dokumentu˚
(pouhy´ch 20% je strukturovaneˇ ulozˇeno v databa´zı´ch). Z du˚vodu rozdı´lnosti dat se
oddeˇlilo dolova´nı´ v textech od dolova´nı´ v datech. Bylo potrˇeba vytvorˇit nove´ metody
prˇedzpracova´nı´ a zpracova´nı´ textu˚. U TM usilujeme o extrakci zajı´mavy´ch vzoru˚ z tex-
tovy´ch dokumentu˚. Nejdu˚lezˇiteˇjsˇı´ u´lohy Text Miningu jsou:
• Kategorizace
• Shlukova´nı´
• Extrakce informacı´
• Sumarizace
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”
Dolova´nı´ v textech lze definovat jako proces objevova´nı´ (zı´ska´va´nı´) znalostı´, ktery´
ma´ za cı´l identifikovat a analyzovat uzˇitecˇne´ informace v textech, jezˇ jsou zajı´mave´ pro
uzˇivatele. Dolova´nı´ v textech lze take´ definovat jako netrivia´lnı´ extrakci implicitnı´ch,
prˇedem nezna´my´ch a potenciona´lneˇ uzˇitecˇny´ch informacı´ z (velke´ho mnozˇstvı´) tex-
tovy´ch dat. Prˇedem nezna´my´mi informacemi jsou mysˇleny informace, ktere´ znal autor
dokumentu, a ktere´ nejsou implicitneˇ viditelne´. Nalezenı´ zcela novy´ch informacı´ je velmi
obtı´zˇny´ u´kol, ktery´ se cˇasto realizuje v souborech textu˚, kde se analyzujı´ vza´jemne´ vazby
a souvislosti.“ Jak je peˇkneˇ uvedeno v [7].
Text Mining mu˚zˇeme rozdeˇlit na dveˇ cˇa´sti:
1. Prˇedzpracova´nı´ textu - prˇı´prava textu do formy, se kterou se prova´dı´ dalsˇı´ zpra-
cova´nı´.
2. Zı´ska´va´nı´ znalostı´ - vzoru˚ - v te´to cˇa´sti se odvozujı´ vzory z prˇed prˇipravene´ho
textu. Docha´zı´ k analy´ze vygenerovany´ch termu˚ a k rozhodovacı´mu procesu ve-
doucı´mu k poskytnutı´ pozˇadovany´ch vy´sledku˚ (zarˇazenı´ dokumentu do kate-
gorie).
4.2.1 Prˇedzpracova´nı´ textu
Du˚lezˇity´m krokem, ktery´ prˇedcha´zı´ dolova´nı´ dat, je prˇı´prava teˇchto dat. Prˇi
prˇedzpracova´nı´ je vstupnı´ dokument prˇeva´deˇn do urcˇite´ podoby - do odpovı´dajı´cı´ho
forma´tu. S touto podobou se prova´dı´ dalsˇı´ zpracova´nı´. Ze vstupnı´ch dat je extrahova´n
pouze text. Jsou odstraneˇny obra´zky nebo informace, ktere´ se nety´kajı´ textu. Text je
prˇeveden na stejny´ druh pı´sma. Co je zachova´no je textova´ struktura textu. Tato struktura
mu˚zˇe pomoci k urcˇenı´ vy´znamu termu˚. Term je usta´leny´ celek v dokumentu(za´kladnı´ ob-
jekt, s nimzˇ se prova´dı´ dalsˇı´ zpracova´nı´). Term se skla´da´ z jednotlivy´ch slov, nebo vı´ce
fra´zı´ spolu s urcˇenı´m slovnı´ho druhu. Vy´beˇr termu mu˚zˇe by´t rucˇnı´, nebo automatizo-
vany´. Da´le jsou z textu vyjmuta slova, ktera´ nenesou zˇa´dny´ vy´znam. Vektor termu˚ mu˚zˇe
by´t velice velky´, a proto se aplikujı´ metody, ktere´ umozˇnˇujı´ snı´zˇit velikost na prˇijatelnou
mez. [9],[11],[10], [7].
Metody prˇedzpracova´nı´ textu
• Prˇevod na mala´ nebo velka´ pı´smena: Vsˇechny znaky v textu jsou prˇevedeny na
mala´, nebo velka´ pı´smena. Ve svojı´ pra´ci text prˇeva´dı´m na mala´ pı´smena. Tı´mto se
zbavı´m rozdı´lu mezi slovem, ktere´ je napsane´ velky´m pı´smem respektive maly´m.
[13].
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• Odstraneˇnı´ diakritiky: Vsˇechny znaky v textu projdou odstraneˇnı´m inter-
punkcˇnı´ch zname´nek. Analy´za textu se tı´m zase o neˇco zlepsˇı´. [13].
• Stemming: Prˇevod slova do za´kladnı´ho tvaru je velmi cˇasto pouzˇı´vana´ technika
[13]. Smyslem stemmingu je sjednocenı´ slov se stejny´m vy´znamem, ale jiny´m
tvarem. Jako prˇı´klad mu˚zˇou slouzˇit anglicke´ tvary slov looks, looking a looked, ktere´
po u´praveˇ majı´ tvar look. V cˇesˇtineˇ naprˇı´klad slovo program ma´ tvary programova´nı´
nebo programy. Tato technika doka´zˇe snı´zˇit vy´slednou velikost vektoru. Pro an-
glicky psane´ texty se pouzˇı´va´ algoritmus8, ktery´ byl napsa´n Martinem F. Porterem
v roce 1979. Tento algoritmus vyuzˇı´va´ pouze odstranˇova´nı´ prˇı´pon. U prˇedpon se
prˇedpokla´da´, zˇe jich v anglicˇtineˇ nenı´ tolik a nejsou tak cˇasto pouzˇity. Pro cˇesˇtinu
se pouzˇı´va´ naprˇı´klad morfologicky´ analyza´tor Ajka vı´ce v[12].
• Stop list: Je to seznam zaka´zany´ch slov, ktera´ nechceme zahrnout do analy´zy.
Pouzˇı´va´ se prˇedevsˇı´m pro odstraneˇnı´ slov, ktera´ nemajı´ zˇa´dny´ vy´znam. Jsou to
naprˇı´klad a, nebo, nezˇ, anizˇ, trˇeba a mnoho dalsˇı´ch. Tyto slova jsou manua´lneˇ
nashroma´zˇdeˇna´. Jina´ mozˇnost nezˇ stop list je vypustit urcˇity´ pocˇet (naprˇ. 100, 200,
300) nejfrekventovaneˇjsˇı´ch slov v dane´m jazyce. Da´le je nutne´ odstranit slova, ktera´
jsou obsazˇena ve velke´mmnozˇstvı´ dokumentu˚ (pak je vy´znam teˇchto slov nulovy´).
• Odstraneˇnı´ dalsˇı´ch informacı´: Takove´ informace obvykle nese www dokument.
Jsou to HTML znacˇky, skripty a jine´. Tyto znacˇky nechceme do analy´zy zacˇlenit.
• Ohodnocenı´ slov:Nejpouzˇı´vaneˇjsˇı´m zpu˚sobem reprezentace dokumentu je pouzˇitı´
vektoru, ktery´ ma´ tolik slozˇek, kolik je slov v souboru dokumentu˚. Jednotlive´ doku-
menty by´vajı´ reprezentova´ny rˇı´dky´mi vektory o tisı´cı´ch hodnot. Vı´ce o ohodnocenı´
jsem zmı´nil v kapitole 3.2.
4.2.2 Klasifikace dokumentu˚
Klasifikace dokumentu˚ je proces, slouzˇı´cı´ k vytvorˇenı´ modelu, pro prˇirˇazova´nı´ nebo ro-
zlisˇova´nı´ objektu˚ do prˇedem zna´my´ch trˇı´d na za´kladeˇ jejich vlastnostı´. V procesu Text
Mining se kategorizace pouzˇı´va´ pro hleda´nı´ spra´vny´ch te´mat pro kazˇdy´ dokument.
Dokument mu˚zˇe by´t zarˇazen podle obsahu, na´zvu, autora apod. Kazˇdy´ dokument mu˚zˇe
by´t v neˇkolika, jedne´ nebo zˇa´dne´ trˇı´deˇ. Kategorizace se uplatnı´ v aplikacı´ch indexova´nı´,
rˇazenı´, filtrova´nı´ cˇi organizova´nı´ textu nebo trˇı´deˇnı´ webovy´ch stra´nek nebo odhalova´nı´
spamu. Kategorizace dokumentu je pouzˇı´vana´ jizˇ od 60. let minule´ho stoletı´. Azˇ do konce
8http://tartarus.org/ martin/PorterStemmer/index-old.html
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80. let se klasifikacˇnı´ pravidla vytva´rˇela rucˇneˇ. Pote´ byly vyvinuty syste´my, ktere´ na
za´kladeˇ jizˇ zarˇazeny´ch dokumentu˚ doka´zaly tyto pravidla vytvorˇit automaticky.
Klasifikace textovy´ch dokumentu˚ patrˇı´ do proble´mu strojove´ho ucˇenı´. Cı´lem je auto-
maticky prˇirˇadit textovy´ dokument do neˇjake´ kategorie v za´vislosti na jeho obsahu. Pro
kategorizaci lze pouzˇı´t obecneˇ zna´me´ proble´my jako jsou rozhodovacı´ stromy, induktivnı´
logicke´ programova´nı´ (ILP), asociacˇnı´ pravidla, Bayesova klasifikace, k-NN a jine´.
Pro klasifikacˇnı´ algoritmy, je trˇeba textovy´ dokument reprezentovat jako vektor, kde
kazˇda´ slozˇka reprezentuje frekvenci slova cˇi termu. Klasifikaci mu˚zˇeme rozdeˇlit do
dvou fa´zı´. V prvnı´ fa´zi na za´kladeˇ tre´novacı´ch vzoru˚ (u nichzˇ vı´me, do jake´ skupiny
patrˇı´) urcˇı´me pravidla, podle nichzˇ bude klasifikace prova´deˇna. Ve druhe´ fa´zi jsou
pravidla zı´skana´ v prˇedchozı´m kroku testova´na na jiny´ch vzorech, na´sledneˇ pouzˇita pro
zarˇazova´nı´ novy´ch dat. Vı´ce o klasifikaci dokumentu˚ naprˇı´klad zde: [15].
4.2.3 Shlukova´nı´
U´kolem shlukova´nı´ je nale´zt shluky tak, aby platilo: dokumenty uvnitrˇ shluku jsou si
nejvı´ce podobne´, a aby jejich podobnost s dokumenty z jiny´ch shluku˚ byla mensˇı´. Pomocı´
shlukova´nı´ mu˚zˇeme zjistit te´mata, ktera´ se vyskytujı´ ve zkoumane´ mnozˇineˇ dokumentu˚.
Na rozdı´l od klasifikace nezna´me jednotlive´ skupiny. [16],[11].
Kvalita shlukova´nı´ je u´meˇrna´ schopnostem porovnat odlisˇnosti jednotlivy´ch ob-
jektu˚. Je du˚lezˇite´ vybrat vhodne´ vstupnı´ parametry. Vycha´zı´ se z toho, zˇe umı´me meˇrˇit
vzda´lenosti mezi objekty. Na´sleduje definice shluku.
Definice 4.2 Meˇjme mnozˇinu objektu˚ O = O1, . . . , On a mı´ru vzda´lenosti objektu˚ V. Shlukem
nazveme takovou podmnozˇinu X ∈ O, pro nizˇ platı´
max(V (Oi, Oj)) < min(V (Ok, Oi)), Oi, Oj ∈ X, Ok /∈ X
Kapitolu o shlukova´nı´ jsem uvedl, protozˇe bych ho v budoucnu mohl pouzˇı´t pro
shlukova´nı´ webovy´ch stra´nek. Pokud bych kolekci ru˚zny´ch webovy´ch stra´nek pop-
sal pomocı´ vektorove´ho modelu. U kazˇde´ho dokumentu provedu ohodnocenı´ termu˚
metodou (TFIDF). Pak mu˚zˇu spustit shlukova´nı´. Idea´lnı´m vy´sledkem bude neˇjaky´ pocˇet
shluku˚, kde kazˇdy´ shluk odpovı´da´ jedne´ dome´neˇ. Pro shlukova´nı´ bych vybral algorit-
mus (Hierarchicky´), ktery´ mnozˇinu stra´nek postupneˇ rozdeˇlı´ do k shluku˚.
Na´sledujı´cı´ vzorce a text pro vy´pocˇet vzda´lenosti jsem si vypu˚jcˇil z [17].
”
Prˇedpokla´dejme, zˇe kazˇdy´ prˇı´klad je charakterizova´n m numericky´mi velicˇinami.
Vzda´lenost mezi dveˇma prˇı´klady x1 = [x11, . . . , x1m] a x2 = [x21, . . . , x2m] lze vyja´drˇit
ru˚zny´mi mı´rami. Naprˇ.:
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• Hammingova vzda´lenost
dH(x1, x2) =
m∑
j=1
|x1j − x2j |
• Euklidovskou vzda´lenost
dE(x1, x2) =
√√√√ m∑
j=1
(x1j − x2j)2
• Cˇebysˇova vzda´lenost
dC(x1, x2) = maxj |x1j − x2j |
Ve vsˇech vy´sˇe uvedeny´ch prˇı´padech se jedna´ o specia´lnı´ prˇı´klady Minkovske´ho metriky
L(z)(x1, x2) = z
√√√√ m∑
j=1
(x1j − x2j)z
dH(x1, x2) = L
(1)(x1, x2), dE(x1, x2) = L
(2)(x1, x2), dC(x1, x2) = lim
z→∞
L(z)(x1, x2)
Vy´sˇe uvedene´ mı´ry vzda´lenosti za´visı´ na meˇrˇı´tku velicˇin. Proto je trˇeba velicˇiny
normovat. Konkre´tnı´ hodnota se obvykle deˇlı´ neˇjakou jinou hodnotou: pru˚meˇrem,
smeˇrodatnou odchylkou nebo rozpeˇtı´m (max-min). Navı´c prˇedpokla´dajı´ stejny´ rozptyl
u vsˇech velicˇin. V prˇı´padeˇ ru˚zne´ho rozptylu se doporucˇuje pouzˇı´t Mahalanobisovu
vzda´lenost, ktera´ je zobecneˇnı´m vzda´lenosti euklidovske´.“ Citova´no z [17].
dM2(x1, x2) = (x1 − x2)
TS−1(x1 − x2)
Na za´veˇr uvedu jeden z nejpouzˇı´vaneˇjsˇı´ch vzorcu˚ pro meˇrˇenı´ podobnosti dokumentu˚ -
Kosinova´ mı´ra.
Sim(x1, x2) =
n∑
i=1
(x1i · x2i)√
n∑
i=1
(x1i)2 ·
n∑
i=1
(x2i)2
4.2.4 Metody shlukova´nı´
Shlukova´nı´ nespada´ do jednoho oboru, ale spada´ do vı´ce oblastı´, je to naprˇı´klad matem-
atika, statistika, numericka´ analy´za cˇi umeˇla´ inteligence. Na´sleduje prˇehled metod pro
shlukova´nı´ prˇevzaty´ z [18].
• Hierarchicke´ Metody
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– Aglomerativnı´ algoritmy
– Rozdeˇlovacı´ algoritmy
• Rozdeˇlovacı´ metody
– Pravdeˇpodobnostnı´ shlukova´nı´
– k-medoids metody
– k-means metody
• Algoritmy zalozˇene´ na hustoteˇ prvku˚
• Metody zalozˇene´ na mrˇı´zˇka´ch
• Jine´ metody (Naprˇ.: metody pro mnohorozmeˇrna´ data, ru˚zne´ metody zalozˇene´ na
strojove´m ucˇenı´ nebo metody vyuzˇı´vajı´cı´ neuronove´ sı´teˇ).
4.3 Web Mining
Web mining je technika, ktera´ vyuzˇı´va´ metod Data Miningu, pro objevova´nı´ vzoru˚ na
webovy´ch stra´nka´ch (hleda´ a analyzuje uzˇitecˇne´ informace). Na Web Mining by se dalo
pohlı´zˇet jako rozsˇı´rˇenı´ Data Minigu s tı´m rozdı´lem, zˇe se pouzˇı´va´ pro data z webu.
Hlavnı´m u´kolem Web Miningu je klasifikace webove´ho dokumentu. Web mining se deˇlı´
na trˇi skupiny, ktere´ objasnı´m v na´sledujı´cı´ch kapitola´ch [26], [27].
4.3.1 Web content mining
Jeden z cı´lu˚ web content miningu je analyzovat webove´ stra´nky a zjistit, ktere´ uzˇitecˇne´
informace jsou na nich obsazˇeny. Uzˇitecˇne´ informace z pohledu uzˇivatele (text, odkazy,
obra´zky, zvuk, video). Neˇkdy je oznacˇova´n jako text mining, protozˇe se veˇtsˇinou zaby´va´
zpracova´nı´m textu. Vı´ce o pouzˇitı´ v [27]. Web content mining se da´ rozdeˇlit na dveˇ
oblasti:
• Information Retrieval - u´cˇelem je zı´skat uzˇitecˇne´ informace, pomocı´ ktery´ch
nalezneme relevantnı´ webove´ stra´nky na internetu.
• Extrakce informacı´ - u´cˇelem je zjistit informace o strukturˇe, ktere´ mohou by´t
ulozˇeny v databa´zi (naprˇ. na´zev, cena a termı´n za´jezdu).
Podle publikace [23] pro oblast web mining je vhodne´ pouzˇı´t webove´ na´vrhove´ vzory.
Vzory se pouzˇı´vajı´ odlisˇny´m zpu˚sobem nezˇ obvykle (podle vzoru programa´tor napro-
gramuje pozˇadovanou akci - sta´le se opakujı´cı´). V publikaci [23] byla vybra´na sada
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na´vrhovy´ch vzoru˚, ktere´ se vyskytujı´ na skutecˇny´ch stra´nka´ch (tyto na´vrhove´ vzory jsou
vnı´ma´ny uzˇivatelem). Na´vrhove´ vzory jsou pak pouzˇity pro popis charakteru webove´
stra´nky (na diskusnı´m fo´ru se vyskytuje vzor prˇihla´sˇenı´, prˇı´speˇvky a vlozˇenı´ nove´ho
prˇı´speˇvku). Pro tento u´cˇel musel by´t vytvorˇen katalog teˇchto vzoru˚9. Cı´lem pouzˇitı´
na´vrhovy´ch vzoru˚ je popis webove´ stra´nky a pote´ tento popis opakovaneˇ pouzˇı´vat pro
jine´ u´koly. Vlastnosti na´vrhove´ho vzoru: je ma´lo za´visly´ na implementaci, je za´visly´ na
vnı´ma´nı´ uzˇivatele, prvky jedne´ konkre´tnı´ instance vzoru jsou na stra´nce pohromadeˇ. Pro
extrakci na´vrhove´ho vzoru jsou pouzˇity tzv. Gestalt principy pro vizua´lnı´ syste´my. Byly
vybra´ny 4 nejvhodneˇjsˇı´ pravidla zalozˇena´ na Gestalt principech. Jsou to:
1. Proximity (blı´zkost) - souvisejı´cı´ informace by´vajı´ blı´zko u sebe.
2. Similarity (podobnost) - podobneˇ vypadajı´cı´ prvky obsahujı´ podobne´ informace
3. Continuity (souvislost) - informace na´sledujı´ plynule za sebou a doplnˇujı´ se.
4. Closure (celek) - souvisejı´cı´ informace by´vajı´ spolecˇneˇ uzavrˇeny do celku˚.
Metodika mojı´ pra´ce je obdobna´ jako metodika uvedena´ v pra´ci [23].
4.3.2 Web structure mining
Web structure mining se zaby´va´ strukturou hypertextovy´ch odkazu˚ v ra´mci webu
(struktura webu). Analy´za hyperlinku˚ je stara´ oblast vy´zkumu, ale s rostoucı´m za´jmem
o dolova´nı´ dat z webu se zvy´sˇilo u´silı´ a vyu´stilo v novou oblast tzv. Link Mining. Web
obsahuje rˇadu objektu˚ s te´meˇrˇ zˇa´dnou jednotı´cı´ strukturou, rozdı´ly ve vy´vojove´m stylu a
obsahu jsou mnohem veˇtsˇı´ nezˇ v tradicˇnı´ch knihovna´ch, proto se analyzuje vza´jemne´
propojenı´ WWW stra´nek. Objekty WWW jsou webove´ stra´nky a odkazy. U´koly link
miningu:
• Link - klasifikace. U´kolem je zameˇrˇit se na prˇedpoveˇd’ kategorie dokumentu, na
za´kladeˇ slov ktere´ se objevujı´ v dokumentu, vazby mezi stra´nkami, html tagy a
dalsˇı´ mozˇne´ atributy.
• Link - shlukova´nı´. Cı´lem je najı´t prˇirozeneˇ se vyskytujı´cı´ pod-trˇı´dy. Dokumenty se
rozdeˇlujı´ do skupin, kde podobne´ dokumenty jsou pohromadeˇ a odlisˇne´ v ru˚zny´ch
skupina´ch.
• Link - typ. Existuje sˇiroke´ spektrum u´kolu˚ ty´kajı´cı´ch se predikce existence vazeb
(predikce typu spojenı´ dvou dokumentu˚ nebo u´cˇel spojenı´).
9http://www.welie.com/patterns/index.php
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• Link - va´ha. Odkazy mohou by´t ohodnoceny - va´zˇenı´ odkazu˚.
• Link - mohutnost. Prˇedpoveˇd’ kolik vazeb je mezi dokumenty(transformaceWWW
do orientovane´ho grafu).
Cı´lem je vytvorˇenı´ modelu organizace Webu. Poma´ha´ zdokonalovat vyhleda´vacı´ roboty
(page rank - du˚lezˇitost stra´nky se zvysˇuje tı´m vı´c, cˇı´m vı´c se na ni odkazuje jiny´ch rele-
vantnı´ch stra´nek) [24].
4.3.3 Web usage mining
Web usage mining se zameˇrˇuje na vyuzˇitı´ techniky, ktera´ by mohla prˇedpovı´dat chova´nı´
uzˇivatelu˚, zatı´mco pouzˇı´vajı´ WWW. Web usage mining je zalozˇen na sbı´ra´nı´ dat z logo-
vacı´ch za´znamu˚ a z nich vytvorˇenı´ novy´ch vzoru˚ chova´nı´ uzˇivatele. Chova´nı´ uzˇivatelu˚
mu˚zˇe objevit nove´ vazby a za´vislosti (odvozenı´ vazeb tam kde nebyly dosud navrzˇeny
nebo tam kde jsou chybne´). Proble´my ty´kajı´cı´ se web usage miningu:
1. Prˇedzpracova´nı´ - dostupne´ u´daje obsahujı´ sˇum, jsou nekonzistentnı´ a neu´plne´.
Cˇisˇteˇnı´, integrace, transformace a redukce dat.
2. Objevenı´ vzoru - neˇkolik ru˚zny´ch metod a algoritmu˚ (statistika, data mining, stro-
jove´ ucˇenı´ a rozpozna´nı´ vzoru˚) by mohly by´t pouzˇity na identifikaci vzoru chova´nı´
uzˇivatele.
3. Analy´za vzoru - pochopenı´, vizualizace a vy´klad.
S pouzˇitı´m web usage miningu souvisı´ ochrana osobnı´ch u´daju˚. Vı´ce o usage miningu
v [25].
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5 Vlastnı´ metoda rˇesˇenı´
5.1 Metodika sbeˇru dat
Abych mohl vytvorˇit vlastnı´ aplikaci, ktera´ doka´zˇe automaticky detekovat vzory, musel
jsem sesbı´rat informace o dome´na´ch. Takove´ informace jsem nalezl na stra´nka´ch, ktere´
se ty´kajı´ stejne´ho te´matu. Stra´nky je nutne´ ulozˇit a du˚kladneˇ prozkoumat. Na dome´neˇ
neza´lezˇı´, aplikace musı´ by´t schopna vyhleda´vat vsˇechny druhy stra´nek. Pro sbeˇr dat
jsem pouzˇil aplikaci Internet Explorer. Pomocı´ internetove´ho vyhleda´vacˇe Google.cz
jsem vyhledal jen cˇeske´ internetove´ stra´nky. Anglicky psane´ stra´nky meˇ pro tuto chvı´li
nezajı´majı´. Pro anglicky psane´ stra´nky budou fungovat stejne´ algoritmy, ale jine´ kon-
figuracˇnı´ soubory. Pro vytvorˇenı´ konfiguracˇnı´ho souboru musı´m analyzovat co mozˇna´
nejveˇtsˇı´ pocˇet HTML souboru˚. Existujı´ postupy pro automaticke´ zı´ska´va´nı´ teˇchto kon-
figuracˇnı´ch souboru˚ (tzv. strojove´ ucˇenı´). Aplikace se doka´zˇe ucˇit novy´m poznatku˚m,
ktere´ nejsou explicitneˇ definova´ny. Tento postup nenı´ prˇı´lisˇ vhodny´ pro tento typ
u´lohy, protozˇe veˇtsˇina automaticky´ch zpu˚sobu˚ indexova´nı´ je zalozˇena na pozorova´nı´,
zˇe vy´znamnost klı´cˇovy´ch slov pro indexaci prˇı´mo souvisı´ s frekvencı´ vy´skytu klı´cˇove´ho
slova (term) v dokumentu. Pro moje potrˇeby nepotrˇebuji frekvenci jednotlivy´ch slov, ale
frekvenci bloku˚ sestaveny´ch ze slov a to vyzˇaduje lidsky´ cit. Dalsˇı´ nevy´hoda strojove´ho
ucˇenı´ je velky´ objem tre´novacı´ch dat. Z tohoto du˚vodu se prˇikla´nı´m k rucˇnı´mu sestavenı´
konfiguracˇnı´ch dat. Stra´nky, ktere´ budu analyzovat jsem vybral na za´kladeˇ velikosti rel-
evance k dotazu. Vsˇechny postupy pro sbeˇr dat jsem popsal v neˇkolika krocı´ch:
1. V prvnı´m kroku jsem si vybral dome´nu, na ktere´ budu prova´deˇt pokusy. Konkre´tneˇ
jsem si nevybral jen jednu, ale vı´ce. Jsou to tyto dome´ny: Dovolena´, Technicke´
u´daje, Diskusnı´ fo´rum. Postup prˇi sbeˇru dat budu demonstrovat pouze na dome´neˇ
dovolena´. Pro ostatnı´ dome´ny se postup nelisˇı´.
2. Pro sbeˇr tre´novacı´ch dat jsem si vybral aplikaci Internet Explorer verze 8. Spustı´m
IE a zada´m adresu http://www.google.cz. Jako klı´cˇove´ slovo pro vyhleda´nı´ jsem
zadal ”dovolena´”a stisknu tlacˇı´tko hledat.V tomto kroku mi google nasˇel prˇiblizˇneˇ
12 000 000 vy´sledku˚ za 0,06s. V dalsˇı´m kroku zakliknu stra´nky pouze cˇesky. V te´to
fa´zi google nasˇel prˇiblizˇneˇ 13 100 000 vy´sledku˚ za 0,11s.
3. Ve trˇetı´m kroku zacˇnu procha´zet seznam stra´nek, ktere´ google vyhledal a jsou
serˇazeny podle mı´ry relevance k dotazu (v tomto prˇı´padeˇ je dotaz dovolena´). Pos-
tupneˇ otvı´ra´m kazˇdou stra´nku. Prohle´dnu si ji, a pokud odpovı´da´ dotazu, ulozˇı´m
si ji na disk.
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4. V prˇedchozı´m kroku jsem nasˇel vyhovujı´cı´ www stra´nku. Tuto stra´nku ulozˇı´m na
disk klasicky´m zpu˚sobem. Prˇi ukla´da´nı´ nastavuji dva parametry. Prvnı´ parametr je
Ulozˇit jako typ. Pro moje potrˇeby jsem zvolil ulozˇenı´ Webova´ stra´nka, pouze HTML,
tedy kazˇdou stra´nku ulozˇı´m tak, aby obsahovala html znacˇky a vsˇechen text. Nic
vı´c pro potrˇeby analy´zy nepotrˇebuji. Druhy´ parametr, ktery´ nastavuji je ko´dova´nı´.
Zde si mu˚zˇu vybrat z neˇkolika jazyku˚. Pro moje potrˇeby a potrˇeby aplikace si
stra´nky ukla´da´m do ko´dova´nı´ Strˇedoevropske´ jazyky (Windows).
5. Postupneˇ opakuji krok 3 a 4 tak dlouho, azˇ budumı´t ulozˇeny´ch nejme´neˇ 20 stra´nek.
Tı´mto krokem sbeˇr dat koncˇı´ a prˇecha´zı´m ke kapitole 5.2, kde budu stra´nky rucˇneˇ
procha´zet a zaznamena´vat si z me´ho pohledu uzˇitecˇne´ informace.
5.2 Metodika analy´zy dat
V kapitole 5.1 jsem popsal postup prˇi sbeˇru dat. Tı´mto ma´m shroma´zˇdeˇna potrˇebna´ data
a na nich provedu analy´zu. Analy´zou rozumı´m rucˇnı´ procha´zenı´ jednotlivy´ch souboru˚ a
zaznamena´va´nı´ uzˇitecˇny´ch informacı´. Takova´ informace mu˚zˇe by´t:
1. Titulek stra´nky - v titulku se nacha´zı´ informace o stra´nce (naprˇ. dovolena´, za´jezd
atd.) tato informace mi pomu˚zˇe u´speˇsˇneˇ detekovat stra´nku o dovolene´.
2. Frekvence slov - frekvence slov je velice du˚lezˇita´. Napoma´ha´ na´m rozeznat jake´
termy jsou uzˇitecˇne´ pro analy´zu respektive neuzˇitecˇne´. Termy, ktere´ se na stra´nka´ch
vyskytujı´ cˇasto, jsou uzˇitecˇne´ - vyskytujı´ se v urcˇite´ dome´neˇ s velkou frekvencı´ a
tak popisujı´ tuto dome´nu. Na druhe´ straneˇ jsou termy, ktere´ se nevyskytujı´ prˇı´lisˇ
cˇasto a tedy nemajı´ pro meˇ zˇa´dny´ uzˇitecˇny´ vy´znam. Neˇkde uprostrˇed jsou termy,
ktere´ se nevyskytujı´ prˇı´lisˇ cˇasto, ale jejich vy´skyt nenı´ zanedbatelny´. Tyto termy
jsou nejvı´ce problematicke´. Tento problematicky´ term mu˚zˇe zvy´sˇit relevanci nebo
naopak snı´zˇit. To zjistı´me azˇ prˇi testova´nı´ aplikace v praxi. Problematiku vy´beˇru
klı´cˇovy´ch slov (da´le jen KS) prˇiblı´zˇı´m na prˇı´kladu.
Existujı´ cˇtyrˇi dokumenty, kazˇdy´ dokument obsahuje urcˇita´ KS. Dokumenty take´
mu˚zˇu cha´pat jako u´sek textu (tzv. segment). Z tabulky 1 je patrne´, zˇe KS a
je obsazˇeno ve vsˇech dokumentech a tedy je z pohledu rozlisˇenı´ dokumentu˚
bezvy´znamne´. Ostatnı´ KS nejsou obsazˇena ve vsˇech dokumentech, a proto na´m
prˇiblizˇujı´ resp. oddalujı´ dokumenty. KS b a d obsahujı´ dokumenty D1 a D2 a tedy
jsou si podobne´. Obdobneˇ KS f a c obsahujı´ dokumenty D3 a D4. Pokud takto
zvolı´me klı´cˇova´ slova a na´sledneˇ polozˇı´me dotaz nad mnozˇinou dokumentu D1-
D4. Vy´sledkem bude skupina S1 respektive S2. Viz tabulka 2.
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Dokument Klı´cˇova´ slova
D1 a,b,d
D2 a,b,r,d
D3 a,c,f
D4 a,f,c,z
Tabulka 1: Klı´cˇova´ slova
Skupina Dokumenty Klı´cˇova´ slova dotazu
S1 D1,D2 b,d
S2 D3,D4 c,f
Tabulka 2: Skupiny dokumentu˚
3. Na´vrhove´ vzory vyskytujı´cı´ se na stra´nce - na pohled rozdı´lne´, vykona´vajı´ stej-
nou cˇinnost. Na´vrhovy´ vzor je ukryty´ v bloku textu. Tento text nazvu jako seg-
ment. Na stra´nka´ch si vsˇı´ma´m segmentu˚, o ktery´ch si myslı´m zˇe by se mohly
vyskytovat hlavneˇ na stra´nka´ch o dane´m te´matu. Tyto segmenty textu se cˇasto
opakujı´ na dane´ dome´neˇ. Tento text je v neˇjake´ graficke´ podobeˇ naprˇı´klad tab-
ulka nebo seznam. Jakmile zaznamena´m segmenty a jejich frekvenci (oznacˇı´m
Sf) ze vsˇech stra´nek z kolekce ”Dovolena´”, mohu vybrat klı´cˇove´ segmenty. Pro
kazˇdy´ segment stanovı´m jeho IDF (inverznı´ frekvence segmentu) podle vzorce
IDF (segment) = m/Fs, kdem je celkovy´ pocˇet dokumentu˚ v kolekci a Fs je pocˇet
dokumentu˚, ve ktery´ch se vyskytuje segment. Protozˇe kolekce dokumentu˚ ob-
sahuje jen kladne´ stra´nky, budu inverznı´ funkci cha´pat opacˇny´m zpu˚sobem. Pokud
se na vsˇech stra´nka´ch bude vyskytovat segment, bude se IDF rovnat log(1) = 0.
V takove´m prˇı´padeˇ je segment jasny´m favoritem. V opacˇne´m prˇı´padeˇ, pokud se
segment vyskytuje jen na jedne´ stra´nce log(20) = 1, 3, nebude pro meˇ du˚lezˇity´.
Vyberu takove´ segmenty, pro ktere´ platı´ IDF < hladina vy´znamnosti.
Tuto problematiku prˇiblı´zˇı´m na prˇı´kladu z dome´ny dovolena´. Na teˇchto stra´nka´ch
se cˇasto vyskytuje vzor Nabı´dka dovolene´. Je to u´sek textu, kde se vyskytujı´ slova:
destinace (sta´t), termı´n dovolene´ (datum), de´lka dovolene´ (pocˇet dnı´), cena. Tyto slova jsou
blı´zko u sebe. Teˇchto u´seku˚ (na´vrhovy´ch vzoru˚) se na stra´nce vyskytuje obvykle
vı´ce. Zaznamena´va´nı´m si vytvorˇı´m seznam na´vrhovy´ch vzoru˚, ktere´ na stra´nka´ch
budu detekovat. U kazˇde´ho na´vrhove´ho vzoru si zaznamena´va´m klı´cˇova´ slova. Prˇi
vy´beˇru KS pouzˇı´va´m techniku popsanou v bodeˇ 3 s tı´m rozdı´lem, zˇe nerozlisˇuji
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dokumenty, ale u´seky (bloky) textu. Na´sledujı´cı´ prˇı´klad popisuje na´vrhovy´ vzor
Nabı´dka dovolene´. Pro jednoduchost jsem uvedl jen trˇi bloky. Data jsem prˇevzal ze
stra´nky Bezva-dovolena.htm, kde se tento blok opakuje 33 kra´t. Viz tabulka 3.
Blok Text
B1 termı´n, 14.12.-21.12.2010, 7 dnı´, Strava, Polopenze, Cena, 11 130,-Kcˇ
B2 termı´n, 18.10.-26.10.2011, 8 dnı´, Strava, Snı´daneˇ, Cena, 33 990,-Kcˇ,
(+2500 Kcˇ taxy),konecˇna´, cena, vcˇ. poplatku˚, 36 490,-Kcˇ
B3 18.01.-25.01.2011 - 7 dnı´, Strava, All Inclusive, Cena, 15670,-Kcˇ
Tabulka 3: Text v bloku
Analy´zou teˇchto klı´cˇovy´ch slov jsem vytvorˇil mnozˇinu popisujı´cı´ na´vrhovy´ vzor
Nabı´dka dovolene´. Viz tabulka 4.
Blok Klı´cˇova´ slova
B1 <datum>, <male´ cˇı´slo>, <cena>, dnı´, polopenze
B2 <datum>, <male´ cˇı´slo>, <cena>, dnı´, snı´daneˇ
B3 <datum>, <male´ cˇı´slo>, <cena>, dnu˚
Tabulka 4: Klı´cˇova´ slova v bloku
Popis tabulky 4:
KS <datum> je datovy´ typ, ktery´ reprezentuje vsˇechny datumy (naprˇ. 14.12.,
18.10.-26.10.2011, 13. ledna 2000).
KS <male´ cˇı´slo> je datovy´ typ, ktery´ reprezentuje vsˇechny cˇı´sla, ktere´ obsahujı´
maxima´lneˇ dveˇ cifry (naprˇ. 2, 5, 76).
KS<cena> je datovy´ typ, ktery´ reprezentuje vsˇechny ceny (naprˇ. 11130,-Kcˇ, 15670,-
, 11000Kcˇ).
Sjednocenı´m klı´cˇovy´ch slov z bloku B1-B3 na´m vznikne mnozˇina obsahujı´cı´
tato slova: datum, male´ cˇı´slo, cena, dnı´, polopenze, snı´daneˇ. Tato mnozˇina na´m
reprezentuje na´vrhovy´ vzor Nabı´dka dovolene´. Jak je patrne´ KS All Inclusive se
v mnozˇineˇ nevyskytuje, protozˇe se na stra´nce vyskytuje i na jiny´ch mı´stech. Jeho
zarˇazenı´ mezi KS by v neˇktery´ch prˇı´padech znamenalo prˇiblı´zˇenı´ bloku˚ textu, ktere´
nemajı´ nic spolecˇne´ho. Blizˇsˇı´ popis vsˇech datovy´ch typu˚ bude uveden v kapitole 6.
Pozna´mka: v praxi se nejedna´ prˇı´mo o klı´cˇova´ slova, ale o jejich kmeny. Naprˇı´klad
u slov dnu˚ a dnı´. Po odtrzˇenı´ koncovky u˚ od slova dnu˚ na´m vznikne kmen dn a
32
stejneˇ tak u slova dnı´ po odtrzˇenı´ koncovkyı´ na´m vznikne kmen dn. Tedy jsou
stejne´. Koncovkou je to, co se meˇnı´ prˇi sklonˇova´nı´ nebo cˇasova´nı´. (Prˇı´klad: ve
sloveˇ prˇı´speˇvk/u˚, prˇı´speˇvk/y je spolecˇny´ kmen prˇı´speˇvk). Tento jednoduchy´ zpu˚sob
je prˇekvapiveˇ u´speˇsˇny´.
4. TAGy - v bodeˇ 3 jsem zı´skal slova, ktera´ popisujı´ na´vrhovy´ vzor. Na´vrhovy´ vzor se
obvykle vyskytuje v urcˇite´m mı´steˇ stra´nky a ma´ neˇjakou grafickou podobu, ktera´
je zna´zorneˇna uzˇivateli. Tuto pozici (mı´sto) popisuje HTML TAG. Prˇı´klad takove´ho
TAGu mu˚zˇe by´t: table (tabulka), title (titulek), tr (rˇa´dek tabulky), li (polozˇka v seznamu),
div (oddı´l) nebo p (odstavec). Teˇchto HTML TAGu˚ je mnohem vı´ce. Prˇehledny´ sez-
nam vsˇech je na internetovy´ch stra´nka´ch 10. U kazˇde´ho segmentu si zaznamena´m
v jake´m TAGu se vyskytuje. Tyto u´daje vyuzˇiji pro hleda´nı´ na´vrhove´ho vzoru.
Tento na´pad vysveˇtlı´m. Prˇi vyhleda´nı´ na´vrhove´ho vzoru nebudu procha´zet celou
stra´nku (ta je sestavena z HTML TAGu˚), ale budu procha´zet jen ty TAGy, ve ktery´ch
se vyskytoval na´vrhovy´ vzor.
Rucˇnı´m zaznamena´va´nı´m jsem zı´skal data, podle ktery´ch bude aplikace vyh-
leda´vat. Ulozˇenı´ a popis teˇchto dat bude v kapitole 5.3.
5.3 Nastavenı´ automaticke´ detekce
Nastavenı´ zapisuji do souboru XML. Soubor mu˚zˇe obsahovat libovolny´ pocˇet vzoru˚.
Jeden XML dokument popisuje jednu dome´nu. Postupneˇ budu vysveˇtlovat jednotlive´
parametry. Jako prˇı´klad jsem zvolil dome´nu dovolena´ a na´vrhovy´ vzor (segment)
Nabı´dka dovolene´. Ve vy´pisu 1 neuva´dı´m vsˇechny parametry. Kompletnı´ vy´pis uvedu
v prˇı´loze B.
<vzor>
<jmeno>Dovolena´</jmeno>
<segment id = ”nabidka”>
<seg hodnota>4</seg hodnota>
<seg maxVelikost>3000</seg maxVelikost>
<seg minVelikost>15</seg minVelikost>
<seg minPocetNalezenych>3</seg minPocetNalezenych>
<seg maxVzdalenostSlov>18</seg maxVzdalenostSlov>
<seg musiObsahovat>Tdatum</seg musiObsahovat>
<seg musiObsahovat>Tcena</seg musiObsahovat>
<seg slovo>dnu</seg slovo>
<seg slovo>snidane</seg slovo>
<seg slovo>bez</seg slovo>
10http://www.jakpsatweb.cz/html/rejstrik.html
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<seg slovo>polopenze</seg slovo>
<seg token>Tdatum</seg token>
<seg token>Tcena</seg token>
<seg token>Tteplota</seg token>
<seg tag>tr</seg tag>
<seg tag>a</seg tag>
<seg tag>ul</seg tag>
</segment>
</vzor>
Vy´pis 1: Prˇı´klad XML
Popis parametru˚ XML: Parametry oznacˇene´ * jsou povinne´ parametry a jejich hod-
nota musı´ by´t nastavena na prˇı´pustnou hodnotu.
• <jmeno>* = na´zev dome´ny
• <segment id = "nabidka">* = na´zev vzoru
• <seg_hodnota>* = va´ha vzoru
• <seg_maxVelikost>* = maxima´lnı´ velikost textu ve znacı´ch
• <seg_minVelikost>* = minima´lnı´ velikost textu ve znacı´ch
• <seg_minPocetNalezenych>* = minima´lnı´ pocˇet klı´cˇovy´ch slov nalezeny´ch
v textu potrˇebny´ch pro rozpozna´nı´ vzoru. Stejne´ slovo se zapocˇı´ta´ jenom jednou.
• <seg_maxVzdalenostSlov>* = vzda´lenost od prvnı´ho nalezene´ho slova do
poslednı´ho. Vzda´lenost ve slovech. Pokud se jedna´ o vzor, ktery´ se v textu mu˚zˇe
vyskytnou vı´cekra´t, musı´m hodnotu nastavit na kladne´ cˇı´slo (Viz kapitola 6.10.2).
Pokud vyhleda´va´m vzor, ktery´ se v textu vyskytuje jedenkra´t, hodnotu nastavı´m
na -1 (Viz kapitola 6.10.1).
• <seg_musiObsahovat> = slovo, ktere´ musı´ vzor obsahovat vzˇdy. Tedy bez neˇho
vzor nebude nalezen. Toto slovo musı´ by´t uvedeno i v <seg_slovo>.
• <seg_slovo>* = klı´cˇova´ slova, ktera´ mohou, ale nemusejı´ by´t obsazˇena. Tato slova
jsou jednı´m z nejdu˚lezˇiteˇjsˇı´m parametru˚. Jejich pocˇet nenı´ omezen.
• <seg_token>* = datovy´ typ ktery´ mu˚zˇe nebo nemusı´ by´t obsazˇen. Datove´ typy
velice poma´hajı´ prˇi analy´ze. Bez datovy´ch typu˚ by veˇtsˇina vzoru˚ nesˇla efektivneˇ
vyhledat. Pocˇet nenı´ omezen.
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• <seg_tag>* = tag HTML. Obvykle vı´ce TAGu˚. Identifikuje, kde se mu˚zˇe vyskyto-
vat vzor. Naprˇ. pokud zvolı´m tag <title>, budu vzor vyhleda´vat pouze v titulku
stra´nky. Na rozdı´l TAG <body> znamena´, zˇe vzor budu vyhleda´vat prˇes celou we-
bovou stra´nku.
5.4 Obra´zky vybrany´ch na´vrhovy´ch vzoru˚
Obra´zek 5: Na´vrhovy´ vzor Diskuze
Obra´zek 6: Na´vrhovy´ vzor Technicke´ u´daje
Obra´zek 7: Na´vrhovy´ vzor Pocˇası´
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6 Na´vrh ALGORITMU˚
Cely´ program funguje na na´sledujı´cı´ mysˇlence. Na analyzovane´ stra´nce aplikace vyh-
leda´va´ webove´ vzory, ktere´ jsou charakteristicke´ pro dome´nu. Pokud takovy´ vzor nalezl,
zaznamena´ to a inkrementuje pocˇet. Pro vy´pocˇet hodnoty podobnosti pouzˇı´va´m Kosi-
novou mı´ru. Informace o vzorech ukla´da´m do vektorove´ho modelu. Funkce programu je
popsa´na pomocı´ sady heuristik:
• Pomocı´ aplikace HTML Agility Pack (HAP) prˇedved’ stra´nku na XML.
• Postupneˇ procha´zej seznamu TAGu˚, vyber jeden a pokud se na stra´nce vyskytuje,
zı´skej text, ktery´ obsahuje.
• Tento text vycˇisti a zjisti zda ma´ spra´vnou velikost (odmaza´nı´ konce rˇa´dku,
tabula´tory atd...)
• Zjisti zda se text poprve´ analyzuje, pokud ne, prˇeskocˇ.
• Prˇı´prava textu - Tokenizace (urcˇı´ hranice slov, oddeˇlenı´ textu od cˇı´slovek a od
zname´nek cˇa´rka, tecˇka, vykrˇicˇnı´k atd.).
• Veˇtu rozdeˇl na tokeny, prˇeved’ na mala´ pı´smena a odstranˇ diakritiku.
• Poznej datove´ typy prvnı´ pru˚chod. (typ: cˇı´slo, male´ cˇı´slo, datum, destinace, meˇsı´c).
• Odstranˇ koncovky.
• Poznej datove´ typy druhy´ pru˚chod. (typ: cena, teplota, jednotky obecneˇ typy, ktere´
se skla´dajı´ z vı´ce tokenu˚).
• Analy´za pro vzory, ktere´ se v TAGu vyskytujı´ jednou (titulek).
• Analy´za pro vzory, ktere´ se v TAGu vyskytujı´ vı´cekra´t (teplota, technicke´ u´daje).
• Vy´pocˇet podobnosti vektoru pomocı´ Kosinove´ mı´ry
Jednotlive´ kroky vysveˇtlı´m podrobneˇ v na´sledujı´cı´ch kapitola´ch. Uvedu prˇı´klady
zdrojove´ho ko´du. Jednodusˇsˇı´ prˇı´klady prˇı´mo v jazyku C#. Slozˇiteˇjsˇı´ v pseudoko´du.
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6.1 HTML Agility Pack (HAP)
Pro zı´ska´nı´ XML souboru jsem pouzˇil jizˇ vytvorˇenou aplikaci HAP 11. HAP je agilnı´
HTML parser, ktery´ zapisuje nebo cˇte DOM, a podporuje XPAth nebo XSLT. Je napro-
gramovany´ v .NET knihovneˇ, ktera´ umozˇnˇuje analyzovat z webu HTML soubory. HAP
je velmi tolerantnı´ k chybneˇ napsany´m HTML. Objektovy´ model je velmi podobny´, co
navrhuje System.Xml, ale pro HTML dokumenty nebo streamy. Pomoci HAP prˇeva´dı´m
soubory HTM do XML. Tento XML soubor slouzˇı´ jako vstup pro dalsˇı´ krok algoritmu.
6.2 HTML TAG v XML souborech
Prˇi nacˇı´ta´nı´ z konfiguracˇnı´ho XML u kazˇde´ho segmentu zaznamenej v jake´m TAGu se
mu˚zˇe vyskytovat. Tyto u´daje ulozˇ do pole seznamTagu tı´mto zpu˚sobem: jestlizˇe Tag
nenı´ obsazˇen v poli seznamTagu prˇidej ho.
if (! vzor.seznamTagu.Contains(tag.InnerText))
vzor.seznamTagu.Add(tag.InnerText);
Vy´pis 2: Seznam tagu˚
Pole seznamTagu procha´zej a jednotlive´ TAGy vyhledej v XML. Vy´sledek ulozˇ do
XmlNodeList. Procha´zej XmlNodeList a zjisti zda obsahuje text, pokud ano pokracˇuj
dalsˇı´m krokem.
XmlDocument dok = new XmlDocument();
XmlElement root = dok.DocumentElement;
XmlNodeList shoda = root.GetElementsByTagName(tag);
Vy´pis 3: Seznam korˇenu˚
Trˇı´da XmlDocument prˇedstavuje dokument jako obra´ceny´ strom uzlu˚, korˇenovy´ ele-
ment je na vrcholu. Kazˇdy´ uzel je instancı´ trˇı´dy XmlNode definujı´cı´ metody a vlastnosti
pro procha´zenı´ stromy DOM(Dokument Object Model).
6.3 Smaza´nı´ a nahrazenı´ v textu
Text zı´skany´ v prˇedchozı´m kroku mu˚zˇe obsahovat forma´tovacı´ znacˇky pouzˇı´vane´ pro-
grama´tory html. Je potrˇeba je nahradit jiny´m znakem. Naprˇ. \n nahradı´m znakem SPC12.
veta = veta.Replace(’\n’, ’ ’) ;
11http://htmlagilitypack.codeplex.com/
12SPC - space, mezera, ”pra´zdny´ znak”
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Text v HTML obsahuje entity. Entita je textova´ reprezentace urcˇite´ho znaku. V HTML
se pouzˇı´va´ mnoho roztodivny´ch znaku˚, ktere´ vsˇak nelze bud’ prˇı´mo zapsat, nebo je jejich
prˇı´my´ za´pis vyhrazen k jiny´m u´cˇelu˚m. Entita se zapisuje ve tvaru &jmeno_entity;.
Abych mohl entitu spra´vneˇ rozpoznat, musı´m ji nahradit prˇı´slusˇny´m znakem, pokud je
to mozˇne´. Naprˇ. &#186 nahradı´m znakem ◦.
s˜= s.Replace(”&#186;”, ”◦”) ;
Jako poslednı´ z textu mazˇu u´seky textu, ktere´ nemajı´ zˇa´dne´, pro meˇ du˚lezˇite´ in-
formace. Pro tento u´kol jsem vytvorˇil metodu Odmaz(zdroj,zacatek,konec). Tato
metoda zajistı´, zˇe ve zdroji odstranı´ vsˇechen text zacˇı´najı´cı´ znacˇkou zacˇa´tek a koncˇı´cı´
znacˇkou konec. Nejcˇasteˇji se v textu vyskytuje skript, ktery´ zacˇı´na´ znacˇkou // a koncˇı´
////.
private string odmaz(string s, string start , string konec)
{
int delkaStart = start .Length;
int delkakonec = konec.Length;
int startPozice = 0;
int konecPozice = 0;
while (s.IndexOf(start , startPozice) != −1)
{
int index = s.IndexOf(start , startPozice) ;
startPozice = index;
index = s.IndexOf(konec, startPozice + delkaStart) ;
if (index != −1)
{
konecPozice = index;
}
else break;
s˜= s.Remove(startPozice, konecPozice − startPozice + delkakonec);
}
return s;
}
Vy´pis 4: Maza´nı´ v textu
6.4 Redundance v HTML
V HTML jazyku se sta´va´, zˇe text by´va´ zabalen do neˇkolika TAGu˚. Uvedu prˇı´klad:
<tbody>
<tr>
bydliste : Praha
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zalozen: 19.11.2000
</tr>
</tbody>
Vy´pis 5: Redundance v HTML
Pokud budu vyhleda´vat TAG <tbody> obdrzˇı´m text Praha 19.11.2000. Stejneˇ tak
prˇi vyhleda´nı´ <tr> obdrzˇı´m text Praha 19.11.2000. Pokud by tento text vyhovoval
vsˇem pozˇadavku˚m, zapocˇı´tal by se 2x a to nenı´ prˇı´pustne´. Proto musı´ existovat pole
textZpracovany, ktere´ procha´zı´m sekvencˇneˇ. A v neˇm si oveˇrˇı´m, zda text byl zpraco-
vany´ cˇi nikoliv.
text .Contains(textZpracovany) || textZpracovany.Contains(text)
6.5 Rozdeˇlenı´ na tokeny
Za´kladnı´m stavebnı´m kamenem pro analy´zu jsou cˇa´sti textu˚, ktere´ se nazy´vajı´ tokeny
a velmi cˇasto odpovı´dajı´ rozdeˇlenı´ na slova. Proble´m je najı´t hranice teˇchto pozic. Texty
neobsahujı´ jen pı´smena (mala´, velka´), ale i specia´lnı´ znaky a cˇı´slice. V HTML jazyku
slova nemusejı´ by´t oddeˇleny mezerou. Uvedu prˇı´klad takove´ veˇty: na´kupuCeny 20-10-
2008platby,ProdejnyVasˇe cena:2000,-Kcˇ. Tato veˇta by meˇla by´t rozdeˇlena na tokeny: na´kupu
Ceny 20-10-2008 platby , Prodejny Vasˇe cena : 2000,- Kcˇ. Slova se rozdeˇlı´ na za´kladeˇ
maly´ch a velky´ch pı´smen, cˇı´slovek a interpunkcˇnı´ch zname´nek. Pro tento u´cˇel jsem
naprogramoval metodu pripravText(veta). V prˇı´loze uvedu cˇa´st ko´du, ktery´ se
ty´ka´ slov tvorˇeny´ch velky´m pı´smem. Obdobny´ ko´d je pro mala´ pı´smena a cˇı´slovky.
Ko´d mu˚zˇe obsahovat vyjı´mky prˇ. znaky , + - mu˚zˇe znamenat cenu ,-, proto je necha´m
neoddeˇlene´ mezerou. Dalsˇı´m prˇı´kladem mu˚zˇe by´t datum ”20-10-2008”, ktery´ zu˚stane
takte´zˇ nerozdeˇlen. Zjednodusˇeny´ zdrojovy´ ko´d jsem uvedl v prˇı´loze A.1.
Ze zdrojove´ho ko´du (prˇı´loha A.1) je patrne´, zˇe cyklus procha´zı´ znak po znaku a kon-
troluje, jake´ho je znak typu. Po urcˇenı´ typu se testuje na´sledujı´cı´ znak jizˇ na prˇipravene´
podmı´nky. Jednotliva´ slova se ukla´dajı´ do promeˇnne´ p. Jakmile se zjistı´ konec slova, ulozˇı´
se do vy´sledne´ promeˇnne´ slova a pokracˇuje se od zacˇa´tku vy´beˇrem typu. Typy jsou
velke´, male´ a cˇı´slice. Jako prˇedposlednı´ se testuje mezera, pokud prˇedchozı´ znak nebyla
mezera, vlozˇı´m ji. Poslednı´ otestuji, zda znak nenı´ mezera, pı´smeno nebo cˇı´slice. Pokud
tomu tak je, vlozˇı´m znak a za neˇj oddeˇlujı´cı´ mezeru. Rozdeˇlena´ veˇta je ulozˇena do da-
tove´ho typu string.
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6.6 Odstraneˇnı´ diakritiky, Stop slova
Jako vstup slouzˇı´ veˇta z prˇedchozı´ho prˇı´kladu. Pro potrˇeby analy´zy je vhodne´ prˇeve´st
pı´smena na male´ a na´sledneˇ odstranit diakritiku. Toto odstraneˇnı´ se veˇtsˇinou rˇesˇı´ vy´cˇtem
vsˇech znaku˚ a na´sledny´m nahrazova´nı´m za adekva´tnı´. Nasˇteˇstı´ existuje lepsˇı´ rˇesˇenı´. Pro
odstraneˇnı´ diakritiky jsem vytvorˇil metodu OdstraneniDiakritiky(veta).
veta = veta.ToLower();
public static string OdstraneniDiakritiky(String veta)
{
// oddeˇlenı´ znaku˚ od modifika´toru˚ (ha´cˇku˚, cˇa´rek, atd.)
veta = veta.Normalize(System.Text.NormalizationForm.FormD);
System.Text.StringBuilder sb = new System.Text.StringBuilder();
for ( int i = 0; i < veta.Length; i++)
{
// do rˇeteˇzce prˇida´ vsˇechny znaky kromeˇ modifika´toru˚
if (System.Globalization.CharUnicodeInfo.GetUnicodeCategory(veta[i]) != System.
Globalization.UnicodeCategory.NonSpacingMark)
{
sb.Append(veta[i]);
}
}
// vra´tı´ rˇeteˇzec bez diakritiky
return sb.ToString() ;
}
Vy´pis 6: Odstraneˇnı´ diakritiky
Vy´pis 6 ukazuje jak je tato metoda velmi jednoducha´. Znakova´ sada unicode nabı´zı´ rˇadu
funkcı´, se ktery´mi lze snadno diakritiku oddeˇlit a zrusˇit. Nejdrˇı´ve se normalizuje text
do podoby Normalize(System.Text.NormalizationForm.FormD). Znaky, ktere´
jsou oznacˇova´ny jako NonSpacingMark, se umı´stı´ do textu samostatneˇ (Prˇ. zˇena se
prˇevede na zˇena). Pak stacˇı´ veˇtu projı´t a do vy´sledku nezarˇadit NonSpacingMark.
Tuto veˇtu bez diakritiky zpracuji a rozdeˇlı´m na slova. Text rozdeˇlı´m podle mezer.
Tı´mto jsem dostal pole jednotlivy´ch slov. Prˇi tomto rozdeˇlenı´ testuji, zda slovo nenı´
obsazˇeno v seznamu tzv. Stop list. Pokud provedu frekvencˇnı´ analy´zu jake´koliv webove´
stra´nky, zjistı´m, zˇe nejfrekventovaneˇjsˇı´mi termy jsou spojky, prˇedlozˇky, interpunkcˇnı´
zname´nka a dalsˇı´ vy´razy. Z teˇchto termu˚ vytvorˇı´m Stop list. Pokud je testovane´ slovo
obsazˇeno ve Stop listu vynecha´m ho. Viz vy´pis 7.
List<string> list = new List<string>();
foreach (string slovo in upraveno.Split (’ ’) )
{
if (stopSlova.Contains(slovo.Trim()))
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continue;
list .Add(slovo);
}
Vy´pis 7: Rozdeˇlenı´ veˇty podle mezer
6.7 Datove´ typy - prvnı´ pru˚chod
V tomto kroku projdu vsˇechna slova v poli a zjisˇt’uji jejich datovy´ typ. V prvnı´m
pru˚chodu testuji za´kladnı´ typy jako jsou cˇı´slovky, meˇsı´ce a destinace. Meˇsı´ce a destinace
jsou nacˇteny ze souboru. Z teˇchto za´kladnı´ch datovy´ch typu˚ v druhe´m pru˚chodu (Viz.
kapitola 6.9) vytvorˇı´m slozˇiteˇjsˇı´ typy. Pokud slovo nevyhovuje zˇa´dne´mu testovacı´mu
prˇı´padu, ulozˇı´m ho do vy´sledku jako obycˇejny´ text. Pokud je slovo cˇı´slovka, spocˇı´ta´m
pocˇet cˇı´slic a pocˇet oddeˇlovacˇu˚ Prˇ. 10, 2008, 10-12-2008. Na za´kladeˇ teˇchto u´daju˚ urcˇı´m
typ. Viz zjednodusˇeny´ vy´pis 8.
int pocitadlo = 0;
int oddelovac = 0;
for ( int t = 0; t < slovoDelka; t++)
{
if (char. IsDigit (slovo[ t ]) )
{
pocitadlo++; continue;
}
if (slovo[ t ] == ’.’ || slovo[ t ] == ’−’)
{
oddelovac++; continue;
}
else break;
}
Vy´pis 8: Pocˇet cˇı´slic
Na za´kladeˇ pocˇtu oddeˇlovacˇu˚ a cifer urcˇı´m datovy´ typ. U kazˇde´ho typu uvedu
prˇı´klady a pouzˇitı´.
Datovy´ typ Ttelefon. Telefonnı´ cˇı´slo obsahuje 9 nebo 12 cˇı´slic. Uvazˇuji mobilnı´ tele-
fony. Prˇ: 605600600, 420605600600. Tento typ se da´ vyuzˇı´t pro hleda´nı´ kontaktu˚. Pozn.
Tento ko´d uvedu kompletnı´, dalsˇı´ prˇı´klady jizˇ velice zjednodusˇene´.
if (( pocitadlo == 9 || pocitadlo == 12) && oddelovac == 0)
{
token.Add(new Token(Token.TYP.Ttelefon, slovo));
pridano = true;
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continue;
}
Vy´pis 9: Datovy´ typ telefonnı´ cˇı´slo
Datovy´ typ TmaleCislo. Male´ cˇı´slo obsahuje maxima´lneˇ 2 cˇı´slice a oddeˇlovacˇ je
maxima´lneˇ 1. Prˇ: 12, 1.2. Tento typ vyuzˇiji pro hleda´nı´ porˇadovy´ch cˇı´sel nebo prˇi hleda´nı´
meˇsı´ce (Prˇ. 12 srpna).
if (pocitadlo <= 2 && pocitadlo <= 1)
Datovy´ typ Tcislo. Velke´ cˇı´slo obsahuje vı´ce nezˇ 3 cˇı´slice a oddeˇlovacˇ je maxima´lneˇ
1. Prˇ: 25000, 3 000.00. Tento typ vyuzˇiji prˇi hleda´nı´ ceny.
if (pocitadlo >= 3 && oddelovac <= 1)
Datovy´ typ Tdatum. Datum obsahuje vı´ce nezˇ 2 cˇı´slice a oddeˇlovacˇ je v rozmezı´ 2 azˇ
5 vcˇetneˇ. Prˇ: 2.10., 25.1.-25.4.2005. Typ datum vyuzˇiji prˇi hleda´nı´ vzoru dovolena´ nebo
diskuse.
if (pocitadlo >= 3 && oddelovac >= 2 && oddelovac <= 5)
Datovy´ typ Tdestinace. V na´sledujı´cı´m prˇı´padu testuji slovo na to, jestli je to des-
tinace. Destinacı´ rozumı´m mı´sto dovolene´, mu˚zˇe to by´t sta´t, ostrov nebo letovisko. Tyto
destinace nacˇı´ta´m ze souboru. V souboru jsou destinace ulozˇeny bez diakritiky. Abych
nasˇel co nejvı´c vy´skytu˚, odstranı´m ze slov koncovky - tento algoritmus popı´sˇu v kapitole
6.8. Pokud se slovo bez koncovky shoduje s neˇjaky´m slovem bez koncovky ze seznamu,
oznacˇı´m ho jako destinaci. Prˇ: Oma´n, Neˇmecko, Vanuatu. Tento typ vyuzˇiji prˇi hleda´nı´
vzoru dovolena´.
if ( statyList .Contains(slovoBezKoncovky))
Datovy´ typ Tmesic. Poslednı´ testovacı´ prˇı´pad hleda´ meˇsı´ce, ktere´ jsou obdobneˇ
jako prˇedchozı´ prˇı´pad ulozˇeny v souboru bez diakritiky. Prˇ: leden, led, ledna. Tento typ
vyuzˇiji prˇi hleda´nı´ datumu.
if (mesiceList.Contains(slovo))
6.8 Odstraneˇnı´ koncovky - kmen slova
Cˇesˇtina ma´ mnoho tvaru˚ slov. Abych tento proble´m alesponˇ z cˇa´sti eliminoval, vytvorˇil
jsem mnozˇinu koncovek, ktere´ odtrha´va´m od slov a tı´m zı´ska´m kmen slova. Koncovka
je zakoncˇenı´ ohebny´ch slov, ktere´ se prˇi sklonˇova´nı´ nebo cˇasova´nı´ slova meˇnı´. Na rozdı´l
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od prˇedpony nebo prˇı´pony nevytva´rˇı´ nove´ slovo, ale vytva´rˇı´ ru˚zne´ tvary te´hozˇ slova.
V neˇktery´ch tvarech mu˚zˇe koncovka chybeˇt (tzv. nulova´ koncovka). Vytvorˇil jsem algo-
ritmus, ktery´ odtrha´va´ koncovky od slov. Tyto koncovky, ktere´ odtrha´va´m, jsou ulozˇeny
v souboru. Algoritmus je jednoduchy´. Funguje tak, zˇe procha´zı´m seznam koncovek a
kazˇdou z nich se pokousˇı´m odtrhnout. Pokud neˇjakou odtrhnu, vracı´m kmen. Prˇ: kovovy
- ovy = kov.
public string odstranKoncovku(string s)
{
string orezane = String.Empty;
bool nasel = false;
foreach (string koncovka in koncovkyList)
{
if (s.EndsWith(koncovka))
{
int delkaSlova = s.Length;
int delkaKoncovky = koncovka.Length;
orezane = s.Substring(0, delkaSlova − delkaKoncovky);
nasel = true;
break;
}
else nasel = false;
}
if (nasel) return orezane;
else return s;
}
Vy´pis 10: Odstraneˇnı´ koncovky
6.9 Datove´ typy - druhy´ pru˚chod
Po prvnı´m pru˚chodu, jak byl uveden v kapitole 6.7, na´sleduje pru˚chod druhy´. Tento
pru˚chod prˇes vsˇechny tokeny vyhleda´va´ v textu prˇı´pady, ktere´ obvykle spojujı´ dva to-
keny do jednoho a urcˇı´ jeho typ. Uvedu maly´ prˇı´klad. V kapitole 6.5 jsem veˇty rozdeˇlil na
slova a znacˇky. Pokud potrˇebuji vyhleda´vat slovo od: je zapotrˇebı´ spojit token od + token :.
Vy´sledkem je token(Ttext,od:). Na tomto prˇı´kladu je patrne´, zˇe si musı´m pamatovat
tokeny na neˇkolika pozicı´ch. Jsou to predchozi[i-1], aktualni[i], dalsi[i+1],
zaDalsim[i+2]. Vytvorˇeny´ token ulozˇı´m do vy´sledku. Postupneˇ popı´sˇu vsˇechny testo-
vacı´ prˇı´pady.
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Datovy´ typ Tcena. Tento prˇı´pad spojuje Tcislo + Kc nebo Tcislo + ,- + Kc a
vy´sledek ulozˇı´ jako Tcena. Viz na´sledujı´cı´ zjednodusˇeny´ ko´d. Prˇ: 28000,-Kcˇ, 10000,-.
Tento datovy´ typ vyuzˇiji prˇi identifikaci vzoru nabı´dka dovolene´.
if (token[ i ]. nazev == Token.TYP.Tcislo)
{
if ( dalsi . text .Contains(”kc”) || dalsi . text .Contains(”czk”))
{
Token t = new Token(Token.TYP.Tcena, textPredchozi + token[i].text + dalsi.text ) ;
}
if ( dalsi . text == ”,−”)
{
if (zaDalsim.text.Contains(”kc”) || zaDalsim.text.Contains(”czk”))
{
Token t = new Token(Token.TYP.Tcena, textPredchozi + token[i].text + dalsi.text + zaDalsim.
text);
}
else
{
Token t = new Token(Token.TYP.Tcena, textPredchozi + token[i].text + dalsi.text ) ;
}
}
}
Vy´pis 11: Token cena
Datovy´ typ Tteplota. Na´sledujı´cı´ ko´d pozna´va´ datovy´ typ teplota. Teplota se skla´da´
z TmaleCislo + ◦ + Celsia. Prˇ: 25◦C, 15◦c. Tento datovy´ typ vyuzˇiji prˇi hleda´nı´ vzoru
teplota.
if (token[ i ]. nazev == Token.TYP.TmaleCislo)
{
if ( dalsi . text == ”◦” )
{
if (zaDalsim.text == ”C” || zaDalsim.text == ”c”)
{
Token t = new Token(Token.TYP.Tteplota, token[i].text + dalsi . text + zaDalsim.text);
}
else
{
Token t = new Token(Token.TYP.Tteplota, token[i].text + dalsi . text ) ;
}
}
}
Vy´pis 12: Token teplota
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Datovy´ typ Tdatum. V tomto testovacı´m prˇı´padu hleda´m datum, ktery´ je tvorˇen
maly´m cˇı´slem a meˇsı´cem, ktery´ je zapsany´ slovem. Prˇ: 17 lis, 20 ledna.
if (token[ i ]. nazev == Token.TYP.TmaleCislo && dalsi.nazev == Token.TYP.Tmesic)
Datovy´ typ Tjednotka. Tento testovacı´ prˇı´pad uvedu jen zjednodusˇeneˇ. Jedna´ se
o jednotku teploty. Jizˇ jsem uvedl Tteplotu, ale ta obsahovala i cˇı´slo. Tento prˇı´klad
obsahuje jen ◦ a Celsia. Prˇ ◦C, ◦c. Tento typ vyuzˇiji pro vzor technicke´ u´daje.
if ((( token[ i ]. text == ”◦ ” ) ) && (token[i + 1]. text == ”c”) || (token[ i + 1]. text == ”C”))
Datovy´ typ Tjednotka. Na´sledujı´cı´ ko´d testuje, zda text obsazˇeny´ v tokenu je jed-
notka. Seznam jednotek je ulozˇen v souboru. Prˇ: km, mm, dpi, palce.
if ( jednotkyList .Contains(token[i ]. text ) )
Abych mohl rozpoznat rozmeˇry, vytvorˇil jsem testovacı´ prˇı´pad, ktery´ pozna´ rozmeˇry
typu 1024x768. Je vhodne´ spojovat cˇı´sla oddeˇlena´ / jako naprˇı´klad 12/15/17. Datovy´ typ
u spojeny´ch cˇı´sel zu˚sta´va´ stejny´.
Tı´mto jsem se dostal k poslednı´mu proble´mu a tı´m jsou jednotky, ktere´ jsou kom-
binacı´ maly´ch a velky´ch pı´smen. Je to naprˇı´klad jednotka frekvence KHz nebo dB.
Proble´m to je, protozˇe v kapitole 6.5 rozdeˇluji veˇty podle velikosti pı´smen. Slovo KHz
se rozdeˇlı´ jako kh a z. Slovo z neznamena´ jednotku, a tak musı´m vytvorˇit vyjı´mku, ktera´
pokry´va´ tento zvla´sˇtnı´ prˇı´pad. Prˇ: Mhz
if ((( token[ i ]. text == ”h”) || (token[ i ]. text == ”kh”) || (token[ i ]. text == ”mh”) || (token[ i
]. text == ”gh”)) && ((token[ i + 1]. text == ”z”) ) )
6.10 Analy´za
Nynı´ se dosta´va´m k hlavnı´mu algoritmu cele´ho programu. Je to vyhleda´va´nı´ klı´cˇovy´ch
slov z prˇipravene´ho textu. Abych mohl aplikovat mysˇlenku, musı´m prohleda´vat text.
Zde se dosta´va´m k proble´mu, zˇe tento text mu˚zˇe obsahovat jeden nebo vı´ce vzoru˚. Proto
je nutne´ vytvorˇit dva algoritmy.
6.10.1 Vzor vyskytujı´cı´ se jednou
Prvnı´ z nich je algoritmus pro vyhleda´nı´ neˇkolika klı´cˇovy´ch slov z bloku textu. Tento
pocˇet slov je pro kazˇdy´ vzor jiny´. Ve vy´pisu 13 hleda´m slovo, ktere´ se shoduje s neˇktery´m
z klı´cˇovy´ch. Pokud takove´ najdu, zarˇadı´m ho do vy´sledku. Platı´, pokud je pocˇet
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nalezeny´ch slov veˇtsˇı´ nebo rovno minima´lnı´mu pocˇtu, je vzor zapocˇı´ta´n. Je mozˇne´ defi-
novat zˇa´dne´, nebo neˇkolik klı´cˇovy´ch slov, ktere´ se musejı´ v dane´m bloku vyskytnout.
Pokud je i tato podmı´nka splneˇna, pak tento blok oznacˇı´m jako vzor a inkrementuji
jeho pocˇet v datove´ strukturˇe vzor. Algoritmus ma´ za u´kol najı´t jeden vzor. Algoritmus
porovna´va´ kmeny slov a tı´m zvysˇuje svoji u´cˇinnost. Demonstruji na pseudoko´du:
1 List<string> Analyza(slova, pocitadlo, musiObsahovat)
2 DEF List<string> vysledek #zde ukladam nalezena klicova slova
3 DEF List<string> klicovaSlova #zde ulozˇı´m klı´cˇova´ slova
4 FOREACH(string slovo IN vzor[pocitadlo].seznamSlov)
5 slovo = odstranKoncovku(slovo)
6 VLOZ slovo DO klicovaSlova
7 FOREACH(Token token IN slova)
8 string s˜= token. text
9 IF(klicovaSlova.Obsahuje(s) && !vysledek.Obsahuje(s)) THEN
10 VLOZ s˜DO vysledek
11 DEF int min = vzor[pocitadlo ].MinPocetNalezenych
12 IF(vysledek.Pocet >= min && obsahujePovinne(vysledek, musiObsahovat)) THEN
13 vzor[pocitadlo ]. Pocet += 1
14 ELSE THEN
15 CLEAR vysledek
16 RETURN vysledek
Vy´pis 13: Analy´za
Ve vy´pisu 14 testuji, zda nalezena´ klı´cˇova´ slova obsahujı´ povinne´ KS. Postupneˇ
procha´zı´m seznam a pokud slovo naleznu, smazˇu ho. Jestlizˇe je seznam pra´zdny´, vracı´m
true, jinak false.
1 bool obsahujePovinne(pole, slova)
2 DEF bool vysledek = false
3 FOREACH(string povinny IN slova)
4 IF(pole.Obsahuje(povinny)) THEN
5 ODEBER povinny ZE slova
6 continue
7 IF(slova.Pocitadlo == 0) THEN
8 vysledek = true
9 return vysledek
Vy´pis 14: Obsahuje povinne´
6.10.2 Vzor vyskytujı´cı´ se vı´cekra´t
Druhy´ z vyhleda´vacı´ch algoritmu˚ je zalozˇen na na´sledujı´cı´ mysˇlence. V textu se vysky-
tuje vı´ce vzoru˚ stejne´ho druhu. Jako prˇı´klad poslouzˇı´ vzor technicke´ u´daje. Tento vzor se
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obvykle vyskytuje v textu (naprˇ. odstavec) vı´ce nezˇ jednou. Uzˇ mi nestacˇı´ najı´t ho jed-
nou a zapocˇı´tat (viz. prˇedchozı´ kapitola 6.10.1 ), ale musı´m najı´t a spocˇı´tat kazˇdy´ vy´skyt
vzoru. Abych toho byl schopen, musı´m si urcˇit maxima´lnı´ vzda´lenost slov od sebe.
Tuto vzda´lenost definuji jako pozice posledneˇ nalezene´ho - pozice prvnı´ho nalezene´ho
<= maxima´lnı´ vzda´lenost. Aby bylo vyhleda´nı´ co nejprˇesneˇjsˇı´, musı´m vzor obsaho-
vat povinna´ slova (nebo datove´ typy). U vzoru technicke´ u´daje to jsou povinna´ klı´cˇove´
slova Tjednotka a Tcislo. Algoritmus je schopen vyhledat na´sledujı´cı´ prˇı´klady: de´lka
50m, rozlisˇenı´ 1024x768 pixelu˚, obsah 2000 cm3. Z du˚vodu rozsa´hle´ho ko´du uvedu
zjednodusˇeny´ pseudoko´d v prˇı´loze A.2. Vy´stup tohoto algoritmu je seznam, ktery´ ob-
sahuje strukturu. V nı´ je zaznamena´na veˇta a klı´cˇova´ slova. V poslednı´m kroku algoritmu
prˇicˇtu pocˇet za´znamu˚ do struktury vzor.
6.11 Podobnost vektoru˚
V kapitole 6.10 jsem zaznamenal frekvenci vzoru˚. Tı´m jsem zı´skal jednoduchy´ syste´m
va´zˇenı´ dokumentu (metoda TF). Dokument je popsa´n ve vektorove´m modelu. Takovy´
dokument si mohu prˇedstavit jako n-tici. Dokument je vektor. Pro indexaci bylo pouzˇito
celkem n ru˚zny´ch vzoru˚.
D(V1, V2, . . . , Vn), kde Vn ∈ N
Vn je frekvence vzoru, ktery´ se na stra´nce vyskytuje.
Vy´raz dotazu Q ve vektorove´m modelu je mozˇne´ formulovat jako n-mı´stny´ vektor
vah.
Q(Q1, Q2, . . . , Qn), kde Qn ∈ R
Qn je va´ha prˇı´slusˇne´ho na´vrhove´ho vzoru. Va´ha byla urcˇena na za´kladeˇ pozorova´nı´, ko-
likra´t se na´vrhovy´ vzor vyskytuje nawebovy´ch stra´nka´ch. Na za´kladeˇ dotazu lze spocˇı´tat
podobnost s dokumentem. Vy´sledkem je koeficient podobnosti. Tento koeficient si lze
prˇedstavit jako podobnost vektoru dokumentu s vektorem dotazu. Pro vy´pocˇet podob-
nosti dokumentu D vzhledem k dotazu Q jsem pouzˇil Kosinovou mı´ru. Viz. kapitola 3.2.
Aby byl vy´sledek zobrazova´n v procentech musı´m vy´sledek vyna´sobit 100.
47
7 Na´vrh aplikace
Pro implementaci jsem si vybral programovacı´ jazyk C#. Jako vy´vojove´ prostrˇedı´ jsem
pouzˇil Microsoft Visual Studio 2008. Verzi jazyka C# jsem pouzˇil Microsoft .NET frame-
work 3.5.
Program beˇzˇı´ v graficke´m okneˇ. Popis jednotlivy´ch prvku˚ je uveden v uzˇivatelske´
prˇı´rucˇce, ktera´ je soucˇa´stı´ prˇı´lohy. V uzˇivatelske´ prˇı´rucˇce je da´le uveden postup spusˇteˇnı´
programu a minima´lnı´ konfigurace. Programa´torska´ prˇı´rucˇka obsahuje popis vsˇech trˇı´d
a metod (datove´ typy, na´vratove´ hodnoty atd.). Prˇı´rucˇka je soucˇa´sti prˇilozˇene´ho CD.
Soucˇa´stı´ prˇilozˇene´ho CD je i Trˇı´dnı´ Diagram a diagram sekvencˇnı´, ktery´ popisuje vyh-
leda´nı´ informacı´ v html dokumentu.
7.1 GUI
Program se spousˇtı´ souborem RWV.exe. Jako prvnı´ se nacˇte graficke´ uzˇivatelske´ rozhranı´
aplikace. To zajisˇt’uje trˇı´da GUI.cs, ktera´ inicializuje komponenty GUI (prvky graficke´ho
rozhranı´ jsou ze trˇı´dy System.Windows.Form). Viz. obra´zek 8. V na´sledujı´cı´m textu
uvedu vsˇechny komponenty, ktere´ pouzˇı´va´m.
Obra´zek 8: Uzˇivatelske´ rozhranı´ programu RWV
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Komponenta ToolStripMenuItem slouzˇı´ pro zobrazenı´ menu a jeho polozˇek. Pro
popis komponent pouzˇı´va´m Label. V aplikaci je potrˇeba zobrazovat nacˇtene´ dokumenty
a vy´sledky. K tomuto u´cˇelu pouzˇı´va´m ListBox. Pro nastavenı´ funkcˇnosti programu
jsem pouzˇil komponentu CheckBox (funkce na´hled, podrobnosti a analy´za). Aplikace
ma´ za u´kol analyzovat html stra´nky. Pro zobrazenı´ teˇchto stra´nek jsem implementoval
www prohlı´zˇecˇ. V jazyku C# pouzˇiji komponentu WebBrowser. Poslednı´ komponentou
je obycˇejne´ tlacˇı´tko Button, ktere´ vyuzˇı´va´m ke spusˇteˇnı´ analy´zy, vymaza´nı´ vy´sledku˚ a
k navigaci.
7.2 Nacˇtenı´ vstupnı´ch dat
Pro ocˇeka´vanou funkci programu je nutne´ nacˇı´st vstupnı´ data. Jedna´ se o nacˇtenı´
vzoru, ktery´ chci vyhledat, a nacˇtenı´ www stra´nek, ktere´ budu analyzovat. Pro nacˇtenı´
vstupnı´ch dat pouzˇı´va´m komponentu OpenFileDialog. V OpenFileDialogu jsem
nastavil slozˇku, ve ktere´ se dialog otevrˇe. Da´le nastavı´m typy souboru˚, ktere´ budu
otevı´rat. Pro nacˇtenı´ vzoru to jsou soubory s koncovkou .xml a pro nacˇtenı´ www
stra´nek to jsou soubory s koncovkou .html, .htm, .mht. O nacˇtenı´ vzoru stara´ funkce
nactiZeSouboru2(string cesta). Tato funkce projde vsˇechny za´znamy v XML
souboru a ulozˇı´ je do prˇipravene´ trˇı´dy Vzor. Trˇı´da vzormimo jine´ obsahuje seznam, do
ktere´ho se vlozˇı´ jednotlive´ na´vrhove´ vzory (nazy´va´m je segmenty trˇı´da Segment), ktere´
popisujı´ dome´nu. Tyto segmenty obsahujı´ mnoho informacı´ naprˇ. seznam klı´cˇovy´ch
slov, seznam tagu˚, seznam datovy´ch typu atd. Kompletnı´ diagram trˇı´d je uveden na
prˇilozˇene´m CD. O nacˇtenı´ stra´nek se stara´ dialog, ktery´ po u´speˇsˇne´m nacˇtenı´ zobrazı´
na´zvy www stra´nek do
”
seznamuWWW“ (ListBox). Tı´mto krokem aplikace nacˇetla
vsˇe potrˇebne´ a nynı´ mu˚zˇe vyhleda´vat informace.
7.3 Vyhleda´nı´ informacı´
Prˇed vyhleda´nı´m je nutne´ oznacˇit jeden html dokument. O to se stara´ funkce
seznamWWW_SelectedIndexChanged(), ktera´ nastavı´ cestu, a pokud je zakliknuty´
checkBox
”
na´hled“, zobrazı´ stra´nku ve webove´m prohlı´zˇecˇi. Program nynı´ provede
frekvencˇnı´ analy´zu nebo vyhleda´nı´ informacı´. Vyhleda´nı´ informacı´ provede, kdyzˇ je za-
kliknuty´ checkBox
”
Analy´za“, v opacˇne´m prˇı´padeˇ provede frekvencˇnı´ analy´zu.
Frekvencˇnı´ analy´za: prˇed provedenı´m frekvencˇnı´ analy´zy je nutne´ vytvorˇit tex-
tovy´ soubor, ktery´ obsahuje pouze cˇisty´ text z html dokumentu. O to se
stara´ trˇı´da HtmlToText, ktera´ je soucˇa´stı´ HAP. Funkce Convert() vytvorˇı´ sou-
bor, ktery´ obsahuje pouze text. Tento text prˇeda´m trˇı´deˇ frekvencniAnalyza,
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ktera´ pomocı´ metody vypocitejCetnosi() provede rozdeˇlenı´ textu na slova
(Regex.Matches(upraveno, @"\w+")). Pomocı´ funkce ToLower() prˇevedu text
na mala´ pı´smena a odstranı´m koncovky odstranKoncovku() a diakritiku. Jednotliva´
slova ukla´da´m do slovnı´ku Dictionary<string, int>(). Pokud se slovo zopakuje,
inkrementuji pocˇet. Vy´sledny´ slovnı´k zobrazı´m (ListBox Vy´sledek) pomocı´ funkce
vypisNaObrazovku(). Vy´sledek je setrˇı´deˇny´. Vy´sledna´ slova jsou zobrazena bez kon-
covek.
Vyhleda´nı´ na´vrhove´ho vzoru: inicializacˇnı´m krokem je vytvorˇenı´ XML souboru. O to
se stara´ HAP. HTML soubor nacˇtu do trˇı´dy HtmlDocument nastavı´m parametr
OptionOutputAsXml na true a soubor ulozˇı´m pomocı´ funkce Save(). Tento doku-
ment prˇeda´m trˇı´deˇ TagXml, ktera´ pomocı´ funkce Analyzuj() provede analy´zu textu.
Tato funkce zajistı´:
• nacˇtenı´ XML dokumentu do trˇı´dy XmlDocument
• vy´beˇr tagu˚, ktere´ se budou prohleda´vat GetElementsByTagName()
• odstraneˇnı´ nepotrˇebny´ch cˇa´stı´ textu odmaz()
• prˇı´pravou textu:
1. funkce pripravText() upravı´ text do takove´ podoby, aby byl od sebe
oddeˇlen obycˇejny´ text, zname´nka a cˇı´slice. Tato slova jsou od sebe oddeˇlena
mezerou.
2. o odstraneˇnı´ diakritiky se stara´ funkce OdstraneniDiakritiky(), text je
rozdeˇlen na slova a je prˇeveden na mala´ pı´smena. Slova jsou ulozˇena do
List<string>
3. funkce poznejTyp() procha´zı´ slova a snazˇı´ se rozpoznat datove´ typy. Vy´cˇet
datovy´ch typu˚ obsahuje trˇı´da Token.
4. funkce poznejCenu() rovneˇzˇ procha´zı´ slova s tı´m rozdı´lem, zˇe se snazˇı´
naleznout slozˇiteˇjsˇı´ datove´ typy. Vy´cˇet datovy´ch typu˚ obsahuje trˇı´da Token.
• prˇipraveny´ text prˇeda´m trˇı´deˇ Analyza, kde funkce cetnosti() zjistı´, ko-
likra´t je v bloku textu obsazˇen na´vrhovy´ vzor. Trˇı´da obsahuje funkci
vypocitejCetnosti(), ktera´ vyhleda´va´ pouze jednu instanci na´vrhove´ho
vzoru. Vy´beˇr funkce je nastaven v souboru XML. Vy´sledkem je seznam
List<strukturaPV>, ktery´ obsahuje nalezena´ klı´cˇova´ slova, datove´ typy a blok
textu, ve ktere´m byl nalezen.
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• zobrazenı´ vy´sledku˚ obstara´va´ funkce vypisNaObrazovku(). Program doka´zˇe
zobrazit podrobnosti vyhleda´va´nı´. V pru˚beˇhu vyhleda´va´nı´ si vytva´rˇı´m stromovou
strukturu nalezeny´ch segmentu˚ - trˇı´da Tag. Po ukoncˇenı´ procesu vyhleda´va´nı´ se
otevrˇe okno (treeWindow), ve ktere´m je zobrazen seznam segmentu˚(na´vrhovy´ch
vzoru˚). Kazˇdy´ segment obsahuje seznam tagu˚, ve ktery´ch byl nalezen. Kazˇdy´ tag
obsahuje seznam nalezeny´ch klı´cˇovy´ch slov a text. Viz. obra´zek 9. Proces vyh-
leda´nı´ na´vrhove´ho vzoru jsem zachytil v sekvencˇnı´m diagramu, ktery´ je umı´steˇn
na prˇilozˇene´m CD ve slozˇce prˇı´lohy. Kompletnı´ diagram trˇı´d je take´ umı´steˇn na
prˇilozˇenı´m CD ve slozˇce prˇı´lohy.
Obra´zek 9: Okno s podrobnostmi
51
8 Experimenty a vyhodnocenı´ vy´sledku˚
Pro hodnocenı´ u´speˇsˇnosti programu jsem pouzˇil testovacı´ data, ktera´ jsem pouzˇil pro
analy´zu, a podle ktery´ch jsem nastavoval parametry programu. Tato data jsem rozdeˇlil
do trˇech skupin a to podle dome´ny (Dovolena´, Diskuse, Technicke´ parametry). Kazˇda´
skupina obsahuje stra´nky pozitivnı´ i negativnı´. V kazˇde´ dome´neˇ vyhleda´va´m urcˇite´
vzory. Viz na´sledujı´cı´ seznam.
1. Dovolena´: titulek, teplota, nabı´dka dovolene´, vyhleda´nı´ dovolene´
2. Diskuse: titulek, prˇı´speˇvek
3. Technicke´ u´daje: titulek, technicky´ popis
Abych mohl urcˇit u´speˇsˇnost, musı´m si pro kazˇdy´ vzor vytvorˇit tzv. matici za´meˇn. V tab-
ulce 5 je zaznamena´no v kolika prˇı´padech se shoduje rucˇnı´ vyhleda´nı´ s automaticky´m
vyhleda´nı´m. Ve sloupci jsou informace jak vyhleda´val program, v rˇa´dcı´ch je informace
o rucˇnı´m vyhleda´nı´.
automaticky
rucˇneˇ + -
+ TP FN
- FP TN
Tabulka 5: Matice za´meˇn
Matice zmeˇn pouze zaznamena´va´ dobrˇe a sˇpatneˇ zarˇazene´ prˇı´klady. Vysveˇtlenı´ hodnot
v tabulce.
1. TP (true positive) - pocˇet prˇı´kladu˚, ktere´ jsou spra´vneˇ automaticky zarˇazeny do
positive(+).
2. FP (false positive) - pocˇet prˇı´kladu˚, ktere´ jsou chybneˇ automaticky zarˇazeny do
trˇı´dy (+).
3. TN (true negative) - pocˇet prˇı´kladu˚, ktere´ jsou spra´vneˇ automaticky zarˇazeny do
trˇı´dy (-).
4. FN (false negative) - pocˇet prˇı´kladu˚, ktere´ jsou chybneˇ automaticky zarˇazeny do
trˇı´dy (-).
Pouzˇite´ vzorce:
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• Pozitivnı´ prˇesnost = TP
TP+FP . Popisuje kolik pozitivnı´ch nalezeny´ch dokumentu˚ se
skutecˇneˇ ty´ka´ te´matu (naprˇ. te´matu dovolena´).
• Negativnı´ prˇesnost = TN
TN+FN . Popisuje kolik negativnı´ch nalezeny´ch dokumentu˚
se nety´ka´ te´matu.
• U´plnost = TP
TP+FN . Popisuje kolik dokumentu˚ ty´kajı´cı´ch se te´matu jsme nalezli.
• F-mı´ra = 2∗pozitivni presnost ∗ uplnost
pozitivni presnost + uplnost . F-mı´ra je souhrnna´ charakteristika. Kombinuje
pozitivnı´ prˇesnost a u´plnost. F-mı´ra je nejcˇasteˇji pouzˇı´vana´ metrika pro hodnocenı´
klasifika´toru˚.
Data, ktera´ jsem pouzˇil pro vytvorˇenı´ vzoru˚, jsem pouzˇil i pro testova´nı´ u´speˇsˇnosti,
proto musı´m dobrˇe popsat chybovost aplikace. Jak popsat chyby FP a FN? Zvolil jsem
na´sledujı´cı´ postup:
1. Pokud pocˇet rucˇneˇ ohodnoceny´ch >0 a za´rovenˇ je pocˇet automaticky ohodno-
ceny´ch stejny´, potom inkrementuji promeˇnnou TP.
2. Pokud pocˇet rucˇneˇ ohodnoceny´ch >0 a za´rovenˇ je pocˇet automaticky ohodno-
ceny´ch mensˇı´, potom inkrementuji promeˇnnou FN.
3. Pokud pocˇet rucˇneˇ ohodnoceny´ch >0 a za´rovenˇ je pocˇet automaticky ohodno-
ceny´ch veˇtsˇı´, potom inkrementuji promeˇnnou FP.
4. Pokud pocˇet rucˇneˇ ohodnoceny´ch =0 a za´rovenˇ je pocˇet automaticky ohodno-
ceny´ch stejny´, potom inkrementuji promeˇnnou TN.
5. Pokud pocˇet rucˇneˇ ohodnoceny´ch =0 a za´rovenˇ je pocˇet automaticky ohodno-
ceny´ch veˇtsˇı´, potom inkrementuji promeˇnnou FP.
8.1 Vy´sledky pro dome´nu Dovolena´
V dome´neˇ dovolena´ se vyskytujı´ 4 vzory: Titulek, Nabı´dka dovolene´, Vyhleda´nı´ dovolene´
Teplota v destinacı´ch. Pro kazˇdy´ uvedu matici za´meˇn.
V tabulce 6 je matice za´meˇn pro Titulek. Z tabulky je patrne´, zˇe titulek jsem nasˇel ve
vsˇech prˇı´padech a ve vsˇech byl pocˇet zcela spra´vny´. Titulek se vyskytuje jen ve dvou
mozˇnostech (ANO/NE), cozˇ je podle me´ho ocˇeka´va´nı´ (titulek se na stra´nce vyskytuje
pouze jednou nebo vu˚bec). Viz. tabulka
V tabulce 7 je matice za´meˇn pro Nabı´dka dovolene´. Z tabulky je patrne´, zˇe ne na
vsˇech stra´nka´ch aplikace nasˇla spra´vny´ pocˇet. To je obvykle zpu˚sobeno nespra´vny´m po-
jmenova´nı´m (prˇeklep) nebo sˇpatny´m naforma´tova´nı´m. Na tomto mı´steˇ by bylo dobre´
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automaticky
rucˇneˇ + -
+ 26 0
- 0 8
Tabulka 6: Matice za´meˇn: titulek
uve´st, zˇe vzor Nabı´dka dovolene´ musı´ obsahovat cenu za´jezdu a datum za´jezdu. Pokud
to nenı´ splneˇno vzor se nezapocˇı´ta´ (rucˇneˇ i automaticky). Zminˇuji to proto, zˇe existujı´
stra´nky, ktere´ obsahujı´ podobny´ prvek jako nabı´dka dovolene´, ale obvykle neobsahujı´
datum nebo i cenu (tento prvek nenı´ vzor Nabı´dka dovolene´, ale jakoby reklama).
automaticky
rucˇneˇ + -
+ 17 3
- 1 13
Tabulka 7: Matice za´meˇn: Nabı´dka dovolene´
V tabulce 8 je matice za´meˇn pro Vyhleda´nı´ dovolene´. Z tabulky je patrne´, zˇe aplikace
obcˇas nalezne o jeden vy´skyt vı´ce nezˇ rucˇneˇ. Je to zpu˚sobeno tı´m, zˇe vzor Nabı´dka
dobolene´ a Vyhleda´nı´ dovolene´ majı´ mnoho spolecˇny´ch termu˚. Da´ se rˇı´ci, zˇe vyhleda´nı´
a nabı´dka spolu souvisı´. Parametry, ktere´ zada´me do vyhleda´nı´ se objevı´ v nabı´dce.
U vzoru nabı´dka jsem pouzˇil hlavneˇ datove´ typy a vy´cˇet mozˇnostı´ (naprˇ. datovy´ typ
datum a cena, letecky, busem, polopenze, snı´daneˇ, vecˇerˇe atd). U vzoru vyhleda´nı´ jsem
pouzˇil na´zvy promeˇnny´ch (doprava, strava, datum atd.) Toto je du˚vod chybovosti, ktera´
je patrna´ z tabulky 8.
automaticky
rucˇneˇ + -
+ 18 0
- 5 11
Tabulka 8: Matice za´meˇn: Vyhleda´nı´ dovolene´
V tabulce 9 je matice za´meˇn pro vzor Teplota. Tento vzor ma´ 100% u´speˇsˇnost nalezenı´.
Pokud se teplota na stra´nce vyskytovala byla nalezena zcela prˇesneˇ.
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automaticky
rucˇneˇ + -
+ 6 0
- 0 28
Tabulka 9: Matice za´meˇn: Teplota
V tabulce 10 uvedu souhrnne´ charakteristiky pro dome´nu Dovolena´. Hodnoty jsem
objasnil v prˇedcha´zejı´cı´m textu.
Titulek Nabı´dka Vyhleda´nı´ Teplota
P. prˇesnost 1 0,944 0,783 1
N. prˇesnost 1 0,813 1 1
U´plnost 1 0,85 1 1
F-mı´ra 1 0,895 0,878 1
Tabulka 10: Dovolena´ souhrnne´ vy´sledky
8.2 Vy´sledky pro dome´nu Diskuse
V dome´neˇ Diskuse vyhleda´va´m dva vzory: Titulek a Prˇı´speˇvek do diskuse . V tabulce 11 je
matice za´meˇn pro Titulek. Titulek byl 100% nalezen.
automaticky
rucˇneˇ + -
+ 16 0
- 0 13
Tabulka 11: Matice za´meˇn: titulek
V tabulce 12 je uvedena matice za´meˇn pro vzor Prˇı´speˇvek do diskuse. Z tabulky je pa-
trna´ chybovost. Ta je zpu˚sobena prˇedevsˇı´m tı´m, zˇe je neˇkdy obtı´zˇne´ od sebe odlisˇit jed-
notlive´ prˇı´speˇvky. Za´lezˇı´ na druhu stra´nky a stylu, podle ktere´ho je naprogramova´na.
Rozdı´lnost je obvykle +- 1 prˇı´speˇvek, cozˇ nenı´ vu˚bec sˇpatne´. Naprˇı´klad, na neˇktery´ch
stra´nka´ch se prˇı´speˇvek vyskytuje 30 - 50 kra´t. Chybovost by byla mensˇı´, pokud by bylo
mozˇne´ rozpoznat jednotlive´ prˇezdı´vky v diskusnı´ch fo´rech. To ale nenı´ mozˇne´, protozˇe
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prˇezdı´vky (nick) se nevytva´rˇejı´ podle urcˇite´ho pravidla (naprˇ. oorrbb, deacon, midwej).
Obcˇas prˇı´speˇvek obsahuje jen velice ma´lo informacı´ (datum, prˇezdı´vka a text) z teˇchto
u´daju˚ nejsem schopen poznat prˇı´speˇvek.
automaticky
rucˇneˇ + -
+ 15 5
- 4 7
Tabulka 12: Matice za´meˇn: Prˇı´speˇvek
V tabulce 13 uvedu souhrnne´ charakteristiky pro dome´nu Diskuse. Z tabulky je pa-
trne´, zˇe jako nejhu˚rˇe vysˇla negativnı´ prˇesnost u prˇı´speˇvku. To je zpu˚sobeno zvolenou
metodikou. Pokud bych zvolil prahovou hodnotu, od ktere´ bych urcˇil zda vzor je obsazˇen
nebo nenı´ (naprˇ. pokud je pocˇet veˇtsˇı´ nezˇ 10 stra´nka obsahuje diskusi) byl by vy´sledek
mnohem lepsˇı´. Na druhou stranu by vy´sledky byly azˇ moc dobre´ a nepopisovalo by to
tak prˇesneˇ chybovost.
Titulek Prˇı´speˇvek
P. prˇesnost 1 0,789
N. prˇesnost 1 0,583
U´plnost 1 0,75
F-mı´ra 1 0,769
Tabulka 13: Diskuse souhrnne´ vy´sledky
8.3 Vy´sledky pro dome´nu Technicke´ u´daje
Dome´na Technicke´ u´daje obsahuje dva vzory: Titulek a Technicky´ u´daj. V tabulce 14 je uve-
dena matice za´meˇn pro vzor titulek. Vzor titulek jsem opeˇt vyhledal ve vsˇech prˇı´padech
spra´vneˇ.
V tabulce 15 je uvedena matice za´meˇn pro vzor Technicky´ u´daj. Postupuji stejneˇ jako
v prˇedchozı´ch kapitola´ch s tı´m rozdı´lem, zˇe uvazˇuji toleranci mezi rucˇnı´m a automat-
icky´m ohodnocenı´m. Toleranci jsem stanovil na 3 vy´skyty. Pokud se rozdı´l mezi rucˇnı´m
a automaticky´m vyhleda´nı´m lisˇı´ max o 3 vy´skyty beru to jako spra´vny´ vy´sledek (inkre-
mentuji TP nebo TN). Tuto toleranci jsem musel zave´st, protozˇe vzor Technicke´ u´daje
je velice rozmanity´. Naprˇı´klad: (va´ha 6 kg, sˇı´rˇka 6cm, rozlisˇenı´ 2000 pixelu˚, frekvence
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automaticky
rucˇneˇ + -
+ 23 0
- 0 5
Tabulka 14: Matice za´meˇn: Titulek
2000GHz, 5km de´lka ). Fyzika´lnı´ch velicˇin je mnohem vı´ce nezˇ jsem uvedl a nenı´ mozˇne´
je najı´t vzˇdy vsˇechny. Neˇktere´ rˇa´dky se prˇekry´vajı´ nebo se v jednom rˇa´dku najde vı´ce
u´daju˚. Cˇasto se tento vzor nevyskytuje v u´plne´m tvaru (naprˇ. chybneˇ popsana´ velicˇina,
u´daje v rˇa´dku bez rˇa´dne´ho popisu). Vzor technicky´ u´daj pro meˇ znamena´ trojici: na´zev
jednotky + cˇı´slo + jednotka, tato klı´cˇova´ slova jsou u sebe. Z tabulky je patrne´, zˇe aplikace
nedoka´zˇe vyhledat vsˇechny technicke´ u´daje i kdyzˇ tam jsou. Tuto chybu bych opravil
tı´m, zˇe bych do definice na´vrhove´ho vzoru prˇidal veˇtsˇı´ pocˇet na´zvu˚ jednotek. Da´le bych
rozsˇı´rˇil soubor, ktery´ obsahuje jednotky (naprˇ. m, cm, m2) o jesˇteˇ vı´ce druhu˚ a variant.
Prˇedpokla´da´m, zˇe aplikace by pak vyhleda´vala o neˇco le´pe. Jsem si veˇdom, zˇe to nikdy
nebude dokonale´.
automaticky
rucˇneˇ + -
+ 14 10
- 0 4
Tabulka 15: Matice za´meˇn: Technicky´ u´daj
V tabulce 16 jsem uvedl souhrnne´ charakteristiky pro dome´nu Technicke´ u´daje. U´daje
v tabulce odpovı´dajı´ chybovosti popsane´ v prˇedchozı´m textu.
Titulek Technicky´ u´daj
P. prˇesnost 1 1
N. prˇesnost 1 0,28
U´plnost 1 0,583
F-mı´ra 1 0,737
Tabulka 16: Technicke´ u´daje souhrnne´ vy´sledky
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8.4 Hodnocenı´ klasifika´toru
Pro hodnocenı´ klasifika´toru jsem se rozhodl pouzˇı´t stejnou metodiku jako v prˇedchozı´m
textu (matice za´meˇn). Data budou stejna´ jako v prˇedchozı´ch kapitola´ch 8.2, 8.1 a 8.3.
Postup prova´deˇnı´ byl na´sledujı´cı´:
• Vybral jsem dome´nu kterou budu testovat. Nacˇtenı´ dat, nacˇtenı´ vzoru.
• Pro kazˇdy´ soubor proved’:
• Rucˇnı´ ohodnocenı´ subjektivnı´m zpu˚sobem (ano - stra´nka patrˇı´ do dome´ny dov-
olena´, ne - nepatrˇı´)
• Automaticke´ ohodnocenı´. Stanovı´m prahovou hodnotu, od ktere´ se rozhodnu, zda
vzor byl nalezen respektive nebyl(prahova´ hodnota je 60%).
• Porovna´nı´ vy´sledku, vytvorˇenı´ matic za´meˇn.
V na´sledujı´cı´ch trˇech kapitola´ch uvedu vy´sledky meˇrˇenı´. V prˇehledny´ch tabulka´ch vy-
hodnotı´m klasifikaci.
8.4.1 Klasifikace Dovolena´
V tabulce 17 jsem uvedl matici za´meˇn pro dome´nu Dovolena´. Klasifikace dopadla
zdarˇile. Nejveˇtsˇı´ chybu tvorˇı´ dokumenty, ktere´ sice patrˇı´ do dome´ny dovolena´, ale neob-
sahujı´ potrˇebne´ prvky pro kategorizaci. Pokud byla stra´nka spra´vneˇ nalezena (patrˇı´ do
skupiny TP), tak pru˚meˇrneˇ s prˇesnostı´ 80%.
automaticky
rucˇneˇ + -
+ 21 4
- 1 8
Tabulka 17: Matice za´meˇn: klasifikace Dovolena´
8.4.2 Klasifikace Diskuse
V tabulce 19 jsem uvedl matici za´meˇn pro dome´nu Diskuse. Dome´nu diskuse vyh-
leda´va´m s drobnou chybou. Du˚vodem takto male´ chyby mu˚zˇe by´t fakt, zˇe vyhleda´va´m
mensˇı´ pocˇet vzoru˚ (prakticky jen prˇı´speˇvek do diskuse). Naprˇı´klad zarˇazenı´m vzoru
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Rychla´ odpoveˇd’(vzor se obcˇas vyskytuje pod diskusı´ a slouzˇı´ pro rychle´ vlozˇenı´ odpoveˇdi)
bych rozsˇı´rˇil mnozˇinu hledany´ch vzoru˚, a tı´m bych mohl vı´ce uprˇesnit vektor dotazu
pro dome´nu Dovolena´. Jine´ zlepsˇenı´ by spocˇı´valo ve stanovenı´ minima´lnı´ho pocˇtu
nalezeny´ch prˇı´speˇvku˚ (naprˇı´klad 4), a tı´m bych zajistil dostatecˇny´ informativnı´ charak-
ter diskuse. Potom diskuse obsahujı´cı´ me´neˇ nezˇ 4 prˇı´speˇvky by byla vyhodnocena jako
negativnı´.
automaticky
rucˇneˇ + -
+ 22 0
- 2 7
Tabulka 18: Matice za´meˇn: klasifikace Diskuse
8.4.3 Klasifikace Technicke´ u´daje
V tabulce 19 jsem uvedl matici za´meˇn pro dome´nu Technicke´ u´daje. Chybovost je
zpu˚sobena faktem, zˇe klasifika´tor urcˇı´ za stra´nku za spra´vnou, i kdyzˇ obsahuje jen jediny´
technicky´ u´daj. Rˇesˇenı´m je jizˇ zmı´neˇna´ prahova´ hodnota, pod kterou bude vzor vyhod-
nocen jako nenalezen.
automaticky
rucˇneˇ + -
+ 21 0
- 3 4
Tabulka 19: Matice za´meˇn: klasifikace Diskuse
8.4.4 Souhrnne´ vy´sledky klasifikace
V tabulce 20 jsem uvedl vsˇechny vy´sledky pohromadeˇ. Vy´sledkem je prˇehledna´ tabulka,
ve ktere´ je zna´zorneˇna u´speˇsˇnost klasifika´toru. Nejle´pe klasifika´tor rozpoznal diskusi
a nejhu˚rˇe dovolenou. Celkoveˇ klasifikaci hodnotı´m kladneˇ. Aplikace doka´zala zarˇadit
veˇtsˇinu stra´nek do prˇı´slusˇne´ dome´ny. Vy´sledky jsou velice dobre´, tuto
”
prˇehnanou“
u´speˇsˇnost mu˚zˇou zpu˚sobovat tre´novacı´ data, ktera´ jsem pouzˇil jak pro testova´nı´, tak i
pro nastavenı´ aplikace. Je zde dobrˇe videˇt, zˇe tato metoda zalozˇena´ na rozpozna´nı´ vzoru˚
jde nastavit tak, aby vy´sledek klasifikace byl velice dobry´ (neza´lezˇı´ na dome´neˇ).
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Dovolena´ Diskuse Technicke´ u´daje
P. prˇesnost 0,955 0,916 0,875
N. prˇesnost 0,666 1 1
U´plnost 0,84 1 1
F-mı´ra 0,894 0,956 0,933
Tabulka 20: Klasifikace souhrnne´ vy´sledky
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9 Za´veˇr
Diplomova´ pra´ce se zaby´va´ problematikou automaticke´ detekce vybrany´ch vzoru˚ na
webove´ stra´nce a na´sledne´ho vy´pocˇtu podobnosti s vektorem dotazu. Vektor dotazu
popisuje vybranou dome´nu. Aplikace doka´zˇe zarˇadit webove´ stra´nky do kategorie.
V u´vodu pra´ce jsem se zameˇrˇil na teoreticky´ u´vod do rozsa´hle´ problematiky. V kapi-
tole 3 jsem uvedl modely, ktere´ jsou pouzˇitelne´ pro popis dokumentu˚. Jedna´ se o model
booleovsky´ a vektorovy´. Moje pra´ce pouzˇı´va´ vy´hradneˇ model vektorovy´. V kapitole 4.1
jsem popisoval obecnou techniku dolova´nı´ dat z databa´ze, na kterou navazuje kapitola
4.2 text mining, ktera´ se zaby´va´ prˇı´pravou a zpracova´nı´m textu. Poslednı´ teoretickou
cˇa´stı´ je kapitola 4.3 web mining. Web mining vyuzˇı´va´ techniky data miningu a neˇkdy
by´va´ oznacˇen jako text mining, protozˇe se zaby´va´ hlavneˇ textem, ktery´
”
vydoluje“ na
webovy´ch stra´nka´ch. V te´to kapitole je popsa´n princip, jak vyuzˇı´vat webove´ vzory ke
klasifikaci (tzv. Gestalt principy).
Po teoreticke´m za´kladu na´sleduje kapitola 5.1 metodika sbeˇru dat. V te´to kapitole
jsem popsal: kde jsem zı´skal data, v jake´m forma´tu jsem je ulozˇil a jake´ jsem vybral
ko´dova´nı´. Takto nashroma´zˇdeˇna´ data jsem pouzˇil pro testova´nı´ i pro nastavenı´ aplikace.
V dalsˇı´ kapitole 5.2 jsem uvedl metodiku, jak jsem analyzoval data. Popisuji zde postup,
ktery´ byl identicky´ pro vsˇechny analyzovane´ dome´ny. Hlavnı´m cı´lem je nale´zt bloky
textu, ktere´ se na stra´nka´ch sta´le opakujı´(webovy´ vzor). Tyto bloky je nutne´ analyzovat -
vyja´drˇenı´ pomocı´ klı´cˇovy´ch slov, datovy´ch typu˚ a zaznamena´nı´ v jake´m TAGu stra´nky se
text nacha´zı´. Na´sleduje kapitola 5.3, ve ktere´ je popsa´no ulozˇenı´ konfiguracˇnı´ch souboru˚
a popis jednotlivy´ch atributu˚. Konfigurace je prˇehledneˇ ulozˇena do XML souboru˚.
Po kapitola´ch, ktere´ se ty´kajı´ vlastnı´ metody rˇesˇenı´, na´sleduje cˇa´st implementace a
testova´nı´. V kapitole 6 popisuji vsˇechny pouzˇite´ metody a algoritmy. U neˇktery´ch uva´dı´m
zdrojovy´ ko´d, ktery´ je bud’ prˇı´mo v jazyku C#, nebo je napsa´n v pseudoko´du. Nejpod-
statneˇjsˇı´ cˇa´sti algoritmu jsou: rozdeˇlenı´ textu na tokeny, urcˇenı´ datovy´ch typu˚ a analy´za
prˇipravene´ho textu. V poslednı´ cˇa´sti pra´ce vyhodnocuji vy´sledky. Prova´deˇl jsem dva
druhy testu˚.
Prvnı´ z nich se ty´ka´ porovna´nı´ vy´sledku˚ automaticke´ a rucˇnı´ detekce. Prˇedmeˇtem
porovna´nı´ je jeden vzor. Porovna´nı´ prova´dı´m pomocı´ matice za´meˇn. Matice si pamatuje
spra´vne´ kladne´ predikce (respektive spra´vne´ za´porne´) a falesˇne´ kladne´ predikce (respek-
tive falesˇne´ za´porne´). Z teˇchto hodnot se da´ vypocˇı´tat mnoho parametru˚, kde hlavnı´m
z nich je souhrnna´ f-mı´ra (kombinuje prˇesnost a u´plnost). Jako druhy´ testuji klasifika´tor,
ktery´ o kazˇde´ stra´nce doka´zˇe rˇı´ci, jak moc patrˇı´ do testovane´ dome´ny.
V dome´neˇ Dovolena´ jsem vzory Titulek a Teplota nalezl bez chyby (f-mı´ra = 1). Vzor
Nabı´dka dovolene´ aplikace nalezla smensˇı´ chybou (f-mı´ra = 0,895), tato chyba nenı´ za´vazˇna´
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a da´ se rˇı´ci zˇe vzor byl velmi dobrˇe nalezen. U vzoru Vyhleda´nı´ dovolene´ je f-mı´ra = 0,878
na za´kladeˇ te´to hodnoty mohu rˇı´ci, zˇe vzor byl take´ velmi dobrˇe nalezen. Klasifika´tor pro
dome´nu Dovolena´ byl otestova´n a vy´sledkem byla f-mı´ra = 0,894. Z hodnoty je patrne´, zˇe
klasifika´tor spra´vneˇ zarˇadil veˇtsˇinu testovany´ch stra´nek.
V dome´neˇ Diskuse jsem vzor Titulek nalezl zcela spra´vneˇ (f-mira = 1). Vzor Prˇı´speˇvek
byl nalezen s chybou f-mı´ra = 0,811. Pokud f-mı´ra neklesne pod 0,8, nenı´ chybovost tak
velka´, a da´ se rˇı´ci, zˇe vzor byl vyhleda´n dobrˇe. Klasifika´tor pro dome´nu Diskuse funguje
bez jedine´ chyby. Klasifika´tor doka´zal spra´vneˇ zarˇadit vsˇechny testovane´ stra´nky.
V dome´neˇ Technicke´ u´daje jsem vzor Titulek opeˇt nalezl bez jedine´ chyby. Tato opako-
vana´ spra´vnost je zpu˚sobena tı´m, zˇe titulek je velice jednoduchy´ (obvykle je to jedna veˇta
umı´steˇna´ v jedine´m TAGu a neobsahuje zˇa´dne´ datove´ typy.). Nenı´ teˇzˇke´ analyzovat, zda
obsahuje cˇi neobsahuje urcˇite´ slovo. Vzor Technicky´ u´daj aplikace nalezla s nejveˇtsˇı´ chy-
bou (f-mı´ra = 0,737) tato chyba nenı´ tak velka´, aby testovana´ metoda byla neu´speˇsˇna´. Tato
nejveˇtsˇı´ chyba je zpu˚sobena rozmanitostı´ technicky´ch u´daju˚. Klasifikace probeˇhla velice
dobrˇe, konkre´tneˇ s hodnotou f-mı´ra = 0,933.
Z teˇchto vy´sledku˚ je patrne´, zˇe metoda zalozˇena´ na vyhleda´va´nı´ na´vrhovy´ch vzoru˚
je funkcˇnı´ a da´ se pouzˇı´t pro klasifikaci webovy´ch stra´nek. Tato metoda se da´ pouzˇı´t pro
zprˇesneˇnı´ vy´sledku˚ beˇzˇny´ch internetovy´ch vyhleda´vacˇu˚ (analy´zou relevantnı´ch stra´nek,
ktere´ internetovy´ vyhleda´vacˇ jizˇ prˇedlozˇil). Nejveˇtsˇı´m proble´mem je nutnost rucˇneˇ ana-
lyzovat co nejvı´ce dat a stanovit na´vrhove´ vzory, ktere´ kvalitneˇ popisujı´ dome´nu.
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A Zdrojove´ ko´dy
A.1 Rozdeˇlenı´ na tokeny
for ( int i = 0; i < delkaVety; i++)
{
// jestlize je velke
if (char.IsUpper(s[i ]) )
{
p += s[ i ];
// pokud je dalsi velke,znamena to ze slovo bude napsane velkym pismenem
if ( i + 1 < de && char.IsUpper(s[i + 1]))
{
i++;
while ( i < delkaVety && char.IsUpper(s[i]))
{
p += s[ i ];
i++;
}
i−−;
if ( i + 1 < delkaVety && char.IsWhiteSpace(s[i + 1]))
{ slova += p + s[ i + 1]; p = null ; i++; continue; }
else
{
slova += p + ” ” ;
}
p = null ; continue;
}
i++;
// pokud je dalsi male,znamena to ze slovo je napsane s pocatecnim velkym pismenem
while ( i < delkaVety && char.IsLower(s[i]))
{
p += s[ i ];
i++;
}
i−−;
// pokud je dalsi znak mezera vlozim na konec a pokracuji
if ( i + 1 < delkaVety && char.IsWhiteSpace(s[i + 1]))
{ slova += p + s[ i + 1]; p = null ; i++; continue; }
// pokud je to neaky znak vlozim oddelovaci mezeru a pokracuji
else
{
slova += p + ” ” ;
}
p = null ; continue;
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}
if (char.IsLower(s[i ]) )
{
// kod pro male´
}
if (char. IsDigit (s[ i ]) )
{
// kod por cislovky
}
// jestlize je to mezera a neni to pocatek vstupniho retezce a predchozi znak nebyl mezera, tak
vlozim mezeru
if (char.IsWhiteSpace(s[i]) && slova != null && !char.IsWhiteSpace(slova[slova.Length − 1]))
slova += s[i ];
// pokud je to znak a neni to mezera, vlozim znak a za nej oddelovaci mezeru
if (!char. IsLetterOrDigit (s[ i ]) && !char.IsWhiteSpace(s[i])) slova += s[ i ] + ” ” ;
}
Vy´pis 15: Tokenizace
A.2 Analy´za 2
1 List<string> Analyza(zdroj, text, maxVzda´lenost, minPocˇetNalezeny´ch, musiObsahovat)
2 FOREACH (pro kazˇde´ klı´cˇove´ slovo s˜se vzoru)
3 VLOZ s˜DO klı´cˇova´ slova
4 FOR (kazde slovo se zdroj proved’)
5 IF (slovo == typ text ) THEN
6 odstranˇ koncovku z slovo
7 FOREACH (pro kazˇde´ KS z˜klı´cˇove´ slova)
8 odsran koncovku z KS
9 IF (slovo == KS) THEN
10 IF ( je to prvnı´ vy´skyt slova) THEN
11 nastav prvnı´ a poslednı´ pozici
12 VLOZ slovo do pomocne´
13 ELSE THEN
14 IF (pokud je vzda´lenost mezi prvnı´m a poslednı´m slovem <= maxVzda´lenost) THEN
15 IF (pomocne´ neobsahuje slovo) THEN
16 VLOZ slovo do pomocne´
17 NASTAV pozici
18 IF (pocˇet slov v˜pomocne´ >= minPocetNalezenych && pomocne´ obsahuje povinne´)
THEN
19 vytvorˇ vetu se zdroj [prvnı´ ... poslednı´ pozice]
20 do vy´sledek vlozˇ pomocne´ a vetu
21 nastav prvnı´ a poslednı´ pozici
22 vymaz pomocne´
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23 IF (pomocne´ neobsahuje povinne´ && vzda´lenost <= maxVzda´lenost && pocˇet v
pomocne´ >= minPocetNalezenych) THEN
24 IF (pomocne neobsahuje slovo) THEN
25 VLOZ slovo do pomocne
26 nastav pozici
27 ELSE THEN
28 ODEBER prvnı´ pozici z pomocne´
29 nastav pozici
30 ELSE THEN
31 obdobneˇ pro datove´ typy
32 IF (vysledek.Count > 0) THEN
33 do vzoru prˇicˇti pocˇet za´znamu˚ ve vy´sledek
34 RETURN vy´sledek
Vy´pis 16: Analy´za 2
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B Popis vzoru (XML)
B.1 Vzor dovolena´
<?xml version=”1.0” encoding=”Windows−1250”?>
<vzor>
<jmeno>Dovolena´</jmeno>
<segment id = ”titulek ”>
<seg hodnota>1</seg hodnota>
<seg maxVelikost>999</seg maxVelikost>
<seg minVelikost>10</seg minVelikost>
<seg minPocetNalezenych>1</seg minPocetNalezenych>
<seg maxVzdalenostSlov>−1</seg maxVzdalenostSlov>
<seg musiObsahovat>null</seg musiObsahovat>
<seg slovo>dovolena</seg slovo> <seg slovo>zajezd</seg slovo>
<seg tag>title</seg tag>
</segment>
<segment id = ”teplota”>
<seg hodnota>2,5</seg hodnota>
<seg maxVelikost>1500</seg maxVelikost>
<seg minVelikost>5</seg minVelikost>
<seg minPocetNalezenych>1</seg minPocetNalezenych>
<seg maxVzdalenostSlov>4</seg maxVzdalenostSlov>
<seg musiObsahovat>null</seg musiObsahovat>
<seg token>Tteplota</seg token>
<seg tag>tr</seg tag> <seg tag>ul</seg tag>
<seg tag>span</seg tag> <seg tag>div</seg tag>
</segment>
<segment id = ”nabidka dovolene”>
<seg hodnota>3,5</seg hodnota>
<seg maxVelikost>3000</seg maxVelikost>
<seg minVelikost>15</seg minVelikost>
<seg minPocetNalezenych>3</seg minPocetNalezenych>
<seg maxVzdalenostSlov>18</seg maxVzdalenostSlov>
<seg musiObsahovat>Tdatum</seg musiObsahovat>
<seg musiObsahovat>Tcena</seg musiObsahovat>
<seg slovo>dnu</seg slovo> <seg slovo>snidane</seg slovo>
<seg slovo>bez</seg slovo> <seg slovo>polopenze</seg slovo>
<seg slovo>dovolena</seg slovo> <seg slovo>ostrov</seg slovo>
<seg slovo>obednat</seg slovo> <seg slovo>bus</seg slovo>
<seg slovo>letecky</seg slovo> <seg slovo>vlastni</seg slovo>
<seg token>Tdatum</seg token> <seg token>Tcena</seg token>
<seg token>Tdestinace</seg token> <seg token>TmaleCislo</seg token>
<seg token>Tteplota</seg token> <seg tag>tr</seg tag>
<seg tag>a</seg tag> <seg tag>ul</seg tag>
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<seg tag>span</seg tag> <seg tag>div</seg tag>
</segment>
<segment id = ”vyhledani dovolene”>
<seg hodnota>1</seg hodnota>
<seg maxVelikost>3500</seg maxVelikost>
<seg minVelikost>250</seg minVelikost>
<seg minPocetNalezenych>4</seg minPocetNalezenych>
<seg maxVzdalenostSlov>−1</seg maxVzdalenostSlov>
<seg musiObsahovat>null</seg musiObsahovat>
<seg slovo>vyhledavani</seg slovo> <seg slovo>vyberte</seg slovo>
<seg slovo>oblast</seg slovo> <seg slovo>zeme</seg slovo>
<seg slovo>cena</seg slovo> <seg slovo>termin</seg slovo>
<seg slovo>datum</seg slovo> <seg slovo>odjezd</seg slovo>
<seg slovo>hledat</seg slovo> <seg slovo>odeslat</seg slovo>
<seg slovo>dotaz</seg slovo> <seg slovo>delka</seg slovo>
<seg slovo>nerozhoduje</seg slovo> <seg slovo>kategorie</seg slovo>
<seg slovo>pocet</seg slovo> <seg slovo>doprava</seg slovo>
<seg slovo>rozsirene</seg slovo> <seg slovo>prijezd</seg slovo>
<seg slovo>minimalne</seg slovo> <seg slovo>lokalita</seg slovo>
<seg slovo>lm</seg slovo>
<seg tag>fieldset</seg tag> <seg tag>table</seg tag>
<seg tag>div</seg tag>
</segment>
</vzor>
Vy´pis 17: Vzor dome´ny dovolena´
B.2 Vzor diskuze
<?xml version=”1.0” encoding=”Windows−1250”?>
<vzor>
<jmeno>Diskusnı´ fo´rum</jmeno>
<segment id = ”titulek ”>
<seg hodnota>1</seg hodnota>
<seg maxVelikost>999</seg maxVelikost>
<seg minVelikost>10</seg minVelikost>
<seg minPocetNalezenych>1</seg minPocetNalezenych>
<seg maxVzdalenostSlov>−1</seg maxVzdalenostSlov>
<seg musiObsahovat>null</seg musiObsahovat>
<seg slovo>diskusni</seg slovo> <seg slovo>forum</seg slovo>
<seg tag>title</seg tag>
</segment>
<segment id = ”prispevek”>
<seg hodnota>4</seg hodnota>
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<seg maxVelikost>1550</seg maxVelikost>
<seg minVelikost>70</seg minVelikost>
<seg minPocetNalezenych>3</seg minPocetNalezenych>
<seg maxVzdalenostSlov>−1</seg maxVzdalenostSlov>
<seg musiObsahovat>Tdatum</seg musiObsahovat>
<seg slovo>info</seg slovo> <seg slovo>re</seg slovo>
<seg slovo>od:</seg slovo> <seg slovo>predmet</seg slovo>
<seg slovo>offline</seg slovo> <seg slovo>|</seg slovo>
<seg slovo>member</seg slovo> <seg slovo>host</seg slovo>
<seg slovo>clen</seg slovo> <seg slovo>moderator</seg slovo>
<seg slovo>prispevky</seg slovo> <seg slovo>zalozen</seg slovo>
<seg slovo>registrovan</seg slovo> <seg slovo>odpovedet</seg slovo>
<seg slovo>reagovat</seg slovo> <seg slovo>zaslano</seg slovo>
<seg slovo>pravidel</seg slovo> <seg slovo>nahoru</seg slovo>
<seg slovo>napsano</seg slovo> <seg slovo>napsal</seg slovo>
<seg slovo>nevhodny</seg slovo> <seg slovo>vlozeno</seg slovo>
<seg slovo>ip</seg slovo> <seg token>Tdatum</seg token>
<seg token>TporadoveCislo</seg token>
<seg tag>div</seg tag> <seg tag>table</seg tag>
<seg tag>tr</seg tag> <seg tag>li</seg tag>
<seg tag>p</seg tag>
</segment>
</vzor>
Vy´pis 18: Vzor dome´ny diskuze
B.3 Vzor technicke´ u´daje
<?xml version=”1.0” encoding=”Windows−1250”?>
<vzor>
<jmeno>Technicke´ u´daje</jmeno>
<segment id = ”titulek ”>
<seg hodnota>5</seg hodnota>
<seg maxVelikost>999</seg maxVelikost>
<seg minVelikost>10</seg minVelikost>
<seg minPocetNalezenych>1</seg minPocetNalezenych>
<seg maxVzdalenostSlov>−1</seg maxVzdalenostSlov>
<seg musiObsahovat>null</seg musiObsahovat>
<seg slovo>popis</seg slovo> <seg slovo>technicke</seg slovo>
<seg slovo>specifikace</seg slovo> <seg slovo>udaje</seg slovo>
<seg slovo>parametry</seg slovo>
<seg tag>title</seg tag>
</segment>
<segment id = ”technicky popis”>
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<seg hodnota>10</seg hodnota>
<seg maxVelikost>10000</seg maxVelikost>
<seg minVelikost>40</seg minVelikost>
<seg minPocetNalezenych>3</seg minPocetNalezenych>
<seg maxVzdalenostSlov>6</seg maxVzdalenostSlov>
<seg musiObsahovat>Tjednotka</seg musiObsahovat>
<seg musiObsahovat>cislo</seg musiObsahovat>
<seg slovo>baterie</seg slovo> <seg slovo>displej</seg slovo>
<seg slovo>disk</seg slovo> <seg slovo>digitalni</seg slovo>
<seg slovo>doba</seg slovo> <seg slovo>dosah</seg slovo>
<seg slovo>rozmery</seg slovo> <seg slovo>hmotnost</seg slovo>
<seg slovo>objem</seg slovo> <seg slovo>odezva</seg slovo>
<seg slovo>obraz</seg slovo> <seg slovo>opticky</seg slovo>
<seg slovo>otacek</seg slovo> <seg slovo>ohnisko</seg slovo>
<seg slovo>obvod</seg slovo> <seg slovo>teplota</seg slovo>
<seg slovo>rozliseni</seg slovo> <seg slovo>rozlisenim</seg slovo>
<seg slovo>rychlost</seg slovo> <seg slovo>rozvor</seg slovo>
<seg slovo>rozchod</seg slovo> <seg slovo>rozpeti</seg slovo>
<seg slovo>ram</seg slovo> <seg slovo>rom</seg slovo>
<seg slovo>pamet</seg slovo> <seg slovo>makrem</seg slovo>
<seg slovo>mezipamet</seg slovo> <seg slovo>mezimesto</seg slovo>
<seg slovo>megapixel</seg slovo> <seg slovo>nadrz</seg slovo>
<seg slovo>napeti</seg slovo> <seg slovo>procesor</seg slovo>
<seg slovo>prehravani</seg slovo> <seg slovo>pasmu</seg slovo>
<seg slovo>plocha</seg slovo> <seg slovo>prostor</seg slovo>
<seg slovo>proud</seg slovo> <seg slovo>pripojeni</seg slovo>
<seg slovo>pomer</seg slovo> <seg slovo>pojezd</seg slovo>
<seg slovo>vlastnost</seg slovo> <seg slovo>format</seg slovo>
<seg slovo>frekvence</seg slovo> <seg slovo>fotoaparat</seg slovo>
<seg slovo>spotreba</seg slovo> <seg slovo>standardne</seg slovo>
<seg slovo>stereo</seg slovo> <seg slovo>stupnu</seg slovo>
<seg slovo>strana</seg slovo> <seg slovo>sila</seg slovo>
<seg slovo>ventil</seg slovo> <seg slovo>vykon</seg slovo>
<seg slovo>vaha</seg slovo> <seg slovo>vazi</seg slovo>
<seg slovo>vyska</seg slovo> <seg slovo>vysuv</seg slovo>
<seg slovo>tocivy</seg slovo> <seg slovo>tlak</seg slovo>
<seg slovo>max</seg slovo> <seg slovo>min</seg slovo>
<seg slovo>kapacita</seg slovo> <seg slovo>konektor</seg slovo>
<seg slovo>kroutici</seg slovo> <seg slovo>delka</seg slovo>
<seg slovo>sirka</seg slovo> <seg slovo>hloubka</seg slovo>
<seg slovo>uhlopricka</seg slovo> <seg slovo>uhel</seg slovo>
<seg slovo>uhly</seg slovo> <seg slovo>ati</seg slovo>
<seg slovo>analogovy</seg slovo> <seg slovo>sklon</seg slovo>
<seg slovo>nvidia</seg slovo> <seg slovo>lan</seg slovo>
<seg slovo>ethernet</seg slovo> <seg slovo>eletricke</seg slovo>
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<seg token>TmaleCislo</seg token> <seg token>Tcislo</seg token>
<seg token>Tjednotka</seg token> <seg slovo>iso</seg slovo>
<seg slovo>sata</seg slovo> <seg slovo>ide</seg slovo>
<seg slovo>dohc</seg slovo> <seg slovo>sub</seg slovo>
<seg slovo>sd</seg slovo> <seg slovo>dvd</seg slovo>
<seg slovo>cd</seg slovo> <seg slovo>zoom</seg slovo>
<seg slovo>zvuk</seg slovo> <seg slovo>gtg</seg slovo>
<seg slovo>gprs</seg slovo> <seg slovo>edge</seg slovo>
<seg slovo>wcdma</seg slovo> <seg slovo>gsm</seg slovo>
<seg slovo>qvga</seg slovo> <seg slovo>tft</seg slovo>
<seg slovo>vga</seg slovo>
<seg tag>div</seg tag> <seg tag>tr</seg tag>
<seg tag>table</seg tag> <seg tag>ul</seg tag>
<seg tag>p</seg tag>
</segment>
</vzor>
Vy´pis 19: Vzor dome´ny technicke´ u´daje
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C Prˇı´rucˇky
Programa´torskou prˇı´rucˇku jsem vygeneroval ze zdrojove´ho ko´du. Pro vygen-
erova´nı´ jsem pouzˇil program Microsoft Sandcastle. Prˇı´rucˇka je vygenerovana´
v prˇehledne´m stylu MSDN. Programa´torska´ prˇı´rucˇka je umı´steˇna na CD ve slozˇce
PRILOHY/Programa´torska´ prˇı´rucˇka.
Uzˇivatelska´ prˇı´rucˇka je umı´steˇna na CD ve slozˇce PRILOHY/Uzˇivatelska´ prˇı´rucˇka
