r Cerebellar nuclei (CN) neurons can be classified into four groups according to their action potential (AP) waveform, corresponding to four types of neurons previously characterized.
Introduction
The deep cerebellar nuclei (CN), lateral, interpose and medial, are composed of projection neurons and local interneurons that are further classified by their size (Chan-Palay, 1977) and neurotransmitters (Batini et al. 1992; Chen & Hillman, 1993; Uusisaari & Knöpfel, 2011) . The glutamatergic projection neurons, which are the largest, innervate different premotor areas (Batini et al. 1992) . The GABAergic projection neurons, which are the smallest, innervate the inferior olive (IO) (Angaut & Sotelo, 1987; de Zeeuw et al. 1988) . Additional projection neurons are glycinergic neurons that innervate the brainstem (Bagnall et al. 2009) , and glycinergic and GABAergic neurons that innervate the cerebellar cortex (Ankri et al. 2015) . The CN also contain non-projecting glycinergic & GABAergic neurons that form local circuits (Wassef et al. 1986) .
The CN neurons are innervated by inhibitory inputs from Purkinje neurons (PNs) and local interneurons (Husson et al. 2014 ) and excitatory inputs from both mossy fibres (MFs) and climbing fibre collaterals (CFs) (Chan-Palay, 1977; van der Want et al. 1989; De Zeeuw & Berrebi, 1995; Teune et al. 1998; Bagnall et al. 2009 ). Multiple PNs heavily innervate the CN neurons (Chan-Palay, 1973; Zeeuw & Berrebi, 1996) and the estimated conversion ratios vary from over 600:1 (Palkovits et al. 1977; Bengtsson et al. 2011) and down to about 40:1 (Person & Raman, 2011) . MFs and CFs make fewer synapses on CN neurons, mostly on their dendrites, constituting about 25 and 5% of the total number of synapses, respectively (Chan-Palay, 1973) . There are no detailed reports on the convergence ratios of CFs and MFs on each CN neuron.
As the sole output of the cerebellar system to premotor areas, CN outputs should deliver precise temporal information, as is commonly agreed to be orchestrated by the cerebellum (Yarom & Cohen, 2002; Jacobson et al. 2008; Spencer & Ivry, 2013) . Consequently, one fundamental question is what generates action potentials (APs) in these neurons. One proposed mechanism is the 'rebound' response, an increase in firing frequency following the release from PN inhibition (Ito et al. 1970; Llinás & Mühlethaler, 1988; Aizenman & Linden, 1999; Hoebeek et al. 2010; Tadayonnejad et al. 2010; Witter et al. 2013) . The reliability of this mechanism has been questioned in in vivo studies (Bengtsson et al. 2011) . Alternatively, previous in vitro studies showed intrinsic currents drive APs in CN neurons and their firing is controlled by PN inhibition (Gauck & Jaeger, 2003; Bengtsson et al. 2011; Person & Raman, 2011) . Last, APs in CN neurons are generated by excitatory inputs. This was mentioned by Llinás & Mühlethaler (1988) , further discussed by Gauck & Jaeger (2003) and summarized recently in Lang et al. (2017) .
In the present study, we recorded intracellularly in vivo from CN neurons in anaesthetized mice and examined the synaptic activity in different types of CN neurons. Applying rigorous analysis of the voltage fluctuations enabled us to define unitary synaptic events and demonstrate for the first time that under these conditions half of the APs are generated by excitatory synaptic potentials. Moreover, we identified and characterized pairs of excitatory events that are likely to represent olivary input. This possibility was confirmed by direct stimulation of the olivary nucleus and demonstrates that this input contributes efficiently to the generation of APs in the CN. These results shed new light on the role of excitatory inputs in generating temporal sequences of APs in CN neurons.
Methods

Ethical approval
All procedures used in the study adhere to guidelines approved by the Hebrew University of Jerusalem Animal Care Committee and comply with NIH guidelines. The Hebrew University is an Association for Assessment and Accreditation of Laboratory Animal Care (AAALAC)-accredited institution. All investigators taking part in the animal experimentation clearly understood the ethical principles under which The Journal of Physiology operates, in compliance with the animal ethics checklist (Grundy, 2015) .
Animals
Experiments were conducted on C57BL/6J mice of both sexes (obtained from Harlan Laboratory, Jerusalem, Israel) in the range of 4-8 weeks old. Mice were anaesthetized with an I.P. injection of a mixture of ketamine (100 mg kg −1 ) and xylazine (10 mg kg −1 ). Depth of anaesthesia was sufficient to eliminate pinch withdrawal. Anaesthesia was maintained throughout the experiment by I.P. injection of additional supplements of ketamine (25 mg kg −1 ) administered as necessary (typically every 0.5-1 h). Body temperature was kept at 37°C using a heating blanket. Respiration was monitored and recorded continuously. Craniotomy (ß1 mm 2 ) was performed over the putatively interposed nucleus (stereotaxic coordinates: 6.0 mm caudal to Bregma and 1.5 mm lateral from midline), keeping the dura intact.
A sharp electrode was inserted at an angle of 80 deg to a depth of 1.75-2.4 mm. Some of the experiments involved stimulating the IO while intracellularly recording from CN neurons. To this end a hole was made in the cisterna magna 4.5 mm ventrally from Bregma and 0.15 mm from midline, contralaterally to the recorded CN. The stimulating electrode was inserted gradually through the brainstem while applying electrical stimulations (current stimulation) while simultaneously recording extracellularly from a PN using a sharp electrode (as described above). The depth and amplitude of the stimulating electrode was determined once the stimulation triggered a complex spike (CS) in the PN shortly after stimulation onset (5 msec). Once the place of the stimulating electrode was determined, a sharp electrode was inserted in the CN. Some of the experiments were followed by harmaline injection (I.P., 15 mg kg −1 ). In these experiments an additional craniotomy was performed 5.5 mm caudal to Bregma and 1 mm lateral from midline and a patch electrode was inserted to record PN activity. At the end of the experiments, an additional I.P. injection of pentobarbitone 60 mg kg −1 was applied, followed by a cervical dislocation. This was performed in all experiments that did not include successful biotin staining (see below).
Physiology
Intracellular recordings from the putatively interposed nucleus were performed using a sharp electrode and Axoclamp 2B. Recording pipettes (30-50 M ) were filled with a mixture of 1 M Potassium acetate and 2% biotin. After touching the brain with the recording pipette, the craniotomy was covered with agar (3-3.5% in artificial cerebrospinal fluid (ACSF) containing: NaCl 125 mM, KCl 2.5 mM, NaHCO 3 25 mM, NaH 2 PO 4 1.25 mM, MgCl 2 1 mM, glucose 25 mM and CaCl 2 2 mM. Successful recording was followed by a biotin staining protocol: a train of positive pulses (5 nA, 100 ms at 2 Hz for 3 min) was repeated five times at 1 min intervals. In experiments involving harmaline injection, an additional patch pipette (5-8 M ) filled with ACSF was used to record single PNs extracellularly.
Histology
Following a successful biotin staining the animal was given an additional dosage of anaesthesia of pentobarbitone (60 mg kg −1 ). The animal was perfused with PBS followed by paraformaldehyde (4% in PBS). The cerebellum was removed and left overnight (4-8 h) at 4°C in a similar solution (4% paraformaldehyde in PBS 0.1 M). The cerebellum was later washed three times in PBS for 5 min each. It was then mounted for sectioning using a vibratome (Leica VT1000S, Leica Microsystems, Nussloch, Germany). Fixed slices were washed with PBS five times for 5 min each and endogenous peroxidases were quenched by a 5 min incubation in 1% H 2 O 2 . Tissue was reacted overnight in avidin-biotin complex (ABC Elite kit; Vector Laboratories, Burlingame, CA, USA) at 4°C. Finally, biotin was demonstrated by 3,3 -diaminobenzidine tetrahydrochloride histochemistry. Characterizing groups of neurons within the CN was performed on CN neurons recorded intracellularly based on their mean membrane potential being below −40 mV and mean AP amplitude larger than 30 mV (n = 66, for a detailed description of the calculation of different cell parameters see following section).
Neurons recorded for at least 5 min with at least 1 min of stable spontaneous activity were taken for further analysis (n = 36). Stable spontaneous activity was defined using three criteria: stable membrane potential, stable AP activity and stable synaptic activity. Stable membrane potential was determined if the mean membrane potential was below −40 mV and its SD at the beginning (first 1, 2 and 5 s) and end (last 1, 2 and 5 s) of the recording was similar (difference between SD <1.1 mV). Stable AP activity was determined if mean AP amplitude was larger than 30 mV and if the mean amplitudes of the first and last APs (first and last 10% of the APs, but not less than 10), were not different by more than 10%. Moreover, activity was considered stable only if the difference between the coefficient of variances of the inter-spike interval (ISI) of the first and last APs (similarly defined) was less than one.
Stable synaptic activity was similarly determined by comparing the coefficient of variances of the inter-synaptic event interval of the first and last events, which should not differ by more than one. To this end, we used the first procedure of synaptic event identification (described in the Results) and compared both excitatory and inhibitory events. Moreover, a cell was considered for analysis only if at least 100 synaptic events were identified during 1 min of recordings. An additional control for the stability of the recording was performed following the identification of synaptic events using the second and third procedures (described in the Results). Activity was considered stable if the rise times and amplitudes of the first and the last 10 or 10% of the events were not significantly different (P > 0.05, using the Wilcoxon rank sum test).
Classification of neurons using after-hyperpolarization potential parameters. Baseline was defined as the mean membrane potential of a 10 ms time window starting 15 ms before AP peak. We found that in all neurons the mean AP waveform returned to baseline within 25 ms or gradually increased until the return to baseline. Therefore, we defined the after-hyperpolarization potential (AHP) as a 25 ms period starting at AP peak. Moreover, we selected 10% of APs (but no less than 10) in which the membrane potential showed maximal recovery after 25 ms. Three temporal parameters of AHP were defined (see Results) and extracted from the mean AHP waveform of the selected APs. In the absence of one of the parameters a default value of 25 ms was assigned. Singular value decomposition (SVD) was performed on a matrix containing all three AHP parameters from each neuron. Clustering was performed using the expectation-maximization (EM) algorithm 500 times in the first two Eigenvectors and the mean silhouette value was calculated for each clustering configuration. The clustering configuration with the highest mean silhouette value, which was also the most probable one, was chosen to classify the neurons.
Calculation of different cell parameters. Mean membrane potential and its SD were calculated from the voltage trace after removing all APs. The removed AP segment included 10 ms before and up to 25 ms after the peak of the AP.
AP amplitude was measured as the voltage difference between AHP minimum and peak of AP. AP threshold was defined as the membrane potential at which the voltage derivative during the initiation of AP reached 10 mV ms −1 .
Electrical stimulation of the IO. A bi-polar stimulating electrode was made of a glass capillary tube and a pair of silver wires isolated by the glass. A brief (0.1 ms) current pulse of variable intensity (1-1.5 mA), at a rate of 0.3 s -1 , was used for stimulation. APs were readily evoked and hyperpolarizing current was applied to allow analysis of synaptic activity. The waveform of the stimulation artefact was extracted from the mean response, normalized and deducted from each response trace. Baseline was measured as the mean membrane potential for 10 ms before stimulation onset.
Simulating
harmaline-induced excitation-inhibition events. One-minute segments of intracellular CN recording under the influence of harmaline were selected and band-pass filtered (remaining frequencies 10-4500 Hz). To control for the effect of harmaline, we recorded simultaneously from a single PN, verifying consistent rhythmicity, high complex spike frequency and absence of simple spikes. Rhythmic events were detected by the negative phase of the event, setting a threshold of −1.5 mV from the mean membrane potential. The voltage trace of each event was extracted and down-sampled to 1000 samples s −1 . The excitation-inhibition events were simulated by solving the passive membrane equation, in one compartment neuron under alpha-function current inputs using backward Euler method (Gabbiani & Cox, 2010) . The chloride Nerst potential was taken as −68 mV and membrane capacitance as 1 μF cm −2 . The membrane area was taken as 4775 μm 2 (Person & Raman, 2011) . The rise time used for the alpha-function inputs, EPSPs and IPSPs, was taken from our experimental results and rounded to the nearest 1 ms, also similar to previous work (Gauck & Jaeger, 2000; Person & Raman, 2011) . The conductance of a single event was set to generate 1.5 mV and 1 mV EPSPs and IPSPs, respectively, similar to the experimental mean population amplitudes. To decrease simulation running time, both EPSPs and IPSPs were initially injected at random Gaussian-distributed timings. Gaussian values were extracted from two Gaussian models fitted to both the excitatory and the inhibitory parts of the harmaline-induced event. Boundary conditions determined that excitatory events could occur only during the 'excitatory' part of the excitation-inhibition event. Inhibitory events could occur from 1 ms after the increase of membrane potential from the resting potential, corresponding to the latency between PN and CN neurons (Ito et al. 1968) and up until the return of the membrane potential to resting potential. The timings of the inputs best replicating the excitation-inhibition event were determined using a gradient descent minimization algorithm for the sum of square distances between the simulated excitation-inhibition event and recorded event.
The simulations were performed using an increasing number of excitatory inputs and in each iteration the number of inhibitory inputs was increased. In each iteration, the minimum sum of square distances was calculated for all temporal patterns of inputs. Increasing the number of inhibitory inputs was terminated if 90% of the values of the simulated voltage trace were lower than the voltage values in the recorded event during the 'inhibitory' part. Increasing the number of excitatory inputs was terminated if in all temporal combinations 90% of the values of the simulated voltage trace were higher than the recorded event during the 'excitatory' part. Using the parameters described, all recorded events were replicated by the simulation using between 1 and 16 excitatory inputs and between 20 and 70 inhibitory inputs, in agreement with previous estimations (Person & Raman, 2011) . The combination of inputs simulating the recorded event with the minimum sum of square distances was taken for further analysis.
Results
The electrode was inserted 6.5 mm caudal and ß1.5 mm lateral to Bregma at an 80 deg angle to a depth of 1.7-2.4 mm (Fig. 1A) . In total, 66 CN neurons were recorded intracellularly using sharp electrodes and the 'blind' technique in anaesthetized mice 4-8 weeks old. Mean resting potential was −59.26 ± 11.17 mV and mean AP amplitude was 52.98 ± 14.27 mV. One minute of stable recording was extracted for analysis of synaptic activity from 36 neurons (see Methods). For these 36 neurons, mean recording time was 27.02 ± 25.20 min with mean resting potential of −65.66 ± 14.86 mV and mean AP amplitude of 55.48 ± 14.13 mV. Of 11 neurons 3 were successfully labelled with biotin and all of them were located within the putatively interposed nucleus. An example is shown in Fig. 1B and C; soma length is 22 μm and soma width is 12 μm, indicating a relatively small soma size (Uusisaari & Knöpfel, 2011) and together with the performed AHP analysis (see below) it is likely to be a small non-GABAergic neuron (see Discussion). The other neuron labelled had a soma diameter of 10 μm and was classified as a presumably large glutamatergic neuron (based on AHP analysis, data not shown). The third neuron soma diameter was 13 μm but the recording was not stable enough and it was not analysed further (see Inclusion and exclusion criteria for neurons in Methods). CN neurons, like other central neurons, are bombarded by synaptic inputs that occasionally reach firing threshold ( Fig. 1D and E) .
Analysis on the AP's after-hyperpolarization reveals four types of neurons
All neurons (n = 66) were categorized by their AHP waveforms. To this end, we defined three temporal parameters (see Methods): the delay between the peak of the AP and the first local minimum ( Fig. 2A ; black dot), the delay between the peak of the AP and the first local maximum ( Fig. 2A ; green dot), and the delay between the peak of the AP and the second local minimum ( Fig. 2A ; red dot). These values are presented in Fig. 2B for all recorded neurons. In cases where the maximum or the second minimum are missing, their timing was set to a default value of 25 ms ( Fig. 2B ; grey dots). Using SVD on the three parameters for each neuron revealed that the recorded neurons are divided into four groups when plotted on a 2D space of the first two eigenvectors (Fig. 2C ). All groups were significantly different from each other in the eigenvectors space (P < 0.01, calculated using two-sample Kolmogorov-Smirnov test). Similar classification was observed in higher eigenvector spaces as well. Indeed, the statistically significant division found in the eigenvector space reflects a few readily observed features of the waveforms. The first two groups of neurons have AHPs composed of both a fast and a slow component. In the first group, the slow component reaches its minimum ( Fig. 2EI ; red dot) closely after the local maximum ( Fig. 2EI ; green dot), while in the second group the duration between the local maximum ( Fig. 2EII ; green dot) and the last local minimum ( Fig. 2EII ; red dot) is longer. The third group has an AHP consisting of only one fast component ( Fig. 2EIII ), while the fourth group ( Fig. 2EIV ) has an AHP composed of only one slow component. An additional analysis of the fast components observed in the different groups revealed that the timing and voltage amplitude of the first local minimum (black dots) and the first local maximum (green dots) are both not significantly different in groups I and II, indicating a similar fast component (P > 0.55, two-sample Kolmogorov-Smirnov test, the same test is used throughout this work unless stated otherwise). The same parameters in group III were significantly different from those in the first two groups (P = 0.04 and 0.02). Analysis of the slow components revealed the timing and voltage amplitude of the second local minimum in group II were significantly longer and larger than in group I (P < 0.01). The timing of the second minimum was significantly different between all groups (P < 0.01). This classification was further supported by analysing the data presented in Canto et al. (2016) . We downloaded the available data from the online database (https://doi.org/10.5061/dryad.31dj3) and extracted the AHP waveform parameters from 56 neurons that passed our criteria for neurons used for characterizing groups of neurons (see Inclusion and exclusion criteria for neurons). Performing SVD analysis resulted in a similar classification of the CN neurons (Fig. 2D) . We conclude that the majority of neurons (79%) recorded by Canto et al. are classified to groups I and III and the rest are assigned to groups II and IV. This classification is in agreement with previous in vitro classification of the different types of CN neurons (Uusisaari & Knöpfel, 2011 ) (see Discussion).
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Synaptic activity in the different types of CN neurons
The classification of CN neurons into four groups enabled us to compare AP and synaptic activity. For this analysis we only used neurons that were stable for long periods of time (n = 36, see Inclusion and exclusion criteria for neurons). To compare AP activity, the following parameters were calculated: mean frequency, CV, CV 2 , mean threshold and amplitude of AP and mean and SD of AP half width (see Methods). The four groups of neurons were not significantly different from one another in mean frequency, CV, CV 2 and threshold, in line with a previous in vivo study (Canto et al. 2016) .
Additionally, the mean AP half width in group III was significantly longer than group I and II (P = 0.03 and 0.01). Also, mean AP half width in group II was significantly shorter than group IV (P = 0.03). The differences between the mean AP half widths are in agreement with previous in vitro classification in groups I, III and IV (Uusisaari & Knöpfel, 2011) .
To compare synaptic activity between the groups, we identified synaptic events and characterized their frequency, waveform and temporal patterns. As described above, high rates of synaptic activity dominate the membrane potential, posing a challenge in identifying synaptic potentials. Therefore, we defined three analytical procedures, each addressing different aspects of the synaptic activity. The first procedure was used to calculate the frequency of synaptic events, the second to characterize their temporal pattern and the last to study their waveform. A detailed description of these procedures is given in Fig. 3 , showing the four core datasets that were used: the original voltage trace ( Fig. 3A ; grey) and its time-derivative ( Fig. 3B ; grey); and the smoothed voltage trace ( Fig. 3A ; black) and its time-derivative ( Fig. 3B; black) .
For the first procedure, we used the smoothed voltage trace and its time-derivative. Smoothing was performed by a three-point moving average of the voltage trace. Excitatory and inhibitory synaptic events were identified as positive or negative peaks in the time-derivative that Canto et al. (2016) . E, four examples of the mean AP shape taken from one neuron from each of the four group. Groups are numbered from I to IV and are colour coded as in B and C. These four neurons are marked with black stars in B and C. passed a threshold (blue lines in Fig. 3B ; 2SD from the mean of the voltage derivative) and were followed by a positive or a negative peak in the smoothed membrane potential ( Fig. 3A and B ; open green and red circles, respectively). In the second procedure, single excitatory synaptic potentials were selected from the synaptic events identified in the first procedure by imposing a voltage threshold ( Fig. 3A ; green line) and the requirement of a stable membrane potential for at least 5 ms prior to the detected event. Selected excitatory synaptic potentials using this procedure are marked by green filled circles in Fig. 3A .
The aim of the third procedure was to ensure the identification of single postsynaptic potentials. The rise time of a single synaptic potential follows a sigmoidal process, and consequently the voltage derivative during the rise time should similarly follow the derivative of this process. Accordingly, we examined the time-course of the voltage time-derivative during the synaptic potential's rise time and measured the goodness of fit to the derivative of a sigmoidal curve. An example is shown in Fig. 3C , where a single event was identified and the change in the voltage during the rise time is plotted in Fig. 3D . Note that it is not unlikely that despite our attempts to accurately characterize synaptic potential, slow and small synaptic potentials could not be identified (see Discussion). Furthermore, whereas 31 neurons were analysed using the first procedure (see Inclusion and exclusion criteria for neurons), temporal pattern extracted using the second procedure was identified in only 25 neurons and single, isolated synaptic events found using the third procedure were identified in only 23 neurons.
The frequency of the synaptic events. Synaptic potentials were identified using the first procedure described above. The ISIs were measured and their distributions were calculated for excitatory (Fig. 4A ) and inhibitory synaptic events (Fig. 4B) . We calculated the mean frequency of excitatory and inhibitory synaptic events as 1/mean ISI for each neuron. The population mean frequency of excitatory synaptic events was 20.15 ± 16.95 Hz (n = 31) and the mean frequency of inhibitory synaptic events was 19.08 ± 14.05 Hz (n = 31). The mean frequencies of excitatory and inhibitory synaptic events in all neurons, divided into the four groups, are presented in Fig. 4C and D, respectively. The frequency of excitatory synaptic events in group III (mean 12.91 ± 11.23 Hz; n = 23) was significantly lower than the mean of group II, 30.26 ± 15.62 Hz (P = 0.01; n = 7). Groups I, II and IV were not significantly different from each other. On the other hand, the mean inhibitory synaptic events frequency of group IV (6.40 ± 4.95 Hz; n = 3) was significantly lower than that of group I (19.93 ± 12.09 Hz, P = 0.04; n = 8) and those of groups I, II and III were not significantly different from each other.
The waveform of postsynaptic potentials. For waveform analysis we first identified isolated single postsynaptic potentials using the third procedure described above. Figure 5A shows superimposed traces of normalized J Physiol 595.17 EPSPs. The distribution of EPSP amplitudes in the presented neuron ranges from 0.6 to 6.4 mV (Fig. 5B) , with a mean of 2.44 ± 1.01 mV. The population amplitude mean is 1.15 ± 0.69 mV (n = 23) without any significant difference between the groups (calculated using Wilcoxon's rank sum test). The rise times of EPSPs in the presented neuron vary between 0.5 and 2 ms (Fig. 5C ) with a mean of 1.23 ± 0.39 ms and a population mean of 0.49 ± 0.23 ms (n = 23) presented for each cell in the four groups in Fig. 5D . The duration at half-amplitude (HW) varied between 1.5 and 5 ms, with a mean of 2.7 ± 1.18 ms in the presented neuron (Fig. 5E ) and a population mean of 1.98 ± 1.33 ms (n = 23). We next examined the relationship between the measured parameters. Unexpectedly, the amplitude showed a positive correlation with rise time (Fig. 5F,  top) . On the other hand, as expected from cable theory, HW increased with rise time (Fig. 5F, bottom) . Thus, we are led to conclude that in the presented cell, EPSPs originating from distal synapses have a higher amplitude (see Discussion). Similar analysis was performed in all neurons divided into the four groups and as expected, a positive correlation between rise time and HW was readily observed in all groups (Fig. 5H) . On the other hand, the positive correlation between amplitude and rise time was relatively lower in group I ( Fig. 5G ; see Discussion). Similar waveform analysis was performed on IPSPs. Fig. 6A shows superimposed traces of normalized IPSPs in one neuron from group III. The IPSPs in the presented neuron have a mean amplitude of 0.87 ± 0.46 mV (Fig. 6B ) and the population amplitude mean is 1.29 ± 0.66 mV (n = 15), with no significant difference between the groups. The rise times of IPSPs in the presented neuron vary between 0.15 and 0.75 ms (Fig. 6C ) with a mean of 0.58 ± 0.51 ms, similar to the population mean, 0.60 ± 0.30 ms (n = 15) with no significant difference between the groups. IPSPs decaying back to resting potential were rarely seen (n = 5) and therefore the duration at half amplitude was measured from the mean IPSP waveform in those five neurons resulting in 5.15 ± 3.90 ms. As with the excitatory responses, we examined the relationship between amplitude and rise time. In contrast to the excitatory events, the IPSP amplitude was almost independent of the rise time (Fig. 6D ) in all four groups of neurons (Fig. 6E) .
APs in CN neurons are generated by excitatory synaptic potentials
As mentioned in the Introduction, there is an ongoing debate on how APs in CN neurons are generated. Is it due to intrinsic currents, rebound currents evoked by inhibitory inputs or excitatory synaptic events? In an attempt to contribute to this debate, we calculated the probability that an AP was generated by synaptic events. An AP was considered to be generated by a synaptic event if a synaptic event identified by the first procedure occurred within a 12 ms time window before the AP. The analysis in each neuron was performed on all APs occurring during 1 min of recording. Figure 7A1 -2 shows examples from a representative neuron, where we measured APs generated by excitatory (Fig. 7A1) or inhibitory (Fig. 7A2 ) synaptic potentials. In the representative neuron, the probability for an AP to be preceded by excitatory or inhibitory inputs is 0.81 and 0.02, respectively. On the population level (n = 26), the probability for an AP to be generated by an excitatory or inhibitory input is 0.50 ± 0.25 and 0.04 ± 0.08, respectively. This is demonstrated for all four groups of neurons in Fig. 7B1 and B2 .
We next measured the delay between each synaptic potential and the following AP ( Fig. 7C1 and C2) . The distribution of delays between excitatory inputs and APs in 100 randomly selected samples (Fig. 7C1, grey) shows a clear narrow peak. Fitting a Gaussian model to the distribution of delays resulted in a mean delay of 1.16 ± 0.27 ms in the presented neuron and 1.05 ± 0.52 ms in the entire population (Fig. 7C1, black) . The delays between IPSPs and the APs are distributed over a wider range (2-12 ms) and did not seem to follow a Gaussian distribution. The mean delay in the presented neuron was 7.16 ± 2.65 ms (Fig. 7C2, grey) and 6.00 ± 3.64 ms in the entire population of neurons (Fig. 7C2, black) . In summary, half of the APs are generated by excitatory events at a relatively constant delay, while the minority of APs are preceded by inhibitory events showing variable delays. Thus, excitatory inputs play a key role in neuronal signalling in CN neurons (see Discussion). Next, we calculated the probability of post-synaptic potentials to generate APs. The probability of excitatory events to generate an AP was 0.22 in the presented cell and 0.10 ± 0.09 in the entire population (Fig. 7D1) . The probability of an inhibitory event to generate an AP was far lower, 0.02 in the presented cell and 0.01 ± 0.02 in the entire population (Fig. 7D2 ).
Temporal patterns of the synaptic potentials. The analysis of excitatory synaptic events revealed a characteristic appearance of paired synaptic events.
These paired events are demonstrated in Fig. 8A , where 243 normalized traces are superimposed and a single representative event is highlighted in green. Using SVD on the voltage segment following the peak of the event and EM clustering revealed that all events can be divided into two different populations: single synaptic potentials and pairs of consecutive synaptic potentials. Of the 243 traces in this example, 123 are single synaptic potential (Fig. 8B, left panel) whereas 120 appear to be pairs of synaptic potentials (Fig. 8B, right panel) . To isolate the second synaptic potential in paired responses, the average waveform of individual synaptic potentials (grey trace in Fig. 8B , left panel) was subtracted from each of the paired responses (Fig. 8B, right panel) . This procedure yielded a depolarizing event (Fig. 8C) , resembling a single postsynaptic potential (Fig. 8B, left) . For further confirmation, we aligned the events shown in Fig. 8C , normalized their amplitudes and averaged the result (Fig. 8D) . Indeed, the average (grey trace in Fig. 8D ) resembles a single EPSP. Thus, we suggest that the pairs of synaptic events are composed of two EPSPs that are similar in shape. The mean amplitude of EPSPs identified as single events in the presented cell (Fig. 8B, left panel) is 2.24 ± 1.45 mV. The mean amplitude of the first EPSP in a paired response (Fig. 8B, right second EPSP, which was calculated as the peak of the voltage trace after subtraction of the average waveform of the single EPSPs, is 1.94 ± 1.26 mV in the presented cell. The mean amplitude was not significantly different from the amplitudes of single EPSPs or the amplitudes of the first EPSP in a pair (P = 0.63 and 0.07). The relationship between the amplitude of the first EPSP and the amplitude of the second EPSP in the presented cell is shown in Fig. 8E , demonstrating that the larger the amplitude of the first EPSP, the larger the amplitude of the second EPSP. Similar behaviour was observed in the entire population. Moreover, randomly pairing amplitudes taken from the first event and amplitudes taken from the second event did not yield a similar positive correlation, suggesting that the linear relation is not random.
The mean rise time of EPSPs identified as single events in the presented cell (Fig. 8B, left panel) is 1.23 ± 0.51 ms and the mean rise time of the first EPSP in a paired response (Fig. 8B, right panel) was longer, 1.77 ± 0.87 ms (P < 0.01). Nevertheless, the mean rise time of EPSPs identified as single events in the entire population is 0.87 ± 0.43 ms, which is not significantly different from the mean rise time of the first EPSP in a paired response in the population, 0.92 ± 0.48 ms (P = 0.96).
These pairs of EPSPs are neither anecdotal events nor a random occurrence expected at a high frequency of independent synaptic activity. Pairs of EPSPs were detected in 25 neurons from all four groups of neurons. The mean frequency of paired responses in the presented cell is 2.10 ± 2.32 Hz and the population mean is 1.64 ± 2.34 Hz. To estimate the percentile of paired responses in the entire population of events, one should compare it to those identified by the first procedure, namely 20.15 Hz. Thus, the paired responses comprise only 8.64 ± 9.52% of the excitatory synaptic events. Moreover, assuming that EPSP occurrence is a Poisson process with a frequency of 20.15 Hz (see above), the probability of random occurrences of paired responses is <0.5 %, much below the observed rate.
The mean population amplitude of single EPSPs is 1.24 ± 0.62 mV, the mean population amplitude of the first EPSP in a paired response is 1.25 ± 0.66 mV and the mean population amplitude of the second EPSP in a paired response is 1.33 ± 0.42 mV, none of which was significantly different from the others (P = 0.90, 0.22 and 0.16).
The most characteristic feature of the paired responses is the rather constant delay. We measured the delay between two consecutive EPSPs as the time interval between the first peak (Fig. 8B, right) and the voltage peak after subtraction of the mean waveform of single EPSPs (Fig. 8C and  D) . This analysis revealed a characteristic delay between EPSPs, as can be seen in the distribution of the delays in the presented cell (Fig. 8F) . The mean time delay in the presented neuron, calculated by fitting a Gaussian model to the distribution, is 4.31 ± 1.64 ms (R 2 = 0.91). Similar behaviour was observed in the entire population (n = 25, R 2 = 0.85, Fig. 8G ). In addition, in 9/25 neurons a clear second peak was observed at ß9 ms. Indeed, fitting a two-term Gaussian model resulted in a peak at a delay of 4.23 ± 1.57 ms and at 9.48 ± 0.85 ms (R 2 = 0.95). The close relationship between the amplitudes of the first and the second EPSP in paired responses and the almost constant delay, strongly suggests that they are triggered by a single presynaptic axon. It is not unlikely that these presynaptic axons are in fact olivary axon collaterals, where pairs of APs appear with a precise interval of 3.98 ± 0.19 ms as has been previously described (Mathy et al. 2009; see below) .
Examining closely the distribution of delays presented in Fig. 7C1 , a clear secondary peak is apparent at 4.14 ± 0.85 ms (mean extracted by fitting a two-term Gaussian modal, R 2 = 0.95), resembling the delay between the pairs of synaptic events described above (4.23 ± 1.57 ms). This would suggest that the second synaptic event in a paired response generates APs. To examine this possibility we searched for pairs of synaptic events with 3.5-5.5 ms intervals that preceded the generation of APs. The results from the representative cell are shown in Fig. 8H and the distribution of the delays from the first EPSP to the AP is shown in Fig. 8J . The probability of APs being generated by a paired response was 0.13 in the presented cell and 0.06 ± 0.06 at the population level (Fig. 8I) . The probability of a paired response generating an AP was 0.21 in the presented cell and 0.15 ± 0.14 in the entire population (Fig. 8K) . Consequently, the efficiency of paired responses, i.e. the likelihood of a pair to evoke an AP, is higher than that of single excitatory events. This can also be derived from the fact that paired responses constituted only 8.64 ± 9.52% of the excitatory synaptic events.
Response of CN neurons to electrical stimulation of the IO As described above, an attractive possibility is that the paired responses represent activation of CF collaterals. To examine this possibility we inserted a bi-polar stimulating electrode, reaching the IO through the cisterna magna (See Methods and Fig. 9A ). Short electrical stimulations (0.1 ms) were applied while recording intracellularly from CN neurons. We recorded from four neurons and established stable intracellular recording from one neuron.
IO stimulation consistently evoked a pair of synaptic potentials. Randomly selected responses (grey) and the mean response (black) are presented in Fig. 9B . The delay to the peak of the first response is 5.37 ± 0.42 ms, whereas the delay between the two events is 5.40 ± 0.66 ms. Note that a single synaptic event occurred in only 8% of the responses. The evoked response resembles spontaneous paired responses recorded from the same neuron (Fig. 9C , 
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Figure 7. APs are generated by PSPs A1-2, superimposed normalized traces showing APs generated by EPSPs (A1) and IPSP (A2). B1-2, probability of APs generated by EPSPs (B1) and IPSPs (B2) in each neuron in the four groups of neurons. C1-2, normalized distributions of the delays between EPSPs (C1) and IPSPs (C2) and the generated APs. Grey histograms represent the neurons presented in A1-2 and black histograms are the population results. Green curve shows the two-term Gaussian model fitted to the histogram. Note that to enable comparison the population histograms were normalized to 1 while the single-neuron histograms were normalized to 0.5. D1-2, probability of EPSP (D1) and IPSPs (D2) to generate an AP in each neuron in the four groups of neurons.
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compare black and dark green traces). This resemblance is further supported by comparing the delay between the first and second events (Fig. 9D , compare grey and black bars; 5.40 ± 0.66 ms, R 2 = 0.99, and 5.14 ± 1.87 ms, R 2 = 0.67, P = 0.18). Further comparison revealed that the amplitude of the first event in evoked responses is significantly larger than the amplitude of the first event in spontaneous paired responses (2.16 ± 0.44 and 0.47 ± 0.19 mV, respectively, P = 0.28). On the other hand, the amplitude of the second event after the subtraction of the mean spontaneous event is smaller in evoked than in spontaneous paired responses (0.62 ± 0.28 and 1.26 ± 0.48 mV, respectively; P < 0.01). Furthermore, the mean rise time measured between 10 and 90% of the first Grey curve shows the one-term Gaussian model fitted to the histogram. G, histogram of time delays between consecutive EPSPs in the entire population. Grey curve represents the two-term Gaussian model fitted to the histogram. H, superimposed normalized traces showing APs generated by paired responses. I, probability of APs generated by paired responses in each neuron in the four groups of neurons. J, normalized distributions of the delays between paired responses and the generated APs. Grey histograms represent the neuron presented in E and black histograms are the population results. Green curve shows the two-term Gaussian model fitted to the histogram. Note that to enable comparison the population histograms were normalized to 1 while the single-neuron histograms were normalized to 0.5. K, probability of paired responses to generate an AP in each neuron in the four groups of neurons. evoked response is 1.06 ± 0.36 ms, similar to that of the first event in spontaneous paired responses, 1.29 ± 0.53 ms (P = 0.28).
Spiking activity in this neuron, which was classified as group I (inset in Fig. 9E ), was studied after reducing the hyperpolarizing holding current. A raster plot and the corresponding post-stimulus time histogram (PSTH) are shown in Fig. 9E (upper and grey lower panel; 44  trials) . Additional results from three neurons recorded extracellularly are shown in the black PSTH (mean number of trials from each neuron is 55, reaching a total of 223 trials). This presentation shows that the APs tend to occur at two time widows, 3-8 and 8-15 ms, that are highly correlated with the time of the peaks of the subthreshold synaptic potentials. Indeed, close examination of evoked APs (Fig. 9F1 and F2) shows that they are either generated by the first (Fig. 9F1) or the second (Fig. 9F2 ) synaptic response.
We therefore concluded that paired synaptic potentials represent the activation of CF collaterals and that they are rather effective in activating CN neurons. To further examine this conclusion, we used harmaline, which is known to generate rhythmic activity in the olivo-cerebellar system. 
Synaptic activity under harmaline intoxication
The effect of harmaline injection (see Methods) was studied by monitoring simultaneously the activity of PNs and CN neurons. The mean PN firing frequency before harmaline under ketamine/xylazine anaesthesia was 19.9 ± 11.9 Hz, where complex spike frequency was 0.21 ± 0.14 Hz (n = 14). Under harmaline intoxication, simple spikes were abolished and the mean PN CS firing frequency was 3.2 ± 2.7 Hz (n = 4). We maintained stable intracellular recordings in CN neurons in three cells during harmaline intoxication, and as expected, harmaline induced rhythmic activity in all of them. The rhythmic activity appeared as an AP or a burst of APs followed by pronounced inhibition. All three neurons were classified into two of the four types of neurons identified based on their AHP waveform (inset in Fig. 10D) . All neurons were then hyperpolarized to prevent APs resulting in rhythmic activity appearing as a compound bi-polar event where a surge of excitatory events is followed by pronounced inhibition ( Fig. 10A and B) . The mean frequency of the rhythmic activity was similar to the mean frequency of the CS recorded simultaneously from PNs (n = 2, measured as the mean of a Gaussian model fitted to the destitution of 1/ISI). In one neuron, the frequency of the rhythmic activity was 2.55 ± 0.33 Hz and the corresponding CS frequency was 2.66 ± 0.5 Hz. Similarly, in another neuron the frequencies were 1.96 ± 0.56 and 1.99 ± 1.49 Hz, respectively. The average frequency of the rhythmic activity was 2.24 ± 0.29 Hz. Given that these events are due to rhythmic activity in the IO, the event waveform represents direct excitatory input from the IO followed by indirect inhibitory input from cortical PNs. Therefore, it should be possible to reconstruct these events by simulating the excitatory and inhibitory events; it is then that we should be able to deduce the contribution of pairs of synaptic events with a characteristic 4 ms interval. Using a one-compartment passive membrane model (see Methods) and a gradient descent minimization algorithm for the sum of square distances between simulated excitation-inhibition events and the recorded events, we were able to reproduce the excitation-inhibition events (Fig. 10B , blue curve) and determine the number and timings of the synaptic inputs that most likely generated each event. This is exemplified in Fig. 10B and C where 6 excitatory and 70 inhibitory inputs were needed to reproduce the recorded event. A raster plot containing green and red lines denoting the excitatory and inhibitory events respectively represents the timings of these inputs (Fig. 10B) , and the corresponding waveforms of the EPSPs are shown in Fig. 10C (green) together with the reproduced rhythmic event (Fig. 10C, blue) . Simulating 209 rhythmic events and measuring the intervals between each of the simulated excitatory inputs (dashed lines) yielded the distribution plot presented in Fig. 10D . Note that except for the high percentage of simultaneous inputs (0 delay), which might suggest a stronger input, a significant peak appears at 4 ms. The average number of excitatory synaptic inputs needed to reproduce the rhythmic events was 3.33 ± 1.20, 3.46 ± 1.44 and 11.05 ± 3.60 for the three examined cells, suggesting relatively high numbers of olivary neurons impinging on each CN neuron. However, if pairs of inputs with a time delay of ß4 ms (3.5-4.5 ms) between them represent a single olivary input, the number of inputs drops in the second and third neurons to 3.40 ± 1.43 and 8.41 ± 3.53, respectively. Furthermore, if no delay indeed represents a single input than the number drops further in all three neurons to 2.7 ± 1.15, 2.90 ± 1.26 and 5.41 ± 2.15, respectively (see Discussion). The average number of inhibitory synaptic inputs needed to reproduce the rhythmic events was 25.90 ± 6.82, 29.8 ± 13.77 and 51.04 ± 18.44 for the three examined cells. Thus, the average ratio between excitation and inhibition is 11.05, well in agreement with the number of PNs innervated by a single olivary neuron (see Discussion).
Discussion
In this study, we measured intracellular activity in neurons from the CN in anaesthetized mice and thoroughly analysed the behaviour of the membrane's voltage. This rigorous analysis led to five conclusions. First, we demonstrate that CN neurons can be classified into four groups according to their AP waveform, in agreement with in vitro studies. Second, we show that shape-index plots of the excitatory events suggest that they are distributed over the entire dendritic tree. Third, we found that the rise time of excitatory events is linearly related to the amplitude, suggesting that from an electrical point of view all excitatory events contribute equally to spike generation. Fourth, we demonstrate that at least half of the APs are generated by excitatory events and that the probability of an excitatory event to generate an AP is 0.1. Finally, we identified a temporal pattern of excitatory events that is likely representing the activation of climbing fibre collaterals. This possibility was further examined by studying the response of CN neurons to direct olivary stimulation as well as by analysing the rhythmic events recorded under harmaline intoxication. While evoked responses consistently generated APs, the probability of a spontaneous paired response to generate an AP was 0.15. Contrary to previous studies, our results suggest that CF inputs are rather effective in eliciting APs in cerebellar nuclei neurons.
Four groups of AP waveforms
We used three temporal parameters to dissect the AP's AHP waveform. Using these parameters we found that all 66 neurons can be classified into four distinct groups. We confirmed this classification by analysing an additional 56 neurons presented by Canto et al. (2016) that showed an identical distribution. While neurons from groups I and II displayed an AHP composed of a fast and a slow component, the AHPs of groups III and IV had only one component. Previous work classifying CN neurons based on their intrinsic properties similarly identified two types of AHP (Czubayko et al. 2001) . More recent work, where various protein markers and in vitro intracellular recordings (Uusisaari et al. 2007; Uusisaari & Knöpfel, 2011) were used, have also identified four groups of neurons. In their first two groups, which are presumably glutamatergic neurons, the AHP waveform is composed of fast and slow components, resembling our groups I and II. In their second two groups, which are presumably glycinergic and GABAergic neurons, the AHP is composed of a single component of different durations, resembling our groups III and IV, respectively. Accordingly, we propose that our group I are the large glutamatergic projection neurons, group II are the small glutamatergic interneurons, group III are the glycinergic neurons, and group IV are the GABAergic, nuclear-olive projection neurons.
Additionally, two in vitro studies characterized the AHP waveform as putative-glutamatergic, and in both the AHP waveform of these neurons had a fast component, similar to the AHP waveform in our groups I and II (Alvina & Khodakhah, 2008; Pedroarena, 2011) . Another study characterized the AHP waveform of neurons in the vestibular nucleus and showed similar AHP waveforms in GABAergic and non-GABAergic neurons, both similar to the AHP waveforms presented in our groups I, II and IV, respectively (Gittis & du Lac, 2007) .
Frequency and waveforms of synaptic events
In analysing synaptic activity, under in vivo conditions, one should bear in mind the uncertainty of this analysis that stems from extracting individual events in a noisy environment. Thus, the calculated frequency is bound to be an underestimation, and the waveform analysis is restricted to those events that could be reliably and completely isolated. For this analysis onwards, we use only long-lasting stable recordings (n = 36). The mean frequency of excitatory events using the first criterion was ß20 Hz, similar to the frequency reported in previous studies (Gauck & Jaeger, 2003) .
Due to the massive inhibition converging on to CN neurons, our method for identifying inhibitory events allowed us to determine a lower bound on their frequency, between 2 and 20 Hz. These results are in line with previous in vivo recordings performed by Bengtsson et al. (2011) . Bengtsson et al. referred to similar events with a frequency of 8-17 Hz as spontaneous giant IPSPs and J Physiol 595.17 concluded they were generated by spontaneous discharges of climbing fibres. Two independent lines of evidence presented in our study support this claim. The first is the estimated convergence ratio of CF collaterals and PN axons on one CN neuron and the second is the frequency of the paired responses that are likely to represent discharge of CF collaterals. The convergence ratio, estimated from the harmaline-induced excitation-inhibition events is 11:1. Paired responses appear at a rate of ß1.6 Hz, and consequently the expected frequency of inhibitory inputs that are triggered by CFs would be ß17.60 Hz.
Thorough analysis of the event waveforms yielded several interesting results. First, in three groups of neurons we found a positive relationship between amplitude and rise time, which suggests strongly that remotely located synapses have higher amplitudes. To resolve this, a previous study suggested a compensatory mechanism where the remote location is compensated for by higher amplitude to ensure a similar impact on the cell's firing (Häusser, 2001) . The absence of this relationship in group I suggests that in these neurons, the synapse location determines the efficacy of the connection. It should be mentioned that group I are the largest CN neurons with long dendrites (Uusisaari et al. 2007 ). In such neurons, where a large number of synapses is expected, the location is of particular importance.
Second, the ratio between the normalized rise time and half width, known as the shape-index of synaptic potentials, shows a positive relationship, namely the voltage of remote synapses has slower kinetics. Indeed, our results show that group I displays the longest shape-index curve, which is indicative of dendritic length (Rall et al. 1967) and is in agreement with our suggestion that group I are the large glutamatergic neurons. Moreover, the existence of remote excitatory synapses is in line with previous studies showing CFs and MFs terminate on distal dendrites (Chan-Palay, 1977; van der Want & Voogd, 1987) .
Third, in contrast to excitatory synapses, the amplitude of the inhibitory synapse in three groups of neurons is independent of the rise time. The shape index of inhibitory synapses could not be determined because only rarely did the IPSPs decay back to resting potential.
Pairs of excitatory synaptic potentials
The prevalent occurrence of paired excitatory signals is of major interest. We suggest that this characteristic response reflects olivary input to the CN neurons. This suggestion is based on several lines of evidence. First, the paired response seems to originate from a single presynaptic axon. Our finding that the two synaptic potentials have a similar shape supports this possibility. Moreover, the typical relationship between the amplitudes of the first and second signal (Fig. 7E) is a prominent feature of double stimulation of the same axon (Stratford et al. 1996) . Last, the accurate time interval between the two events can be readily obtained with a single axon, while two different axons will require a timing mechanism to synchronize them.
Second, the overall frequency of the paired responses is 1.64 ± 2.34 Hz, well within the activity of olivary neurons in anaesthetized animals (Chorev et al. 2007 ). Third, the strongest support for an olivary origin is the characteristic delay of ß4 ms. Such a delay has been described by Mathy et al. (2009) who measured the activity in a single olivary axon and found a characteristic burst of APs traveling along the axon. The accurate delay probably represents the axonal refractory period and therefore shows a rather limited degree of jittering.
To further examine this possibility, we analysed the response evoked by direct olivary stimulation. Although electrical stimulation is not entirely specific, there are several indications that the stimulation evoked direct response. The first is that in a control experiment we were able to evoke CS in PNs and the second is that the delay between stimulation onset and the response was ß 4 ms, in line with previous studies on climbing fiber conduction time (Sugihara et al. 1993) . Indeed, the evoked response was characterized by two consecutive excitatory events with a consistent interval of ß4 ms. Furthermore, the evoked response resembled paired responses recorded in the same neuron, although its amplitude was twice as large as the spontaneous paired responses, suggesting more than one CF impinges on a single CN neuron.
We also examined the rhythmic activity induced by harmaline (Llinás & Volkind, 1973; Llinás & Mühlethaler, 1988) . Under harmaline, each of the induced events started as a burst of excitatory potential and terminated with a burst of inhibitory inputs representing CF and PN inputs, in line with previous studies (Kitai et al. 1977; Llinás & Mühlethaler, 1988; Blenkinsop & Lang, 2011; Lu et al. 2016) . Using a simulation approach, we faithfully reconstructed each of the events as a temporal summation of individual excitatory and inhibitory synaptic inputs. This analysis yielded several interesting conclusions. First, the individual events can be accurately reconstructed by temporal summation of identical unitary synaptic potentials. Thus, direct olivary input followed by PN input is sufficient to account for the rhythmic compound response. Second, the results of the simulations suggest that at least two olivary cells impinge on a single CN neuron, in agreement with the ratio between the total number of olivary cells and nuclear cells (Caddy & Biscoe, 1979) . Third, the average ratio between excitatory and inhibitory PSPs comprising the rhythmic events is 1:11, also in line with the ratio between the total number of PNs and CN neurons (Caddy & Biscoe, 1979) . This result was consistent in two cells that are presumably large glutamatergic projection neurons and one presumably glycinergic neuron.
What generates APs in CN neurons?
Intrinsic currents drive CN neurons to fire spontaneously under in vitro conditions (Raman et al. 2000) . Nevertheless, several studies have discussed the role of excitatory inputs in the generation of APs. Gauck & Jaeger (2003) showed that strong excitatory input can overcome massive PN inhibition and generate APs in the CN. Blenkinsop & Lang (2011) recorded from pairs of PN and CN neurons and demonstrated CF collaterals excite CN neurons. Our work is the first to show in vivo that EPSPs play a key role in generating APs in CN neurons (Fig. 7) . However, our study was performed in anaesthetized animals and the effect of our anaesthetic protocol (katemine/xylazine) should be considered. We found that the probability of an excitatory input generating an AP is 50%. This number is bound to be affected by anaesthetic condition. On one hand, Gauck & Jaeger (2003) studied the role of NMDA in CN firing, demonstrating the initiation of prolonged bursts of activity. Thus, the use of ketamine, known to be an NMDA antagonist, will reduce the number APs and thus increase the calculated probability of APs being generated by an EPSP. On the other hand, potentiation of MF excitatory input is expected under awake conditions (Pugh & Raman, 2006) , increasing the probability of an AP to be generated by an EPSP.
In summary, our study presents two important concepts. First, it clearly demonstrates that excitatory synaptic events have a significant impact on spike generation in CN neurons. Thus, when discussing cerebellar timing mechanisms, one should take into account the significant role for the excitatory inputs onto the cerebellar nuclei. Second, we demonstrate that CFs are effective in activating all types of cerebellar nuclei neurons. Both of these concepts have largely been neglected in cerebellum research.
