Abstract: There is a growing appreciation for the diverse and important roles RNA molecules play in cellular function. RNAMAT is an approach based on matrix representation of all potential base-pairing of a set of sequences to reveal common secondary-structure features. When the RNA sequences come from one class, proper summation of these matrices exposes common structural features as demonstrated for tRNA and HACA-RNA. For C/D-RNA, a novel structural motif is suggested. Furthermore, it is demonstrated, in the case of tmRNA that the method can detect pseudo-knots which are structural motifs that are difficult to detect in other methods. When the sequences come from diverse sources, a specific clustering algorithm is suggested that is capable of detecting the common motifs. The algorithm is demonstrated in a case of a simulated example and in a real case derived from Trypanosomes comparative RNomics study.
I. INTRODUCTION
In recent years it became clear that in addition to their fundamental role in translating DNA into proteins (tRNA, mRNA, rRNA), RNA molecules play significant roles in diverse cellular processes such as ribosome RNA maturation and modification (snoRNA); Replication (telomerase RNA); Editing (RNA editing, e.g. serotenin receptor); Protein translocation (SRP RNA); Translation quality control in prokaryotes (tmRNA); gene silencing (miRNA) and more. For a recent review see [1] . The realization of how important RNA molecules are in cellular processes [2] is the motivation behind recent efforts for RNomics, a systematic study to identify all the RNA molecules utilized by an organism [3] .
However, RNomics is much more difficult to study than Genomics: For coding genes (ORF), high throughput experimental methods combined with bioinformatic methods have been successfully developed to identify the sequence, the genomic location, the structure and the function of genes. There has been much less progress in identifying and classifying non-coding DNA that produce functional RNA molecules. The experimental approach must contend with RNA molecules that are short, short lived, expressed in small quantities, susceptible to experimental procedure and often expressed only in specific tissues or developmental stages. The computational methods suffer from the fact that RNA molecules do not carry signals (like TATA box, promoters, ORFs between starting and stop codons, codon periodicity, etc.) that are helpful in identifying coding genes. The two main features that enable detection of RNA structures are conservation of short stretches (say of less than 150 bp, too short to code for proteins) between related species (comparative RNomics), and the fact that RNA molecules have the ability to form, as a single strand, secondary structure. RNA secondary structure are stems that are formed by complementary base matching of inverted repeats, see Fig. 1e for an example of the secondary structure of tRNA. In many classes of RNA molecules, the level of sequence similarity is low, and the similarity is based on the conserved pattern of the secondary structure elements. For known classes of RNA, algorithms are available to scan effectively genomes (e.g. tRNA-scan [4] ) and identify sequences that belong to that class.
When the structure is unknown, the problem is more difficult. Most current RNA structure prediction methods are based on energy calculations that aim to find the "optimal" secondary structure for a given sequence. The original algorithm [5] maximizes the number of complemented base pairs. The dynamic programming algorithm, assuming that all base-pairs are nested (no pseudo-knots are allowed), runs in cubic time in the sequence length. More elaborate algorithms (notably the pioneering package Mfold [6] and the Vienna package [7] ) try to minimize the free energy of the structure using empirical parameters to evaluate the different energetic contribution of different base pairing. However, these predictions are not very reliable, especially for short sequences where several very different structures are suggested with quite similar energy scores. For example, in a test that we have done (data not shown) less than 25% of human tRNA molecules were folded by Mfold to the well known clover-leaf structure. 
II. THE BASIC ALGORITHM
We suggest addressing the problem by using a 2D matrix representation of each sequence, which represents the pairing potential of the sequence (M i,j = 1 if S i complements S N-j where N is the sequence length, and M i,j = 0 otherwise). See Fig. 1a-c for an example. Note that this matrix does not select a specific folding of the chain, rather it contains all potential structures, including pseudo-knots. Looking at one such individual matrix does not reveal much about the secondary structure of the RNA molecules since most matches represent random noise that comes from random complementarity of the four bases. But when we have many RNA sequences that belong to the same class and we superimpose these matrices on each other in an appropriate way, the significant common structural features will stand out, while the random noise will be filtered out. Work in this direction have been suggested in the past (e.g. [8] , [9] ) but the availability of much more RNA data renewed the interest in this approach and in the possibility to apply it on a large scale.
The individual matrices should reflect the complementarity of a sequence to its reversed version, i.e. if S i complements S N-j . Note that for RNA, where the alphabet size is only 4, many such random complementarity of bases can be found. In most RNA structures, stems have a minimal size of length 3 or 4. Thus, we can consider only matches that extend over several bases. After testing several window/stringency combinations we settled on accepting a match if at least 4 out of the 5 bases around S i are complementary (S i-2 to S i+2 complement S N-j+2 to S N-j-2 ). Since the matrix is symmetric, only one triangular half is actually calculated. Matrix cells near the main diagonal are also ignored since they represent a tandem inverted repeat (e.g. TACCCGGGTA). Such repeats represent a stem without a loop which is not structurally significant. The next step is to sum up the individual matrices. Since there are variations in the lengths of the sequences we stretched/compressed the matrices by transforming them into a matrix of 100 by 100 pixels. i.e. the location of the point M i,j was transformed to M'
where N is the sequence length (values are rounded to the nearest integer). To further accommodate small variations in the lengths of the sequences and in the relative location of the structural elements within each sequence, the matrices were "smeared" by expanding each 1 in the matrix to a square of 1's of size 3*3 pixels around the original 1. In this way, 1's that are in positions which have small offsets in different matrices will still contribute to the same peak in the summation process. While these two modifications are simple, they are still quite effective in improving performance.
We present data for three classes of RNA molecules. The results for tRNA, HACA RNA and C/D RNA are shown in Fig. 1-3 respectively. (HACA and CD are small nucleolar RNA (snoRNA) molecules that modify ribosomal RNA, see [10] ). For each class a collection of unique sequences (less than 85% sequence identity) was used. We show a sample of three individual dot matrices of different sequences, and then we show the accumulated matrix which was filtered to show the significant peaks. We also show the RNA secondary structure that corresponds to this matrix. For tRNA and HACA the results agree with the known structure. For C/D RNA our procedure predicts a more specific structure than is usually attributed to this class of molecules. Encouragingly, a very recent experimental work [11] suggested a structure for C/D RNA that is compatible with our prediction. Clearly, there is a limit of what this algorithm can do to retrieve the signal if the matrices have more variations or if they include more than one class of RNA molecules. In such cases an appropriate clustering algorithm is needed. 
III. PSEUDO-KNOTS
Usually, RNA structures are nested, i.e. once a stem is formed the nucleic acids confined by this stem can only interact amongst themselves. This constraint is central to the standard dynamic programming algorithms that look for the optimal structure of RNA molecules and enable these algorithms to run in time proportional to N 3 where N is the length of the RNA molecule. However, there are structural elements of RNA molecules that deviate from this constraint and form what is known as "pseudo-knots". Pseudo-knots are RNA structural elements where segments of the chain that are considered as loops are base-pairing with segments of the chain that are outside the nested structural element. See a simple example of a pseudo knot in Fig 4. This deviation from the standard nested structure of RNA molecules is difficult to detect. Algorithms that can detect pseudo-knots are very expensive to run. A N 6 algorithms was suggested [12] and a modification that can run in time of N 5 was recently suggested [13] . However, pseudo-knots are not rare in Nature. Hundreds of cases of pseudo-knots have been detected [14, 15] . Thus, one of the challenges in predicting RNA structural elements is the ability to detect pseudo-knots. Detecting pseudo-knots is actually simple with the RNAMAT approach, since pseudo-knots have a characteristic appearance on the matrix, see Fig 4. To illustrate the ability of the RNAMAT approach to detect pseudo-knots we analyzed tmRNA. tmRNA are responsible for a remarkable trans-translation process which adds a C-terminal peptide tag to a stalled unfinished protein on the ribosome and thus mark it for proteolysis. The central part of these molecules which spans around 160 nucleotides forms three pseudo-knots [16] . We analyzed the structure of 88 sequences (with less than 85% sequence identity) of tmRNA and the results are shown in Fig 5. The results demonstrate that the RNAMAT approach can detect pseudo-knots. 
IV. THE CLUSTERING ALGORITHM
A more challenging task is to identify the structural motifs in a situation where only a small percentage of the sequences in the examined set are known to be from a specific RNA class. The computational problem is to choose a "consistent" subset of the sequences, i.e. a subset of sequences that carry, to a large extent, common structural motifs. Due to non-conventional base-pairing (e.g. U-G) and other peculiarities, it is not assured to identify all sequences that belong to a specific class.
The problem is difficult since individual matrices are very different from each other and the number of real common features is much smaller than the number of the random common features. Indeed, a clustering algorithm that starts with pairs of the most similar matrices and builds its way to larger clusters was not successful. Rather, we designed a specific clustering algorithm which works on large enough subsets of the set of all sequences, where common features can be detected and amplified. The algorithm starts by making a list of the "peaks", regions of fixed size (in our case 5*5 pixels) around the largest values in the accumulated matrix. The sum of the values of the pixels in each peak is defined as its coverage. Peaks are considered as candidates for common structural elements. The number of secondary structure elements for RNA molecules in the range of sizes we are considering (50-150 bases) is clearly less than ten. Therefore, we can safely consider only the ten highest peaks and enumerate all the possible subsets of these peaks. For each combination of peaks, we are looking for clustering that will enhance the total coverage of this specific combination. For each subset of peaks, 5%-10% of all the sequences are randomly selected as a seed and their individual matrices are summed up as before. The score of the newly created matrix is calculated by the ratio between the values of pixels covered by the current subset of peaks to the average value of pixels in the entire matrix. I.E. a "good" matrix is one in which most of the accumulated values are concentrated in specific regions (under the peaks) and not scattered around in the entire matrix.
In the iterative step, every possibility to change the current subset of sequences by a deletion of a single sequence from the subset or insertion of a single additional sequence to the subset is tested, and the change with the largest improvement is accepted. This "steepest hill climbing" step is repeated until a local maximum is achieved. Then another random subset of sequences is selected and the process is repeated. Thousand initial seeds are tested for each subset of peaks, and the best result is selected. If more than one meaningful subset of sequences is suspected to exist (instead of looking for one meaningful subset in a noisy background as in our examples below), then sequences that are part of the first subset found can be eliminated, and the process can be repeated to select the second strongest subset. For the examples we describe below, the algorithm performed better than a MonteCarlo based clustering algorithm that we have tested.
We show the results of this clustering algorithm in two cases. In Fig. 6 , we show a simulated case, where we used 5% of real tRNA sequences and 95% of randomly shuffled sequences. In 6a, the total matrix is shown, and 6b shows the matrix of the selected subset where the features of the tRNA are exposed. In Fig. 7 we used the algorithm on real data that come from synteny between two types of trypanosomes. The results suggest that these data contain a subset of sequences, conserved between Tryp. Cruzi and Tryp. Brucei, that share a strong single common feature. 
V. CONCLUSIONS
Identifying new classes of RNA molecules is a major bioinformatic challenge. The method presented here can detect the common structure, including pseudo-knots, of a given set of RNA sequences that are known to be functionally related. Furthermore, it can also find a sub-class of similar structures among a larger set that contains a mixture of sequences from different classes. The current method needs to receive as an input a set of sequences that is already suggested to be related by other procedures. We envision an iterative process, in the spirit of psi-BLAST, that will start with a small seed and refine the signal by matching additional sequences that fit the emerging consensus matrix. In this way the method could be used to scan genomes for novel classes of RNA molecules.
