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Abstract. Sheared incompressible flows are usually considered non-dispersive media. As a
consequence, the frequency evolution in transients has received much less attention than the
wave energy density or growth factor. By carrying out a large number of long term transient
simulations for longitudinal, oblique and orthogonal perturbations in the plane channel and
wake flows, we could observe a complex time evolution of the frequency. The complexity is
mainly associated to jumps which appear quite far along within the transients. We interpret
these jumps as the transition between the early transient and the beginning of an intermediate
term that reveals itself for times large enough for the influence of the fine details of the initial
condition to disappear. The intermediate term leads to the asymptotic exponential state and has
a duration one order of magnitude longer than the early term, which indicates the existence of
an intermediate asymptotics. Since after the intermediate term perturbations die out or blowup,
the mid-term can be considered as the most probable state in the perturbation life.
Long structured transients can be related to the spot patterns commonly observed in
subcritical transitional wall flows. By considering a large group of three-dimensional waves
in a narrow range of wave-numbers, we superposed them in a finite temporal window with
oblique and longitudinal waves randomly delayed with respect to an orthogonal wave which
is supposed to sustain the spot formation with its intense transient growth. We show that in
this way it is possible to recover the linear initial evolution of the pattern characterized by
the presence of longitudinal streaks. We also determined the asymptotic frequency and phase
speed wave-number spectra for the channel flow at Reynolds numbers 500 and 10000 and for
the wake at Reynolds numbers 50 and 100. In both cases, for long travelling oblique and
longitudinal waves a narrow dispersive range can be observed. This mild dispersion can in
part explain the different propagation speeds of the backward and forward fronts of the spot.
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1. Introduction1
Although both Kelvin [1, 2] and Orr [3, 4] recognized that the early transient contains2
important information, only in recent decades have many contributions been devoted to the3
study of the transient dynamics of three-dimensional perturbations in shear flows [5, 6]. For4
a long time linear modal analysis, developed by Orr [3, 4] and Sommerfeld [7], has been5
considered a sufficient and efficient tool to analyze hydrodynamic stability, see for instance6
the historical paper by Taylor (1923) [8]. More recently it has been observed that the early7
stages of the disturbance evolution can deeply affect the stability of the flow [9, 10, 11, 12, 13].8
In fact, early algebraic growth can show exceptionally large amplitudes long before an9
exponential mode is able to set in. It is believed that this kind of behaviour is able to promote10
rapid transition to fluid turbulence, a phenomenon known as bypass transition [14, 15, 16, 17].11
Transient decay of asymptotically unstable waves is also possible, which makes the situation12
rich and complex at the same time. An example of this possible scenario is represented by13
pipe flow. Linear modal analysis assures stability for all the Reynolds numbers [18], but14
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this result is in contrast with the experimental evidence, which shows that the flow becomes15
turbulent at sufficiently large Reynolds numbers. The disagreement between the linear modal16
prediction and laboratory results has motivated several recent works [19, 20, 21] that focus17
on transient travelling waves and their link to the transition process. In general, it is now18
considered possible that inside the transient life of travelling waves some important events for19
the stability of the flow can take place.20
In this work, we focus on the temporal evolution of the wave frequency in two21
archetypical shear flows, the plane channel flow and the bluff-body plane wake. Probably22
due to the fact that incompressible shear flows are viewed as non-dispersive media, the23
frequency transient has been poorly investigated so far. For instance, in the wake flow the24
attention was mainly devoted to the frequency of vortex shedding for the most unstable spatial25
scales [22, 23]. Only very recently, subcritical wake regimes (up to values 30% below the26
critical value) of the vortex shedding of transiently amplified perturbations were studied by27
considering the spatio-temporal evolution of wave packets [24].28
The situation is quite different within the context of atmosphere and climate dynamics.29
Here, the interaction between low-frequency and high-frequency phenomena, which is related30
to the existence of very different spatial and temporal scales, is believed to be one of the31
main reasons for planetary-scale instabilities [25, 26]. However, due to the inherent strong32
nonlinearity, the evolution of single scales cannot be observed in the geophysical systems and33
thus also these studies usually do not account for the frequency transient evolution of a single34
wave.35
Perturbation transient lives show trends which are not easily predictable. Intense36
transient growth as well as transient decays are just some relevant examples of the observed37
scenery. In this study, the transition between the early transient and the asymptotic state38
is observed in detail. It was then possible to highlight an unexpected phenomenon: this39
transition does not occur smoothly. Frequency jumps appear at an intermediate stage located40
in between the beginning of the time evolution and the setting of the asymptotic state. We41
interpret the appearance of the frequency jumps, which are usually preceded and followed42
by modulating fluctuations, as the beginning of the dynamic process yielding the final state.43
In so doing we introduce an intermediate term, which separates the early and final stages of44
the evolution. We observe that the length of the early term is much shorter than that of the45
intermediate term.46
Spot formation is one of the more commonly observed phenomenology related to the47
existence of long transients. Here, we try to relate spot patterns to the combination of two48
facts: - the very long transient of orthogonal perturbations and their intense transient growth49
or, for low enough Reynolds numbers, their least monotonic decay, - the necessary presence50
of oblique waves with wavenumber close to that of the orthogonal perturbation. Spots has51
been studied in different wall-bounded shear flows by means of laboratory and numerical52
experiments. Because of its simplicity, plane Couette flow is perhaps the most studied case53
to understand pattern formation, that is the coexistence in space and time of laminar and54
transitional regions [27, 28, 29]. Probably due to an overvaluation of the results associated to55
the modal theory (this flow is asymptotically stable for all the Reynolds numbers), for long56
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the transition to turbulence of the Couette flow was considered a puzzle. When the algebraic57
transient growth importance was recognized as a possible promoter of the nonlinear coupling,58
a critical Reynolds number for the Couette flow, Rec ∼ 325, has been individuated. Below59
this value, spots decay in the long-time, while above this threshold the turbulent motion is60
sustained [30, 31].61
When analyzing the shape and the structure of the spot, Lundbladh and Johansson [32]62
classify the Couette spot as an intermediate case between Poiseuille and boundary layer spots.63
Dauchot and Daviaud [33] find the spot evolution for the Couette flow very similar to that64
observed for the plane Poiseuille spot. Measurements on the propagation velocity of the spot65
[34, 35] show a quite high level of variability inside the spot, ranging from 10% up to 60% of66
the reference velocity of the flow [36, 37, 38]. In general, the rear part moves slower than the67
front part.68
In this work, we exploit the collection of three-dimensional perturbations computed69
both in the plane channel and wake flows to reproduce the formation of spots by the linear70
superposition of a large number of waves around an observation point. Conceptually, we71
want to simulate the transient triggering of a fan of oblique waves (in the [−pi/2, pi/2] range72
of angles about the mean flow direction) by means of an orthogonal standing wave. The73
superposition is randomized by delaying the wave entrance in a temporal window lasting74
order 10 physical time scales. The tight parametrization on the wavenumber and obliquity75
angle carried out to explore the transient is then exploited to get information on the asymptotic76
behaviour of the phase velocity.77
The organization of the paper is as follows. To observe the life of a perturbation,78
an initial-value problem is formulated, see Section 2 and the Appendix A. The frequency79
behaviour in the transient is then described in Section 3, relevant supplemental details are in80
the Appendix B. In section 4, a discussion on the existence of the an intermediate term and its81
empirical determination is presented: this is accompanied by discussion on the role played by82
orthogonal waves and the spot formation process. Section 5 deals with asymptotic properties:83
wavenumber spectra and phase speed obliquity dependence. Conclusion remarques follow in84
section 6.85
2. Background86
The transient and longterm behaviour is studied using the initial-value problem formulation.87
We consider two typical shear flows, the plane Poiseuille flow, the archetype of wall flows,88
and the plane bluff-body wake, one of the few free flow archetypes (see Fig. 1b and 1c,89
respectively). The viscous perturbation equations are combined in terms of the vorticity90
and velocity [12], and then solved by means of a combined Fourier–Fourier (channel) and91
Laplace–Fourier (wake) transform in the plane normal to the basic flow. This slightly different92
formulation is due to the fact that the channel flow is homogeneous in the streamwise (x) and93
spanwise (z) directions, while the wake flow is homogeneous in the z direction and slightly94
inhomogeneous in the x direction. For the wake, the domain is defined for x ≥ 0 (x = 0 is95
the position of the body which generates the flow).96
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Figure 1. (a) Perturbation geometry scheme. Perturbations propagate in the direction of
the polar wavenumber, k =
√
α2 + γ2, (α and γ are the streamwise (x) and spanwise (z)
wavenumbers, respectively). φ is the angle of obliquity with respect to the basic flow. (b)-
(c) Base flow velocity profiles, U(y) (thick curves), and symmetric and antisymmetric initial
conditions of the perturbation transversal velocity, the vˆ component along the y direction,
vˆ(y, t = 0) (thin curves).
2.1. Initial conditions97
Unlike traditional methods where travelling wave normal modes are assumed as solutions,98
we follow [39] and use arbitrary initial conditions that can be specified without having to99
recur to eigenfunction expansions. Within our framework, for any initial small-amplitude100
three-dimensional disturbance, this method allows the determination of the complete temporal101
behaviour, including both the early and intermediate transients and the long-time asymptotics.102
It should be recalled that an arbitrary initial disturbance could be expanded in terms of the103
complete set of discrete and continuum eigenfunctions, as it was demonstrated in the more104
general case of open flows by Salwen and Grosch [40]. In bounded flows, in fact, it would be105
sufficient to expand in terms of discrete eigenfunctions.106
In literature, various initial conditions were used to explore transient behaviour at107
subcritical Reynolds numbers. The important physical issue is however the ability to make,108
in a simple manner, arbitrary specifications. Since a normal mode decomposition provides a109
complete set of eigenfunctions, it is true that any arbitrary specification can (theoretically) be110
written in terms of an eigenfunction expansion. Nevertheless, it should be noted that there is111
nothing special about the eigenfunctions when it comes to specifying initial conditions. They112
simply represent the most convenient means of specifying the long-term solution.113
Furthermore, the adoption of non-orthogonal eigenfunctions in the try to build any real114
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arbitrary initial condition introduces unnecessary mathematical complications. Physically, it115
seems that the natural issues affecting the initial specification are whether the disturbances116
are, first, symmetric or antisymmetric and, second, local or more distributes across the basic117
profile of the flow. The cases we used here satisfy both of these needs and use functions that118
can be employed to represent any arbitrary initial distribution. If not otherwise specified, with119
symmetric and antisymmetric conditions we intend the initial conditions as specified in the A120
Appendix and shown in Fig. 1b-c.121
2.2. Perturbative analysis122
The exploratory analysis is carried out with respect to physical quantities, such as the polar123
wavenumber, k, the angle of obliquity with respect to the basic flow plane, φ, the symmetry124
of the perturbation with respect to y (which is the coordinate orthogonal to the wavenumber125
vector), and the flow control parameter, Re. For the channel flow, Re = U0h/ν is the126
Reynolds number, where h is the channel half-width, U0 the centreline velocity and ν the127
kinematic viscosity. The Reynolds number for the plane wake is defined as Re = UfD/ν,128
where D is the body diameter, Uf is the free stream velocity and ν the kinematic viscosity.129
We define the longitudinal wavenumber, α = k cos(φ), and the transversal wavenumber,130
γ = k sin(φ), see Fig. 1a. The perturbation and the flow schemes are presented in Fig. 1131
(a,b,c). More details on the formulation are provided in the Appendix A. The basic eddy turn132
over time is defined as h/U0 and D/Uf for the channel and wake flows, respectively.133
As longitudinal observation points we selected for the plane wake, which is near parallel, two134
positions downstream of the body: x0 = 10, which is a position inside the intermediate part135
of the wake spatial development, and x0 = 50, which is a location inside the far field. The136
frequency has been evaluated in these sections at a transversal position, which in the following137
is called y0. For the channel flow, which is homogeneous in the streamwise direction, it is138
sufficient to specify the transversal position, y0.139
In Figures 2 and 3, one can see two examples of visualizations (a perspective and a projection140
view) of the perturbation velocity field, (u, v, w), for the channel and the plane wake flows,141
respectively. The visualizations are displayed in the physical space x, y (u, v, w are obtained142
by a discrete 2D anti-transform of the solved quantities, uˆ, vˆ, wˆ), for an oblique perturbation143
with wavenumber equal to 1.5 for the channel and equal to 0.7 for the wake flow. The wave144
lengths are normalized over the channel half height and the body diameter, respectively. The145
time, t, which appears in the figures is the independent temporal variable normalized with146
respect to the basic flow eddy turn over time.147
To measure the growth of the perturbations, we define the kinetic energy density,148
e(t;α, γ) =
1
4yf
∫ +yf
−yf
(|uˆ|2 + |vˆ|2 + |wˆ|2)dy, (1)
149
where −yf and yf are the computational limits of the domain, while uˆ(y, t;α, γ), vˆ(y, t;α, γ)150
and wˆ(y, t;α, γ) are the transformed velocity components of the perturbed field. For the151
channel flow, which is bounded, the computational limits coincide with the walls (yf = 1).152
The wake is an unbounded flow and the value yf is defined so that the numerical solutions are153
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Figure 2. Channel flow. Perspective (panels a-b-c panels) and projection (panels d-e-f) view
visualizations of the perturbation velocity field in the physical plane (x, y), Re = 10000,
t = 20, angle of obliquity φ = 3/8 pi, antisymmetric initial condition, k = 1.5. Panels
(a)-(d) refer to the velocity component u, panels (b)-(e) to v, and panels (c)-(f) to w. The
wavelength is normalized over the flow external spatial scale, the channel half-height h. The
time is normalized over the flow relevant eddy turnover time, h/U0, where U0 is the centerline
velocity.
Figure 3. Wake flow. Perspective (panels a-b-c panels) and projection (panels d-e-f) view
visualizations of the perturbation velocity field in the physical plane (x, y), Re = 100, wake
section: 50 body lengths downstream, t = 45, angle of obliquity φ = 3/8 pi, antisymmetric
initial condition, k = 0.7. Panels (a)-(d) refer to the velocity component u, panels (b)-(e) to
v, and panels (c)-(f) to w. The wavelength is normalized over the flow external spatial scale,
the bluff body diameter D. The time is normalized over the flow relevant eddy turnover time,
D/Uf , where Uf is the free stream velocity.
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insensitive to further extensions of the computational domain size (yf = 20 for waves with154
k > 1 and yf = 40 for longer waves). We then introduce the amplification factor, G, as the155
kinetic energy density normalized with respect to its initial value,156
G(t;α, γ) = e(t;α, γ)/e(t = 0;α, γ). (2)157
Assuming that the temporal asymptotic behaviour of the linear perturbations is exponential,158
the temporal growth rate, r, can be defined [6] as159
r(t;α, γ) = log(e)/(2t). (3)160
The frequency, ω, of the perturbation is defined as the temporal derivative of the unwrapped161
wave phase, θ(y, t;α, γ), at a specific spatial point along the y direction. The wrapped phase,162
θw(y, t;α, γ) = arg(vˆ(y, t;α, γ)), (4)163
is a discontinuous function of t defined in [−pi,+pi], while the unwrapped phase, θ, is a164
continuous function obtained by introducing a sequence of 2pi shifts on the phase values in165
correspondence to the periodical discontinuities, see figures 4 and 5. In the case of the wake166
we use as reference transversal observation point y = y0 = 1, and in the case of the channel167
flow the point y = y0 = 0.5. The frequency [41] is thus168
ω(t; y0, α, γ) = |dθ(t; y0, α, γ)|/dt. (5)169
It should be noted that when r and ω become constant, the asymptotic state is reached.170
The phase velocity is defined as171
C = (ω/k)kˆ, (6)172
where kˆ = (cos(φ), sin(φ)) is the unitary vector in the k direction, and represents the rate at173
which the phase of the wave propagates in space.174
3. Frequency transient175
Transient dynamics offer a great variety of different behaviours and phenomena, which are176
not easy to predict a priori. It is interesting to note that these phenomena develop in the177
context of the linear dynamics, where interaction among different perturbations (and even178
self-interaction) is absent.179
As an example, the findings about the angular frequency jumps below described make180
the frequency transient complex, which means to make complex the time history of the phase181
speed for all the longitudinal and oblique waves. The orthogonal waves only stand apart since182
they do not oscillate in time. If one considers a swarm of perturbations distributed over a183
large range of wave-numbers and obliquity angles, since the frequency jumps for each wave184
arrive at different instants inside the transients, one may imagine that the overall evolution,185
their sum, will be exceedingly complex. Even as nearly chaotic, which of course is not at all186
true, since we are working in the linear context. In any case, the concept: one wavelength and187
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propagation direction, one frequency, is oversimplified and becomes applicable in asymptotic188
conditions only.189
We start the discussion by presenting an overview for transient dynamics, comparing190
evolutions of amplification factor, G, the frequency, ω, and the temporal growth rate, r, see191
Fig. 4.192
The wavenumber is k = 15 for the channel flow and k = 0.7 for the wake flow. Two193
angles of obliquity (φ = 0, pi/4), with symmetric and antisymmetric initial conditions, are194
considered. One can see that oblique stable waves present maxima of energy in time before195
being asymptotically damped (see in particular the case of channel flow in panel a). On the196
contrary, non-orthogonal perturbations can be significantly damped before an ultimate growth197
occurs (see the wake flow in panel b). An important observation is that quite far along within198
the transient, frequency discontinuously jumps to a value close to the asymptotic value (ωa),199
which is in general higher than the average value in the transient (ωt). The relative variation200
between transient and asymptotic values can change from a few percentages (about 5%) in201
case of the wake flow (see panel d), to values up to 30− 40% in the case of the channel flow202
(see panel c). In Fig. 4d, frequency jumps for the wake are only observable for antisymmetric203
initial conditions. However, this is not true in general. Indeed, different symmetric inputs204
(see Fig. 5) can lead to discontinuous frequency transients as well. Moreover, we observe205
that even if symmetric and antisymmetric perturbations can have slightly different frequency206
values along the transient, they always reach the same asymptotic value eventually.207
Besides the two temporal scales (Tt = 2pi/ωt, and Ta = 2pi/ωa, see Figures 14 and208
15 in the Appendix B, where more details on the frequency jumps are given) associated to209
the frequency jumps, we can also observe a further periodicity, Tf , related to the temporal210
modulation of the frequency during the early and intermediate terms (see Fig. 3c-d). This211
period is shorter (Tf ∼ 1) for medium-short waves (k > 10) and longer (Tf ∼ 101 − 102) for212
long waves (k < 2), and is in general different from Tt and Ta. Moreover the system presents213
two other temporal scales: the external scale related to the base flow (see caption of Figures 2214
and 3) and the length of the transient (which can be determined by observing the time instant215
beyond which the growth rate, r, and the angular frequency, ω, are both constant). Therefore,216
for each wavenumber, it is possible to count up to five different time scales.217
Discontinuities on the frequency are well observable when transient dynamics are218
sufficiently extended in time. In general we observe that, for fixed wavenumbers, the transient219
behaviour for the channel flow lasts longer than for the wake flow. For both flows, short220
wavelengths lead to short transients, while long waves slowly extinguish their transient (for221
k = 1 transients can last up to 103−104 base flow time units, for k = 100 only up to 101 units).222
Moreover, for long waves in the wake, antisymmetric perturbations can in general present223
transients lasting longer than those observed for symmetric perturbations [41]. However, as224
shown in Fig. 5, a different shape of symmetric initial conditions can lengthen transient225
dynamics. In synthesis, jumps of frequency are always clearly seen both for symmetric and226
antisymmetric perturbations in the channel and wake flows for all the longitudinal and oblique227
waves. The orthogonal waves that do not oscillate in time, and thus do not spatially propagate,228
and that generally show the longest transient for a fixed wavenumber, have a frequency equal229
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Figure 4. Transient lives of the perturbations observed through the amplification factor, G
(top), the frequency, ω (middle), and the temporal growth rate, r (bottom), at a fixed polar
wavenumber and varying the obliquity (φ = 0, pi/4) and the symmetry of the initial conditions.
Left column: channel flow, k = 15, Re = 10000. Right column: wake flow, Re = 100,
k = 0.7: here the wake profile is observed at a distance past the body equal to 50 length
scales, x0 = 50. The angular frequency ω is computed at a distance from the wall equal to
1/4 of the channel width, (y0 = 0.5, panel c), and at a distance equal to one body length,
D, from the centre of the wake flow (y0 = 1, panel d). The quantity Tf (see panels c-d)
indicates the temporal periodicity related to the frequency fluctuations observed in the early
and intermediate dynamics.
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Figure 5. Frequency jumps observed for symmetric initial conditions in the wake flow
(Re = 100, position in the flow: x0 = 10 and y0 = 1, obliquity angles φ = 0, pi/4,
k = 2.2): normalized energy (top panel) and frequency (bottom panel) transients. The inset
in the bottom panel shows the specific symmetric initial condition in terms of vˆ(y, t = 0) =
exp(−(y − 5)2) + exp(−(y + 5)2) considered here.
to zero at any time and thus cannot manifest frequency jumps.230
Temporal growth rates, r, are reported in panels (e) and (f) of Fig. 3 for the channel231
and wake flows, respectively. When transients monotonically grow or damp they are quite232
short and the temporal growth rates, r, become constant after few temporal scales (see the233
channel flow configurations in panel (e) and the symmetric perturbations for the wake flow in234
panel (f)). On the contrary, some transients can last thousands of time units. Examples of this235
are reported by the antisymmetric longitudinal perturbations acting on the plane wake flow236
(orange curves in panel f, φ = 0, pi/4). The temporal growth rates change their trend at about237
t = 1000 and t = 1600 for φ = 0 and φ = pi/4, respectively. They still consistently increase238
beyond these points until the asymptotic states are reached (t ' 3500− 4000 not reported in239
the Figure). The sudden variations of the temporal growth rates, r, are in correspondence with240
the instants where the frequency values, ω, become constant and the amplification factors, G,241
change their trends (see panels d and b at about t = 1000 and t = 1600).242
A further comment can be made. Jumps in the frequency induce temporal acceleration243
or deceleration in the propagation speed of each wave. This could have an influence on the244
smoothness of the mean phase speed of a group of waves, in particular of the spots. For245
instance, in case the field contain multiple spots in various phases of their lives, frequency246
jumps could promote their interaction because acceleration-retardation of nearby ones gets247
them closer. As an example of multiple spot formation, see Figure 10 below, where the spot248
Temporal Building Window is 40 time scales long. In our opinion, in this concern, the concept249
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Figure 6. Typical transient time scales. ta (circles): time where the asymptotic limit is reached
(r and ω settle to the final constant values). te (triangles): time where the early transient ends
and the frequency discontinuities occur. The intermediate term is given by the difference
ta − te, and generally is one order of magnitude longer than the early term. Blue symbols:
wake flow, Re = 100, antisymmetric initial conditions, φ = pi/4, the wake profile is observed
at a distance from the body equal to 10 body scales, x0 = 10, in a point located one body
scale from the wake axis, y0 = 1. Red symbols: channel flow Re = 10000, symmetric
initial conditions, φ = pi/4, the channel is longitudinally homogeneous, thus to specify the
observation point it is sufficient to choose the transversal location, in this case the point is the
midpoint between the wall and the channel axis, y0 = 0.5. The dashed red and blue lines
represent the transition from asymptotically unstable to stable wavenumbers.
of group speed as applied to the group of waves contained into a spot should be updated.250
Given the high time dependence of the frequency, the group velocity in this case becomes a251
time dependent variable. An update of this concept might be useful to interpret the complex252
propagation of the spots and their forward and backward fronts.253
4. Discussion on transient dynamics254
4.1. Intermediate transient255
The observations of frequency jumps yield an interesting result: the perturbation temporal256
evolution has a three-part structure, with an early stage, an intermediate stage and an257
asymptotic stage. This is clearly seen by the fact that events like frequency jumps and258
associated fluctuations split the transient into two parts, where the second part is much259
longer than the first. We interpret these events as the beginning of the process that leads260
to the settlement of the asymptotic perturbation characteristics, that is the characteristics261
also predicted by the modal theory. The intermediate stage is the stage where this process262
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Figure 7. Scaling of the transient time scales with respect to the Reynolds number: te
(triangles) is the time where the early transient ends and the frequency discontinuities occur,
while ta (circles) is the time where the asymptotic limit is reached. Panel (a): channel flow,
φ = pi/4, symmetric initial conditions, k = 6, the transversal observation point is y0 = 0.5.
Re = [500, 50000]. For the end of the mid-term we found a scaling ta ∼ Re0.34 (solid
curve), while the early transient remains constant, thus is not sensitive to the Reynolds number
variation. A log-log scale is adopted. Panel (b): wake flow, φ = pi/4, antisymmetric initial
conditions, k = 3, the longitudinal and transversal observation points are x0 = 10 and y0 = 1,
respectively. Re = [30, 100]. The end of the early transient scales as te ∼ Re−0.52 (dashed
curve), while the time where the asymptotic state is reached scales as ta ∼ Re0.40 (solid
curve). For both flows the intermediate region (ta − te) increases with the Reynolds number.
As an indication, the maximum relative error is, in the worst case, about 8%.
takes place, while the early transient is the stage where the perturbation is most affected263
by the influence of the initial conditions. This observation should be framed in the general264
context of the ’intermediate asymptotics’ where dynamical systems present solutions valid for265
times and distances from boundaries, large enough for the influence of the fine details of the266
initial /or boundary conditions to disappear, but small enough to keep the system far from the267
equilibrium state [42].268
The end of the early transient and the subsequent beginning of the intermediate transient269
is announced by the occurrence of the frequency jumps. Many temporal scales beyond this270
instant, the frequency temporal variations disappear and a constant value emerges. The271
system, however, is not yet close to its ultimate state. The intermediate transient can be272
considered extinguished only when the temporal growth rate, r, also becomes constant. At273
the transition between the early and intermediate terms, the perturbation suddenly changes its274
behaviour by varying its phase velocity. A measure of the temporal scales related to the end of275
the early transient and the reaching of the asymptotic state (te and ta, respectively) is reported276
in Fig. 6, by considering different perturbation wavelengths for both the wake and channel277
flows. The length of the intermediate transient can be obtained by calculating the difference278
between ta and te, and is in general one order of magnitude larger than the early term.279
For two cases we are considering in this work, we have determined the scaling with the280
Reynolds number of the time where the early part of the transient ends (te) and the time where281
the transient ends and the evolution becomes exponential (ta), see the two figures below, 7(a)-282
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(b). One may notice that for the total transient duration, ta, the scaling presents positive283
exponents less than 1. The exponents for these oblique waves (φ = pi/4) are close in the284
two cases (0.34 in the channel flow, 0.4 in the wake). The situation is different for the early285
transient time scale. The channel flow does not feel the Reynolds number variation, the wake286
instead presents a decay with exponent -0.52. In any case, both cases evidence a definite287
trend of growth for the intermediate term (equal to the difference ta − te) with the Reynolds288
number. In general the intermediate term is more than one order of magnitude larger than the289
early transient.290
In synthesis, our claim on the tripartite structure of the temporal evolution of travelling291
waves is based on the observation of frequency jumps inside the transients. The jumps split292
in two the life of the waves antecedent the attainment of the exponential asymptote: (i) the293
initial stage (the early transient), heavily dependent on the initial condition, and (ii) a much294
longer stage, the intermediate transient, which appears as a kind of intermediate asymptotics.295
Since scaling properties come on the stage when the influence of fine details of the initial296
condition disappears but the system is still far from ultimate equilibrium state (intermediate297
asymptotics definition, see [42]), we propose the working hypothesis that the intermediate298
term we observe, either in case of unstable or stable waves, should be nearly self-similar. In299
particular, we suppose to be in presence of a self-similarity of the second kind because we300
don’t think that dimensional analysis in this case is sufficient for establishing self-similarity301
and scaling variables. This issue needs to be carefully considered and analyzed in future302
dedicated studies.303
In comparison with other problems of condensed matter, wave dynamics in dissipative304
systems is a relatively clean system whose lessons can be of greater value. Given the emphasis305
on similar topics in geophysics, pattern formation, MHD and plasma dynamics, we think306
that the question of whether a universal state (in this case the intermediate term) exists307
independently of the forcing is a typical issue for the research in several of these areas.308
4.2. Orthogonal waves309
Disturbances normal to the mean flow (φ = pi/2) do not oscillate in time, thus have zero310
frequency and phase velocity throughout their lives. This means that orthogonal waves do not311
propagate. Indeed, by symmetry there is no reason for an orthogonal wave to move in either312
of the two possible directions along the z coordinate. In fact, the base flows here considered313
do not have a component in this direction. On the contrary, the phase velocity is maximum314
for longitudinal waves because these have the same direction of the base flow.315
Orthogonal waves, although always asymptotically stable, can experience a quick initial316
growth of energy for high enough Reynolds numbers. This behaviour is evidenced in Fig.317
8, where two examples of transient growths are reported for the channel and wake flows.318
Both configurations are asymptotically stable but, before this state is reached, these waves319
have strong amplifications, which can last up to hundreds of time units. It should be recalled320
that the maximum growth increases reducing the wavenumber, for instance for the channel321
flow (Re=10000) when k = 2 amplification factor values as high as 104 can be observed.322
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Figure 8. Examples of transient growths for waves orthogonal (φ = pi/2) to the mean flow,
symmetric initial conditions. Wake flow: Re = 100, x0 = 10 diameters downstream the
body, k = 0.7. Channel flow: Re = 10000, k = 15. The channel transient growths are
in general much more intense than those observed in the wake flow. For a visualization
of the growth-decay of the orthogonal standing wave in the channel flow, see the film
ChannelStandingWave.avi.
On the basis of these findings, the role of orthogonal waves, often underestimated due to323
their asymptotic stability, can be considered important for the understanding of mechanisms324
such as nonlinear wave interaction and bypass transition [17, 15]. It should be also recalled325
that the laboratory images that describe turbulent spots [37, 43, 44] show in their back part326
longitudinal streaks which are not travelling across the channel. This pattern can be associated327
to the excitation of an orthogonal wave and to its particularly long transient [41, 39]. In fact,328
spots are transitional structures that last for a long time inside the flow, which has made them329
observable in the laboratory since many decades [43, 45, 37]. The duration of spots is not well330
documented in literature, however what is known does not seem incompatible with the typical331
length of orthogonal wave long transients. All this can thus offer a possible interpretation for332
the formation and the morphology of transitional spots.333
4.3. Spot formation by linear superposition of orthogonal and travelling waves334
In both the channel and the wake flows, we tried to reconstruct the formation of a wave packet335
centered around a given wave-number value. This is carried out by superposing around an336
observation point quite a large number of three dimensional perturbation waves. The waves337
are not exactly in phase because they enter stochastically the system in a temporal building338
window (TBW) with an extension of many temporal scales. The assumption here is that339
the sum in a spatial domain of a large set of plane perturbations in a narrow range of wave-340
numbers and stochastically out of phase is an approximation of the general three dimensional341
linear perturbation localized about some reference point. For both flows, we have selected342
a certain wave number, k, with a surrounding, dk, and computed the perturbation lives of343
about 360 waves distributed over 36 obliquity angles in the range [−pi/2, pi/2], 5 k values in344
the [k − dk, k + dk] range and 2 initial arbitrary conditions (symmetric and antisymmetric).345
We have then randomly superimposed half of them in the observation point over a time346
interval, the building window, equal to 10 or 40 physical time scales. The instant where a347
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randomly selected wave enters the sum is stochastically chosen inside the building interval.348
The probability distribution of the choices is uniform.349
The temporal evolution of the packet can be followed up to the final decay which ends350
when the longest transient in the packet will die out. The only non randomly selected wave351
is the orthogonal wave with wave-number k which is introduced at the initial instant. The352
triggering of the packet is imagined as associated to the excitation at a certain instant of an353
orthogonal wave. This because: (i) in all the laboratory and numerical images representing354
spots in the Couette, boundary layer and plane Poiseuille flows the back part of the spot always355
contains evidence of wave crests and valley parallel to the basic stream-wise direction (see,356
among many others, [37, 43, 44]; (ii) the orthogonal waves, even if asymptotically always357
stable, very often presents very large transient growth. And when this is does not happen, as358
at very low subcritical Reynolds numbers, they in any case are the least stable waves.359
Furthermore, the overall transient length is maximum for the orthogonal waves, which360
differently from all the other waves, are not travelling waves. In fact, it is important to recall361
that they are standing waves (the angular frequency ω and the phase speed are identically362
zero) though transiently growing or decaying. See the film ChannelStandingWave.avi in363
the Supplementary Material uploaded in the NJP online repository.364
The longitudinal wave has the largest phase speed while the oblique waves show a cosine365
variation of the phase speed with the obliquity angle (see figure 13). Thus, when considering366
the path covered by the fan of perturbation crests in a given time interval, it can be deduced367
that the visible borders of the spot pattern must be roughly heart shaped (see, for instance,368
[37, 36, 27]).369
The formation and evolution of two spots in the Poiseuille flow, and one in the wake, can370
be seen in figures 9, 10, 11.371
The fact that the subcritical spot in the wake forms in a very residual way, when all372
the waves in the packet are close to die out, may explain why they were not yet seen in the373
laboratory. Our visualization can be compared with many images in literature, see e.g. [27]374
Fig. 2(d - e - f), [15] Fig. 2b, [31] Fig. 4a, [36] Fig. 4, [33] Fig. 6, [37] Fig. 6a, [44]375
Fig. 3a, [46] Fig. 6a. All the spot images cited are laboratory or Navier-Stokes DNS, where376
the nonlinear effects are included, but the linear DNS image by [15]. One may notice a good377
qualitative comparison between our results and the others in literature. It should be considered378
that our spots (see also in the online Supplementary Material the films channel 50fps.avi379
and wake 50fps.avi) are young and may represent only the beginning of the transient lives.380
It should be recalled that to obtain an efficient determination of the perturbation solution an381
adaptive technique must be implemented. To produce the film, all the 186 waves used to build382
the spots must be summed up from the instant each of them enters the system. To compute the383
sum all the waves must be interpolated on the same regular time steps. The film production384
is thus very long and cumbersome. We have produced at the moment 40 time scales. On385
the contrary, visualizations in literature usually show rather old spot, i.e. pattern hundred of386
time scales old. Furthermore, in our visualization, the nonlinear coupling is missing. This387
circumvents the formation of the wiggles due to the coupling of the oblique and longitudinal388
waves with the orthogonal one. These wiggles are always observed in the spot forward parts389
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in the laboratory and nonlinear simulation visualizations.390
5. Some information on the asymptotic behaviour of the dispersion relation391
In this section we describe the distribution of the frequency and phase velocity of longitudinal392
and transversal waves in correspondence to the settlement of the asymptotic condition. As393
mentioned in Section 2, this condition can be considered reached when both the temporal394
growth rate, r, and the angular frequency, ω, approach a constant value. It should be noted395
that in all the cases we observed, the frequency settles before the growth rate.396
5.1. Frequency spectral distribution of longitudinal waves397
The frequency determination can be validated through the comparison of the temporal398
asymptotic behaviour obtained by means of the initial-value analysis with other theoretical399
and experimental data in literature. To our knowledge, this data collection, unfortunately,400
does not contain information on three-dimensional perturbations. Indeed, the normal mode401
theory is quite restricted to longitudinal perturbations. For the channel we refer to the available402
results in [47, 48, 49], for the wake, to the results in [22, 50, 51]. The asymptotic frequency403
dependence on the wavenumber is presented in spectral form in Fig. 12. We observe a good404
agreement between the different literature data and the present results. It should be noted that405
this is much so for long waves, the most unstable ones [52]. Indeed, these perturbations are406
those easily observed in the laboratory, even if, usually in their nonlinear regime. We see that407
although experimental results are affected by the nonlinear interaction, the agreement between408
laboratory data and linear IVP analysis is very good. It has been shown [53] that nonlinear409
terms limit the amplitude of the wave packet, leaving unaffected its frequency, see also the410
laboratory and normal mode data comparison in [50, 54]. This good data agreement validates411
the use of linear stability analysis to predict the frequency transient and asymptotic behaviour.412
Figure 12 presents an extended spectral dependence of the frequency, ω, on the polar413
wavenumber, k (a log-log scale is adopted). In fact, it contains more than two decades of414
wavenumbers (k ∈ [0.5, 100]), which is uncommon in literature. For longitudinal waves415
(k = α), see Fig. 1 a, and large enough wavenumber values (about k > 2) we observe416
that ω = k (see red curves in Fig. 12), for both the base flows and the configurations here417
considered (Re = 500, 10000 for the plane channel flow, Re = 50, 100 for the plane wake418
flow). This means that the behaviour is non-dispersive. For smaller wavenumbers, instead, c419
is a complicated function of k and the behaviour becomes dispersive. The transition between420
dispersive and non-dispersive behaviour is highlighted in Fig. 12, where sudden variations421
of the spectral frequency distribution, ω(k), occur in the surroundings of k = 2. Jumps in422
the asymptotic spectral distribution are more marked for the channel flow (panels (a) and (c))423
rather than for the wake flow (panels (b) and (d)). The transition between dispersive and424
non-dispersive regions is even more evident if one considers the spectral distribution of the425
amplitude of the phase velocity, |C(k)|, as shown in Fig. 13 of the next Section.426
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Figure 9. Poiseuille flow, Re = 1500. Spot formation. Stochastic superposition of 186
waves in a temporal building window lasting 10 times scales, see text above. The Reynolds
number is 1500, the wave-number central value is 1.4 ± 0.2 . The stream-wise velocity, u, is
visualized in the physical plane (x,z) at different temporal instants and at the transversal point,
y0 = 0.5. The visualization is made taking about 157 points over the shortest wavelength
(k=1.6) and 239 temporal intervals over the shortest temporal period (ω = 1.05). Please, see
also the associated film channel 50fps.avi, included in the online Supplementary Material.
By observing the film, we have measured an average velocity for the spot center nearly equal to
0.6 speed units. This is very close to the Carlson et al. result at Re=1000 [36]: the front of the
spot moves with a propagation velocity of about O.6U , while the rear moves at a propagation
velocity of 0.34U (U is the mean speed in the channel center).
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Figure 10. Spot formation in the channel flow. Everything is as described in the caption of
the previous figure but the temporal building window which here lasts 40 times scales. The
superposed waves are the one with respect to the other statistically less in phase. This produces
a more complex pattern where the onset of multiple spots can be observed
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Figure 11. Plane wake flow, Re = 30, x0 = 50. Spot formation. Stochastic superposition
of 183 waves in a temporal building window lasting 10 times scales, see text above. The
Reynolds number is 30, which is subcritical, the wave-number central value is 1.5± 0.2. The
section of the wake here considered is placed 50 scale units downstream the body. The stream-
wise velocity, u, is visualized in the physical plane (x, z) at different temporal instants and at
a transversal position y0 equal to 1. The visualization is made taking about 148 points over the
shortest wavelength (k = 1.7) and 173 temporal intervals over the shortest temporal period
(ω = 1.45). Here, the spot forms later than in the channel case. The orthogonal wave does
not have a transient growth, but is the least stable. It takes a certain time lag to overcame in
amplitude the other waves. When this happens the spot is visible. However, it is very residual
in intensity. Please, confer the intensity of the channel spots and consider that the legend aside
each panel in these visualizations is renormalized on the instantaneous maximum value of the
stream-wise velocity. Please, see the film wake 50fps.avi, which is included in the online
Supplementary Material.
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Figure 12. Spectrum in the wavenumber space of the asymptotic frequency for a collection
of longitudinal waves (φ = 0). The plane channel flow is on the left (Re = 500 top panel,
Re = 10000 bottom panel), the bluff body plane wake is on the right (Re = 50 and x0 = 10
top panel, Re = 100 and x0 = 50 bottom panel). The observation transversal points are
y0 = 1 and y0 = 0.5 for the wake and channel flows, respectively. Symmetric initial
conditions are indicated by blue squares. The data in this figure are compared to the available
laboratory and theoretical data where frequencies are associated to specific wavenumber
values, see legend (references [47, 48, 49, 22, 50, 51]).
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Figure 13. Asymptotic frequency, ω, and phase speed module, |C|, as functions of the angle
of obliquity, φ, and of the perturbation wavelength. (a) channel flow Re = 10000, symmetric
initial conditions, k = 1, 60, (b) wake flow,Re = 100, symmetric initial conditions, k = 1, 60.
In panels (c)-(d) the asymptotic spectral distribution of the phase velocity module is presented
for three angles of obliquity (φ = 0, pi/4, pi/2) and 0.5 < k < 100. (c) channel flow,
Re = 10000, symmetric initial conditions; (d) wake flow, Re = 100, symmetric initial
conditions. The observation points are y0 = 1 and x0 = 50 for the wake, and y0 = 0.5
for channel flow.
5.2. Frequency and phase speed for oblique perturbations427
In Fig. 13(a)-(b) the frequency, ω, and the module of the phase velocity, |C|, are reported428
as functions of the obliquity angle, φ, for two different polar wavenumbers, k. For both the429
flows, the ordinate axis on the left represents the frequency, ω, while the one on the right, the430
module of the phase velocity, |C|. We verified that for short waves431
ω = k c cos(φ), (7)432
where |C| = c cos(φ) is the module of the phase velocity. For longer waves (k < 1.5 for the433
wake, k < 2 for the channel flow), we observe that c(k) is highly dependent on k and on the434
basic flow. Thus,435
ω = k c(k) cos(φ), (8)436
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and the phase velocity vector, C, has components437
Cx = c(k) cos
2(φ), Cz = c(k) cos(φ) sin(φ), (9)438
In Fig. 13(c)-(d), the module, |C|, is shown both for the channel and wake flows as a439
function of k for three different angles of obliquity. Non-orthogonal long waves are dispersive440
as the shape of c(k) strongly depends on k. It should be also noticed that the dispersion higly441
depends on the base flow considered. In fact, the phase speed variation in the wall flow is442
opposite to that in the free flow. For shorter waves, |C| approaches a constant value which443
only depends on the angle of obliquity, φ.444
6. Conclusions445
This study presents a newly observed phenomenology relevant to shear flows perturbation446
waves. In two different archetypical shear flows, the plane channel and the plane wake flows,447
and for two Reynolds numbers (500 and 10000 in the channel, 50 and 100 in the wake), we448
yield empirical evidence that transient solutions of travelling waves at any wave number inside449
the range k ∈ [0.5, 100], and any obliquity angle have a tripartite structure. This is composed450
by an early, an intermediate and a long term. This last starts when the asymptotic exponential451
behaviour is reached.452
The claim on the tripartite structure of the temporal evolution of travelling waves is453
based on the observation of frequency jumps inside the transients. The jumps split in two454
the life of the waves antecedent the attainment of the exponential asymptote: a first part,455
the early transient, which is heavily dependent on the initial condition, and a second much456
longer part, the intermediate transient, which appears as a kind of intermediate asymptotics.457
On the basis of the fact that scaling comes on a stage when the influence of fine details of458
the initial condition disappears but the system is still far from ultimate equilibrium state, we459
advance the hypothesis that the intermediate term we observe, either in case of unstable or460
stable waves, should be nearly self-similar. In particular, we suppose to be in presence of a461
self-similarity of the second kind because we don’t think that dimensional analysis in these462
systems is sufficient for establishing self-similarity and scaling variables. Of course, this issue463
needs to be carefully considered and analyzed in future dedicated studies.464
The jumps appear in the evolution after many basic flow eddy turn over times have465
elapsed. The duration of the early term is typically not larger than about the 10% of the466
global transient length. As a consequence, since after the intermediate term perturbations467
die out or blowup, the mid-term can be considered as the most probable state in the life of a468
perturbation.469
In general, frequency jumps are preceded by a modulation of the frequency value470
observed in the early transient and followed by higher or lower values with a modulation471
that progressively extinguishes as the asymptotic state is approached. The only waves which472
do not show frequency discontinuities are the orthogonal waves. These do not propagate and,473
in subcritical situations, are asymptotically the least stable.474
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Jumps in the frequency induce temporal acceleration or deceleration in the propagation475
speed of a perturbation wave. This could have an influence on the smoothness of the mean476
phase speed of a group of waves, in particular of the waves in the spots commonly observed477
in transitional wall flows. For instance, in case the field contain multiple spots in various478
phases of their lives, frequency jumps could promote their interaction because acceleration-479
retardation of nearby ones can get them closer.480
In both the channel and the wake flow, we tried to simulate the formation of a wave481
packet centered around a given wave-number value. This was carried out by superposing482
about an observation point quite a large number of three dimensional perturbation waves. The483
waves are not in phase because they enter stochastically the system in a temporal building484
window which lasts many eddy turn over times. At the initial instant, the superposition485
starts with an orthogonal wave. The assumption here is that the sum of a large set of three-486
dimensional perturbations, in a narrow range of wave-numbers and sufficiently out of phase,487
is an acceptable approximation of a general localized three dimensional small perturbation.488
In both flow cases, the linear initial stage of a typical spot formation characterized by489
longitudinal streaks was observed. In the subcritical channel flow (Re = 1500) the spot490
intensity is growing quickly due to the contribution coming from the transient growth of491
the orthogonal wave. Instead, in the subcritical wake (Re = 30), the spot forms in a very492
residual way when all the waves in the packet are close to die out and the contribution from493
the orthogonal one (the least stable) is eventually prevailing. This can explain why spots in494
the wake will hardly enter the nonlinear stage and are not seen in the laboratory.495
The investigation of the dispersion relation in the asymptotic regime reveals that long496
waves, both longitudinal and oblique, with a wavenumber below 2 in the channel flow and497
1.5 in the wake flow, present a dispersive behaviour. If, inside a spot, the wavenumber is498
distributed in a narrow but finite range inside the dispersion region, in the long term the499
longest wave will propagate in a different way than the shortest one. This can explain the spot500
spatial growth.501
Acknowledgments502
The authors thank Ka-Kit Tung, William O. Criminale, Miguel Onorato and Davide Proment503
for fruitful discussions on the results presented in this work.504
Appendix A. Initial-value problem formulation505
The base flow system is perturbed with small three-dimensional disturbances. The perturbed506
system can be linearized and the continuity and Navier-Stokes equations describing its spatio-507
temporal evolution can be expressed as:508
∂u˜
∂x
+
∂v˜
∂y
+
∂w˜
∂z
= 0, (10)
509
∂u˜
∂t
+ U
∂u˜
∂x
+ v˜
dU
dy
+
∂p˜
∂x
=
1
Re
∇2u˜, (11)
510
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∂v˜
∂t
+ U
∂v˜
∂x
+
∂p˜
∂y
=
1
Re
∇2v˜, (12)
511
∂w˜
∂t
+ U
∂w˜
∂x
+
∂p˜
∂z
=
1
Re
∇2w˜ (13)512
where (u˜(x, y, z, t), v˜(x, y, z, t), w˜(x, y, z, t)) and p˜(x, y, z, t) are the perturbation velocity513
and pressure, respectively. U and dU/dy indicate the base flow profile (under the near-514
parallelism assumption) and its first derivative in the shear direction, respectively. For the515
channel flow, the independent spatial variable, z, is defined from −∞ to +∞, the x variable516
from −∞ to +∞, and the y from −1 to 1. For the plane wake flow, z is defined from −∞517
to +∞, x from 0 to +∞, and y from −∞ to +∞. All the physical quantities are normalized518
with respect to a typical velocity (the free stream velocity, Uf , and the centerline velocity, U0,519
for the 2D plane wake and the plane Poiseuille flow, respectively), a characteristic length scale520
(the body diameter, D, and the channel half-width, h, for the 2D plane wake and the plane521
Poiseuille flow, respectively), and the reference density, ρ0.522
The plane channel flow is homogeneous in the x direction and is represented by the523
Poiseuille solution, U(y) = 1− y2. Assuming that the bluff-body plane wake slowly evolves524
in the streamwise direction, the base flow is approximated at each longitudinal station past525
the body, x0, by using the first orders (n = 0, 1) of the Navier-Stokes expansion solutions526
described in [55]. Under this approximation, U(y;x0, Re) = 1−ax−1/20 exp
(
−Re
4
y2
x0
)
, where527
a is related to the drag coefficient.528
By combining equations (10) to (13) to eliminate the pressure terms, the perturbed529
system can be expressed in terms of velocity and vorticity [12]. A two-dimensional Fourier530
transform is then performed in the x and z directions for perturbations in the channel flow.531
Two real wavenumbers, α and γ, are introduced along the x and z coordinates, respectively. A532
combined two-dimensional Laplace-Fourier decomposition is instead performed for the wake533
flow in the x and z directions. In this case, a complex wavenumber, α = αr+iαi, is introduced534
along the x coordinate, as well as a real wavenumber, γ, along the z coordinate. To obtain a535
finite perturbation kinetic energy, the imaginary part, αi, of the Laplace transformed complex536
longitudinal wavenumber can only assume non-negative values and can thus be defined as a537
spatial damping rate in the streamwise direction. Here, for the sake of simplicity, we have538
αi = 0, therefore α = αr. The following governing partial differential equations are thus539
obtained540
∂2vˆ
∂y2
− k2vˆ = Γˆ, (14)
∂Γˆ
∂t
= − ik cos(φ)U Γˆ + ik cos(φ)d
2U
dy2
vˆ +
1
Re
(
∂2Γˆ
∂y2
− k2Γˆ
)
, (15)
∂ωˆy
∂t
= − ik cos(φ)Uωˆy − ik sin(φ)dU
dy
vˆ +
1
Re
(
∂2ωˆy
∂y2
− k2ωˆy
)
, (16)
where the superscript ∧ indicates the transformed perturbation quantities. The quantity Γˆ is541
defined through the kinematic relation Γ˜ = ∂ω˜z/∂x − ∂ω˜x/∂z that in the physical plane542
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links the perturbation vorticity components in the x and z directions (ω˜x and ω˜z) and the543
perturbed velocity field (v˜), φ = tan−1(γ/α) is the perturbation obliquity angle with respect544
to the x-y plane, k is the polar wavenumber, α = k cos(φ), γ = k sin(φ) are the wavenumber545
components in the x and z directions, respectively, see Fig.1.546
Unlike traditional methods where travelling wave normal modes are assumed as547
solutions, we follow [39] and use arbitrary initial specifications without having to resort548
to eigenfunction expansions, for more details see Section 2.1. For any initial small-549
amplitude three-dimensional disturbance, this approach allows the determination of the full550
temporal behaviour, including both early-time and intermediate transients and the long-551
time asymptotics. Among all the possible inputs, we focus on arbitrary symmetric and552
antisymmetric initial conditions distributed over the whole shear region.553
The transversal vorticity ωˆy(y, t) is initially taken equal to zero to highlight the three-554
dimensionality net contribution on its temporal evolution (see [56, 39], to consider the effects555
of non-zero initial transversal vorticity). Therefore, initial conditions can be shaped in terms556
of the transversal velocity (see thin curves in Fig. 1b and 1c), as follow:557
Channel flow: vˆ(y, t = 0) = (1− y2)2, vˆ(y, t = 0) = y(1− y2)2,
Wake flow: vˆ(y, t = 0) = exp(−y2) cos(y), vˆ(y, t = 0) = exp(−y2) sin(y).
For the channel flow no-slip and impermeability boundary conditions are imposed, while for558
the wake flow uniformity at infinity and finiteness of the energy are imposed.559
Equations (14)-(16) are numerically solved by the method of lines: the equations are560
first discretized in the spatial domain using a second-order finite difference scheme, and then561
integrated in time. For the temporal integration we use an adaptative one-step solver, the562
Bogacki-Shampine method [57], which is an explicit RungeKutta method of order three using563
approximately three function evaluations per step. It has an embedded second-order method564
which can be used to implement adaptive step size. This method is implemented in the ode23565
Matlab function [58] and is a good compromise between nonstiff solvers, which give a higher566
order of accuracy, and stiff solvers, which can in general be more efficient.567
Appendix B. Frequency jumps: details on the phase and velocity field568
Details on the velocity, phase and frequency evolution in the surrounding of a frequency jump569
Here, we give further details on the transient evolutions. In particular, we focus on the570
surroundings of the frequency jumps and on the phase evolution.571
With reference to the Fig. 4, we show in the following figures enlarged views of the572
time intervals where jumps occur. The different values of frequency in the early transient573
(ωt = 7.95) and in the asymptotic state (ωa = 10.30) displayed in Fig. 14a for the channel flow574
are caused by an abrupt temporal variation of the phase (see Fig. 14c-d for the wrapped and575
unwrapped wave phases temporal evolution). Two distinct temporal periods, Tt and Ta, are576
shown in Fig. 14b, by highlighting the real (or imaginary) part of the perturbation transversal577
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Figure 14. Channel flow, Re = 10000, k = 15, symmetric initial condition, φ = pi/4,
observed at y0 = 0.5, a distance from the wall 1/4 of the channel width. (a) Frequency
temporal evolution: ωt is the value in the early transient while ωa is the asymptotic one. (b)
Perturbation transversal velocity vˆ (real and imaginary parts). Temporal periods (Tt: transient
value, Ta: asymptotic value). (c) Wrapped wave phase, θw(t). (d) Unwrapped wave phase,
θ(t). For a visualization of the wave solution, see the film ChannelFrequency.avi in the
Supplementary Material.
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Figure 15. Plane wake flow, Re = 100, k = 0.7, symmetric initial condition, φ = pi/4,
observed at x0 = 50 and y0 = 1. (a) Temporal frequency evolution: ωt is the value in the
early transient, ωa is the asymptotic value. (b) Perturbation transversal velocity vˆ (real and
imaginary parts) near the frequency jump highlighted in the panel (a) by the red rectangle. (c)-
(d) Wrapped, θw(t), and unwrapped, θ(t), wave phase in the surroundings of the jump. For
a visualization of this wave solution, see the film WakeFrequency.avi in the Supplementary
Material.
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Figure 16. Angular frequency, ω, computed at different transversal observation points, y0. (a)
Channel flow, Re = 10000, k = 15, symmetric initial condition, φ = pi/4. (b) Wake flow,
Re = 100, k = 0.7, antisymmetric initial condition, φ = 0, x0 = 50 diameters downstream
the body.
velocity, vˆ, at a fixed spatial point, y0 = 0.5. The discontinuity separates the early time578
interval where the transient period is Tt = 0.79 (ωt = 7.95), from the time interval where the579
final asymptotic period, Ta = 0.61 (ωt = 10.3), is reached.580
Frequency discontinuity is found for the wake too, see Fig. 15, where panels b-d refer581
to the time interval highlighted in red in panel a. The sudden variation of the frequency is582
due to the phase change, described in panels (c) and (d). Here again, the temporal region583
where the frequency jumps appear separates the early transient, where the period is Tt = 15584
(ωt = 0.42), from the intermediate transient at the end of which the asymptotic period,585
Ta = 13.6 (ωa = 0.46), is obtained.586
Influence of the transversal position where the transient is analyzed587
In Fig. 16, we show the frequency transient as observed at different transversal points y0,588
for the channel flow (panel a) and the wake (panel b). The points, y0, are chosen in the high589
shear region. We consider y0 ranging from 0.2 to 0.6 in the channel, and from 0.5 to 1.5 in590
the wake. By varying y0, the asymptotic values of the frequency remain unaltered, while its591
transient dynamics can change. This behaviour is more evident for the channel flow case (see592
panel a). However, for both base flows, the presence of the frequency discontinuity is not593
affected by the specific choice of y0.594
References595
[1] Kelvin Lord 1887 a Rectilinear motion of viscous fluid between two parallel plates Math and Phys. Papers596
4 321-330597
[2] Kelvin Lord 1887 b Broad river flowing down an inclined plane bed Math. and Phys. Papers 4 330-337598
[3] Orr W M’F 1907 a The stability or instability of the steady motions of a perfect liquid and a viscous liquid.599
Part I Proc. R. Irish. Acad. 27 9-68600
CONTENTS 30
[4] Orr W M’F 1907 b The stability or instability of the steady motions of a perfect liquid and a viscous liquid.601
Part II Proc. R. Irish. Acad. 27 69-138602
[5] Schmid P J and Henningson D S 2001 Stability and Transition in Shear Flows (Springer)603
[6] Criminale W O, Jackson T L and Joslin R D 2003 Theory and Computation in Hydrodynamic Stability604
(Cambridge University Press)605
[7] Sommerfeld A 1908 Ein beitraz zur hydrodynamischen erklaerung der turbulenten fluessigkeitsbewegun-606
gen Proc. Fourth Inter. Congr. Matematicians, Rome, 116-124607
[8] Taylor G I 1923 Stability of a Viscous Liquid Contained between Two Rotating Cylinders Phil. Trans. R.608
Soc. Lond. A 223 289-343609
[9] Butler K M and Farrell B F 1992 Three-dimensional optimal perturbations in viscous shear flow Phys.610
Fluids A 4 (8) 1637-1650611
[10] Bergstro¨m L. B. 2005 Nonmodal growth of three-dimensional disturbances on plane Couette-Poiseuille612
flows Phys. Fluids 17 014105613
[11] Gustavsson L H 1991 Energy growth of three-dimensional disturbances in plane Poiseuille flow J. Fluid614
Mech. 224 241-260615
[12] Criminale W O and Drazin P G 1990 The evolution of linearized perturbations of parallel shear flows Stud.616
Applied Math. 83 123-157617
[13] Reddy S C and Henningson D S 1993 Energy growth in viscous channel flows J. Fluid Mech. 252 209-238618
[14] Biau D and Bottaro A 2009 An optimal path to transition in a duct Phil. Trans. R. Soc. A 367 529-544619
[15] Henningson D S, Lundbladh A and Johansson A V 1993 A mechanism for bypass transition from localized620
disturbances in wall-bounded shear flows J. Fluid Mech. 250 169-207621
[16] Lasseigne D G, Joslin R D, Jackson T L and Criminale W O 1999 The transient period for boundary layer622
disturbances J. Fluid Mech. 381 89-119623
[17] Luchini P 1996 Reynolds-number-independent instability of the boundary layer over a flat surface J. Fluid624
Mech. 327 101-115625
[18] Drazin P G 2002 Introduction to hydrodynamic stability (Cambridge, Cambridge University Press)626
[19] Faisst H and Eckhardt B 2003 Traveling waves in pipe flow Phys. Rev. Lett. 91 224502627
[20] Hof B, van Doorne C W H, Westerweel J, Nieuwstadt F T M, Faisst H, Eckhardt B, Wedin H, Kerswell628
R R and Waleffe F 2004 Experimental observation of nonlinear traveling waves in turbulent pipe flow629
Science 305 1594-1598630
[21] Duguet Y, Brandt L and Larsson B R J 2010 Towards minimal perturbations in transitional plane Couette631
flow Phys. Rev. E 82 026316632
[22] Williamson C H K 1989 Oblique and parallel modes of vortex shedding in the wake of a circular cylinder633
at low Reynolds numbers J. Fluid Mech. 206 579-627634
[23] Strykowski P J and Sreenivasan K R 1990 On the formation and suppression of vortex shedding at low635
Reynolds numbers J. Fluid Mech. 218 71-107636
[24] Marais C, Godoy-Diana R, Barkley D, Wesfreid J E 2011 Convective instability in inhomogeneous media:637
Impulse response in the subcritical cylinder wake Phys. Fluids 23 014104638
[25] Swanson K L 2002 Dynamical aspects of extratropical tropospheric low-frequency variability J. Climate639
15 2145-2162640
[26] Nakamura H, Nakamura M and Anderson J L 1997 The role of high- and low-frequency dynamics in641
blocking formation Mon. Weather Rev. 125 2074-2093642
[27] Daviaud F, Hegseth J, Berge´ P 1992 Subcritical Transition to Turbulence in Plane Couette Flow Phys. Rev.643
Lett. 69 25112514644
[28] Barkley D and Tuckermann L S 2005 Computational Study of Turbulent Laminar Patterns in Couette Flow645
Phys. Rev. Lett. 94 014502646
[29] Prigent A, Gre´goire G, Chate´ H, Dauchot O and van Saarloos W 2002 Large-Scale Finite-Wavelength647
Instability within Turbulent Shear Flow Phys. Rev. Lett. 89, 014501648
[30] Bottin S, Daviaud F, Manneville P and Dauchot O 1998 Discontinuous transition to spatiotemporal649
intermittency in plane Couette flow Europhys. Lett. 43 171650
[31] Duguet Y, Schlatter P and Henningson D S 2010 Formation of turbulent patterns near the onset of transition651
CONTENTS 31
in plane Couette flow, J. Fluid Mech., 650, 119-129.652
[32] Lundbladh A and Johansson A V 1991 Direct simulation of turbulent spots in plane Couette flow J. Fluid653
Mech., 229 499-516654
[33] Dauchot O and Daviaud F 1995 Streamwise vortices in plane Couette flow Phys. Fluids 7 901655
[34] Tillmark N 1995 On the Spreading Mechanisms of a Turbulent Spot in Plane Couette Flow Europhys. Lett.656
32 6657
[35] Henningson D S and Alfredsson P H 1987 The wave structure of turbulent spots in plane Poiseuille flow J.658
Fluid Mech. 178 405-421659
[36] Carlson D R, Widnall S E and Peeters M F 1982 A flow-visualization study of transition in plane Poiseuille660
flow J. Fluid Mech. 121 487-505661
[37] Cantwell B, Coles D and Dimotakis P 1978 Structure and entrainment in the plane of symmetry of a662
turbulent spot J. Fluid Mech. 71 641-672663
[38] Alavyoon F, Henningson D S and Alfredsson P H 1986 Turbulent spots in plane Poiseuille flowflow664
visualization Phys. Fluids 29 1328665
[39] Criminale W O, Jackson T L, Lasseigne D G and Joslin R D 1997 Perturbation dynamics in viscous channel666
flows J. Fluid Mech. 339 55-75667
[40] Salwen H and Grosch C E 1981 The continuous spectrum of the Orr-Sommerfeld equation. Part 2.668
Eigenfunction expansions J. Fluid Mech. 104 445-465669
[41] Scarsoglio S, Tordella D and Criminale W O 2009 An Exploratory Analysis of the Transient and Long-670
Term Behavior of Small Three-Dimensional Perturbations in the Circular Cylinder Wake Stud. Applied671
Math. 123 153-173672
[42] Barenblatt G I 1996 Scaling, Self-similarity, and Intermediate Asymptotics (Cambridge, Cambridge673
University Press)674
[43] Gad-El-Hak M, Blackwelderf R F and Riley J J 1981 On the growth of turbulent regions in laminar675
boundary layers J. Fluid Mech. 110 73-95676
[44] Hegseth J J, 1996 Turbulent spots in plane Couette flow Phys. Rev. E 54 4915677
[45] Klebanoff P S, Tidstrom K D and Sargent L M 1981 The three-dimensional nature of boundary-layer678
instability J. Fluid Mech. 12 1–34679
[46] Tsukahara T, Tillmark N and Alfredsson P H 2010 Flow regimes in a plane Couette flow with system680
rotation J. Fluid Mech. 648 5–33681
[47] Nishioka M, Iida S and Ichikawa Y 1975 An experimental investigation of the stability of plane Poiseuille682
flow J. Fluid Mech. 72 731-751683
[48] Ito N 1974 Trans. Japan Soc. Aero. Space Sci. 17 65684
[49] Asai M and Floryan J M 2006 Experiments on the linear instability of flow in a wavy channel Eur. J. Mech.685
B/Fluids 25 971-986686
[50] Tordella D, Scarsoglio S and Belan M 2006 A synthetic perturbative hypothesis for multiscale analysis of687
convective wake instability Phys. Fluids 18 (5) 054105688
[51] Scarsoglio S, Tordella D and Criminale W O 2009 Linear generation of multiple time scales by 3D unstable689
perturbations Springer Proceedings in Physics Advances in Turbulence XII 132 155-158690
[52] Scarsoglio S, Tordella D and Criminale W O 2010 Role of long waves in the stability of the plane wake691
Phys. Rev. E 81 036326692
[53] Delbende I and Chomaz J M 1998 Nonlinear convective/absolute instabilities in parallel two-dimensional693
wakes Phys. Fluids 10 2724-2736694
[54] Belan M and Tordella D 2006 Convective instability in wake intermediate asymptotics J. Fluid Mech. 552695
127-136696
[55] Tordella D and Belan M 2003 A new matched asymptotic expansion for the intermediate and far flow697
behind a finite body Phys. Fluids 15 1897-1906698
[56] Scarsoglio S 2008 Hydrodynamic linear stability of the two-dimensional bluff-body wake through modal699
analysis and initial-value problem formulation PhD Thesis Politecnico di Torino700
[57] Bogacki P and Shampine L F 1989 A 3(2) pair of Runge-Kutta formulas Appl. Math. Lett. 2 1-9701
[58] Shampine L F and Reichelt M W 1997 The MATLAB ODE Suite SIAM J. Sci. Comput. 18 1-22702
