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Abstract
The Diapycnal and Isopycnal Mixing Experiment in the Southern Ocean (DIMES) in-
cludes a tracer release experiment and microstructure programme with the aims of diag-
nosing the strength and variability of mixing in the Southern Ocean. Here numerical mod-
els are used to advect and diffuse a tracer in the Antarctic Circumpolar Current, beginning
in the Southeast Pacific and progressing through Drake Passage, and model outputs are
then compared with observations from the DIMES tracer. The prescribed diapycnal dif-
fusivity fields within the models are varied between different model runs, and the model
parameters are optimised using a cost function to give the best fit to the observations. A
simple 2D model with dimensions of along-stream distance and depth yields estimates
for diapycnal diffusivity of 1.69 ± 0.05 × 10−5 m2 s−1 in the Southeast Pacific west of
67◦W, and 3.3 ± 0.4 × 10−4 m2 s−1 in Drake Passage between 67◦W and 58◦W at the
27.9 kgm−3 neutral density surface onto which the tracer was released. A more complex
3D model using an offline version of the MITgcm with time-evolving observation-based
velocities from the SatGEM product yields similar estimates of 2.5± 0.1× 10−5 m2 s−1
and 3.5± 0.5× 10−4 m2 s−1 for the Pacific and Drake Passage, respectively.
Point microstructure dissipation measurements collected as part of DIMES are used to
construct three-dimensional diffusivity fields which are then used in conjunction with the
3D model to test whether the mixing rates inferred from microstructure and the tracer
measurements are consistent with one another. Good agreement is found in the Southeast
Pacific, but in Drake Passage, where both topography and current field becomes more
heterogeneous, the microstructure estimates are 5 times too low to account for the time
and spatially averaged mixing implied by the tracer. By contrast, model diffusivities con-
structed using predicted rates of lee wave generation from modified linear theory predict
the along-stream variation in tracer vertical profile widths reasonably well throughout the
model domain, but do not capture the across-stream variation.
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Chapter 1
Introduction
1.1 Motivation
The meridional overturning circulation (MOC) of the global ocean plays an important
role in the Earth’s climate, and the understanding of the processes that drive it is therefore
crucial to our ability to predict how the climate will respond under changing conditions.
The MOC is responsible for the transport of up to 5 petawatts of heat meridionally, and
mediates the exchange of climatically important gases such as carbon dioxide between
the ocean and the atmosphere (Trenberth and Caron, 2001; Rahmstorf, 2002). Diapycnal
mixing is a process central to the overturning, as it allows dense, deep waters created at
high latitudes to be returned to mid-depths in the ocean (Munk and Wunsch, 1998; Mar-
shall and Speer, 2012). However, the mixing is not well represented in general circulation
models, and this shortcoming contributes significantly to explaining the divergence in be-
haviour between these models (Ferrari and Wunsch, 2009). Over the past two decades,
field campaigns aimed at measuring diapycnal diffusivities in the ocean have found its
distribution to be very inhomogeneous, with enhanced mixing observed in specific loca-
tions near rough topography (e.g. Polzin et al., 1997; Ledwell et al., 2000; St. Laurent
et al., 2001), and in particular that significant mixing takes place in certain regions of the
Southern Ocean (e.g. Naveira Garabato et al., 2004; Waterman et al., 2013). Such studies
have made use of finestructure and microstructure measurements, which rely on certain
assumptions to arrive at estimates of mixing (see section 1.3). This thesis makes use of
a direct measurement of mixing obtained through a tracer release experiment which was
conducted as part of the Diapycnal and Isopycnal Mixing Experiment in the Southern
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Ocean (DIMES, see section 2.1), combined with numerical models to study the strength
and distribution of diapycnal mixing in and around the Drake Passage region of the South-
ern Ocean in order to advance our understanding of this important physical process.
1.2 Diapycnal mixing and the overturning circulation
1.2.1 Closing the circulation
The MOC transports heat, carbon and nutrients around the globe and regulates their stor-
age in the deep ocean by providing a link with the atmosphere (Rahmstorf, 2002). Cold,
dense water created near the poles due to cooling at the surface by the winds and brine re-
jection from sea ice formation sinks to great depths in these regions, and must eventually
return to the surface in order to ‘close’ the global circulation (e.g. Munk, 1966; Marshall
and Schott, 1999; Hughes and Griffiths, 2006). In the absence of a compensating up-
welling of water, the ocean would fill up from the bottom with such waters, becoming
unstratified with a thin boundary layer at the surface (Sandstrom, 1908). One way this
return flow can be achieved is through diapycnal mixing (across density surfaces) of the
dense bottom water with less dense water from above. Such mixing occurs due to the
action of 3D small-scale turbulence, and is quantified in terms of an ‘eddy’ diffusivity Kz
(Gregg, 1987). Stommel and Arons (1960) proposed a model of the circulation in which
dense water produced in concentrated sources near Antarctica (Antarctic Bottom Water
or AABW) and in the North Atlantic (North Atlantic Deep Water or NADW) is brought
back to the surface uniformly across the ocean by diapycnal mixing which balances the
bottom water formation and thereby closes the overturning circulation.
1.2.2 Munk balance
Based on the theory of uniform upwelling across the whole ocean, Munk (1966) devel-
oped a model to estimate the diapycnal diffusivity required to balance the generation of
an estimated 25 Sverdrups (1 Sv = 106 m3s−1) of bottom water and maintain the abyssal
stratification. The one-dimensional equation for a tracer i in steady state is:
Kz
∂2Ci
∂z2
= w
∂Ci
∂z
+ J = 0 (1.1)
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where Ci(z) is the distribution of tracer with depth, w is the upwelling velocity and J
is a rate of production or loss. Munk fitted profiles of potential temperature and salinity
to analytical solutions of equation 1.1 with J = 0 to find an estimate for Kz/w, and
profiles of Carbon-14 to the full equation to find Kz/w2. Then solving for both, he
found Kz = 1.3 × 10−4 m2 s−1. This is several orders of magnitude larger than the
values of thermal diffusivity that are found in water due to molecular processes, typically
∼ 10−7m2s−1 (Gill, 1982). The implication is that the mixing in the ocean must be
dominated by turbulent, rather than molecular diffusion.
1.2.3 Localised mixing
In the years following Munk’s calculation, a number of efforts were made to measure
Kz in the ocean, and it was found in the interior to be around 10−5m2 s−1, an order of
magnitude smaller than predicted (e.g Ledwell and Watson, 1991; Ledwell et al., 1998;
Polzin et al., 1997, see section 1.4 for details). Early evidence from studies in lakes, fjords
and in the ocean had suggested a dependence of Kz on the buoyancy frequency N (Gar-
gett, 1984), but more recent work had found enhanced diffusivities near the bottom above
certain topography, settling back down to the ‘pelagic’ background rate a few hundred
metres above or a few kilometres away from it (e.g. Polzin et al., 1997; Rudnick et al.,
2003, see section 1.4.4). Munk and Wunsch (1998)’s revised picture was then presented
as Kz = 10−5m2 s−1 over most of the ocean, with the effects of enhanced mixing at the
boundaries being translated into the interior by along-isopycnal processes. It was noted by
Muller and Briscoe (2000) that, based on evidence at that time, boundary mixing probably
could not account for the required 10−4m2 s−1 of mixing in the pycnocline, unless mixing
‘hotspots’ had been missed by observations. Much work in the intervening period leading
up to the present day has gone into locating and sampling these hotspots, but it is now
generally accepted that while diapycnal mixing still must play a role in maintaining the
abyssal stratification and closing the overturning circulation, the picture is more complex
than was first thought.
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Figure 1.1: A schematic of the meridional overturning circulation (from Marshall and Speer,
2012). Background colours are zonally averaged oxygen concentrations. The jagged thin black
line is the approximate depth of the Mid-Atlantic Ridge and the Scotia Ridge. Buoyancy fluxes
are indicated by red (surface waters being made less dense) and blue (surface waters being made
denser) arrows above the box. The broad pattern of zonal surface wind stress (τ ) is indicated
by
⊙
(eastward) and
⊗
(westward). Isopycnal surfaces are plotted as white lines at 27 kgm−3,
27.6 kgm−3 and 28 kgm−3 (neutral density). The circulating arrows represent the zonally aver-
aged circulation.
1.2.4 A modern view of the MOC
Figure 1.1 shows a representation of the modern view of the MOC. The zonally averaged
circulation consists broadly of two counter-rotating cells, separated approximately by the
27.6 kgm−3 neutral density surface (Marshall and Speer, 2012). The upper cell is asso-
ciated with NADW, which flows south and upwells along the sloping isopycnals of the
Southern Ocean, then is driven north by an Ekman transport induced by westerly winds,
gains buoyancy due to heat and precipitation from the atmosphere, and finally is sub-
ducted and exported back northwards at intermediate depth. The lower cell is associated
with denser southward flowing deep water which upwells near Antarctica, loses buoyancy
due to cooling by the winds and brine rejection from ice formation, and becomes AABW
before returning north at depth (Rintoul, 2006). The adiabatic upwelling in the Southern
ocean is an important aspect of the circulation, since it constitutes an alternative route for
dense waters to return to the surface without the need for diabatic (diapycnal) mixing (see
section 1.2.5).
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1.2.5 Southern Ocean Dynamics
The Southern Ocean’s role in the global circulation is important for a number of rea-
sons. The Antarctic Circumpolar Current (ACC), which flows uninterrupted in an ap-
proximately eastward direction around Antarctica, links the other ocean basins, turning
the circulation into a global phenomenon (Rintoul, 2006). Carrying around 137Sv of wa-
ter through Drake Passage, where the flow is funnelled through a narrow gap between the
southern tip of South America and the Antarctic Peninsular, the transport of the ACC is
the largest in the ocean (Cunningham et al., 2003). The ACC flow is made up of a number
of fast meandering ‘jets’ associated with sharp cross-stream gradients (‘fronts’) in tem-
perature and salinity, which are able to penetrate all the way to the ocean floor because
the Southern Ocean is weakly stratified. The three main fronts are the Subantarctic Front,
the Polar Front, and the Southern ACC front (see figure 1.2). The weak stratification also
means that bottom topography has a stronger than average influence on the mean flow
(Ferrari and Wunsch, 2009).
A key element to the MOC picture is that while isopycnals are nearly flat across most of
the ocean, in the Southern Ocean they slope steeply and outcrop near Antarctica, provid-
ing an adiabatic route for dense water to return to the surface where it may gain buoyancy
through interactions with the atmosphere (e.g. Olbers et al., 2004; Olbers and Visbeck,
2005; Marshall and Speer, 2012). The tilt of the surfaces can be explained as the result
of a competition between processes. Strong westerly winds blowing over the ACC set up
an Ekman layer at the surface, the average direction of which is northwards due to the
action of the coriolis force in the southern hemisphere. This causes an upwelling of water
to the south of the ACC and a downwelling to the north of it, which in turn causes the
isopycnals to tilt. The resulting zonally averaged circulation is known as a ’Deacon cell’
(e.g. Toggweiler and Samuels, 1995; Speer et al., 2000). Buoyancy forcing at the surface
(increase to the north due to heating from the sun and decrease to the south due to ice
formation) also contributes to the tilt. The horizontal density gradient due to the tilt of the
isopycnals supports the current shear of the ACC known as the thermal wind (Marshall
and Speer, 2012).
The lack of a land boundary (i.e. the fact that Drake Passage is open) means that no
zonal pressure gradients can exist above the height of topography, and hence there is no
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Figure 1.2: A schematic showing the main currents in the Southern Ocean (from Rintoul, 2009)
north-south mean flow above topography and below the Ekman layer (Toggweiler and
Samuels, 1995). The southward transport along the sloping isopycnals of the Southern
Ocean is achieved through isopycnal stirring by eddies, which work against the wind-
driven equatorward transport, having a competing effect which tends to flatten isopycnals
(Speer et al., 2000). Isopycnal diffusivities, Kh, are orders of magnitude larger than Kz
because movement along isopycnals does not have to work against the density stratifica-
tion, and because the horizontal scale of the ocean is much larger than its vertical scale.
This aspect of the circulation means that diapycnal mixing only needs to bring the bottom
water to mid depths, and the Southern Ocean thus provides a link between the upper and
lower cells of the MOC (Rintoul, 2006). Geostrophic eddies have been shown to be very
important to the circulation in the Southern Ocean (e.g. Karsten et al., 2002). Naveira
Garabato et al. (2007) suggest that there exists a coupling between diapycnal mixing and
isopycnal mixing due to these eddies impinging on the sea floor topography.
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1.2.6 Energy and the overturning circulation
The sinking of high density fluid at the poles lowers the potential energy of the ocean
system, so the upwelling return flow therefore requires a source of energy. This energy
comes almost entirely in the form of kinetic energy from two main sources: the wind
and the tides, with a much smaller contribution from buoyancy forcing due to interactions
with the atmosphere (e.g. Munk and Wunsch, 1998; Wunsch and Ferrari, 2004). The en-
ergy input by the wind may be transferred to the circulation indirectly through large-scale
geostrophic motions over bottom topography (Munk and Wunsch, 1998) such as the ACC
in the Southern Ocean; or directly as the wind blows over the ocean surface. The latter
sets up the Ekman layer, which drives the circulation from above (Brown et al., 2007).
The wind provides around 1 TW of power to the circulation directly and at least 0.5 TW
indirectly; this being only a small fraction of the total energy available, most of it having
been dissipated in the surface mixed layer (Wunsch and Ferrari, 2004). Tidal power inputs
around 3.5 TW, most of which is dissipated near continents, but a significant fraction, up
to around 1 TW, is available for abyssal mixing (Munk and Wunsch, 1998; Egbert and
Ray, 2000).
Gill et al. (1974) showed that the potential energy in the ocean’s mean circulation can be
converted into eddies by baroclinic instability, a phenomenon that releases available po-
tential energy in a rotating fluid where a horizontal density gradient exists (Marshall and
Plumb, 2008). Of the approximately 2-3 TW of potential energy released by the circula-
tion, around half is by the large scale overturning, and half is from the creation of eddies
by baroclinic instability (Wunsch and Ferrari, 2004). The latter seems capable of releas-
ing between 30 − 100% of the wind power input to the circulation (Ferrari and Wunsch,
2009). It is also the mechanism responsible for removing the potential energy stored in
the sloping isopycnals of the Southern Ocean (Rintoul, 2009). The eddy energy due to
baroclinic instability may be dissipated by the interaction of the resulting baroclinic ed-
dies with bottom topography, generating lee waves and subsequent diapycnal mixing (see
section 1.3); this process may be particularly important in the Southern Ocean (Marshall
and Naveira Garabato, 2008).
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1.3 Mixing Processes
1.3.1 Internal gravity waves
Gravity waves are generated at an interface between two layers of different densities
within a fluid. If a lighter fluid overlays a denser one, and the interface is perturbed
(e.g. by the wind in the case of air overlying the sea surface) such that a parcel of denser
fluid is raised up to the level of the overlying lighter fluid, the parcel will experience a
restoring force downwards due to gravity. Equally as it returns to its equilibrium position
and overshoots due to momentum, a buoyancy restoring force will act upwards, setting up
an oscillation. For internal waves, the restoring force becomes the ‘reduced gravity’, due
to the density difference between layers of water in the ocean with different density (Gill,
1982), and they may propagate vertically as well as horizontally (Gregg et al., 2003).
Such waves do not require a sharp density interface to exist; a stably stratified fluid (such
as exists over most of the ocean) is enough. Garrett and Munk (1972b) devised a theory
for the power spectrum of internal waves in the ocean, a phenomenon they describe as
‘ubiquitous’, and to which the pelagic diffusivity of 10−5m2 s−1 has been attributed (e.g.
Munk and Wunsch, 1998; Wunsch and Ferrari, 2004).
1.3.2 The Garret-Munk spectrum
In their original prescription, which has been revised a number of times (e.g. Garrett and
Munk, 1975; Cairns and Williams, 1976; Mu¨ller et al., 1978), Garrett and Munk (1972b)
described an internal wave power spectrum that is horizontally isotropic, and dependent
on the local buoyancy frequency N , where N is defined by:
N(z) =
√
−g
ρ
∂ρ
∂z
, (1.2)
g is the acceleration due to gravity, z is depth and ρ is density. They therefore expected
the power due to internal waves to be smallest at the bottom of the ocean, since N de-
creases with depth (it is now known that this is not the case, as there are strong sources of
internal wave energy at the bottom topography - see section 1.3.3.2). In the ocean, inter-
nal waves are possible with frequencies between f , the inertial frequency (also known as
the Coriolis frequency, equal to 2Ωsin(latitude), where Ω is the Earth’s angular velocity),
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Figure 1.3: Energy level due to internal waves with frequency (from Muller and Briscoe, 2000).
Solid line is from measured values, dotted line labelled ‘GM’ is ω−2 dependence. Inertial (f ) tidal
(M2) and bouyancy (N ) frequencies are marked.
and N , the buoyancy frequency. Garrett and Munk (1979) describe a dispersion relation
between waves of frequency ω and their horizontal and vertical wavenumbers k and m,
respectively:
ω2 = (N2k2 + f2m2)/(k2 +m2). (1.3)
For ω slightly larger than f , the motion of water particles is almost horizontal and circular,
with a velocity vector that rotates anticyclonically (anticlockwise in the southern hemi-
sphere if viewed from above). As ω increases, the motion becomes increasingly elliptical
and towards the vertical, until at ω close toN it is nearly an up-and-down oscillation. The
power spectrum described by the Garret-Munk theory (hereafter ‘GM’) has a peak at the
inertial frequency, a ‘continuum’ with a dependence on ω−2, and a cut off atN (see figure
1.3). Observations confirm the validity of the GM model in most places in the ocean, but
it does have some limitations (Muller and Briscoe, 2000). The assumption of horizontal
isotropy is not consistent with what we now know about the localised nature of the sources
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of internal waves, for example due to the interactions of tidal and geostrophic eddy flows
with bottom topography (see section 1.3.3.2). An additional peak not predicted by the
theory at the M2 tidal frequency is observed (see figure 1.3). Finally, there are temporal
variations and a depth dependence of the inertial peak which are not reproduced by GM.
1.3.3 Internal waves and mixing
1.3.3.1 Breaking internal waves and dissipation
Garrett and Munk (1972a) explain how mixing can result from the ’breaking’ of internal
waves. High shear can result in shear instability and subsequent mixing if the Richardson
number is below a critical value of 1/4. The Richardon number is given by:
Ri =
N2
(du/dz)2
(1.4)
where N is the local buoyancy frequency and du/dz is the shear. In the presence of an
internal wave field, fine scale shear may be much larger than the local average shear, and
hence the probability of shear instability is much higher.
Osborn and Cox (1972) pointed out that the energy which goes into turbulent mixing must
ultimately be dissipated on the molecular scale. Some of the available kinetic energy goes
into mixing, increasing the potential energy of the system, and some is dissipated. Osborn
(1980) devised an equation (now known as the Osborn relation) to predict the amount of
mixing as a proportion of the dissipation, :
Kz < 0.2

N2
(1.5)
Where N is the buoyancy frequency. The ‘<’ indicates that the ‘mixing efficiency’ of
0.2 for the ratio of mixing to dissipation is an upper limit according to the theory, derived
from the critical flux Richardson number Rf ≤ 0.15, above which turbulence cannot be
maintained in steady state. This value has been used extensively for diagnosing mixing
from measurements of dissipation (see section 1.4.4), but there are suggestions that it may
be lower (e.g. Arneborg, 2002).
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1.3.3.2 Sources of internal waves
There are two main sources of internal waves in the ocean: bottom currents can generate
internal waves through interaction with topography (Bell, 1975), and inertial waves are
generated by variable wind stress on the surface (Thorpe, 1975). A third mechanism is
interior generation from wave-wave interactions (Garrett and Munk, 1979).
Inertial waves can result in shear (Kelvin Helmholtz) instabilities when the shear is large,
and this process seems capable of causing the background observed mixing of the order
10−5m2 s−1 but not the higher values seen near topography (Ferrari and Wunsch, 2009).
Bottom generated internal waves fall into two categories: internal tides and lee waves.
Internal tides are internal waves of tidal period, generated by the time dependent flow of
tides over, for example, an ocean ridge (e.g. Rudnick et al., 2003, see section 1.4.4). The
vertical shear associated with internal tides, or with other internal waves to which they
transfer their energy, can lead to instability and subsequent mixing (Garrett and Kunze,
2007). Egbert and Ray (2000) showed using analysis of satellite altimetry that internal
waves due to tides produce significant mixing in the open ocean.
Lee waves can be generated by tidal or geostrophic bottom flows interacting with topog-
raphy. Similarly to internal tides, they propagate upwards from their source on the ocean
floor and can lead to instabilities and internal wave breaking providing the energy for
mixing. In the classical lee wave problem, a sinusoidal bottom topography with height
h(x) = h0cos(kx) is defined, where x is a horizontal coordinate, k is the wave number
of the generated waves, and h0 is a characteristic topographic height scale; and a steady
current U0 flows over it in a stratified fluid with buoyancy frequency N . Lee waves are
only then able to radiate upwards for the range f < U0k < N , where f is the inertial
frequency (Gill, 1982).
1.3.3.3 The energy cascade and finescale parameterisation
There must be a mechanism to transmit the energy from the generation scales of iner-
tial, tidal and lee waves down to the small scales of dissipation. This downscale cascade
can happen though wave-wave interactions as internal waves can transfer energy among
themselves due to nonlinear terms in the equations of motion (Garrett and Munk, 1979),
through interactions between internal waves and the mean flow (Waterman et al., 2013), or
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through scattering at mesoscale eddies, fronts and topography (Muller and Briscoe, 2000).
The cascade forms the basis for finescale parameterisations, which allow dissipation (and
hence diffusivity) associated with internal wave breaking to be estimated from observa-
tions of current shear and density finestructure on vertical scales of 10-100m, such as may
be obtained from CTD (Conductivity-Temperature-Depth) and ADCP (Acoustic Doppler
Current Profiler) measurements (e.g. Waterman et al., 2013). In these parameterisations,
characteristics of the internal wave field such as bouyancy frequency are combined with
predictions from the GM spectrum to extrapolate from observed to dissipation scales
(Polzin et al., 1995). In a study of internal waves in the ACC, Waterman et al. (2013)
found that finescale parameterisations tended to overpredict the dissipation near topogra-
phy and underpredict it at mid-depths. In the regions where the overprediction was found,
the internal wave field was dominated by upward propagating higher frequency waves
(lee waves), whereas underprediction was seen where near-inertial, downward propagat-
ing waves dominated.
1.3.4 Other diapycnal mixing processes
There are some processes which can cause diapycnal movement of water masses (either
upwards or downwards) which do not involve turbulent mixing, and consequently are not
detected by measurements of dissipation or of the internal wave field.
Thermobaricity and cabbeling are effects due to nonlinearities in the equation of state of
seawater, dependent on the differing effects of pressure on the expansion or contraction of
a water parcel given its heat and salt content. They arise when water masses of the same
density but differing temperature and salinities mix isopycnally. The movement of water
masses due to thermobaricity may be upward or downward through isopycnals; cabbeling
only causes movement downward (McDougall, 1987). These effects may be significant
in the Southern Ocean due to large isopycnal gradients of temperature and pressure on
outcropping isopycnals (Klocker and McDougall, 2010a).
A third effect of nonlinearities that causes diapycnal movement of water masses is neutral
helicity. This arises from the fact that it is not possible to uniquely define continuous sur-
faces in the ocean which are truely isopycnal, i.e. such that a water parcel moving along
the surface experiences no buoyant restoring forces (Klocker and McDougall, 2010a).
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Neutral helicity therefore becomes a factor when oceanographers make use of defined
continuous density surfaces such as potential density or neutral density.
Double diffusive processes, the best known of which is salt fingering, are due to the fact
that the molecular diffusion of heat is faster than that of salt. When warm, salty water
overlies cooler, fresher water, a ‘finger’ of the upper layer may extend down into the lower
layer, and as the heat diffuses sideways into the surrounding water it becomes denser than
its surroundings and the finger continues to extend. Similarly a finger from the lower layer
extending upwards will have heat diffusing into it, making it less dense so it continues to
grow (Brown et al., 2007).
In regions where both salt fingering and turbulent mixing due to breaking internal waves
take place, the two processes are in competition, the former promoting a flux of density
upgradient and the latter a downgradient flux (St. Laurent and Schmitt, 1999). Salt finger-
ing can therefore have noticeable effects in some relatively quiet areas of the ocean, for
example in the Arctic and the Caribbean (Schmitt, 1994); however in highly energetic re-
gions such as Drake Passage we expect that the effects of salt fingering will be obliterated
by turbulent mixing.
1.3.5 Southern Ocean Mixing
Wunsch (1998) estimated that of the 1TW of work done by the wind on the circulation,
around 80% happens in the Southern Ocean. Much of this energy goes into generating
a strong mesoscale eddy field. The resulting combination of strong mean flows and en-
ergetic eddies interact with the rough bottom topography found over much of the region
to generate lee waves, which then break, causing enhanced diapycnal mixing (Nikurashin
and Ferrari, 2010a). Nikurashin and Ferrari (2013) have estimated that around a third of
global water mass transformation is driven by lee waves, most of which takes place in the
Southern Ocean. They also note that most lee wave driven mixing takes place deeper than
the 27.6 kgm−3 neutral density surface, i.e. in the AABW.
Lee wave driven mixing has been shown to be more important than that associated with
tides in the Southern Ocean, as geostrophic eddies dominate the bottom flow (e.g. Naveira
Garabato et al., 2003; Nikurashin and Ferrari, 2013). In fact, Nikurashin and Ferrari
(2010b) calculate that in Drake Passage, radiation by geostrophic motions exceeds the
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energy radiated by tides by a factor of 10. The importance of lee wave generation in
the Southern Ocean is further highlighted by Scott et al. (2011), who calculated a global
value of 0.44TW of energy due to lee waves, of which 92% is generated in the south-
ern hemisphere, and 72% south of 30S. The global rate is comparable to that produced
by tide-topography interaction. They also find that the energy carried by the lee waves
propagates at a shallow angle of 16 degrees to the vertical, i.e. nearly directly upwards.
Marshall and Naveira Garabato (2008) predict that bottom enhanced diapycnal mixing
of up to 5 × 10−3 m2 s−1 can be supported by the breaking of internal lee waves in the
Southern Ocean. Naveira Garabato et al. (2007) propose a cycle where baroclinic instabil-
ity causes the growth of eddies, which are dampened by the generation of internal waves
as the eddy flows meet topography. Although some ocean models include parameteriza-
tions for tidal driven diapycnal mixing, none has yet been implemented for lee waves, so
the water mass transformation is likely to be underestimated in these models (Nikurashin
and Ferrari, 2013).
Sloyan (2005) found thatKz decays slowly with height above the bottom across the ACC.
According to Polzin (1999, 2004), the scale height for the decay of lee waves and tides
away from their source is dependent on, respectively, the near bottom geostrophic velocity
and the near bottom tidal velocity. Lumpkin and Speer (2007) find that buoyancy gain in
the Southern Hemisphere can help to account for the discrepancy between the Munk value
of 10−4m2 s−1 and the smaller measured values of diapycnal mixing. Zika et al. (2009)
use known distributions of temperature and salinity in the Southern Ocean to relate the
strength of the overturning to a ratio of isopycnal to diapycnal mixing, deriving an esti-
mate for Kz of 10−4m2 s−1. After estimating high rates of diapycnal mixing in the Scotia
Sea, Naveira Garabato et al. (2004) suggest that the much of the upwelling required to
close the deep cell of the circuliation could occur in the Southern Ocean, at the expense of
the ocean basins to the north. Diapycnal mixing in the Southern Ocean is therefore a good
candidate for closing the overturning circulation, providing the link between the deepest
water and the upper cell of the MOC.
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1.4 Measurements of diapycnal mixing
1.4.1 Methods of measuring mixing
Attempts to measure diapycnal mixing in the ocean fall into four categories: budget meth-
ods, tracer release experiments, finestructure measurements, and microstructure measure-
ments. Budget studies use measurements of the flow into and out of an ocean basin
combined with measurements of properties such as temperature and salinity. Under the
assumption of steady state, inflows must be balanced either by outflows at the depth of
the inflows or by mixing up to a depth above the basin boundaries, and heat and mass
balances may therefore be used to diagnose diffusivity.
In a tracer release experiment, the distribution of a conserved scalar deliberately injected
into the ocean is monitored as it spreads in three dimensions over time. The tracer com-
pound, or ‘dye’, is dissolved in the water so that its distribution becomes a proxy for the
movement of water masses. Diffusion models in one, two or three dimensions can be
applied to diagnose the diffusivity, e.g. for the 1D case (from Gargett, 1984):
∂C
∂t
= Kz
∂2C
∂z2
(1.6)
where C is the concentration of the injected scalar, z is depth, t is time and Kz is the
vertical diffusivity. Equation 1.6 assumes a constant value for Kz . For a depth dependent
diffusivity, the following equation applies (Gargett, 1984):
∂C
∂t
= Kz
∂2C
∂z2
+
∂Kz
∂z
∂C
∂z
(1.7)
Alternatively, the spread in the horizontal or vertical second moments of the tracer patch
with time may be used to estimate, respectively, the horizontal or vertical diffusivity.
Microstructure profilers measure variations of vertical velocity shear on centimetre scales
to derive estimates of turbulent dissipation using the following formula (from Oakey,
1982):
 =
15
2
ν
(
∂u
∂z
)2
(1.8)
where ν is the molecular viscosity and u is the current velocity. This may then be con-
verted to diffusivity using the Osborn relation (Eq. 1.5).
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Vertical profiles of velocity and density on scales of 10-100m, gathered respectively by
LADCPs (Lowered-ADCPs) and CTD sensors, are known as ‘finestructure’. Finestruc-
ture data may be combined with finescale parameterisations to arrive at diffusivity (see
section 1.3.3.3). These measurements are effectively direct measurements of the internal
wave field.
1.4.2 Budget studies
Hogg et al. (1982) used the budget method to estimate the diffusivity for the Brasil Basin
in the South Atlantic. Current meter and CTD data were collected in the Vema chan-
nel, which connects the Argentine and Brasil basins, and used to estimate how much
Antarctic water flows northward through the channel. They found Kz to be between 3-
4×10−4 m2 s−1 for the basin, and also found the horizontal diffusivity Kh = 400m2s−1
by relating downstream advection and cross stream diffusion to the horizontal tempera-
ture distribution.
Heywood et al. (2002) estimated the diffusivity in the Scotia Sea, an area of the Southern
Ocean with rough bottom topography. There are relatively few places where dense water
can enter the basin from the south, and nowhere that water at the depth of the inflows
can escape to the north without mixing upwards. Using temperature, salinity and current
velocity measurements, they found a basin averaged diffusivity of 39× 10−4 m2 s−1.
1.4.3 Tracer studies
Early tracer experiments in the ocean used fluorescent dyes (e.g. Schuert, 1970; Ewart and
Bendiner, 1981). However, these tracers have lifetimes of only a few days, so have lim-
ited usefulness in assessing ocean mixing on a large scale. Ledwell and Watson (1991)
pioneered a new type of tracer, sulphur hexaflouride (SF6), which due to its being de-
tectable in concentrations of 10−17mol l−1 with electron capture gas chromatography has
a lifetime in the ocean of more than 1 year. In a prototype experiment, SF6 was released
into the Santa Monica Basin off the coast of California and surveyed at intervals as it
diffused. In each tracer survey, samples of water around the depth of the isopycnal sur-
face onto which the tracer had been released were gathered and analysed for their tracer
concentration. A background of SF6 in the water was measured before the release, and
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subtracted from sampled concentrations. Profiles of tracer concentration with depth were
averaged, the profile statistics being the basis for the key results. To diagnose the vertical
diffusivity from the mean tracer profile, diffusion was viewed as Fickian, varying slowly
with depth, and a 1D model fitted to the data, varying the input Kz to minimise a cost
function. Diffusivity for the basin was found to be 2.9±0.6×10−5 m2 s−1 averaged over
6 months from the tracer release, and 2.5 ± 0.8 × 10−5 m2 s−1 for the interior. The first
few weeks of the experiment before the tracer had spread to the basin walls allowed for the
separate measurement of interior mixing to be achieved, and it was suggested that there
was evidence of boundary mixing, although inconclusive. The mean tracer profile with
depth was skewed with a deep tail, indicating an enhancement of Kz towards the bottom
of the basin. In addition, the isopycnal diffusivity was estimated from the growth of the
lateral second moment of the tracer patch. They found that ‘streakiness’ - the tendency of
the tracer to form long thin regions of high tracer concentration with little or no tracer in
between - largely disappeared within 2-5 months, the time taken for the tracer to mix to
the basin boundaries.
A second experiment with SF6 was carried out by Ledwell and Bratkovich (1995) in the
Santa Cruz basin, adjacent to the Santa Monica Basin. Using similar methods, they found
Kz = 1.0 × 10−4 m2 s−1 while the tracer was still mixing to the basin walls, increasing
to 10× 10−4 m2 s−1 later, providing more conclusive evidence that the overall diapycnal
mixing was contributed to disproportionately by the boundary region. The larger value of
interior mixing compared with the Santa Monica Basin experiment was attributed to the
fact that the buoyancy frequency in the Santa Monica Basin was 5 times greater (i.e. the
Santa Cruz basin was more weakly stratified).
A larger scale experiment, termed the ‘North Atlantic Tracer Release Experiment’ (NA-
TRE), was carried out by Ledwell et al. (1998) in the south-eastern part of the subtropical
gyre between 1992-1994. They used a neutrally bouyant sled for the tracer injection
with a feedback system to ensure it stayed on the ‘target’ isopycnal surface, an advance-
ment on the earlier system which was manually controlled. Diapycnal diffusivities of
0.12 × 10−4 m2 s−1 for the first 6 months and 0.17 × 10−4 m2 s−1 after 2 years were
found, the latter being an average over a 100m thick layer around the 26.75 kgm−3 surface
(potential density referenced to the surface) between 20◦N and 26◦N and between 30◦W
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and 45◦W. The asymmetry of the mean tracer profile indicated a positive gradient in Kz
with depth (Kz increasing upward), which they suggested was due to salt fingering. The
main tracer peak had also sunk in the water column from its intended injection density,
and it was suggested this was because tracer was absorbed onto sinking particles and then
de-absorbed. Cabbeling was also offered as a contributing explanation, since it tends to
make water denser (McDougall, 1987). Lateral diffusion of the NATRE tracer was also
examined, and found to be scale dependent; values ranging from 0.07m2s−1 at 0.1-1km
scales up to 1000m2s−1 at 100-1000km scales. They suggested that submesoscale pro-
cesses and the initial condition set the smallest scale isopycnal mixing, that mesoscale
eddies dominate the middle scale, and that gyre-scale strain is responsible for mixing on
the largest scales.
Further ocean tracer release experiments using SF6 followed. Watson et al. (1999) carried
out a study in the Greenland Sea gyre at a similar depth to that of NATRE, and found
diffusivities around 10 times higher, again attributable to the weaker stratification in the
Greenland Sea. The Brazil Basin, which has on its eastern side the rough topography of
the Mid Atlantic Ridge, was studied by Ledwell et al. (2000). By fitting a 1D model with
a gradient in Kz with depth to the mean tracer profile, they estimated the diapycnal dif-
fusivity at the tracer target depth (around 4000m) as 3× 10−4 m2 s−1, in agreement with
Hogg et al. (1982) (see section 1.4.2), and at 500m below the target to be 8×10−4 m2 s−1.
They also found that individual tracer vertical profiles were wider towards the east of the
basin where the tracer isopycnal was closer to the bottom. As with Ledwell et al. (1998),
the tracer peak was found to have sunk, tracer presumably having been transported on
sinking particles.
By the mid-2000s, the concentration of SF6 in the atmosphere had increased to the point
where it was becoming useful for transient tracer experiments, which use tracers to study
the oceanic uptake of atmospheric compounds. CFCs had previously been used for such
experiments, but their atmospheric concentrations were declining. In order that the use
of SF6 might be continued for transient tracer experiments it was necessary to find an
alternative for deliberate ocean tracer releases to avoid the issue of contamination. Ho
et al. (2008) carried out another tracer experiment in the Santa Monica Basin, this time to
test the usefulness of trifluoromethyl sulphur pentaflouride (CF3SF5), a compound with
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similar properties to SF6. Both tracers were released concurrently, and the final vertical
profiles were found to be very similar. An agreement was made to stop using SF6 in tracer
release experiments in order to preserve its usefulness as a transient tracer. No significant
background of CF3SF5 was found before the release, meaning that it was not necessary
to remove a background to carry out the analysis.
In February 2009, a large scale tracer release experiment to study mixing in the Southern
Ocean using CF3SF5 was begun as a part of the Diapycnal Mixing Experiment in the
Southern Ocean (DIMES). 76kg of tracer was released onto the 27.906 kgm−3 neutral
density surface near 58◦S, 107◦W between the Polar and Subantarctic Fronts at a depth of
around 1500m (Ledwell et al., 2011). After 1 year the tracer was surveyed (see figure 2.2
for the locations of the tracer stations), and averaged concentration profiles as a function of
neutral density were transformed to depth coordinates using the mean depth-density rela-
tion for the region, obtaining a nearly gaussian profile. The tracer evolution was modelled
from its initial distribution to 1 year in the same way as was done by Ledwell et al. (1998),
yielding a diffusivity estimate of 1.3± 0.2× 10−5 m2 s−1 for the region. The uncertainty
estimate was based on a combination of the variation of the cost function fitting the 1D
model to the measured tracer, uncertainty in the appropriate depth-density profile, and
a comparison with the result obtained by an alternative method of taking the difference
between the initial and final vertical mean profile second moments. Their conclusion was,
having measured a small diffusivity in the SouthEast Pacific sector of the Southern Ocean,
that although there may be enhancement of diapycnal mixing in Drake Passage and other
areas of rough topography, it is unlikely to account for a global averaged diffusivity of
10−4m2 s−1 as predicted by Munk.
1.4.4 Microstructure and finestructure studies
In the late 1960s and early 70s, Cox and collaborators were the first to develop freefalling
temperature, and later velocity profiling devices using high-speed thermistors and thin
films to allow measurements of these quantities on subcentimeter scales (e.g. Cox et al.,
1970; Osborn and Cox, 1972). By the 1990s, technology had developed to the point
where high accuracy measurements of turbulent dissipation,  were possible, from which
Kz may be found from the Osborn relation (equation 1.5).
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In parallel with the NATRE experiment, microstructure and finestructure were taken with
a tethered profiler which measured vertical gradients of microscale temperature and ve-
locity, as well as collecting CTD data (Ruddick et al., 1997). They found diffusivities of
1× 10−5 m2 s−1 in an autumn survey and 2.2× 10−5 m2 s−1 in the spring.
There were also finestructure and microstructure measurements taken alongside the Brazil
Basin tracer release experiment. Polzin et al. (1997) report that a High Resolution Mi-
crostructure Profiler (HRP) recorded profiles of temperature, salinity and horizontal ve-
locity with depth, along with dissipation and temperature variance. They found Kz =
10−5m2 s−1 in the centre of the basin, enhanced 1-2 orders of magnitude over the rough
topography of the Mid Atlantic Ridge, particularly within 300m of the bottom. They point
out that turbulence due directly to bottom stress can only reach a few tens of metres above
the bottom, and therefore suggest that internal waves are responsible for transporting en-
ergy upwards, resulting in instability and internal wave breaking and subsequent mixing.
Evidence consistent with this theory was also observed in enhanced finescale shear and
strain measurements. By contrast to the enhanced mixing over the ridge, they found weak
mixing from microstructure measurements all the way to the bottom over smooth topog-
raphy in the basin, indicating the importance of the particular structure of topography,
rather than just proximity to it. They also note that the depth-averaged microstructure
data showed a fortnightly modulation in mixing which lagged behind the barotropic tide
intensity by a few days, and propose that tidal flows over rough topography provide the
energy for mixing.
In the Scotia Sea, Naveira Garabato et al. (2004) calculated dissipation and diffusivity
using finestructure from CTD and Lowered-ADCP (LADCP) observations in conjunction
with the Heywood et al. (2002) budget study, finding Kz of up to 10−2m2 s−1 over rough
topography.
An investigation into tidal mixing along the Hawaiian Ridge as a part of the Hawaii Ocean
Mixing Experiment (HOME) was reported by Rudnick et al. (2003). Measurements from
altimetry, moorings, and microstructure profilers were combined with numerical models,
resulting in a picture of a cascade of energy in three stages. The first stage is a fortnightly
modulation in tidal energy fluxes over the ridge, indicating a tidal source for the flux. The
next stage of the cascade is indicated by enhanced internal wave energy observed in the
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region surrounding the ridge. Finally, enhanced dissipation giving diffusivities of up to
3 × 10−4 m2 s−1 was observed over the ridge, decaying away from the ridge to back-
ground levels of 10−5m2 s−1. Vertical profiles of dissipation were found to be largest
at the surface, with a minimum near 2000m, and growing again near the bottom. The
resulting diffusivity therefore increases strongly towards the bottom, caused by increas-
ing dissipation and decreasing buoyancy frequency. They concluded that tides interacting
with ridges are an important energy source for ocean mixing.
Sloyan (2005) used CTD data from the World Ocean Circulation Experiment (WOCE)
to derive estimates for mixing over the whole of the southern hemisphere, estimating
dissipation from finescale strain. She found that mixing is dominated by hotspots over
complex topography, with mixing enhanced 1-2 orders of magnitude above background
levels within 500m-1000m above such topography. Enhancement was also seen through-
out the water column in the ACC fronts.
A similar study was carried out by Wu et al. (2011) using Argo float data from the South-
ern Ocean. They used finescale strain combined with finescale parameterisations to calcu-
late diapycnal mixing over a depth range of 300-1800m. They found that enhanced mixing
was correlated with rough bottom topography, and that mixing rates decreased with depth
over smooth topography, but over rough topography the decrease was observed over the
top 1200m, with rates increasing again towards the bottom. They concluded that the ob-
served enhanced mixing was due to the breaking of internal waves resulting from abyssal
flows interacting with rough bottom topography, and that, by contrast to observations in
other parts of the ocean, these waves extend far above the bottom, dominating mixing
below 1200m depth and making a non-negligible contribution in the upper 300-1200m.
They also suggested that, since the magnitude of bottom geostrophic flows is much larger
than that of baratropic tides in large parts of the Southern Ocean, the observed enhanced
mixing is probably due to geostrophic motions impinging on rough topography, rather
than internal tides. They estimated the integrated dissipation rate throughout the water
column to be comparable to the rate of work done by the wind on the ACC. Finally,
they found significant seasonal variation in the upper 300-600m over smooth topography,
which decreased in magnitude with depth. The mixing rates were greatest in the win-
ter, coinciding with stronger winds, and they suggested that the seasonality over smooth
22 Introduction
topography is controlled by the seasonal cycle of near-intertial energy flux input by the
wind, extendind to at least 1500m depth. Over rough topography they found the seasonal
variability to be less marked because the dominant influence on the mixing here is the
ACC, which has no significant seasonal cycle.
Simultaneous CTD and LACDP measurements and Vertical Microstructure Profiler (VMP)
measurements were taken during the The Southern Ocean Fine Structure (SOFINE) project.
Waterman et al. (2013) report diffusivities typically around 10−5m2 s−1, but enhanced in
the upper 1000-1500m of the water column and in some places near the bottom over
rough topography where strong bottom flows exist due to ACC jets, with values as high
as 3 × 10−3 m2 s−1 in a few places. They found that areas where finestructure revealed
high internal wave energy were also areas of high dissipation from microstructure.
The first direct measurements of turbulent dissipation in Drake Passage were taken as a
part of DIMES at the same time as the Ledwell et al. (2011) tracer survey. St. Laurent
et al. (2012) report on microstructure measurements with an HRP and a VMP, giving an
average diffusivity of 0.75 × 10−5 m2 s−1. Finestructure also from the HRP give the
same value. However, EM-APEX floats recording finestructure over a longer period find
diffusivity of 1.15 × 10−5 m2 s−1, in closer agreement with the tracer value (see section
1.4.3). Over the Phoenix Ridge, which runs approximately north to south at a longitude
of 66◦W across the path of the ACC (see figure 2.2), enhanced dissipation was found up
to 1000m above the bottom within frontal zones, where ACC jets reach all the way to the
bottom, but no enhancement was seen outside of the fronts. Observations on the ‘Alba-
tross’ section at approximately 68◦W (also on figure 2.2) showed background levels of
dissipation typical of the Southeast Pacific at the depth of the tracer target isopycnal. The
lack of enhancement on this section may be explained by the fact that, although bottom
currents in frontal zones do impinge on topography, the amplitude of topographic varia-
tion is smaller than that of the Phoenix Ridge. Since the long timescale of variation of the
ACC in this region favours the production of lee waves rather than tidal induced internal
waves, the observed enhanced dissipation was attributed to lee waves. LADCP data also
showed a predominance of velocities rotating clockwise with depth in the bottom 1000m
in regions of enhanced dissipation, indicating that internal waves are upward propagating.
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1.4.5 Comparison of methods
1.4.5.1 Advantages and disadvantages
Each of the methods for inferring diapycnal diffusivities that have been presented have
their strengths and weaknesses. In the case of many of the studies (e.g. Ledwell et al.,
1998, 2000, 2011; Naveira Garabato et al., 2004) multiple methods were used in parallel
to allow measurements to be verified against one another, and to combine the strengths of
each.
Budget studies have the advantage of very few assumptions, and they give a time aver-
aged measure of mixing, meaning results are accurate where mixing is sporadic (Gargett,
1984). The disadvantage is that they are indirect methods. They also do not distinguish,
for example, interior from boundary mixing in a basin (Wunsch and Ferrari, 2004).
The main advantage of tracer studies is that they give a direct measurement of time- and
spatially averaged mixing. The disadvantages are that they do not give accurate infor-
mation about the variation of Kz with depth, or details about the horizontal distribution
of vertical mixing (Gargett, 1984). Tracer studies also do not tell us about mechanisms,
for example turbulent mixing is not distinguishable from salt fingering as both affect the
vertical spread of the tracer.
Microstructure and finestructure measurements tell us about mechanisms: respectively,
turbulent dissipation and the internal wave field. They give detailed information about the
spatial variability of mixing. However, in the case of microstructure, only a snapshot of
the mixing at a particular place and time is possible, and these measurements tend to be
biased as profilers can only be deployed in relatively calm weather. Both methods also
have inherent assumptions: in the case of microstructure the mixing efficiency to convert
 into Kz , and in the case of finestructure the more complex finescale parameterisations
used to model the downscale cascade from internal waves to mixing.
1.4.5.2 Comparing tracer with fine- and microstructure
The NATRE project involved both tracer and microstructure measurements of mixing in
tandem. St. Laurent and Schmitt (1999) concluded that the mixing implied by the two
methods was consistent if salt fingering was taken into account. Ledwell et al. (2000) re-
ported that tracer and microstructure measurements on the Brazil Basin experiment were
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consistent after adjusting for spatial and temporal biases of the microstructure sampling.
On the first stage of the DIMES project, mixing inferred from the tracer was about twice
that from microstructure, but consistent with finestructure from EM-APEX floats, the lat-
ter, like the tracer, being time averages. Ledwell et al. (2011) suggested that elevated shear
variance in the winter months compared with the summer when microstructure measure-
ments were made is the likely explanation for the tracer-microstructure discrepancy. Salt
fingering was not thought to be a significant contributor, as salinity increases with depth
almost everywhere in the region.
1.5 Summary
Diapycnal mixing is a crucial process to the overturning circulation of the ocean, and
therefore to the Earth’s climate. The Southern Ocean plays a disproportionate role in
the circulation, connecting the ocean basins via the ACC, and allowing the adiabatic up-
welling of dense bottom waters over sloping isopycnals. Despite this alternative route
for the return flow, diapycnal mixing is still required to bring dense water to mid depths,
and is believed to have a role in linking the upper and lower branches of the overturning
circulation. Measurements of diapycnal mixing in the ocean have found it to be around
10−5m2 s−1 at mid depths in most places, which is an order of magnitude smaller than
the amount required to close the circulation. However, enhanced rates of diapycnal mix-
ing have been observed in regions where currents interact with rough bottom topography,
which it is believed are due to the generation and subsequent breaking of internal waves.
In particular, tidal and geostrophic flows over topography are believed to be significant
sources of internal wave energy. The Southern Ocean contains areas of rough topography
and deep reaching strong currents associated with the ACC, and is consequently likely to
be a region where significant enhanced diapycnal mixing takes place. The generation of
lee waves as geostrophic flows interact with rough bottom topography have been shown
to be an important process in providing the energy for this mixing. Drake Passage and the
Scotia Sea are two such regions, and therefore may prove to be significant to the closure
of the global overturning circulation.
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1.6 Objectives
The research presented in the following thesis contributes to the DIMES project, the con-
tinuation of which from the studies referred to in section 1.4 includes further surveys
of the injected tracer and the sampling of microstructure data in the SouthEast Pacific,
Drake Passage and the Scotia Sea. The key objective of the thesis is to assess the cur-
rent paradigm of enhanced diapycnal mixing at mid-depth over rough topography in the
Southern Ocean, with particular focus on the processes driving diapycnal mixing in Drake
Passage. The present understanding of this topic stems from indirect measurements of
mixing such as finestructure and microstructure, and here new data from the DIMES ex-
periment will be used in conjunction with numerical models in order to accomplish this
objective.

Chapter 2
The DIMES tracer experiment
2.1 Introduction
The Diapycnal and Isopycnal Mixing Experiment in the Southern Ocean (DIMES) is a
US-UK collaborative project with the key aims of measuring rates of diapycnal and isopy-
cnal mixing in two contrasting regions of the Southern Ocean - the Southeast Pacific and
Southwest Atlantic - and characterising the physical processes responsible for the mixing.
The ultimate objectives are to test and, if necessary, modify the current theories of mixing
in the Southern Ocean and its role in the Southern Ocean overturning.
DIMES comprises a number of elements. The tracer release experiment provides a direct
time- and spatially-averaged measurement of mixing, obtained through surveys which
map the evolution of its three-dimensional distribution with time, conducted at approxi-
mately yearly intervals after release. The tracer was injected in the Southeast Pacific sector
of the ACC in February 2009, and subsequent oceanographic cruises relevant to this the-
sis were carried out in January - February 2010 (‘US2’), December 2010 - January 2011
(‘UK2’), April 2011 (‘UK2.5’) and January - March 2012 (‘UK3’). Microstructure mea-
surements with Vertical Microstructure Profilers (VMPs) and a High Resolution Profiler
(HRP) are used to obtain full depth profiles of turbulent dissipation, giving instantaneous
measurements of mixing concurrent with the tracer surveys. EM-APEX floats obtaining
continuous finestructure data and RAFOS floats gathering information about horizontal
mixing by eddies are deployed alongside the tracer. Finally, a cluster of moorings in the
north-east of Drake Passage provides time-series data on finestructure from moored AD-
CPs and on eddies from current meters.
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Figure 2.1: A molecule of tracer, trifluoromethyl sulphur pentaflouride (CF3SF5). The yellow
atom is sulphur, the black atom is carbon, and the red atoms are flourine.
This chapter will detail the methods and some of the results associated with the tracer
experiment. In section 2 the tracer will be introduced, and the methods used to collect and
analyse samples of tracer explained. In the third section, some methods used to analyse
the data will be detailed, followed by key results concerning the evolution of the vertical
and horizontal distribution of the tracer, and their implications for diapycnal and isopycnal
mixing.
2.2 Methods
2.2.1 The tracer
The tracer used in the DIMES experiment is trifluoromethyl sulphur pentaflouride (chemi-
cal symbol CF3SF5; see figure 2.1). This man-made molecule is chosen as a purposefully
released tracer (Ho et al., 2008) because of our ability to detect it in very low concentra-
tions - equivalent to roughly 1mg of tracer in a cubic kilometre of water - using the meth-
ods outlined in section 2.2.3. It is a gas, having a boiling point of −20◦C, at atmospheric
pressure.
During the injection cruise in February 2009, 76kg of the tracer compound was released
in two streaks forming an ‘X’ pattern near 107◦W, 58◦S (Ledwell et al., 2011). The tracer
was released at around 1500m depth, and kept at the density of the ‘target’ isopycnal
surface, 27.906 kgm−3 (neutral density) using a neutrally bouyant sled and a feedback
system with a CTD as was used in the NATRE experiment (Ledwell et al., 1998). For the
injection, the tracer was stored under pressure as a liquid and forced through tiny holes,
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Figure 2.2: A map of the DIMES region. Bathymetry from Smith and Sandwell (1997), with
coastline outline in black. Stations where profiles of tracer concentration with depth were gathered
on US2 (black crosses), UK2 (blue crosses), UK2.5 (red crosses), and UK3 (green pluses) cruises
are marked. Tracer release location is marked with a large green cross.
causing it to form droplets which then dissolve into the seawater (this system was also
previously used in NATRE). The initial tracer distribution was then surveyed using both
rosette casts and integrating samplers in a similar manner as described by Ledwell et al.
(1998).
2.2.2 Collecting tracer samples
Figure 2.2 shows the station locations where vertical profiles of tracer concentration
with depth were obtained on the US2, UK2, UK2.5, and UK3 cruises. At each sta-
tion, a ‘rosette’ consisting of 24 10-litre ‘Niskin’ bottles with an attached Conductivity-
Temperature-Depth sensor (CTD) is lowered down through the water column on a winch
from the ship. As the CTD is brought slowly back up to the ship, Niskins are closed in-
dividually at each depth where a water sample is to be obtained. The depths sampled are
determined such that a tracer profile centered around the target density is gathered, the
density having been calculated from the CTD measurements. Duplicate Niskins are often
closed at the most important locations around the target depth to allow for the checking of
sample reproducibility, and in addition to provide a backup in the event of a mechanical
failure such as a leaked Niskin. Samples are also usually taken near the ocean floor and
30 The DIMES tracer experiment
near the surface, in order that comparisons with water relatively free of tracers, and well
ventilated water (water that has recently been in contact with the atmosphere), repectively,
may be made.
Once the rosette is on board the ship, water samples are collected from each Niskin. In
collecting these samples, care must be taken to minimise the contact the water has with the
atmosphere, since the tracer compound will escape into neighbouring air in preference to
remaining in solution. Samples are taken from an outlet tap at the bottom of each Niskin
via a tygon tube, and introduced slowly into the bottom of 2-litre glass sample bottles. The
bottles are filled from the bottom and overflowed once to expel any water that has been
in contact with the atmosphere, and then airtight glass stoppers placed on them, while
ensuring no air bubbles are trapped inside. The tubes used had been ‘baked’ beforehand
to remove any impurities, and are stored in seawater in between stations. The sample bot-
tles were also cleaned with decontaminant and Milli-Q water before use, and are rinsed
with seawater from the Niskin to be sampled before being filled. Duplicate samples are
typically taken around the target surface to allow for checking of the reproducibility of
the tracer sample analysis system. When taking duplicate samples, care must again be
taken with the time for which the bottles are overflowed to ensure enough water remains
for the duplicate (and any other samples such as salinity that may need to be taken from
the Niskin), and additionally to avoid sampling the very last of the water in the Niskin as
once a Niskin is opened, the sample water at the top is exposed to the air. Once collected,
sample bottles are stored in cold water with ice blocks, as above a certain temperature
the tracer compound will begin to ‘degass’ (to escape solution), forming bubbles in the
sample.
2.2.3 Analysing tracer samples
The samples are analysed in three stages by an automated design developed at the Uni-
versity of East Anglia following earlier designs from Law et al. (1994) and Smethie et al.
(2000). First a purge and trap system is used to extract the various tracer gases from
the water and concentrate it. Then a gas chromatograph separates the different gases,
and finally an electron capture detector is used to measure the concentration of each.
The gases measured for their concentration were transient tracers sulphur hexaflouride
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(SF6), trifluoro-chloromethane (CFC-13) and dichlorodifluoromethane (CFC-12); and the
injected tracer CF3SF5.
2.2.3.1 Purge and trap system
The sample bottle is first connected to the purge and trap system, then transferred to a
calibrated volume without having any contact with air. Small bubbles of nitrogen gas -
the ‘carrier’ - are then sparged through the sample water to strip out the tracer gases. The
carrier gas containing the tracers is then fed into a UnibeadsTM 3S ‘trap’, a u-shaped metal
tube containing porous spherical silica beads which absorb the tracer gases while letting
the nitrogen pass through. The trap compound is only absorptive at very low tempera-
tures, so is cooled using liquid nitrogen in advance of the sparging process. Once 95% of
the tracer has been removed from the water and concentrated in the trap, sparging stops
and the trap is heated so that it loses its absorptive properties. The concentrated tracers
are then injected into the gas chromatograph (GC) for the next stage of the analysis.
The calibrated volume in which the sample is sparged is relatively large at 1135ml, which
maximises the sensitivity of the system since the lower limit for detection is determined by
the quantity of tracer that goes to the GC, and a larger volume of water containing a given
concentration of tracer will result in a larger tracer quantity. Occasional ‘resparges’ are
carried out, where after a sparged water sample has been analysed for its tracer concentra-
tions, it is kept in the calibrated volume and the sparging process rerun for a second and
a third time. The concentrations of tracers measured following the resparges compared
with that measured following the first sparge then gives the sparging efficiency, which was
96.1% for CF3SF5.
2.2.3.2 Gas chromatograph
The extracted tracers are carried to the GC by the carrier gas. The GC consists of 3
columns: a 1m Porasil B packed pre-column and a 1.5m carbograph AC main column
which separate the tracers from each other, and a six inch molecular seive post column
which removes N2O. The materials in the two separation columns cause each tracer to
elute at a different time - known as the retention time - so they arrive into the third stage
of the analysis, the electron capture detector (ECD), separately. The column material and
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the carrier gas are known respectively as the stationary phase and the mobile phase of the
chromatography process.
2.2.3.3 Electron capture detector
The electron capture detector works by sending pluses of electrons from a beta radiation
source across between an anode and a cathode. The beta electrons ionise the nitrogen
gas, releasing electrons which flow to the anode. It is the fluorine atoms which make up
a significant proportion of all of the tracer compounds (SF6 - 6 flourine atoms, CFC-12
- 2 flourine atoms, CFC-13 - 3 flourine atoms, CF3SF5 - 8 flourine atoms) that explain
the high sensitivity of this system, as they are highly electrophilic. This means that they
capture many of the free electrons, and hence reduce the current flowing between the
electrodes. The ECD then regulates the frequency of the pulses to try to maintain a steady
current flow, and outputs the pulse frequency as a voltage, the voltage then being propor-
tional to the quantity of tracer detected.
2.2.3.4 Calibration
The ECD output produces a peak for each tracer, and these are integrated to find an area
(see figure 2.3). In the event that it is difficult to identify whether a peak of CF3SF5 is
present or not, (e.g. for the green surface chromatograph in figure 2.3), a comparison may
be made with a sample from deep water, which contains no tracer, in order to establish
the shape of the baseline (red chromatograph in figure 2.3). The area of a peak is pro-
portional to the concentration of that tracer, but the system must be calibrated to find the
concentration of each tracer that is represented by a unit area of the chromatograph. The
calibration is carried out using a gas ‘standard’ containing known concentrations of each
tracer. A range of volumes of standard are injected into the system from metal tubular
‘loops’ with known volumes, and a curve is constructed to relate the chromatograph area
to the injected concentration for each tracer (see e.g. figure 2.4 for CF3SF5). For each
tracer it is necessary to inject enough standard to cover the full range of concentrations
expected, which in the case of CFC-12 means multiple injections of the largest loop of
standard, as this tracer is found in high concentrations at the surface. Calibrations are
carried out once a day when possible, and in between calibrations multiple injections of a
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Figure 2.3: Integrated chromatograph outputs from the GC-ECD system. From left to right the
peaks are SF6, CFC-13, CF3SF5, and CFC-12. In green is sample from the surface, showing high
concentrations of transient tracers and small background of CF3SF5; in blue is a sample at the
tracer target density; and in red is a tracer free sample from the deep ocean. Taken from RRS
James Cook JC054 Cruise Report (Messias et al., 2011).
1ml standard loop are carried out to check for changes in the sensitivity of the system, and
from which the calibration curves are adjusted accordingly. The precision of calibration
was generally better than 1% for CF3SF5 (Messias et al., 2011).
2.3 Results
2.3.1 Data processing methods
2.3.1.1 Depth-density relation
Both the depth, and other quantities needed to determine the density, for each sample are
recorded by the CTD. Each profile of tracer concentration therefore can be plotted against
depth, or, more relevantly for diapycnal mixing, against density. Since we understand
diapycnal mixing in terms of a diffusivity in m2s−1, but the relationship between depth
and density varies for different profiles (i.e. equivalently there is spatial and temporal
variation in the stratification), we need a way to standardise the relationship between
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Figure 2.4: Calibration curve for CF3SF5. Taken from RRS James Cook JC054 Tracer Report
(Messias et al., 2011).
different tracer measurements in order that they may be compared. The first stage is to
interpolate the measured depths for each profile onto a standardised density grid, either
in potential or neutral density. A mean depth-density relation for a set of profiles may
then be calculated by taking the mean across those profiles of the interpolated depths at
each point on the density grid. Figure 2.5 shows the depth-density curves in (a) potential
density referenced to 1500m (σ1.5) and (b) neutral density (γn) for the UK2, UK2.5 and
UK3 cruises, over a density range which covers the diapycnal spread of the tracer around
the target density. For analysis where it is neccessary to compare tracer data collected
on different cruises, the UK2.5 curve has been used. There are some issues with the
neutral density calculation in the Drake Passage region which were highlighted during
the analysis carried out for the DIMES paper (Watson et al., 2013), evident here in the
slight difference in position of the target surface within the density structure between
the two plots. Hence the analysis carried out in this chapter involving a mean depth-
density relation uses the data interpolated with potential density. There was also a small
(4ppm) error in the salinity calibration on UK2 which was later corrected. However, for
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Figure 2.5: Mean depth density relations for tracer stations on the UK2 (blue), UK2.5 (red) and
UK3 (green) cruises. The target density is marked with a black dashed line.
the analysis presented here that is referenced by σ1.5, the correction to this calibration
was included, so it cannot explain the apparent difference between the UK2 depth-density
profile and the others on figure 2.5.
2.3.1.2 Calculating profile widths
The vertical widths of tracer profiles are the quantity by which the diapycnal spread of the
tracer over time is defined, and hence from which diapycnal diffusivities may be deduced.
The tracer diffusion results in vertical profiles of concentration which are generally ap-
proximately Gaussian in shape, so a Gaussian function is fit to the profiles in order to
quantify their vertical width:
C(z) = Aexp
[−(z − zmax)2
2σ2
]
(2.1)
where A is a scale factor, close to the maximum (or ‘peak’) tracer concentration, C is
the tracer concentration, z is depth, zmax is the depth of the peak concentration, and σ is
the vertical width. The fitting is done by finding the parameters A, zmax, and σ which
minimise r2, the sum of the squares of the differences between the measured and fitted
concentrations: r2 =
∑
z
(Cfit(z)−Cmeasured(z))2. An example vertical profile of tracer
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Figure 2.6: An individual tracer vertical concentration profile against (a) depth, (b) potential
density referenced to 1500m, (c) neutral density and (d) the mean depth-density relation for UK2.5.
Measured tracer concentrations in blue, Gaussian fit in red. Target depth/density is marked with
a black dashed line. The vertical width of the profile, σ, obtained from the Gaussian fit using the
UK2.5 depth-density relation, is also displayed.
concentration from UK2.5 with Gaussian fits is shown on figure 2.6 plotted against (a)
depth, (b) potential density referenced to 1500m, (c) neutral density and (d) the mean
depth-density relation for UK2.5. This is a typical profile, taken in the centre of the tracer
patch where the target surface is at intermediate depth, and is very close to Gaussian.
2.3.2 Mean profiles
Having standardised the depth-density relationship across all of the measured tracer pro-
files, taking a mean across a group of profiles may then be used to derive estimates of the
time and spatially averaged diapycnal diffusivity experienced by the tracer up to a certain
point. The grouping is typically by transect, for example the vertical width of a mean
profile constructed from the stations on the ‘Pacific’ transect as marked on figure 2.2 can
be used to estimate the diffusivity experienced by the tracer from release to that point.
Vertical widths for mean profiles are obtained by fitting Gaussians in the same way as
described for individual profiles in section 2.3.1.2. The following formula is then used to
find the diapycnal diffusivity Kz:
Kz =
σf
2 − σi2
2∆t
(2.2)
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Figure 2.7: Mean profiles of tracer concentration with depth for each of the transects sampled
on the UK2 (solid lines), UK2.5 (dashed lines) and UK3 (dashed-dotted lines) cruises. Pacific
transect in blue, Albatross transect in green, SR1 transect in red, North Scotia Ridge transect in
Yellow (see figure 2.2 for the transects). The concentrations are plotted against the mean depth-
density relation for UK2.5, individual profiles having been interpolated onto a σ1.5 grid before
being averaged by transect. The depth of the target density is marked with a black dashed line.
Where σi and σf are the initial and final mean profile vertical widths in metres and ∆t
is the time between the measurement of these profiles in seconds. Figure 2.7 shows the
mean profiles of each of the transects surveyed on the UK2, UK2.5 and UK3 cruises. As
the tracer travels eastwards in the ACC, the peaks become wider and decrease in magni-
tude due to diapycnal and isopycnal mixing, the former tending to spread the tracer in the
vertical and the latter tending to spread it in the horizontal. In this and all other analyses,
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the concentrations in the first 21 stations of UK2, which were gathered in the same small
grid at the location of the DIMES mooring array to the north of SR1, are counted as one
station in the SR1 mean profile. The mean concentration across the density interpolated
data for these 21 stations is taken to build the concentration profile at the grid.
Cruise Transect Vertical width (m) Diffusivity Range
(×10−5 m2 s−1) (×10−5 m2 s−1)
UK2 Pacific 46.1 1.75 1.55-1.95
Albatross 53.0 2.32 1.78-2.92
SR1 75.2 4.69 2.95-6.83
UK2.5 Pacific 49.5 1.74 1.64-1.84
SR1 96.2 6.64 5.20-8.25
UK3 Albatross 61.5 1.98 1.62-2.38
SR1 87.1 3.99 3.30-4.76
North Scotia Ridge 117.0 7.21 6.11-8.39
Table 2.1: Mean vertical widths of transects on UK2, UK2.5 and UK3 cruises and their implied
diapycnal diffusivities, assuming an initial vertical profile width of 5.5m (Ledwell et al., 2011).
Table 2.1 shows the widths of the mean profiles displayed on figure 2.7 with their implied
diapycnal diffusivities calculated according to equation 2.2. The initial profile width σi
is the value reported by Ledwell et al. (2011) as the vertical spread of the tracer patch
immediately after release. The time between the initial and final profiles ∆t is taken to
be 1.9 years for UK2, 2.2 years for UK2.5 and 3 years for UK3. The uncertainty ranges
are calculated using the standard error on the transect mean profile widths to obtain upper
and lower limits on the profile widths, then feeding these estimates into equation 2.2. The
diffusivities show a clear pattern that significantly more diapycnal mixing has taken place
in Drake Passage (up to SR1) and the Scotia Sea (up to the North Scotia Ridge) when
compared with the Southeast Pacific (up to the Albatross transect). However, the fact that
the values represent a time and spatial average of the mixing of the tracer from its release
up to any given transect means that the diffusivity values for the Drake Passage and Scotia
Sea are actually lower than the local value, since the tracer went through the Southeast Pa-
cific before entering Drake Passage and then the Scotia Sea. In order to get more localised
values of diapycnal diffusivity, a numerical model is required (see Chapter 3). The higher
value of diffusivity implied by the mean profile at SR1 on the UK2.5 cruise compared
with UK2 is due to the fact that on UK2.5 the stations sampled on SR1 extended further
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north and hence closer to the South American continental slope. Consequentially some
wide profiles implying intense mixing due to proximity to the slope were measured on the
UK2.5 survey (see section 2.3.4 for more details). The slight decrease in the diffusivity
estimates at SR1 and the Albatross line when comparing UK2 with UK3 one year later
may indicate a leading edge effect. The tracer measured at these locations on UK2 was
at the front of the tracer patch, having travelled faster, most likely in frontal jets, than
the rest of the tracer, and consequently experienced stronger mixing. By UK3 the tracer
sampled at these locations was in the main body of the tracer patch, having moved at a
slower pace and therefore experienced comparitively weaker mixing. This phenomenon
will be discussed further in Chapter 3.
2.3.3 Column integrals
In order to assess some aspects of the horizontal distribution of the tracer, column inte-
grals are calculated at each station. The column integral is the total amount of tracer per
horizontal square metre that is implied by the concentrations measured throughout the
water column at a particular station, and is calculated according to:
I = 1× 10−15
∑
i
1
2
(C(zi) + C(zi+1))(zi+1 − zi) (2.3)
where I is the column integral in picomoles per square metre, zi, are depths at which
tracer concentrations were measured, and C(zi) are the concentrations at those depths
in moles per litre. The fact that there are 106 litres in a cubic metre is accounted for in
the 10−15 factor. The calculation uses the trapezium rule to work out the integral, which
implies a linear interpolation of concentrations between points. This is an approximation
since we have no information about tracer concentrations between sample depths.
Figures 2.8 to 2.11 show the column integrals for tracer stations on the UK2, UK2.5
and UK3 cruises. On UK2, there are clear reductions in the amount of tracer found at
the northern and southern ends of the Albatross transect, indicating that on this transect
the north-south extent of the bulk of the tracer was surveyed. On the Pacific transect the
edge of the patch appears to have been delineated to the south but not the north on both
UK2 and UK2.5. By the time the tracer has entered the Scotia Sea on UK3, it has not
been possible to survey its full extent. A pattern emerges that a sharp reduction of tracer
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Figure 2.8: Column integrals for UK2. Station locations are marked as circles, their size propor-
tional to the column integral, which is labelled in picomoles/m2. Transects from left to right are
Pacific, Albatross, and SR1. Bathymetry is given by the background colours, and the coastline is
marked in black. The blue lines are the positions of the Sub Antarctic Front (SAF) and the Polar
Front (PF) (plotted using MATLAB plot_ACC_fronts package, Copyright (c) 2013, Chad
Greene).
Figure 2.9: As figure 2.8 but for UK2.5. Transects from left to right are Pacific and SR1.
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Figure 2.10: As figure 2.8 but for UK3. Transects from left to right are Albatross, SR1 and the
North Scotia Ridge. The inset indicated by the black dashed box is shown in figure 2.11
Figure 2.11: Inset from figure 2.10.
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is observed which approximately coincides with the plotted Polar Front on the UK2 Pa-
cific, UK2 Albatross, UK2 SR1, UK2.5 Pacific, UK3 Albatross and UK3 SR1 transects.
There are theories, such as that described by Ferrari and Nikurashin (2010), suggesting
that isopycnal mixing of tracers is suppressed in fronts, where the mean flow advects the
tracers through eddies before they have had the chance to mix. The low tracer concentra-
tions found south of the Polar Front on these surveys seems consistent with this.
From previous experiments (e.g. Ledwell et al., 1998), the horizontal distribution of the
tracer was expected to be ‘streaky’, with regions of high concentration interspersed with
regions where no or very little tracer is found. This is due to the stretching of the tracer
patch into streaks by the mesoscale eddy field. From figure 2.8 it can be seen that there
is no evidence of streaks from UK2, as everywhere within the main part of the tracer
patch that tracer was sampled, similar concentrations are found. In order to establish
whether streaks were present but they had not been resolved, a high resolution section
on the Pacific transect, with stations spaced only 7.5km apart, was carried out on UK2.5
(figure 2.9). Again similar concentrations have been found all the way along this section
(as evidenced by the range of the column integral values), leading to the conclusion that
isopycnal mixing on smaller scales had filled in the tracer patch by this stage.
It was also noted on the UK2 cruise that concentrations in general were lower than ex-
pected based on a numerical model simulation and considering that a year earlier on US2,
column integral values of 1000 picomoles/m2 were observed in the centre of the tracer
patch (Ledwell et al., 2011). Possible explanations for this might be that the tracer had
moved more slowly than expected, so the bulk of it had not reached the Pacific transect
by the time of UK2, or that it had spread out more in the horizontal than expected, also
moving more quickly through Drake Passage as a consequence. The latter explanation
seems to fit the data better, since similar amounts of tracer were seen on the Pacific tran-
sect on UK2 and 3 months later on UK2.5, and by UK3 the column integrals are small on
the Albatross transect, the bulk of the tracer apparently having moved into the Scotia Sea
and beyond.
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Figure 2.12: Vertical widths of individual tracer profiles from UK2 by transect. Obtained by
fitting Gaussians to each profile plotted against the UK2.5 depth-density relation. From top to
bottom: SR1, Albatross and Pacific transects (see figure 2.2).
2.3.4 Individual profiles
Figures 2.12 to 2.14 show the vertical widths of individual profiles on the UK2, UK2.5
and UK3 cruises by transect. The North Scotia Ridge transect has been excluded from
the UK3 plot because the focus of this thesis is on the diapycnal mixing in the Southeast
Pacific and Drake Passage, and the North Scotia Ridge measurements sampled the tracer
after it had gone through the Scotia Sea. In general, the meridional variability in the
vertical widths is much greater at SR1 and, to a lesser extent, the Albatross transect, than
it is in the Pacific transect. This reflects the fact that diapycnal mixing in the Southeast
Pacific is relatively homogeneous, whereas it is very inhomogeneous in Drake Passage.
There is little pattern obvious, however, in the meridional variation, with the exception
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Figure 2.13: As figure 2.12 but for UK2.5. Pacific (top) and SR1 (bottom) transects.
Figure 2.14: As figure 2.12 but for UK3. SR1 (top) and Albatross (bottom) transects.
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Figure 2.15: Four individual profiles of tracer concentration from UK2, plotted against their mea-
sured depths. Stations 3 and 13 (top left and top right) were taken at the grid to the north of SR1
before and after the vessel returning to port. Stations 24 and 42 (bottom left and bottom right)
show intrusions, taken on SR1 and the Albatross transect, repectively.
that profiles get siginificantly wider at the extreme northern end of SR1. This is likely
to be due to the fact that the tracer isopycnal slopes downwards to the north and so the
tracer comes close to the continental slope in this region. Tracer that has followed a
path around the continental slope through Drake Passage will have been subjected to
strongly enhanced boundary mixing. The profiles at around 58◦S on SR1 and 57.5◦S
on the Albatross transect on UK2 which are significantly wider than their surrounding
profiles are the result of ‘intrusions’, where was masses from elsewhere have mixed in
isopycnally at the tracer density (see figure 2.15).
Figure 2.15 shows some examples of tracer profiles taken on UK2. Stations 3 and 13
are from the grid to the north of SR1, taken before and after the RRS James Cook was
forced to return to port for repairs. Station 3 shows very low concentrations of tracer, and
the distribution is filamented, with patches of lower concentration interspersed with high
concentrations. This indicates that we were at the leading edge of the tracer patch at this
point. About 2 weeks later in the same location, station 13 shows the vertical distribution
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Figure 2.16: θ− S plot of the tracer data at the depth of the peak tracer concentration for stations
on the UK2 Albatross (red) and UK2 SR1 (blue) transects. For each transect, the size of the
point is proportional to the peak concentration found. Points from the SR1 transect are scaled
twice as large as the Albatross transect so that they are visible. The contours are potential density
referenced to 1500 dbar (the target density is 34.614 kgm−3).
of the tracer has become much more Gaussian. Stations 24 and 42 are examples of profiles
where an intrusion has occured, resulting in a very wide vertical spread.
2.3.5 Cabelling
During UK2, it was noted that the mixing measured by the microstructure team seemed
to be too small to account for the spread of the tracer between the Albatross and SR1
transects. One possible explanation for this discrepancy might be cabelling, since this
would cause the diapycnal spread of the tracer without the associated turbulent mixing
detectable by microstructure. Figure 2.16 shows the temperature and salinity at the target
depth for tracer stations on the SR1 and Albatross transects on UK2. If cabelling were
contributing to the diapycnal mixing seen between these two transects, a separation should
be visible between the T-S properties of the two transects, implying isopycnal mixing
across a front had taken place in between. For example if isopycnal mixing had occurred
with water from south of the polar front, the SR1 data would be offset towards the cooler,
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fresher area of the plot. Since no such offset is evident, it was concluded that cabbeling is
not playing a significant role in the observed diapycnal mixing of the tracer.
2.4 Summary
In this chapter some results from measurements of the DIMES tracer on oceanographic
cruises approximately 1.9 years, 2.2 years, and 3 years from release have been presented.
The key result is that enhanced diapycnal mixing was seen in Drake Passage when com-
pared with the Southeast Pacific. However, since the vertical spread of the tracer gives
only a time and spatially averaged measure of the mixing, numerical models are needed
to fully interpret the data. Such work will be the focus of the chapters that follow. There
have also been questions raised concerning the horizontal distribution of the diapycnal
mixing, and of an apparent discrepancy between mixing implied by the tracer and that
diagnosed from microstructure measurements. These will be examined in Chapters 4 and
5.

Chapter 3
A 2D advection-diffusion model
3.1 Introduction
The tracer experiment described in chapter 2 provides us with a direct measurement of
diapycnal mixing over a long time period and a wide area through the increase in the ver-
tical spread of the tracer with time. However, the raw tracer profiles provide only a time-
and spatially-averaged measure of the mixing experienced by the tracer from its release to
the point of measurement. In order to extract useful information about the spatial distri-
bution of diapycnal mixing in an inhomogeneous environment, and subsequently attempt
to make inferences about the causes of the mixing, a numerical model is required. In this
chapter, a simple model is used in conjunction with tracer measurements from the UK2,
UK2.5 and UK3 cruises to diagnose diapycnal mixing rates in the Southeast Pacific and
Drake Passage. Some of the work presented represents a contribution to Watson et al.
(2013) (see section 3.4.1).
In the next section of this chapter, the numerical model used will be described. In the
third section, details of methods used to compare model output with the tracer measure-
ments and optimise model parameters for the best model-data fit will be given. The fourth
section will detail the results of the model to tracer data comparison.
50 A 2D advection-diffusion model
3.2 Model description
3.2.1 Model fundamentals
The model, coded in Matlab, has been adapted from a model written by Jim Ledwell
(personal communication, 2011). Its dimensions are along-stream and depth, covering
an area from 180◦W to 0◦W in the horizontal and 300m above and below the tracer tar-
get surface in the vertical. The along-stream path for the tracer advection is assumed
to be zonal, an approximation that is reasonable for the tracer’s progression from the
Southeast Pacific into Drake Passage, but that breaks down once it enters the Scotia
Sea, where the ACC turns northwards. The resolution is 10m in the vertical and 1 de-
gree in the along-stream/zonal direction. Zonal distances are converted from degrees to
metres assuming an average latitude of the tracer patch of 60◦S using the relationship
distance (m) = 111000 × cos(60◦), an approximation also appropriate for the tracer’s
transit from the Southeast Pacific into Drake Passage. With the model dimensions in me-
tres, a two-dimensional realisation of the advection-diffusion equation is solved for the
tracer:
∂C
∂t
= ∇ · (K∇C)− u · ∇C (3.1)
where C is the tracer concentration, t is time, K is a diffusivity tensor made up of along
stream (Kh) and vertical (Kz) components, and u is the advection velocity.
The model is run from the tracer release for 3 years to produce outputs corresponding to
the midpoints of UK2 (1.9 years), UK2.5 (2.2 years) and UK3 (3 years). Cross sections
of tracer concentration through the model in the vertical direction may then be obtained at
points on the model grid corresponding to the approximate average longitudes of transects
on the three cruises. These are at 79◦W, 68◦W, and 58◦W (UK2 Pacific, Albatross, and
SR1 transects, respectively, see figure 2.2); 78◦W and 57◦W (UK2.5 Pacific and SR1
transects, respectively); and 67◦W, 57◦W and 48◦W (UK3 Albatross, SR1 and North
Scotia Ridge transects, respectively). The North Scotia Ridge actually runs approximately
west to east at the northern boundary of the Scotia Sea (see figure 2.2), and the longitude
of this transect has been taken to be the longitude of Shag Rock’s passage, a deep passage
in the ridge through which the ACC flows (and therefore through which much of the tracer
may be expected to pass).
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3.2.2 Initial condition
The initial tracer distribution is modelled as a small 2D Gaussian patch according to the
following equation:
C0(x, z) =
N
2piLH
exp
[−z2
2H2
− (x− x0)
2
2L2
]
(3.2)
where C0 is the tracer concentration, x and z are the model along-stream and vertical
coordinates, x0 is the zonal coordinate of the release location, N is the total amount of
injected tracer in moles (76kg = 388 moles), and L and H are estimates of the zonal and
vertical widths of the tracer patch, respectively. The resulting initial tracer distribution
is centred around z = 0, x = −107◦W, equivalent to the target surface at the release
longitude. C0(x, z) in fact does not represent a concentration, but an integral through the
meridional extent of the tracer patch at the given (x, z) coordinates, since the third spatial
dimension is absent from the model.
3.2.3 Model parameters
Three key parameters may be varied to produce model output for comparison with the
tracer data: the zonal velocity u, the horizontal (effectively isopycnal) diffusivity Kh and
the vertical (effectively diapycnal) diffusivity Kz . Here, horizontal/vertical is equivalent
to isopycnal/diapycnal since there is no density and no vertical velocity in the model, so
the tracer advects at constant model depth z = 0, equivalent to along isopycnal advection
in the ocean. The parameters u and Kh vary with height within the model according to
q(z) = exp(z/hq)q, where q is either u or Kh and hq is the scale height, with hu =
1500m and hKh = 1000m.
The model domain is divided zonally into sections, designed broadly to represent the
different mixing regimes experienced by the tracer. In a 2-zoned realisation, the domain
is split into a ‘Pacific’ and a ‘Drake Passage’ zone, with the boundary at 67◦W. Each zone
has its own value for the u,Kh andKz parameters, with the value being specified at z = 0
in the case of depth-dependent quantities. The boundary is chosen as the approximate
longitude that the rough topography of Drake Passage begins (see figure 2.2); however
some optimisation of the boundary position using methods described in section 3.3 found
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that this longitude was also the best position for producing model outputs consistent with
the tracer measurements. In this realisation, the two zones are broadly characterised as
relatively slow advection and weak diapycnal mixing in the Pacific, and relatively fast
advection and strong diapycnal mixing in Drake Passage. An alternative realisation was
tested adding a third zone for the Scotia Sea, with the boundary between this and the Drake
Passage zones at 57◦W. However, this proved difficult to optimise, and was abandoned in
favour of the two-zone model on the grounds that the model assumptions as laid out in
section 3.2 are not valid in the Scotia Sea. Comparisons that were carried out between
model outputs and the tracer data gathered at the North Scotia Ridge aimed at diagnosing
the Scotia Sea mixing are consequently left out of the analysis that follows.
3.3 Model optimisation
3.3.1 Cost function
Having obtained model profiles of tracer concentration with depth at the longitudes and
times corresponding to the transects where tracer measurements were taken, a cost func-
tion is used to quantify how well the model output fits the data. The cost function, χ2,
compares the vertical widths and peak concentrations of all the individual measured tracer
profiles on a transect (obtained using the methods described in section 2.3.1.2) with the
vertical width and peak concentration of the model profile corresponding to that transect.
The following equation is used:
χ2 =
∑
T
nT∑
i=1
(wi −WT )2
σwT
2
+
(ci − CT )2
σcT
2
(3.3)
where wi and ci are individual measured profile vertical widths and peak concentrations,
σwT
2 and σcT
2 are the variances of the measured widths and concentrations on a particular
transect, and WT and CT are the model profile vertical width and peak concentration for
that transect. The inner sum is over all the profiles on a transect, nT , and the outer sum
may be over a number of the transects, T , sampled on the UK2, UK2.5 and UK3 cruises.
The measurements compared are from the Pacific, Albatross, SR1 and North Scotia Ridge
transects on these three cruises as described in section 3.2. Individual transects or groups
of transects may be included in the cost function, for example to make a comparison
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only with data in the Pacific or with data gathered on a particular cruise; equally the
contributions of the vertical widths and peak concentrations may be examined separately
or together.
The expectation value of the cost function, if the distribution of the measured data on a
transect is assumed to be normal, is N − q, where N is the number of measurements to be
compared (equal either to the number of profiles or twice that number if both widths and
concentrations are included in the cost function), and q is the number of model parameters
that are varied to minimise the cost function. These parameters may be the whole set, or a
subset of u, Kh and Kz for each model zone as described in section 3.2.3. An estimate of
the uncertainty on the model parameters may then be made by varying a parameter about
its optimum value (that which minimises χ2), since a departure of 1σ by a parameter from
its optimum increases the value of χ2 by one (see Bevington and Robinson, 1992).
3.3.2 Methods of optimisation
Three methods of optimising the model parameters to minimise the cost function were
tested. The first used Matlab’s fminsearch routine to optimise all parameters simulta-
neously. This has the advantage that it should theoretically converge on the combination
of parameters that give the lowest value of χ2 to a high degree of precision. However,
since fminsearch does not allow limits to be placed on the range of input parameters,
it often results in unphysical values, for example negative horizontal diffusivities. In ad-
dition, for the two-zone model, for example, there are six parameters to optimise (one in
each zone for u, Kh and Kz), which means that fminsearch takes a long time to find
a solution and may never converge.
A second method involved setting all the parameters to an initial guess, and optimising
one at a time using fminsearch. Once the first value, e.g. up (the advection velocity
in the Pacific zone), had been optimised with all the other values fixed, the next value,
Khp (the horizontal diffusivity in the Pacific zone), would be optimised with up set to its
newly optimised value, then up and Khp would be set while Kzp (the vertical diffusivity
in the Pacific zone), was optimised, and so on. Once all values have been optimised, the
process is repeated with the newly optimised values fixed, and the whole set of values
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looped round repeatedly until they converge on their individual solutions. The major dis-
advantage of this method is that it is extremely time-consuming, and still can result in
unrealistic values for some parameters, although the tendency for converging on a com-
pletely unphysical solution is reduced. There is also some question as to whether the
order in which the parameters are optimised matters, since all other values are fixed while
a particular parameter is optimised, so there may be a tendency for this method to lead the
solution in a particular direction.
In the third method, a range of possible values for each parameter was chosen, and a series
of nested loops in Matlab were constructed to find the value of χ2 for every combination
of parameter values within the defined ranges. This was done first with a coarse resolution
over a wide range of values for each parameter, and then with finer resolution over a nar-
rower range to home in on the solution. This method allows sensible ranges to be set for
all the parameters, and is much less time consuming than method 2, while also avoiding
the problem of the solution being led in a particular direction by the order of parameter
optimisation. Once an optimum solution for all parameters has been found to a reasonable
degree of precision, all values but one are then fixed and fminsearch used to further
optimise the key parameters individually. These key parameters are Kzp and Kzd, re-
spectively the vertical diffusivities in the Pacific and Drake Passage. Finally, uncertainties
may be found on these key parameters by varying them from their fully optimised values
to increase χ2 by one as described in section 3.3.1. This optimisation method was used to
arrive at the results presented in section 3.4.
3.3.3 Optimising for widths and concentrations
The first set of parameter optimisations made use of the contributions of both the vertical
widths and the peak concentrations of tracer profiles to the cost function. The vertical
widths may be compared directly as described in section 3.3.1, but the peak concentrations
of the model profiles must be divided by a factor to account for the spread of the tracer in
the meridional direction. A number of options for estimating the meridional width of the
tracer patch on each cruise were investigated. Figure 3.1 shows the meridional distribution
of column integrals for tracer stations on selected transects from the UK2, UK2.5 and UK3
cruises. An estimate for the total meridional extent of the tracer patch may be made from
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Figure 3.1: Meridional distribution of column integrals for tracer stations measured on the UK2
Albatross (top), UK2.5 Pacific (middle) and UK3 SR1 (bottom) transects. Column integrals in
blue; Gaussian fits in red.
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four times σ for the Guassian fit (see equation 2.1), since this should encompass 95% of
the tracer if its distribution were Gaussian. The transects were chosen to reflect the closest
available estimate for the meridional spread of the tracer in Drake Passage on each cruise.
However, with the exception of the UK2 Albatross transect, the meridional distributions
of the column integrals are not very close to Gaussian, and without zeros in concentration
at the northern and southern extremes of each transect it is impossible to know how much
of the extent of the tracer patch has been surveyed.
A second approach involved using outputs from the 3D model described in Chapter 4. For
a modelled tracer distribution it is possible to calculate the meridional first moment of the
tracer patch, y¯, using the following equation:
y¯ =
∑
i
Ii × yi∑
i
Ii
(3.4)
where Ii are the column integrals for every point on the horizontal model grid, and yi are
their meridional coordinates in metres (relative to the equator). The square root of the
meridional second moment of the modelled tracer distribution is then used to estimate the
meridional width of the real tracer patch, and is calculated as follows:
σy =

∑
i
Ii × (yi − y¯)2∑
i
Ii

1
2
(3.5)
The meridional extent of the tracer patch is then taken to be 4σy. However, the 3D model
was only run from release to UK2.5, so it was necessary to extrapolate the growth of
the meridional second moment to derive an estimate for UK3. Several attempts were
made to fit an equation to the growth of the second moment with time from release to
UK2.5, but none was found that made reasonable predictions for UK3. Therefore it was
decided that the meridional width of the tracer patch within Drake Passage, where the
measurements were to be compared, would be assumed not to increase beyond the time
of UK2.5. This is likely to be a close approximation, since the tracer is prevented from
spreading isopycnally in the meridional direction by the ACC fronts and the continents to
the north and south of Drake Passage.
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3.3.4 Optimising for widths only
The difficulty in estimating the meridional width of the tracer patch means that the reli-
ability of comparing modelled with measured tracer profile peak concentrations is ques-
tionable. The values for the meridional width are very uncertain, and due to the difficulty
in arriving at these estimates, the same spread factor was applied to model outputs at all
transects, which may not be appropriate. Changing the spread factor also has a signifi-
cant effect on the diapycnal diffusivities diagnosed using this optimisation method. For
example, the difference between the Drake Passage diapycnal diffusivity optimised using
meridional spreads estimated from Gaussian fits to column integral data as opposed to
those estimated from the 3D model second moments (as described in section 3.3.3) is a
factor of 1.5. However, if the contribution of the peak concentrations is removed from the
cost function, the value of the optimised diapycnal diffusivity is completely insensitive to
changes in the spread factor. Consequently the widths-only comparison is considered to
be the preferred method of optimisation.
The model profile peak concentrations are affected by the zonal velocity and horizontal
diffusivity, since these parameters determine how much of the tracer arrives at a particular
transect at a given time. Without the peak concentrations to pin down these quantities
in the optimisation, other methods must be used to make reasonable estimates of their
values. In the original version of the 2D advection-diffusion model inherited from Jim
Ledwell, values of Kh were included which had been estimated from floats released in
the LANL 0.1 degree model by Mat Maltrud and Julie McClean. The optimisations using
only vertical widths to diagnose diapycnal diffusivities reverted to these values for Kh.
Values of u were estimated from SatGEM, an altimetry based product which includes
three-dimensional time-varying velocity fields for the Southern Ocean (Meijers and Bind-
off, 2011), and which is used with the 3D model in Chapters 4 and 5. Velocities to use
in the 2D model for the Pacific and Drake Passage zones were calculated as follows: a
latitude range of 55.5◦S to 63.3◦S for the tracer patch was estimated from the meridional
second moment of the tracer distribution output from the 3D model at a time correspond-
ing to UK2.5. Longitude ranges of 120◦W-67◦W and 67◦W-57◦W were designated as
corresponding to the Pacific and Drake Passage zones, respectively. The western bound-
ary of the Pacific zone is chosen to be far enough west of the tracer release location
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Cruises Obs. ρ Kzp (range) Kzd (range) χ2
(×10−5 m2 s−1) (×10−4 m2 s−1) (expectation)
UK2+UK2.5 W γn 1.75 (1.69-1.80) 3.4 (3.0-3.9) 83.0 (74)
UK2+UK2.5 W σ1.5 1.71 (1.66-1.76) 3.4 (2.9-3.9) 76.6 (74)
UK2+UK2.5+UK3 W γn 1.72 (1.67-1.77) 3.0 (2.7-3.3) 108.5 (94)
UK2+UK2.5+UK3 W σ1.5 1.69 (1.65-1.74) 3.3 (2.9-3.6) 100.3 (94)
UK2+UK2.5 W+C σ1.5 1.71 (1.66-1.76) 2.5 (2.2-2.8) 152.9 (146)
UK2+UK2.5+UK3 W+C σ1.5 1.69 (1.65-1.74) 2.8 (2.5-3.1) 201.7 (186)
Table 3.1: Diapycnal diffusivities resulting from various optimisations of the 2-zone 2D
advection-diffusion model. Columns 1 and 2 detail the cruise transects and the types of observation
(vertical widths, W and peak concentrations, C) contributing to the cost function. The transects
included are the Pacific, Albatross and SR1 transects on UK2, the Pacific and SR1 transects on
UK2.5 and the Albatross and SR1 transects on UK3. Column 3 gives the density system used for
interpolating the tracer measurements before calculating the vertical widths, either neutral density
(γn) or potential density referenced to 1500m (σ1.5). Columns 4 and 5 give the optimised Pacific
and Drake passage diapycnal diffusivities with their 1σ uncertainty ranges in brackets. Column 6
gives the value of the cost function at the minimum, with the expectation value in brackets.
(107◦W) to incorporate any area occupied by the tracer resulting from its horizontal dif-
fusion westwards following release. The eastern boundary of the Drake Passage zone is
chosen as an approximate eastern extent of Drake Passage, and is also the longitude of
the SR1 transect. Means were then taken over these coordinate ranges in each SatGEM
snapshot in time (or ‘time slice’) and a mean over all time slices of these means used as
the velocity estimate in each zone. The SatGEM velocities used were all at the depth of
the tracer target isopycnal, the velocities having been interpolated onto isopycnal surfaces.
Uncertainties on the velocities in each zone were taken as the standard error on the global
means of the velocities within the established 55.5◦S-63.3◦S latitude range. The SatGEM
velocity ranges were calculated both from the combination of the zonal and meridional
components by Pythagoras, and by taking the zonal velocity only. It was decided that only
the zonal component would be used, since the approximation of zonal flow, in particular
with respect to the conversion of latitude into along-stream distance in metres, had been
applied to other aspects of the 2D model.
3.4 Results 59
3.4 Results
3.4.1 Diapycnal diffusivities
Table 3.1 shows the diapycnal diffusivities in the Pacific and Drake Passage zones diag-
nosed using various optimisations of the 2D model. The first four rows are the results
from optimisations where only the vertical widths were allowed to contribute to the cost
function; the last two rows are from optimisations where the peak concentrations were
included. The widths-only optimisations were carried out using concentration data inter-
polated onto both potential density referenced to 1500m (σ1.5) and neutral density (γn).
The interpolated concentrations were transformed from density to depth using the mean
depth-density relations for UK2.5. Optimisations using both density systems were carried
out in order that the effect of an issue with the neutral density calculation in Drake Passage
alluded to in section 2.3.1.1 might be quantified. The issue arises from the fact that during
the neutral density calculation’s iteration process, an artificial barrier was placed in Drake
Passage to allow the calculation to be performed (see Jackett and McDougall, 1997, for
details). A table giving details of the parameter space searched during the optimisations
in table 3.1 can be found in Appendix A.
The key result common to all optimisations is that the diapycnal diffusivity in the Drake
Passage zone of the model is 15-20 times larger than in the Pacific zone. This result is
significant because it implies strongly enhanced mixing averaged over a wide area - that
occupied by the tracer between the Albatross transect at 68◦W and SR1 at 57◦W. This
means that there are likely to be local pockets of much higher rates of mixing in Drake
Passage, and also the fact that the spatial average implied is 1.9-2.6 times the value of
1.3 × 10−4 m2 s−1 required by Munk (1966) to maintain the abyssal stratification (see
section 1.2.2) has implications for the global overturning circulation. Based on very simi-
lar results from an earlier optimisation of this model using the same methods as employed
for the first row in table 3.1, Watson et al. (2013) estimated an average diapycnal diffusiv-
ity for the whole ACC of (0.6− 1)× 10−4 m2 s−1 by extrapolating based on estimates of
lee wave generation. They conclude that 20-30% of the southern ocean component of the
overturning circulation at mid depths is sustained by diapycnal mixing, concentrated over
regions of rough topography such as Drake Passage, the Scotia Sea, Crozet-Kerguelan and
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the southeast Indian ridge. The favoured result from table 3.1 is from the optimisation us-
ing the UK2, UK2.5 and UK3 cruises, using the potential density grid and where only the
vertical widths have been allowed to contribute to the cost function (row 4 of the main
body of the table). These diffusivity values of Kz = 1.69 ± 0.05 × 10−5 m2 s−1 in the
Pacific and Kz = 3.3 ± 0.4 × 10−4 m2 s−1 in Drake Passage are quoted in the abstract
of this thesis, and represent the key quantitative result of this chapter. This particular
optimisation is chosen because it includes UK3, so makes use of more of the available
observations, avoids the problems with neutral density, and avoids the problems of esti-
mating the model peak concentrations detailed in section 3.3.4.
The differences between the σ1.5 and γn optimisations are small, both for the diapycnal
diffusivities inferred in the Pacific and in Drake Passage, and in all cases agree within
their uncertainties. The larger value of the cost function at the minimum for both the
optimisations using γn compared with those using σ1.5, and the fact that the latter χ2 val-
ues are closer to the expectation may indicate that the σ1.5 widths are more appropriate
to use. However it is concluded based on these results that the differences in diagnosed
diffusivities are small enough that the density system used is not important. Therefore the
analysis that follows in Chapter 4, which was carried out using neutral densities before
the problems with the system in Drake Passage came to light, may be considered to be
unaffected.
A comparison may also be drawn between the values of diapycnal diffusivity obtained
from optimisations where stations on the UK3 Albatross and SR1 transects were allowed
to contribute to the cost function with those values obtained where only stations on UK2
and UK2.5 contributed. For the optimisations carried out in neutral density, a very small
reduction in Kzp and a larger reduction in Kzd is seen when UK3 is included, although
these reductions are within uncertainties. For the optimisations in potential density where
only the widths were included in the cost function, there is also a small reduction in both
Kzp andKzd when UK3 is included, although the reduction inKzd is smaller than for the
neutral density optimisations. However, in the optimisations where peak concentrations
were included in the cost function, there is an increase in Kzd where UK3 stations are
are included compared with where they are not. Therefore it is concluded that the leading
edge effect suggested by the measured mean profile widths (see section 2.3.2) cannot be
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confirmed by the results from this model.
The differences between the optimisations that include the contributions of the peak con-
centrations to the cost function and those that do not are the most significant. While the
estimate for Kzp remains the same, the optimised Kzd is reduced by 15-26%. This is due
to the fact that the Drake Passage advection velocity ud reduces to between 0.04ms−1 and
0.06ms−1 when it is fully optimised using the concentrations, whereas it is constrained
to be between 0.0605ms−1 and 0.0723ms−1 for the widths-only optimisations, the veloc-
ity ranges having been obtained from SatGEM as described in section 3.3.4. The slower
speed of advection through Drake Passage in the bottom two optimisations means that
the same increase in tracer profile vertical width implies a smaller diffusivity. Due to the
difficulties in estimating the model peak concentrations as described in section 3.3.3, the
diffusivities derived assuming advection velocities calculated from SatGEM and includ-
ing only the contribution of the widths to the cost function are considered to be the most
robust. However, the method of averageing SatGEM velocities over a wide area is an over
simplification for the tracer advection. A 3D model that allows for both the meridional
variation in the velocity field and the inclusion of eddies to be represented would be much
more appropriate. The implementation of such a model is the subject of Chapter 4.
Figure 3.2 gives a visual representation of the uncertainties in the diapycnal diffusivities
in the Pacific and Drake Passage. The values of χ2 for combinations of Kzp and Kzd are
calculated by fixing all other parameters at their optimum values and varying the diapy-
cnal diffusivities with nested loops in the same way as described in section 3.3.2. The
optimisations shown were those where σ1.5 interpolated tracer data was used, and only
the vertical widths allowed to contribute to the cost function. Each contour corresponds
to an increase in χ2 of one from its value at the minimum, therefore the innermost and
second innermost contours represent the 1σ and 2σ uncertainty ranges on the Kz parame-
ters. The 1σ uncertainty on the Pacific diffusivity is small, around +/- 3% of the optimised
value, and is similar whether or not the UK3 stations are included. This reflects the fact
that we have a large number of profiles helping to tie down the Pacific zone diffusivity
(57 for the Pacific and Albatross transects on UK2 and UK2.5 plus 4 for the Albatross
transect on UK3), and that the variation in the vertical widths across transects is relatively
small. The 1σ uncertainty in the Drake Passage diffusivity is rather larger at around +/-
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Figure 3.2: Contour plots of the cost function for different combinations of Kzp and Kzd for the
σ1.5 optimisations where the widths from UK2 and UK2.5 contribute to χ2 (left panel) and where
the widths from UK2, UK2.5 and UK3 contribute (right panel). The contours are where χ2 is the
optimum value +1, +2, etc.
15% of its optimum for the UK2 + UK2.5 comparison, reducing slightly to +/- 12% when
UK3 stations are included. This reflects the smaller number of observations at SR1 (18
for UK2 and UK2.5 plus 16 for UK3), the transect which gives us information about the
tracer’s transit through Drake Passage, and the fact that the variation in individual profile
widths is much greater. This greater variation in the observations is due to the relative in-
homogeneity of the mixing in Drake Passage when compared with the Southeast Pacific.
For the results presented in table 3.1, the optimised up was between 0.028 and 0.029ms−1,
ud was between 0.04 and 0.07ms−1, and Khp and Khd were 3000m2s−1 and 1000m2s−1,
respectively. It is noted that the optimised horizontal diffusivities obtained by including
the contribution of the peak concentrations in the cost function are the same as the values
from model floats (as introduced in section 3.3.4) which were used in the widths-only
optimisation.
3.4.2 Sensitivity of χ2 to model parameters
Table 3.2 shows the results of a sensitivity analysis for the secondary model parameters
(i.e. those other than the vertical diffusivities). These were obtained by taking a full set
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Optimisation up range ud range Khp range Khd range
(ms−1) (ms−1) (m2s−1) (m2s−1)
Widths only -0.041-0.059 0.051-0.071 1600-8100 0-9100
Widths and concentrations 0.0275-0.0292 0.033-0.048 2800-3900 0-3500
Table 3.2: Sensitivity of χ2 to secondary model parameters. Parameters are the advection veloci-
ties in the Pacific (up) and Drake Passage (ud) zones, and the horizontal diffusivities in the Pacific
(Khp) and Drake Passage (Khd) zones. Ranges are those required to increase the cost function
by one from its value when the parameters are optimised. The transects from the UK2 and UK2.5
cruises were allowed to contribute to the cost function.
of optimised values, and varying each parameter individually to increase the value of the
cost function by one. The two sets of optimised values used were from the optimisations
where UK2 and UK2.5 transects were allowed to contribute to the cost function; the first
set of values were where vertical widths only were compared, and the second set of values
were where both vertical widths and peak concentrations were compared (the second and
fifth optimisations from table 3.1, respectively).
When both vertical widths and peak concentrations are allowed to contribute to the cost
function, χ2 is highly sensitive to up, and somewhat sensitive to ud,Khp and Khd. When
only the widths are compared, there is very little sensitivity to up, some sensitivity to ud,
and little sensitivity to Khp or Khd. The lack of sensitivity to up is unexpected, but an
inspection of the output model tracer fields with varying values of up reveals that it does
not affect the shape of the tracer distribution at the measured transects: although with zero
or negative advection velocity the concentrations around the Pacific - Drake Passage zone
transition are very small, the vertical distributions of concentrations (and hence the verti-
cal widths) remain the same. By contrast, the horizontal diffusivities do affect the shape
of the tracer patch, causing it to elongate in the zonal direction under larger Kh, so there
is some sensitivity to these parameters. Equally, variation of ud causes zonal elongation
of the tracer patch as it advects between the Pacific and the Drake Passage zones, which
explains the sensitivity of the cost function to ud where there is little sensitivity to up.
3.4.3 Model profiles
Figures 3.3 to 3.6 show the model profiles of tracer concentration with depth compared
to their equivalent mean profiles for the measured tracer for various optimisations of the
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Figure 3.3: Model profiles (left) and measured mean profiles (right) for the 2-zone model opti-
mised for UK2 + UK2.5 vertical widths and peak concentrations. Pacific (blue), Albatross (green)
and SR1 (red) transects from the UK2 (solid lines) and UK2.5 (dashed lines) cruises. The opti-
mised values of up,Khp,Kzp, ud,Khd and Kzd are displayed on the left panel.
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Figure 3.4: As figure 3.3, but optimised for UK2 + UK2.5 + UK3 vertical widths and peak
concentrations. Pacific (blue), Albatross (green) and SR1 (red) transects from the UK2 (solid
lines) and UK2.5 (dashed lines) and UK3 (dotted-dashed lines) cruises.
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Figure 3.5: As figure 3.3, but optimised for UK2 + UK2.5 vertical widths only. Pacific (blue),
Albatross (green) and SR1 (red) transects from the UK2 (solid lines) and UK2.5 (dashed lines)
cruises.
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Figure 3.6: As figure 3.3, but optimised for UK2 + UK2.5 + UK3 vertical widths only. Pacific
(blue), Albatross (green) and SR1 (red) transects from the UK2 (solid lines) and UK2.5 (dashed
lines) and UK3 (dotted-dashed lines) cruises.
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model parameters. Figures 3.3 and 3.4 show model outputs resulting from optimisations
where both the vertical widths and the peak concentrations contributed to the cost func-
tion; figures 3.5 and 3.6 result from optimisations with only the vertical widths. Figures
3.3 and 3.5 result from optimisations where only data from the UK2 and UK2.5 cruises
contributed to the cost function; for figures 3.4 and 3.6 the UK3 data was included (hence
the profiles from the SR1 and Albatross transects on UK3 appear in the latter). The mea-
sured mean profiles differ slightly from those in figure 2.7, as in order to make the compar-
ison with the optimised model output, only the stations contributing to the cost function
have been included in the measured transect means (some stations are not included in the
cost function because they do not fit a Gaussian). The model does seem to reproduce
the tracer transect mean profiles reasonably well, and the differences are small between
optimisations. I refrain from drawing any detailed conclusions on the model skill at repro-
ducing the tracer advection, because of the uncertainties in the model peak concentrations
as explained in section 3.3.4, and also because of inherent differences between individual
versus transect mean tracer profiles. Individual profiles may have peak concentrations at
depths other than the centre of their distribution, whereas for transect mean profiles these
differences tend to be smoothed out, the mean profile maximum concentration almost al-
ways appearing in the centre. Since the cost function compares model profiles, equivalent
to transect means, with individual profile peak concentrations, the peak concentrations of
the model profiles resulting from the optimisation may therefore be different from those
of their equivalent measured transect mean profiles. This may be considered an additional
argument for excluding the peak concentrations from the cost function when calculating
estimates of diapycnal diffusivity.
3.4.4 Concentration to width relationship
During the UK2 cruise, an inverse relationship was noticed between the vertical width,
σ, and the peak concentration of individual tracer profiles. It was hypothesised that this
might be because tracer at the leading edge of the tracer patch, hence found in lower
concentrations, had experienced stronger vertical mixing due to having travelled faster,
resulting in wider profiles. The plots in figure 3.7 explore this relationship with the help
of the 2D model. The panel (a) shows the relationship between peak concentration and
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Figure 3.7: Scatter plots of the relationship between vertical width (σ) and peak concentration
for UK2 and UK2.5 tracer profiles. UK2 stations are in blue; UK2.5 stations are in red. Tracer
observations are on the left (circles); model profiles are on the right (crosses). Top two panels
show measured profiles from the Pacific and SR1 transects on UK2 and UK2.5 and from the
Albatross transect on UK2 (left), and all model profiles from UK2 and UK2.5 (right). Middle two
panels show measured profiles from the Pacific transect on UK2.5 (left) and model profiles from
the Pacific zone on UK2 and UK2.5 (right). Bottom two panels show measured profiles from all
transects on UK2 and the SR1 transect on UK2.5 (left) and model profiles from the Drake Passage
zone on UK2 and UK2.5 (right).
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1/σ for all the observed tracer profiles on UK2 and UK2.5. On panel (b) is the same
relationship for model profiles obtained by taking a vertical slice through the model grid
at every point in the along-stream direction (i.e. every 1 degree longitude), for model
outputs at UK2 and UK2.5. Panel (c) shows the measured stations only on the Pacific
transect of UK2.5, where there does not appear to be a relationship between vertical width
and peak concentration. Panel (d) has model profiles only in the low vertical diffusivity
Pacific zone, where the values of 1/σ are indistinguishable from each other within each
cruise. Finally panel (e) shows all the stations from UK2, and only the stations from the
SR1 transect on UK2.5. A proportional relationship between peak concentration and 1/σ
seems to exist for these stations. On panel (f), the model profiles for the high diffusivity
Drake Passage zone, into which the leading edge of the tracer patch is emerging during
the UK2 and UK2.5 cruises, very clearly show this proportional relationship. Although
the relationship appears similar for both model and experimental tracer results, the expla-
nation for the behaviour is different. In the case of the tracer, the stations sampled on UK2
and on the SR1 transect on UK2.5 represent tracer towards the leading edge of the patch,
therefore these stations have profiles with lower peak concentrations which have travelled
further and faster, probably in frontal jets, and consequently have mixed more strongly. In
the model, there is no third (meridional) dimension to allow the tracer to arrive at a given
point downstream via varying paths and at varying speeds. The explanation here is simply
that the high mixing region is downstream of the low mixing region, so model tracer at
the leading edge of the patch at a given time will have spent more time in the high mixing
region, resulting in more diffusion and wider profiles. The plots of tracer concentration
over the whole model grid in figure 3.8 further illustrate the effect, with the tracer fanning
out as its leading edge enters the Drake Passage zone.
3.4.5 Model tracer evolution
During the optimisation of the 2D model, it was discovered that the alteration of the
model velocities from those with which it was originally written had some unexpected
consequences on the model tracer field, in particular that a sharp increase in velocity be-
tween the two zones seemed to hinder the tracer advection. An investigation was therefore
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Figure 3.8: Distributions of tracer concentrations in the 2D advection-diffusion model. Outputs
correspond to UK2 (top), UK2.5 (middle) and UK3 (bottom). The model is divided into two
zones, split at 67◦W, with low along-stream velocity, low diapycnal diffusivity in the Pacific zone
(up = 0.0291ms−1,Kzp = 1.7 × 10−5 m2 s−1), and slightly higher along-stream velocity, high
diapycnal diffusivity in the Drake Passage zone (ud = 0.035ms−1,Kzd = 3.3 × 10−4 m2 s−1).
Colour scales are the same for all three panels.
carried out into the behaviour of the model tracer evolution under the influence of differ-
ent velocity fields. Figures 3.8 to 3.10 illustrate the effects of the change in velocity
between the Pacific and Drake Passage zones on the evolution of the tracer in the model.
In figure 3.8, the distribution of tracer within the model is shown for outputs correspond-
ing to UK2, UK2.5 and UK3 where there is a small step-change in velocity between the
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Figure 3.9: As figure 3.8 but with larger jump in velocity between Pacific and Drake Passage zones
(up = 0.0291ms−1,Kzp = 1.7× 10−5 m2 s−1, ud = 0.06ms−1,Kzd = 3.3× 10−4 m2 s−1).
two zones at 67◦W from up = 0.029ms−1 to ud = 0.035ms−1. In this model configura-
tion, the tracer seems to transition smoothly from one zone to another, and continues to
advect normally into the higher velocity, high diapycnal diffusivity zone. In figure 3.9,
the step change in velocity between the two zones is much larger, with ud = 0.06ms−1.
Here there appears to be a blocking effect, where the tracer is held up at the boundary in a
bottleneck, apparently delaying its progress into Drake Passage. In order to try to mitigate
this effect, the transition between the velocities in the two zones has been smoothed over 6
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Figure 3.10: As figure 3.9 but velocity transition is smoothed over 6 degrees of longitude.
degrees of longitude in the model configuration shown in figure 3.10. Here the concentra-
tions of tracer in Drake Passage are still substantially reduced due to its advecting further
when compared with figure 3.8, but the bottleneck effect of figure 3.9 is not evident. The
smoothed transition in velocity is used for the analysis presented in sections 3.4.3 to 3.4.4;
however it is possible that this one-dimensional change in velocity has affected the con-
centrations, and perhaps the vertical widths, of the model profiles beyond Drake Passage
in an unrealistic way. This is a further argument for the exclusion of the peak concentra-
tions in the final analysis carried out using the cost function, but also highlights the need
for a more realistic, 3D model.
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The total amount of tracer in the model domain at a given time is calculated by multiply-
ing the quantity of tracer in each grid square (for example as represented in figure 3.8) by
the area of the squares and summing over the model grid:
T =
∑
i
Cidxdz (3.6)
where T is the total tracer, Ci is the amount of tracer in grid square, dx = 55500m is the
horizontal size and dz = 10m is the vertical size of the grid squares. Over the course of a
run from release for three years, the total amount of tracer changes by no more than 1.7%
for the runs presented in table 3.1, meaning conservation within the model is good.
3.5 Summary
In this chapter, a simple 2D advection-diffusion model with dimensions of along-stream
and depth was used to model the evolution of the DIMES tracer from release to UK3.
Outputs were compared with data from the experimental tracer and the model-data fit
quantified using a cost function. With the model split into 2 zones representing the South-
east Pacific and Drake Passage, model parameters for along-stream advection velocity,
horizontal diffusivity and diapycnal diffusivity in each zone were optimised to minimise
the cost function and hence find estimates of diapycnal diffusivity in each zone. The
best estimates were obtained by comparing the vertical widths calculated from tracer
data interpolated in potential density and transformed to depth using the mean depth-
density relation for UK2.5 with model outputs from UK2, UK2.5 and UK3 correspond-
ing to the Pacific, Albatross and SR1 transects. The diapycnal diffusivities found were
1.69 ± 0.05 × 10−5 m2 s−1 in the Pacific and 3.3 ± 0.4 × 10−4 m2 s−1 in Drake Pas-
sage, where uncertainties are 1σ. This 20-fold increase between the two regions, the
Pacific characterised by smooth topography, and Drake Passage characterised by rough
topography and energetic near-bottoom flows, provides evidence for the idea that strongly
enhanced diapycnal mixing is associated with the interaction of strong bottom flows with
rough topography. Such mixing in the Southern Ocean may be powered by the generation
of lee waves as described in section 1.3.3.2, and has the potential to explain a significant
portion of that required to close the global overturning circulation.
3.5 Summary 73
A ‘leading edge’ effect, whereby tracer moving faster at the front of the tracer patch
had experienced stronger diapycnal mixing than tracer further back that had moved more
slowly, had been suggested by the evidence from mean tracer profiles seen in Chapter 2.
The investigation into this using the model proved inconclusive: diapycnal diffusivities
calculated from comparisons with UK2 and UK2.5 data when the tracer was first enter-
ing Drake Passage, and those calculated from comparisons including UK3 data when the
tracer had been there for some time were not noticeably different. However an observed
relationship between tracer profile vertical widths and peak concentrations on UK2 and
UK2.5 was reproduced by the model, the model outputs suggesting a strong link between
vertical widths and peak concentrations as the leading edge of the tracer patch enters a
region of high vertical diffusivity.
While the simplicity of the model meant that it was highly appropriate for the process
of optimising input parameters to best fit the data, it being possible to carry out many
hundreds of model runs in a relatively short time, its usefulness is limited. Peak concen-
trations were hard to estimate, requiring knowledge of the meridional spread of the tracer
patch which was only partially available, and consequently the problem of estimating ad-
vection velocities and horizontal diffusivities, the former of which in particular have an
impact on the inferred rates of diapycnal mixing, was difficult to solve. In order to derive
more robust estimates of the mixing, and also to investigate more precisely the horizontal
distribution of vertical mixing, a 3D model is required. Investigations using such a model
will be the subject of Chapters 4 and 5.

Chapter 4
Modelling the tracer in 3D
4.1 Introduction
4.1.1 Chapter motivation and outline
In this chapter a model of the evolution of the DIMES tracer in three dimensions will be
introduced. The 3D model has significant advantages over the simple 2D model presented
in Chapter 3. First, tracers in the ocean are not advected by the large scale velocity (Gent
et al., 1995), as was assumed in the 2D model where an ‘along stream’ velocity was de-
fined. The Southern Ocean is a region where energetic geostrophic eddies are a dominant
feature of the flow, and it is a combination of these eddies and the mean flow provided by
the ACC that are responsible for the advection of the DIMES tracer. Adding the merid-
ional direction to the model dimensions allows these eddies to be introduced. Secondly, a
3D domain allows the meridional variation as well as the zonal variation in the diapycnal
mixing of the tracer to be modelled, and this means that far more may be inferred about
the possible causes of the mixing.
The remainder of this section will introduce some background theory to the modelling ap-
proach. In section 2, the details of the methods used will be described, including the 3D
model framework, the velocity fields which are used to advect the tracer, the comparison
of model outputs with the experimental results, and three categories of diapycnal diffusiv-
ity fields prescribed to the model. In section 3, results of model runs using the different
types of diapycnal diffusivity fields will be presented, and outputs from some alternative
methods will also be shown and compared with the main results. Section 4 will discuss
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their implications for diapycnal mixing.
4.1.2 Modelling the advection of a tracer in the ocean
In the absence of diapycnal diffusion, a passive tracer such as the one used in the DIMES
experiment will be advected along isopycnal surfaces, with its evolution governed by the
following equation (from Gent et al., 1995):
∂C
∂t
+ u · ∇ρC = 1
hρ
∇ρ · (Khhρ∇ρC) (4.1)
where C is the tracer concentration, t is time, u is the along-isopycnal velocity vector,∇ρ
is the horizontal gradient operator applied at constant density ρ (i.e. along isopycnals),
hρ is the vertical density gradient (= −∂z/∂ρ where z is depth), and Kh is an isopycnal
diffusivity. Equation 4.1 assumes small isopycnal slopes. Adding in diapycnal diffusion
from equation 1.7, this becomes:
∂C
∂t
+ u · ∇ρC = ∂
∂z
(Kz
∂C
∂z
) +
1
hρ
∇ρ · (Khhρ∇ρC) (4.2)
where Kz is the diapycnal diffusivity.
I have chosen to use MITgcm, a depth-coordinate model, to model the DIMES tracer,
since it can be run ‘offline’ (see section 4.2.1) using velocity fields from a previous cal-
culation, and also allows the prescription of a three-dimensionally varying diapycnal dif-
fusivity field. Here, however, the model’s depth levels are treated as isopycnals, and the
vertical component of the model velocities, which are defined by u = (u, v, w), is set
to zero everywhere, ensuring no tracer can cross isopycnals other than by diapycnal dif-
fusion. Each model depth level is then associated with a neutral density γn. The model
solves the following advection-diffusion equation for the tracer:
∂C
∂t
+∇ · (uC) = ∇ · (K∇C) (4.3)
where here ∇ is the three-dimensional gradient operator and K is a tensor representing
the isopycnal and diapycnal diffusivities, of which the isopycnal component Kh is a con-
stant. The gradient operators ∇ρ and ∇ are equivalent in my model setup, since depth
levels are isopycnals and w = 0 everywhere. The second term on the LHS of equation 4.2
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and the second term on the LHS of equation 4.3 are equivalent if the horizontal (approxi-
mately equivalently along-isopycnal) components of velocity (u, v) are non-divergent, so
equation 4.3 becomes:
∂C
∂t
+ u · ∇C = ∇ · (K∇C) (4.4)
To match the RHS of 4.2 and 4.4, I make an approximation of constant hρ; equivalently
that the stratification is constant throughout the model domain. This last assumption
amounts to neglecting two ‘pseudo velocities’ which result from temporal and spatial
variations in hρ. The first is contained in the LHS of equation 4.1, where the velocity may
be expressed as:
u = u¯+ (h′ρu′)/hρ (4.5)
where overbars represent time- and spatial averages, and primes denote the local, instanta-
neous departures from these averages (Gent et al., 1995). The second term on the RHS of
equation 4.5 is known as the ‘bolus velocity’ (McDougall, 1991). The second neglected
pseudo velocity comes from the RHS of equation 4.1, which may be split, assuming con-
stant Kh, into:
∇ρ ·Kh∇ρC + Kh∇ρhρ
hρ
· ∇ρC. (4.6)
The first term in equation 4.6 is the horizontal part of what is solved by the model on the
RHS of 4.3. The second term is the second neglected pseudo velocity, (Kh∇ρhρ)/hρ,
multiplied by ∇ρC, and may be subtracted from the second term on the LHS of equation
4.4.
A final effect of the constant hρ concerns the diapycnal diffusion. The ‘thickness’ of an
isopycnal layer, h, is defined (from Hallberg, 2000) as:
h = −
∫
dz
dρ
dρ. (4.7)
In the model, h is represented by the vertical distance between model z levels, and is static,
varying spatially only in the vertical dimension. However, since in the real ocean h varies
spatially and temporally, and diapycnal diffusion is independent of dz/dρ and therefore
h, this means that where the local instantaneous thickness of an isopycnal layer in the
real ocean hocean is greater than the thickness assigned to the model hmodel (equivalently
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the real stratification is weaker than the model ‘stratification’), diapycnal diffusion will be
stronger in the model than in the ocean. Conversely, if hocean < hmodel, the model diffu-
sion will be weaker than in the real ocean. The effects of the constant h approximation on
the results presented will be discussed in section 4.4.3.
4.2 Methods
4.2.1 MIT model
The offline version of the MITgcm accepts inputs from a previous model run, leaving only
the advection diffusion equation (equation 4.3) left to solve. The inputs expected are the
diapycnal diffusivity Kz , the isopycnal diffusivity Kh, the velocity components u, v, w
in the zonal, meridional and vertical directions, respectively, and a convective diffusivity
which enhances the background Kz . Kz is represented by a three-dimensional matrix
which is static in time, and Kh is a single value across the whole of the model domain.
The velocities consist of a 3D matrix for each component, and are time-dependent, the
model reading in the instantaneous fields of u, v and w at regular intervals. The time
period between instantaneous velocity inputs will be 1 week, determined by the SatGEM
product from which the fields are derived (see section 4.2.2). The convective diffusivity is
most important in the mixed layer where significantly enhanced mixing is observed due to
interactions with the atmosphere. Since the DIMES experiment is concerned principally
with mid-depth mixing, the tracer isopycnal being below the mixed layer across most of
the extent of the tracer patch, I have set the convective diffusivities to zero everywhere, so
in effect the model assumes that the tracer is not affected by the mixed layer, and diapyc-
nal mixing coefficients are defined solely by Kz . This has the advantage of comparative
simplicity when it comes to parameterising the vertical mixing and subsequent interpre-
tation of the results.
The model domain has 67 depth levels, each assigned to a neutral density between 27.8 kgm−3
and 28 kgm−3, with 0.003 kgm−3 spacings between the levels. The density range was
chosen to match that of the widest profiles measured on the tracer surveys to be compared
with the model outputs. In the model, the density grid is a conceptual one, the offline
MITgcm having no knowledge of the densities, and is used when mapping model output
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tracer distributions in density space. In terms of the model configuration, the levels are
separated by distances in metres (see section 4.2.6). The horizontal domain extends from
120◦W to 30◦W zonally and from 70◦S to 40◦S meridionally, with horizontal grid spac-
ing of 18
◦. This is a larger area than occupied by the tracer between its release and the
UK2.5 cruise 27 months later, which is the period over which outputs from these model
runs are to be compared with the experimental results. The extent of the domain ensures
that tracer does not spill over the boundaries of the model during this period.
The “Prather” advection scheme is used, which has a superior accuracy and reduced nu-
merical diffusion compared to other available schemes (Prather, 1986). Tests carried out
using some alternative advection schemes available with MITgcm confirmed the Prather
scheme to be the most numerically stable.
4.2.2 SatGEM
Rather than using an output from a previous online MITgcm run for the u, v, w inputs to
the offline model, I have chosen to use a product called ‘SatGEM’ (see Meijers and Bind-
off, 2011, for full details of their methods). It contains time-evolving three-dimensional
fields of u, v, temperature (T), and salinity (S) for the Southern Ocean calculated using
a combination of climatological data and satellite altimetry. The horizontal resolution of
the fields is 13
◦, and they have 36 pressure levels between the surface and 5400 dbar. Sat-
GEM contains snapshots, or ‘time slices’ every 7 days, and the data used in my model
covers the period from February 2009, when the tracer was released, to April 2011 when
the UK2.5 cruise took place.
The SatGEM T-S fields were generated using hydrographic bottle and CTD data and Argo
float data to produce vertical profiles indexed by longitude and dynamic height. These
profiles were then combined with satellite altimetry to produce the time-dependent three-
dimensional fields. The method used to construct the T-S profiles is known as the ‘Gravest
Empirical Mode’ (GEM) method (Meinen and Watts, 2000).
With the density field reconstructed from the T-S fields, geostrophic velocities may then
be calculated using the geopotential surfaces inferred from the density structure. The
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geostrophic velocities are defined by:
u = − 1
f
∂φ
∂y
, v =
1
f
∂φ
∂x
(4.8)
where u and v are the zonal and meridional components velocity, f is the Coriolis param-
eter, x and y are coordinates in the zonal and meridional directions in metres, and φ is the
geopotential. The surface velocities can be obtained directly from satellite observations
of the sea surface height anomaly. In the interior, the vertical current shear, also known as
the thermal wind, is calculated from:
∂v
∂p
= − 1
f
∂α
∂x
,
∂u
∂p
=
1
f
∂α
∂y
(4.9)
where
α =
∂φ
∂p
= −1
ρ
, (4.10)
p is the pressure and ρ is the density. The shear is then combined with the surface veloci-
ties to produce the 3D, time-evolving SatGEM velocity fields.
The key advantage of the SatGEM fields is that they are derived directly from obser-
vations, so should result in a reasonably accurate reproduction of the tracer advection,
which is important for diagnosing the diapycnal diffusivities. Meijers and Bindoff (2011)
report that the SatGEM fields have been compared with available observations, and show
good agreement. However it does have limitations. Firstly the velocities do not include
the ageostrophic component, and are only resolved to 13
◦, so smaller scale features of the
flow, in particular the submesoscale horizontal processes, are not captured. The horizontal
mixing therefore must be parameterised by Kh. Secondly the fields are not constrained to
be non-divergent, which is in conflict with the MITgcm’s expected inputs, and means that
the advection terms in equations 4.2 and 4.3 are not equivalent. The SatGEM velocities
are therefore adjusted to render them non-divergent before feeding them into the model
(see section 4.2.3). Finally the fields have only been calculated in places where the water
depth is at least 2000m, which leaves gaps, most importantly to the north and south of
Drake Passage through which the tracer is advected.
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Figure 4.1: The depth of the target surface from SatGEM for the model domain. The depths are a
time-mean over SatGEM time slices from 27th January 2010 to 13th April 2011. The white areas
are outside the geographical limits of the SatGEM T-S data.
4.2.3 Using SatGEM in MITgcm
In order to use the SatGEM velocities in the MITgcm model framework, they must be
interpolated onto the model grid. First, γn is calculated for each time slice using the
SatGEM T and S data referenced by latitude, longitude and depth. Then the SatGEM
velocities are interpolated first horizontally onto the model latitude/longitude grid, and
then vertically onto isopycnals, using the γn values to map onto the model density grid.
The horizontal interpolation is done such that the zonal velocities, u, are mapped onto the
western faces of the model grid cells, and the meridional velocities, v, are mapped onto
the southern faces to conform to the expected configuration for MITgcm.
The depths associated with the isopycnal surfaces at each point on the model grid are
also recorded for each time slice. The depth of the tracer target density for a time mean
over the period from 27th January 2010 to 13th April 2011 is shown on figure 4.1. This
time period, from the US2 to the UK2.5 tracer survey, is that of the main model runs.
The gentle slope of the isopycnal can be seen, from near the surface around the Antarctic
Peninsular, to around 2000m depth to the North of Drake Passage where it intersects with
the South American continental slope.
Having been interpolated onto the model grid, the velocity fields must then be rendered
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horizontally non-divergent. This is achieved using some code developed specifically for
use with MITgcm, documented in Marshall et al. (2006). The method defines the final
velocity u as consisting of a geostrophic component ug (in this case the interpolated
SatGEM velocity) and an adjustment∇χ:
u = ug +∇χ. (4.11)
The divergent adjustment is then calculated from
∇2χ = −∇ · ug (4.12)
with a boundary condition of
∇χ · n = −ug · n (4.13)
where n is the unit vector perpendicular to the boundary. The non-divergence code was
developed for a two-dimensional velocity field, and the fields being used here are three-
dimensional. Each SatGEM time slice is therefore split into the 67 individual model levels
before being fed into the non-divergence code, and the corrected fields are recombined at
the end.
The fact that the SatGEM fields are limited to regions where the water depth is at least
2000 m presents an additional challenge for the non-divergence process. If a boundary
is placed at the edge of the SatGEM fields, the boundary condition will force the ve-
locities to be directed parallel to the boundary, significantly modifying the flow at these
points. In reality, the flow should continue over the edge of the SatGEM fields, but we
have no information about what the velocities should be there. The compromise that has
been implemented is to set the velocities to zero where we do not know them, and using
bathymetry data from Sandwell et al. (2002), define a land boundary everywhere that the
depth is zero. This introduces a ‘buffer’ zone where the effect of the divergent velocity
correction is distributed between the region containing the known geostrophic velocities,
and the region where velocities are set to zero. The model bathymetry is shown on figure
4.2. Depths are everywhere simply the sum of the distances between the model depth
levels (see section 4.2.6 for an explanation of these distances), except in places that land
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Figure 4.2: The bathymetry defined for use in the model. Depths are the full vertical extent of the
model everywhere (light blue areas) except where land has been identified from Sandwell et al.
(2002), where model depth is set to zero (brown areas). The 2000 m contour representing the limits
of the SatGEM fields is marked in black. The stations where profiles of tracer were collected on
the US2 (black crosses), UK2 (blue crosses) and UK2.5 (red crosses) cruises are also marked.
has been identified, where the depth is zero. This simple approach of having no interme-
diate model depths is most sensible because of the time dependent nature of the depths
of isopycnal surfaces, which means that the real depths associated with the model levels
are changing with time, and any intersection with the bottom topography that might occur
would also be time dependent. In addition to the land, a line along the southern edge of
the model domain where the depth is zero can also been seen on figure 4.2. This has been
added because the non-divergence code fails to render the fields non-divergent without it.
The divergence of the model velocity fields at the target depth before and after running
the non divergence code is shown on figure 4.3 (a) and (b). The divergence is:
∇ · u = ∂u
∂x
+
∂v
∂y
+
∂w
∂z
. (4.14)
Since w is zero everywhere, the third term is zero. The zonal (x) and meridional (y)
coordinates at each model grid latitude (lat) and longitude (lon) are calculated as follows:
x(lat, lon) = lon× 111177.5× cos
(
pi lat
180
)
, y(lon) = 111177.5× lat (4.15)
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Figure 4.3: Divergences of the SatGEM velocity fields (a) interpolated onto the target density
surface before running the non-divergence code (b) on the target density surface after running the
non-divergence code and (c) uninterpolated, on a pressure surface at 1300m depth.
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where lat and lon are in degrees. The means of the absolute divergences before and
after running the non-divergence code are ∼ 2 × 10−7 s−1 and ∼ 1 × 10−8 s−1. The
means of the actual divergences before and after running the code are ∼ −1 × 10−9 s−1
and ∼ 1 × 10−12 s−1. Also on figure 4.3 (c) is the divergence of the SatGEM velocities
on a pressure surface, before they have been interpolated onto density surfaces and onto
the regular model grid. While the divergence is still high at the boundaries of SatGEM,
the values are much lower over the rest of the grid, indicating that the interpolation is
responsible for the majority of the divergence shown in (b). The SatGEM velocity vectors
at the target depth before and after running the non-divergence code are shown on figure
4.4. The time slice shown is from 27th January 2010, which coincides with the midpoint
of the US2 cruise. In most places the changes in the velocities are small, but in the
regions where no SatGEM velocities are available (white areas in panel (a)), new non-
zero velocities that permit the non-divergent closure of the fields can be seen in panel
(b).
4.2.4 Comparing model outputs with experimental observations
4.2.4.1 Obtaining model tracer profiles
The model is run for a period from the tracer release in February 2009 up to the UK2.5
cruise in April 2011. Model outputs of the tracer field are extracted at times correspond-
ing to the US2 (January - February 2010), UK2 (December 2010 - January 2011) and
UK2.5 (April 2011) cruises. Making the assumption that the length of the cruises is short
compared with the length of the experiment, one snapshot in time of the model output
is chosen to represent the tracer patch for each cruise. The output coinciding with 27th
January is taken as corresponding to the US2 cruise; the output from 29th December 2010
is taken as corresponding to UK2; and the output from 13th April 2011 is taken as corre-
sponding to UK2.5.
For each output, model vertical profiles of tracer concentration are obtained at coordi-
nates corresponding to the locations of stations surveyed on the corresponding cruise.
These locations are shown on figure 4.2 for US2 (black crosses), UK2 (blue crosses) and
UK2.5 (red crosses). The 2000m contour is also marked as this represents the limits of
the SatGEM fields. The position of a station on the model grid is identified as the grid cell
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Figure 4.4: The model velocities for the 27th January 2010 SatGEM time slice at the target density
(a) before and (b) after running the non-divergence code. The arrows point in the direction of the
velocity vectors u = (u, v), and their length is proportional to the magnitude of the velocity.
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for which the latitude and longitude at its centre is closest to the latitude and longitude
recorded for the cruise station. Each model tracer profile represents a profile of tracer con-
centration in density space, since the model levels have been assigned to neutral densities.
In order to compare them with the experimental profiles, the UK2.5 depth-density profile
(as introduced in section 2.3.1.1) is interpolated onto the model density grid, and is then
used to transform model tracer profiles from density to depth. Experimental profiles of
tracer concentration with density are also mapped from density to depth using the UK2.5
depth-density profile. Vertical widths and peak concentrations for each of the model and
experimental tracer profiles are then obtained, the peak concentration taken as the highest
concentration value in the profile, and the vertical width calculated by fitting a Gaussian
in the same manner as was described in section 2.3.1.2.
Model profiles are very Gaussian, but the real experimental profiles are more variable, so
some consideration must be given as to which profiles to include in the model to experi-
mental data comparison. Some profile inclusions and exclusions are illustrated on figure
4.5. Station 17 on UK2 is a typical profile, and is very Gaussian, so is included. Station
8 is a very low concentration profile, and is clearly not able to fit a Gaussian, so is ex-
cluded. Stations 4 and 26 are more marginal as it is possible to fit a Guassian to them, but
they are not perfectly Guassian in shape. Station 26 is included because the non-Gaussian
nature of the profile has not significantly affected the vertical width, whereas station 4
is excluded because the non-Gaussian shape, caused by an intrusion of non-local water
masses mixed in isopycnally, has significantly increased the vertical width implied by the
Gaussian fit.
4.2.4.2 Cost function
To quantify the model-experimental data fit, a cost function of a similar form to that intro-
duced in Chapter 3 is used. However, whereas with the 2D model individual experimental
tracer profiles were compared with a single model profile per transect on each tracer sur-
vey, here the profiles are compared one-to-one. The equation for the new cost function is
as follows:
χ2 =
∑
T
nT∑
i=1
(wi −Wi)2
σwT
2
+
(ci − Ci)2
σcT
2
(4.16)
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Figure 4.5: Some example experimental tracer profiles to illustrate inclusions in and exclusions
from the model-data comparison. Solid blue lines are the tracer profiles; red dashed lines are the
Gaussian fits. All tracer profiles have been plotted against the UK2.5 depth-density profile.
where wi and Wi are the experimental and modelled individual profile widths, ci and Ci
are the experimental and modelled individual profile peak concentrations, and σwT
2 and
σcT
2 are the variances of the measured widths and peak concentrations on a given transect
T . The inner sum is over all the profiles on a transect, and the outer sum is over a number
of transects. When comparing between the model output and the US2 stations, the whole
survey, which is a continuous track, is treated as one transect. When comparing output
with UK2 and UK2.5, the transects are (west to east), the Pacific, Albatross and SR1
transects as shown on figure 4.2. The cost function is weighted in inverse proportion to
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the variability of the experimental observations on each transect as represented by σ2. So a
transect that has a large variation in, for example, the vertical widths will be given a lower
weighting than a transect where the variation is smaller. This helps to compensate for
the relatively coarse horizontal resolution of the model, which limits its ability to capture
the smaller scale variability of the observations. As in Chapter 3, the contributions of
the vertical widths and peak concentrations from individual transects to the overall cost
function may be assessed individually. Also as previously, the expectation value of the
cost function is the number of degrees of freedom of the system, approximately equal to
the number of profiles compared.
4.2.5 Model initialisation
The initial tracer distribution to model the tracer release is a 3D Gaussian, defined by:
C(x, y, z) =
N
(2pi)
3
2σxσyσz
exp
[
−x− x0
2σx2
− y − y0
2σy2
− z − z0
2σz2
]
(4.17)
where C is the tracer concentration, x, y, z are the model zonal, meridional, and vertical
coordinates in metres, N is the total tracer released in femtomoles, σx, σy, and σz are the
zonal, meridional, and vertical widths of the initial tracer patch, and x0, y0 and z0 are
the zonal, meridional and vertical coordinates of the release in metres. The total tracer
quantity is 76 kg, which from the molar mass of CF3SF5, which is 196 g, is equivalent to
388 moles. The widths are taken from the account by Ledwell et al. (2011) of the tracer
release, with σx = σy = 20 km and σz = 5 m. The release horizontal coordinates, also
from Ledwell et al. (2011), are x0 = 107◦W, y0 = 58◦S. These and the model coordi-
nates x, y are converted to metres using the same relationship as was given in equation
4.15. The vertical coordinate z0 is the model depth at the centre of the 36th level, the
model level corresponding to the target density. The total tracer quantity in the initial
tracer distribution is checked by integrating the concentrations over the model domain,
and should be equal to the injected amount:
N =
∫ ∫ ∫
C(x, y, z) dx dy dz (4.18)
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However it is found that due to the small size of the Gaussian shaped patch compared with
the size of the discrete grid cells, the result of this integral is slightly too large. The input
quantity N is therefore adjusted by a factor of 1/1.04742, ensuring that the total quantity
of injected tracer is correct. The initial tracer field having been defined, the model is run
for 1 year up to US2, and the model parameters Kz and Kh are optimised using the cost
function to give the best fit to the US2 experimental data. For this stage, Kz is set to a
constant value throughout the model domain. The output from the optimised run is then
used as the initial field for further runs, beginning at the time of US2 and running on for
15 months to UK2.5.
4.2.6 Model vertical grid
Since the model depth levels are treated as corresponding to isopycnals, the depths as-
signed to them determine the physical thickness h of an isopycnal layer, where for a given
model level i, hi = z(i+ 12)− z(i− 12), if i increases with increasing depth z. The layer
thicknesses are determined from the SatGEM depth-density relation, as illustrated on fig-
ure 4.6. In order to minimise the error introduced by the approximation that h is constant
in time and horizontal space, in particular to attempt to avoid any systematic error asso-
ciated with large scale changes in stratification, the distance between model levels was
calculated using a time- and spatial- mean of h, where the local instantaneous values of
h were calculated from the SatGEM derived density fields. The spatial variation in h for
a 0.003 kgm−3 thick isopycnal layer at the target density, calculated from a time mean of
the SatGEM density fields over the period 27th January 2010 - 13th April 2011, is shown
on figure 4.7. To obtain the spacings between model depth levels for the release - US2
runs, the time mean of h for the whole three-dimensional model domain was taken over
the period 4th February 2009 to 27th January 2010, and then a spatial mean taken hori-
zontally over the area indicated by the red box on figure 4.7 (note that the h field shown
is for the US2 - UK2.5 time mean, but the pattern is very similar). The model depth level
spacings for the US2 - UK2.5 runs are obtained in the same way, but using the 27th Jan-
uary 2010 - 13th April 2011 time mean, and the spatial mean over the area indicated by
the blue box on figure 4.7. The areas are chosen to correspond to the area occupied by the
model tracer for the course of each run. The resultant h for the model density grid for the
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Figure 4.6: An illustration of the method used to calculate the thickness of the model isopycnal
layers. The SatGEM depth-density relation (blue line) is used to determine the change in depth,
hi, that corresponds to a change in neutral density, ∆γn, of 0.003 kgm−3 on a given density level,
i. The dashed red lines illustrate the upper and lower limits of an isopycnal layer centred on the
tracer target density.
release - US2 and US2 - UK2.5 runs is shown on figure 4.8.
The change in the model profile of h between the release to US2 runs and the US2 to
UK2.5 runs means that, in order to preserve the total quantity of tracer in the model, con-
centration values need to be adjusted. This is done such that the total quantity of tracer in
a model isopycnal layer, Tk, remains constant:
Tk =
∫ k+ 1
2
k− 1
2
∫ ∫
C(x, y, z) dx dy dz = hk
∫ ∫
C(x, y, z) dx dy (4.19)
where the two inner integrals are over the full horizontal extent of the model domain. The
concentrations in each layer are then corrected by:
C(i,j,k) = C(i,j,k)
hk−old
hk−new
(4.20)
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Figure 4.7: A map of the isopycnal layer thickness calculated from the SatGEM fields at the target
density. The values shown are time means for the period 27th January 2010 - 13th April 2011 (US2
to UK2.5). The red box represents the horizontal area over which the values are averaged to obtain
the depth level spacings for the release to US2 model runs. The blue box represents the area over
which the values are averaged for the US2 to UK2.5 runs. The values of h are for an isopycnal
layer of thickness 0.003 kgm−3.
where (i, j, k) are the indexes of the model grid (x, y, z) coordinates and hk−old and
hk−new are the thicknesses of density layer k in the release - US2 and US2 - UK2.5
model grids, respectively.
4.2.7 Diapycnal diffusivity fields
Three categories of diapycnal diffusivity field are used for the model runs presented in this
chapter. For the release - US2 runs, a single value of Kz is assigned to the whole model
grid. This is justified by the fact that mixing in the Southeast Pacific region that the tracer
occupied between its release and the US2 cruise is expected to be fairly homogeneous,
as the bottom topography is smooth here. In addition, the focus of the study is on Drake
Passage, so the distribution of the mixing further to the west is of secondary importance.
As will be seen in section 4.3.1, a single value of diffusivity for the release - US2 runs
does a reasonable job of reproducing the mixing experienced by the experimental tracer.
The second category is a ‘2 zone’ approach, where Kz is set to one value in the Southeast
Pacific, and a different value in Drake Passage where rough topography and fast bottom
flows are known to produced enhanced rates of mixing. The boundary between the Pacific
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Figure 4.8: The relationship between the density and the thickness h of a 0.003 kgm−3 isopycnal
layer for the model grid. The release - US2 time- and spatial average is shown by the red line; the
US2 - UK2.5 average is shown by the blue line. The black dashed line indicates the tracer target
density.
and Drake Passage zones was chosen to be 67◦W , as this is a reasonable estimate for
longitude where the rough topography of Drake Passage begins (see figure 2.2), and was
found in Chapter 3 to give a good fit to the tracer data when applied to the 2D model.
The values of Kz in the Pacific and Drake Passage zones are then optimised for the best
model-data fit using the cost function.
The third category is based on the idea that enhanced mixing is associated with the bottom
topography. A background value representative of the Southeast Pacific mixing is set, and
a single enhanced value of diffusivity Kz−top is defined at locations where the tracer
target isopycnal surface comes within a given distance, d, of the bottom. In the first
instance, Kz is enhanced everywhere that habtarget <= d, where habtarget is the height
above the bottom of the target surface. To locate the depth of the target isopycnal at
each point on the model grid, the time mean of the SatGEM fields over the US2 - UK2.5
time period is used (see figure 4.1). This is combined with water depths from Sandwell
et al. (2002) to identify the horizontal coordinates of locations where habtarget <= d.
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The value of Kz is then set to be enhanced at all depths throughout the model’s vertical
extent at these locations. It may be that some of the energy generated at topography is
carried away by internal waves, which then break, causing enhanced mixing in places
some distance from the generation site. The method is therefore extended by identifying
additional regions of enhanced mixing within a given radius R of points around each
location that habtarget <= d. Due to the eddying nature of the velocity fields, it is
assumed that the direction of propagation of energy is symmetrical about the generation
site, therefore a circular area of additional enhanced mixing is appropriate. Figure 4.9
shows the regions of the model grid for which enhanced mixing is defined for various
values of d and R. This third category of diffusivity field will hereafter be referred to as
the ‘enhanced Kz’ model.
4.3 Results
4.3.1 Release to US2 model runs
4.3.1.1 Runs using nondivergent velocities
The tracer distributions resulting from a number of model runs from release to US2 with
varying values of Kh are shown on figure 4.10. As Kh increases, horizontal tracer gra-
dients decrease so the filamented, or ‘streaky’ nature of the tracer disappears; however
the large-scale shape and size of the tracer patch is unaffected. On figure 4.11 are shown
the peak concentrations of model tracer profiles from a selection of these runs compared
with the tracer. The cruise track (see black crosses on figure 4.2) began in the north east,
moved quickly westward and then zig-zagged its way back eastward from the most west-
erly point. The model has captured one or two of the features of the experimental tracer
profiles’ peak concentration distribution, such as the low concentrations around station
40, but misses much of the variability. The effect of increasing Kh is to homogenise the
model peak concentrations.
The cost function for the optimisations of Kh and Kz for the release to US2 runs is
shown on figure 4.12. The contribution from the vertical widths at the optimal value of
Kz is very close to the expectation value, indicating that the model gives a good fit to
the observations. The contribution from the peak concentrations at the optimal value of
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Figure 4.9: Regions where diapycnal diffusivity is enhanced above the backround level for various
values of d and R, where d is the maximum height above topography of the target surface for the
locations of enhanced mixing, and R is the maximum radius for further enhanced mixing around
these locations. The horizontal and vertical axes are degrees longitude and latitude. Regions of
enhanced mixing are shown in red.
Kh is some way above the expectation value, as the fixed velocity fields, rather than the
value of Kh, are the main factor influencing the model-data fit. The value for Kh may be
an overestimate, as in places where high model concentrations have coincided with low
experimental tracer concentrations (and conversely where low model concentrations co-
incide with high experimental ones), the contribution of these stations to the cost function
is large, and these effects are reduced when the model peak concentrations are smoothed
out by larger Kh. The output of a run with the optimised parameters of Kh = 100m2 s−1
and Kz = 1.0× 10−5 m2 s−1 is used as the initial condition for the US2 - UK2.5 runs.
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Figure 4.10: Maps of tracer concentration for release - US2 model runs with a range of values
of isopycnal diffusivity Kh. The x and y axes are longitude and latitude, and the colour scale
is in femtomoles/litre. The locations of the US2 stations included in the cost function for the
model-data comparison are marked with white crosses.
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Figure 4.11: Peak concentrations of model tracer profiles for release - US2 model runs compared
with the experimental tracer for Kz = 1.0× 10−5 m2 s−1, variable Kh. Model profiles of tracer
concentration with depth were obtained at the locations corresponding to the US2 stations (as
shown by the black crosses on figure 4.2). On the x-axis, the station numbers correspond to the
chronological order of the cruise stations. Experimental tracer results are in black; model profiles
from runs with varying Kh are in colour.
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Figure 4.12: Cost function values for release-US2 runs. On panel (a) the optimisation for Kh
with fixed Kz is shown. On panel (b) is the optimisation for Kz with fixed Kh. The light blue line
shows the contribution to the cost function from the vertical widths, the pink line the contribution
from the peak concentrations, and the black line the cost function total. The dashed lines give the
respective expectation values of the cost function components.
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Figure 4.13: Vertical widths of model tracer profiles for a release - US2 model run compared with
the experimental tracer for Kh = 100 m2 s−1, Kz = 1.0 × 10−5 m2 s−1. Experimental tracer
results are in black; model output is in blue.
The vertical widths for a release - US2 run with optimised Kh and Kz compared with the
tracer are shown on figure 4.13. There is quite a bit of variability in the vertical widths of
the observations, which is not captured by the model since Kz is not spatially variable for
these runs. The optimised Kz is therefore treated as a best estimate of the average mixing
for this stage of the experiment.
Tests were carried out on the effect on the cost function of moving the release location
x0, y0 by 0.2◦ in one direction or another. The value 0.2◦ was chosen as an estimate of the
uncertainty of the release site, which was reported to be ‘near 58◦S, 107◦W’ by Ledwell
et al. (2011). Moving the release 0.2◦ south of 58◦S increases the cost function value by
0.2, and moving it 0.2◦ north decreases it by 3.4. Moving the release 0.2◦ west of 107◦W
increases the cost function by 3.1, and moving it 0.2◦ east decreases it by 2.3. Nearly all
of the variation comes from the contribution of the peak concentrations to the cost func-
tion, with the contribution of the vertical widths changing by no more than 0.01 between
these runs. The uncertainty on the peak concentrations due to the release location means
that the optimum value for Kh could be as low as 50 m2 s−1 or as high as 200 m2 s−1,
but the estimate in the optimum value for Kz is unaffected.
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4.3.1.2 Comparison using uncorrected velocity fields
The distribution of model tracer at the target depth at US2 resulting from a run which
used the SatGEM velocities before they had been corrected to render them non-divergent
is shown in figure 4.14 (a), compared with an equivalent run using the non-divergent ve-
locities in figure 4.14 (b). Small differences can be seen in the progress of the tracer at
this stage, the output from the non-divergent run showing higher concentrations in the
southeast corner of the tracer patch. The peak concentrations for model runs using the
uncorrected SatGEM velocity fields for a range of values of Kh compared with the exper-
imental tracer are shown in figure 4.15. There are visible differences between these runs
and those using the non-divergent field (figure 4.11), particularly for lower Kh, for exam-
ple around station 100. The contribution to the cost function of the peak concentrations
for Kh = 100 m2 s−1 is 85.9 for a run using the uncorrected velocities (the expectation
value is 85), which compares with 94.5 for the non-divergent velocities and the same Kh.
The optimum value of Kh when using the uncorrected velocities is 50 m2 s−1, which is
likely to be due to the uncorrected fields having reproduced the tracer advection slightly
more closely, so the additional smoothing effect of higher Kh is not required to reduce
the cost function. The optimum value for Kz of 1.0× 10−5 m2 s−1 is unchanged for the
runs using the uncorrected velocities.
4.3.2 2 zone diffusivity fields
4.3.2.1 Runs using nondivergent velocities
The tracer concentrations at the target density for a US2 to UK2.5 model run, output at the
times corresponding to the UK2 and UK2.5 cruises, are shown on figure 4.16. Figure 4.17
shows the model peak concentrations for the two cruises compared with the tracer for a
number of runs with varying Kh. On figure 4.16 the run shown had Kh = 200 m2 s−1.
At the time of UK2, the model appears to have captured the east-west distribution of the
tracer well, with similar transect-averaged concentrations in the model at each transect as
were observed. The meridional variation at UK2 has been captured less well. The tracer
concentrations on the northern end of the Pacific transect have been underestimated, which
may indicate that the centre of mass of the tracer is too far south at this point. This in-
ference is supported by the fact that at the southern edge of the Albatross transect, where
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Figure 4.14: Maps of tracer concentration at the target density for model runs from release to US2.
On panel (a) is the output from a run using the uncorrected SatGEM velocity fields, and on panel
(b) the velocities used had been rendered non-divergent. The stations where experimental tracer
sampled on US2 is compared with the model outputs (white crosses) and the South American and
Antarctic continents (white contour lines) are overlayed.
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Figure 4.15: Peak concentrations for release - US2 runs using the SatGEM velocities not corrected
to render them non-divergent. Experimental tracer is in black; model runs with varying values of
Kh are in colour.
no tracer was measured, there are significant amounts of model tracer. On SR1 the model
tracer concentrations are about right on average, but are overestimated at the southern end
for lower values of Kh, these effects being smoothed out as Kh increases. At UK2.5,
the concentrations are in general too low on the Pacific transect, and the smaller scale
meridional variability captured by the high-resolution section in the tracer survey is not
reproduced by the model.
The vertical widths for model outputs at UK2 and UK2.5 compared with the tracer for
the same series of runs with varying Kh are shown on figure 4.18. The only transect on
which Kh can be seen to homogenise meridional variations in the vertical widths is SR1.
However, the effect is not nearly as marked as it is for the peak concentrations, with the
distribution of vertical widths only changing slightly for a 16-fold increase in Kh.
The contributions of different components to the cost function for the three phases of
the optimisation of the 2 zone model are shown on figure 4.19 to 4.21. In general, the
contributions to the cost function of the vertical widths on each transect are close to the
expectation values, indicating that these diffusivities give a reasonably good fit to the data.
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Figure 4.16: Maps of tracer concentration at the target density for a model run from US2 to UK2.5.
Panel (a) is the model output corresponding to UK2, and panel (b) the output corresponding to
UK2.5. The stations where experimental tracer sampled on each cruise is compared with the
model outputs are overlayed (white crosses).
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Figure 4.17: Peak concentrations from model output from US2 - UK2.5 runs with varying values
of the isopycnal diffusivityKh. Experimental tracer stations are shown by the black line and model
outputs with varying Kh are in colour. The stations shown are from the Pacific (a), Albatross
(b) and SR1 (c) transects on UK2, corresponding to the westernmost, central, and easternmost
transects on figure 4.16 (a); and the Pacific (d) and SR1 (e) transects on UK2.5 corresponding to
the westernmost and easternmost transects on figure 4.16 (b).
Figure 4.18: As figure 4.17 but for vertical widths.
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Figure 4.19: Contribution to the cost function for the runs with optimised Kz , variable Kh. On
panel (a) are shown the contributions to the cost function from the peak concentrations on the
Albatross transect (green), SR1 transect (red) and Pacific transect (blue). On panel (b) are the
contributions from the vertical widths. On panel (c) are the contributions of the vertical widths
(light blue), the peak concentrations (pink) and the total cost function (black). The dashed lines
are the expectation value for each part of the cost function.
The contribution from the peak concentrations is in general above the expectation value
because the main influence on the quality of the model-data fit is the SatGEM velocity
fields, which are fixed. However, the contribution of the peak concentrations to the cost
function is influenced to some degree by the diapycnal and isopycnal diffusivities. In the
optimisation ofKh, changes in the overall cost function are dominated by the contribution
from the peak concentrations on the Pacific transect (Fig 4.19 (a)), which rapidly increases
for Kh > 200 m2 s−1. Referring back to figure 4.17, this increase results largely from
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Figure 4.20: As figure 4.19 but for optimised Kh and Kzd , variable Kzp .
the comparison with UK2.5, where the already underestimated concentrations are reduced
across the centre of the transect for increasing Kh. The contributions from the Albatross
and SR1 sections improve slightly up to Kh = 800 m2 s−1. The optimum value of
Kh = 200 m
2 s−1 is used for subsequent model runs, but this value is only considered to
be a guideline, with the true value probably lying between 200 m2 s−1 and 800 m2 s−1.
For the optimisation of Kzp (figure 4.20), the contribution of the vertical widths to the
change in the cost function is dominated by the Pacific transect. The optimised value
of 2.5 × 10−5 m2 s−1 gives a slightly better fit to the UK2.5 Pacific transect than the
UK2 Pacific transect (see figure 4.23) due to the larger number of stations sampled on
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Figure 4.21: As figure 4.19 but for optimised Kh and Kzp , variable Kzd .
UK2.5 which means the UK2.5 transect contributes more to the cost function. The con-
tribution from the peak concentrations on the Pacific transect increases with increasing
Kzp because the peak concentrations decrease as the profiles widen, exacerbating the un-
derestimate of the concentrations here. The contribution of the Pacific widths to the cost
function is taken to be the best indicator of the appropriate diffusivity, so the value of
Kzp = 2.5× 10−5 m2 s−1 is used for the Pacific zone for runs with fixed Kzp . Assuming
that an increase by 1 of the contribution to the cost function by the Pacific widths is asso-
ciated with a 1σ departure of the value of Kzp from its optimum, the uncertainty bounds
indicated by this optimisation are 2.4 − 2.6 × 10−5 m2 s−1. The fact that the value of
Kzp at the minimum is very close to the expectation value (the blue dashed line on figure
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Figure 4.22: Peak concentrations for the fully optimised 2 zone model. The Pacific zone diapycnal
diffusivity Kzp is 2.5× 10−5 m2 s−1, the Drake Passage zone diapycnal diffusivity Kzd is 3.5×
10−4 m2 s−1 and the isopycnal diffusivity Kh is 200 m2 s−1. Experimental tracer results are in
black, model output is in blue.
4.20 (b)) indicates that the use of the cost function here is appropriate.
The Drake Passage diffusivity indicated by the contribution to the cost function of the
SR1 vertical widths is 3.5 × 10−4 m2 s−1, with 1σ uncertainty bounds of 3.0 − 3.9 ×
10−4 m2 s−1. If the peak concentrations are taken into account, from which the con-
tribution to the cost function decreases with increasing Kzd over the optimal range in-
dicated by the vertical widths, the optimised Drake Passage diffusivity increases slightly
to 3.7 × 10−4 m2 s−1. Both of these values agree within error with the values derived
from the 2D model in Chapter 3. This optimisation for Kzd was carried out with Kh set
to the optimised value of 200 m2 s−1. If a value of 400 m2 s−1 is used, the optimised
Drake Passage diapycnal diffusivity is still 3.5 × 10−4 m2 s−1. The peak concentra-
tions and vertical widths for the 2 zone model output with the optimised parameters of
Kzp = 2.5× 10−5 m2 s−1,Kzd = 3.5× 10−4 m2 s−1 and Kh = 200 m2 s−1 compared
with the tracer are shown on figure 4.22 and 4.23. The model has reproduced the average
vertical widths fairly well on all transects, but fails to capture the large-scale meridional
variation on all but the Albatross transect.
108 Modelling the tracer in 3D
Figure 4.23: As figure 4.22 but for vertical widths
4.3.2.2 Effects of modifying the SatGEM velocity fields
The tracer distributions at the target density from a model run using the SatGEM velocities
without having corrected them to render them divergence free are shown in figure 4.24.
Compared with the distributions shown in figure 4.16 there are clear differences. The
centre of mass of the tracer patch is slightly further south and east in the non-divergent
run compared with the run using the uncorrected fields. It is difficult to say which is the
more realistic version of the advection, since there are errors introduced in the velocity
fields due to the non-divergence process, particularly around the limits of SatGEM to the
north and south of Drake Passage, but equally there may be unwanted numerical effects
in the model for the uncorrected velocities due to the divergence of the fields. However,
examining the information we have about the tracer advection from the profile peak con-
centrations at the sampled stations, it can be seen from figure 4.25 that the uncorrected
velocities do a slightly better job of the tracer advection. In particular the increase north-
ward in the concentrations on the UK2 Pacific transect and the decrease in concentrations
at the southern edge of the tracer patch observed on the Albatross transect are reproduced
with the uncorrected velocities. The contribution to the cost function of the peak concen-
trations for the run using the uncorrected velocities was 88.6, which compares to 119.6 for
the run using the non-divergent velocities. The non-divergence correction has therefore
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Figure 4.24: Distribution of tracer at the target depth at (a) UK2 and (b) UK2.5 for a model run
using the SatGEM velocities not corrected for divergence. The tracer stations for each survey are
overlayed (white crosses).
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Figure 4.25: Peak concentrations at UK2 and UK2.5 for model runs using the SatGEM velocities
before (green solid line) and after (blue solid line) they have been rendered non-divergent, and
for a run where the velocities have been adjusted for thickness by subtracting the pseudo velocity
in the second term in equation 4.6 (red dotted line). Experimental tracer peak concentrations
are marked in black. The model parameters for the uncorrected and non-divergent runs were
Kzp = 2.5× 10−5 m2 s−1,Kzd = 3.5× 10−4 m2 s−1,Kh = 200 m2 s−1, and for the thickness
corrected run were Kzp = 2.5× 10−5 m2 s−1,Kzd = 3.5× 10−4 m2 s−1,Kh = 400 m2 s−1.
had a noticeable effect on the advection. Also on figure 4.25 are the results of a run which
used the divergent SatGEM velocities, but with a correction factor applied to each u and v
to account for the neglected pseudo velocity in equation 4.6. This has a smaller impact on
the advection than the non-divergence correction, and results in a reduced contribution to
the cost function from the peak concentrations of 85.0. Figure 4.26 compares the vertical
widths from the same three runs. The difference between the divergent and non-divergent
runs is considerably less obvious than it is for the peak concentrations, with only a slight
increase in widths on the SR1 transect for the non-divergent velocities. This implies that
the Kzd optimised using the non-divergent velocities may be an underestimate, as a slight
increase in diffusivity for the uncorrected run would bring the SR1 vertical widths closer
to those of the tracer. Comparing with model outputs from the Kzd optimisation, it is
estimated this discrepancy amounts to no more than 0.5 × 10−4 m2 s−1, and is proba-
bly nearer 0.2 × 10−4 m2 s−1. Although optimisations have been carried out using the
original and thickness-corrected velocities, it is not possible to make a direct comparison
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Figure 4.26: As figure 4.25 but for vertical widths.
between these and the non-divergent runs because the former do not include the two most
northerly stations on SR1 in the cost function, these stations being beyond the limits of
the original SatGEM fields. The optimised Drake Passage diffusivities both for runs using
the original SatGEM fields and those with the thickness correction is 3.5× 10−4 m2 s−1.
However this value would increase if it were possible to include the missing profiles since
they are both very wide, the tracer sampled here most likely to have been affected by
boundary mixing due to the proximity of the stations to the continental slope.
The difference in the tracer advection that results from the inclusion of the effects of thick-
ness on the RHS of equation 4.1 is small, so its neglect seems reasonable. The difference
introduced by the non-divergence correction is larger; however, the advantages it confers
in terms of the internal consistency of the model, and the avoidance of the likelihood of
any numerical issues, mean that the use of the corrected velocities seems justified. It is
comforting to observe that their use had only a small impact on the key result from the
2 zone model, the inferred diapycnal diffusivity in Drake Passage. The improvement in
the conservation of tracer that results from the use of the non-divergent velocity fields
compared with the uncorrected ones can be seen in figure 4.27.
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Figure 4.27: Conservation of tracer in the model for a run using the uncorrected SatGEM velocity
fields (blue line) and one using fields that have been rendered non-divergent (green line). On panel
(a) is a run from the tracer release-US2, and on panel (b) a subsequent run from US2 to UK2.5
using the output of the first run as the initial condition.
4.3.3 Enhanced Kz diffusivity fields
The peak concentrations and vertical widths for a number of model runs where Kz is en-
hanced near topography according to certain criteria are shown in figure 4.28 and 4.29. A
number of combinations of the model parameters d,R and Kz−top as explained in section
4.2.7 have been experimented with, and a consistent pattern emerges (the d−R parameter
space has also been explored using a larger Kz−top of 1× 10−3 m2 s−1, but these are not
shown). For small d and small R, the profile widths at the Pacific transects are close to
those seen in the experimental tracer, as for these runs the model tracer does not encounter
any regions of enhanced diffusivity in the Pacific where the ocean is deep. However, the
model profiles at SR1 are much narrower than the experimental ones, because the very
small areas of enhanced diffusivity are not enough to account for the mixing experienced
by the tracer in Drake Passage (see figure 4.9 for maps of enhanced Kz). As d and R are
increased, mixing is enhanced over a wider area in Drake Passage, but the effect of this
is only evident in the vertical widths of profiles on the northern half of SR1 on UK2.5,
the profiles on the southern half of the transect remaining largely unaffected. Simultane-
ously, profiles are widening on the Albatross Pacific transects, first at the northern end,
and, for the largest values of d and R, along their whole length. At the same time as there
being a significant northern bias in the widening of the profiles on SR1 due to enhanced
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Figure 4.28: Peak concentrations for a selection of runs where Kz has been enhanced above
background levels according to certain criteria. The background diffusivity is 2.5× 10−5 m2 s−1,
and the enhanced diffusivity is 5×10−4 m2 s−1. The areas of enhanced diffusivity are determined
by a maximum distance above topography d, and a radius R as described in section 4.2.7 and
illustrated in figure 4.9. The tracer peak concentrations are in black; model outputs from various
runs are in colour.
Figure 4.29: As figure 4.28 but for vertical widths.
114 Modelling the tracer in 3D
Kz , the peak concentrations are much too high in the southern half of the transect where
the vertical mixing has been underestimated. What seems to be suggested by the pattern
of the experimental tracer profile widths on UK2.5 SR1 is that there is enhanced mixing
throughout the meridional extent of the tracer patch in Drake Passage, with extremely high
mixing on the continental slope as indicated by the two most northerly profiles. None of
the combinations of d, R and the coefficient of vertical mixing in the enhanced regions
Kz−top investigated have reproduced this pattern.
Figure 4.30 shows the cost functions for the model runs presented in figure 4.28 and
4.29. Where d = 1000 m, the cost function decreases for increasing R, as the increase
in the areas of enhanced Kz causes the contribution from the SR1 transect to fall rapidly
while the Pacific and Albatross contributions slowly increase. With d = 2000m, the
cost functions increase rapidly for R > 10 km as an overestimate in the Pacific mix-
ing results in a large contribution from the Pacific transect. The best overall fit is found
where Kz−top = 5 × 10−4 m2 s−1, d = 1500m, and R = 50km, however for this run
the contribution from the widths on the Albatross transect is still some way above the
expectation value. To try to reduce this effect, the background diffusivity was reduced to
2×10−5 m2 s−1 for the runs presented in figure 4.31 and 4.32. Here a range of horizontal
diffusion coefficients have been used to try to homogenise the effects of the bias towards
higher mixing in the northern half of Drake Passage. A high value of Kh does have some
effect in redistributing the vertical mixing from north to south, but the bias still remains,
suggesting that to produce the pattern of wide profiles all the way along SR1, there need
to be additional sources of enhanced mixing further south. The effect of varying Kh for
these runs on the cost function is shown in figure 4.33. Increasing Kh improves the fit for
all the vertical widths to the point where the Pacific and SR1 contributions are very near
their expectations values, however the Albatross transect widths still make a large contri-
bution due to the overestimate in the mixing to the west of the transect. The contribution
of the peak concentrations increases with increasing Kh due to the comparison with the
UK2.5 Pacific transect, giving an overall optimal value for Kh of 800 m2 s−1.
With some optimisation of the model parameters, it has been possible to reproduce some
of the features of the mixing observed in the experimental tracer. However, by enhancing
mixing by a uniform amount everywhere near topography, the wide profiles on the SR1
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Figure 4.30: Contributions of different components to the cost function for model runs with Kz
enhanced near topography at locations defined by d and R as described in section 4.2.7. The
contributions from the Pacific transect widths (blue), Albatross transect widths (green), SR1 widths
(red) all widths (light blue) all concentrations (pink) and the total cost function (black) are shown
on all three panels. The background diffusivity is 2.5× 10−5 m2 s−1 and the enhanced diffusivity
Kz−top = 5× 10−4 m2 s−1.
transects have only been reproduced while overestimating the widths of the profiles on the
Albatross transect. Observations have shown that the structure of bottom topography is
important to mixing, rather than simply proximity to it (e.g. Polzin et al., 1997), so it may
be that smoother topography to the west of the Albatross line can explain the discrepancy.
It has also been possible to reproduce the average mixing implied by the profile widths
on SR1, but with a strong bias towards wider profiles in the northern half of the transect
which is not observed in the experimental tracer. In addition, the only model runs which
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Figure 4.31: Peak concentrations for model outputs where Kz was enhanced near topography for
d = 1500m, R = 50km with varying Kh. The background diffusivity is 2 × 10−5 m2 s−1, and
the enhanced diffusivity Kz−top = 5× 10−4 m2 s−1.
Figure 4.32: As figure 4.31 but for vertical widths.
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Figure 4.33: Contributions of different components to the cost function for model runs with Kz
enhanced over topography for varying Kh. Diffusivity field parameters are d = 1500m, R =
50km, Kz−top = 5× 10−4 m2 s−1, with a background Kz of 2× 10−5 m2 s−1. On panel (a) are
the contributions to the cost function from the peak concentrations on the Pacific (blue), Albatross
(green) and SR1 (red) transects. On panel (b) are the contributions from the vertical widths on the
same three transects. On panel (c) are the total contributions from the vertical widths (light blue),
the peak concentrations (pink), and the total cost function (black).
had strong enough mixing in the south of Drake Passage to reproduce the wide profiles on
the southern half of SR1 were those withR = 50 or 100 km. It may be that internal waves
are able to translate energy from its source at rough topography to a remote site, however
in the case of lee waves, which are believed to be the main source of enhanced mixing
in this region of the Southern Ocean, they are expected to be locked to the topography
from which they were generated. This raises a question as to what might be the source of
energy for the mixing observed.
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Figure 4.34: A map of tracer concentration at a depth of 1440m for model output at UK2.5 using
the SOSE velocity fields. The UK2.5 tracer stations are overlayed (white crosses).
4.3.4 The Southern Ocean State Estimate
The Southern Ocean State Estimate (SOSE) is a three-dimensional time-evolving velocity
field based on outputs from the MITgcm adjusted using data assimilation (see Mazloff
et al., 2010, for details). For comparison with the model outputs using SatGEM, the
model was run using SOSE fields corresponding to the time period from January 2008
to April 2009, as the 2010-11 fields were not available. Since SOSE contains all three
components of the 3D velocity u, v, w these were interpolated onto a vertical grid in depth
coordinates with 20m between depth levels, and horizontally onto the same grid as was
used for the SatGEM runs. Model depth levels therefore correspond to depth levels in
the ocean, rather than isopycnals as for the SatGEM setup. The tracer concentrations
from the output of a model run using the SOSE velocity fields are shown on figure 4.34.
Compared with the SatGEM runs, the centre of mass of the tracer patch is further north
and somewhat further west, and the leading edge has moved much more quickly through
Drake Passage and is confined to a narrow jet. The isopycnal diffusion coefficient Kh
for this run was 200 m2 s−1. The model peak concentrations and vertical widths for
the SOSE run compared with the tracer are shown on figure 4.35 and 4.36. The peak
concentrations are a somewhat poorer fit to the data than is obtained from the SatGEM
runs, with the model concentrations understimated nearly everywhere. The discrepancy is
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Figure 4.35: Peak concentrations for a model run using the SOSE velocity fields (blue) compared
with the tracer (black).
Figure 4.36: Vertical widths for a model run using the SOSE velocity fields (blue) compared with
the tracer (black).
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much worse when comparing the vertical widths, which are all far too wide. The diapycnal
diffusion coefficient Kz was set to zero everywhere for this run, so the vertical spread in
the tracer is due entirely to the action of the velocity fields. My interpretation is that the
vertical resolution of the SOSE velocity fields is too low to allow for accurate enough
representations of w to avoid spurious effects on the vertical tracer distribution. The
approach using SatGEM and an isopycnal framework is therefore much better suited for
the purposes of this work. It should be noted that the version of SOSE that was available
when this test was carried out was not a final version for the time period corresponding to
the fields, so a later iteration may give better results.
4.4 Discussion
4.4.1 Horizontal distribution of vertical mixing
Of the two types of three dimensional diapycnal diffusivity fields that were tested for how
well they were able to reproduce the vertical distribution of the DIMES tracer as it was
measured on the UK2 and UK2.5 cruises, the closest fit to the measured tracer distribution
was found using the simple ‘2 zone’ model. Models of diffusivity based on the proximity
of the tracer target surface to the bottom topography produced a poorer fit to the data in
two main areas. Firstly, mixing was overpredicted in the region just to the west of the
Albatross transect, leading to wider profiles in the model than were measured here. Sec-
ondly, all of the enhanced mixing regions identified in Drake Passage were in the northern
half, leading to a strong bias towards wider profiles on the northen half of the SR1 transect
in the model. This contrasts with the experimental tracer measured on UK2.5 where the
profiles were wide along the full extent of the transect.
Table 4.1 and figure 4.37 compare the runs from each type of diffusivity field that give
the best fit to the tracer. Neither model of diffusivity has been able to capture the merid-
ional variability in the tracer profile widths on each transect. Although the 2 zone model
vertical widths on the Albatross transect follow the general pattern of the tracer widths,
this is simply an artifact of the location of the Albatross transect just to the west of the
border between the low and high diffusivity zones. The 2 zone model does give a better
fit than the Enhanced Kz model, however, on both the Albatross transect, where the latter
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Table 4.1: Comparison of the model outputs from each type of diffusivity field that give the closest
fit to the experimental tracer. In the ‘Cost’ column is the contribution to the cost function from
the vertical widths, with the expectation value in brackets at the top. Columns 3-7 give the mean
vertical widths of model outputs by transect (all quantities are in metres), with experimental tracer
transect means in brackets at the top. Transects from left to right: UK2 SR1, UK2 Albatross, UK2
Pacific, UK2.5 Pacific, UK2.5 SR1.
Run Cost UK2 SR1 UK2 Alb UK2 Pac UK2.5 Pac UK2.5 SR1
(77) (79.3) (48.7) (44.5) (50.7) (95.9)
2 zone 72.3 86.9 49.2 45.8 50.2 93.7
Enhanced Kz 95.0 81.2 59.5 43.8 49.1 85.5
Figure 4.37: Vertical widths for runs that give the best fit to the tracer data. 2 zone run with
Kzp = 2.5 × 10−5 m2 s−1,Kzd = 3.5 × 10−4 m2 s−1,Kh = 200 m2 s−1 in blue; enhanced
run with background Kz = 2 × 10−5 m2 s−1,Kz−top = 5 × 10−4 m2 s−1, d = 1500m, R =
50km,Kh = 800 m2 s−1 in green; tracer in black.
has overestimated the mixing on the northern half, and on the UK2.5 SR1 transect, where
only the 2 zone model has reproduced the wide profiles seen on all but the most southerly
station in the experimental tracer.
The cost function has been used as a means of assessing the model-data fit, but the results
must be interpreted in the context of the qualitative comparison. The 2 zone model gives
a reasonable fit to the vertical widths on the UK2.5 SR1 transect, not because it has re-
produced exactly the pattern of the meridional variation observed, but because the model
has little inherent variation, so we do not see large discrepancies, for example, as might
occur if a tracer profile which is above the transect average were to be compared with
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a model profile which is below it. However, the use of the cost function to arrive at an
estimate for the area-averaged mixing in Drake Passage inferred from the tracer using the
2 zone model does seem appropriate, since varying the value of Kzd only has the effect of
shifting all the widths on the SR1 transect up or down, and does not affect the meridional
distribution.
4.4.2 Magnitude of mixing
In the Pacific, the optimisations carried out using the 2 zone model yielded estimates for
diapycnal diffusivity of 1.0± 0.1× 10−5 m2 s−1 for the period from release to US2, and
of 2.5±0.1×10−5 m2 s−1 for US2 to UK2.5. The first value agrees within error with the
value of 1.3± 0.2× 10−5 m2 s−1 obtained by Ledwell et al. (2011) for the same period
using a 1D model. The second value is slightly larger than the value obtained in Chapter
3. This can be explained by the fact that whereas the 3D model was run from release to
US2 and one value of the Pacific diffusivity optimised to fit the US2 data, then a separate
run and a separate diffusivity obtained for the runs from US2 to UK2.5, the 2D model was
run from release to UK2.5 with no intermediate optimisation at US2. The Pacific result
from the 2D model therefore represents an average for the mixing between release and
UK2.5, whereas the 3D model is optimised for the US2-UK2.5 time period. The increase
in Kz in the Pacific region between year 1 and year 2 of the tracer experiment may be
due to the tracer having moved eastwards into a slightly more energetic region, or it may
be that year 2 was a more energetic period of time in terms of mixing. Since the internal
wave energy in the Pacific has been found to be predominantly downward propagating
(Sheen et al., 2013), temporal variation in mixing in the region on these timescales due to
atmosphere-ocean interactions seems plausible.
The optimised diapycnal diffusivity in Drake Passage was 3.5 ± 0.5 × 10−4 m2 s−1, a
14-fold increase on the value in the Pacific. This represents an estimate for the time- and
spatially-averaged mixing over an area between 67◦W and 57◦W in the zonal direction,
and approximately 56◦S to 62◦S meridionally. This result, which is three times larger
than the global average predicted by Munk to be needed to close the global overturning
circulation, confirms the belief that mixing in Drake Passage plays an important role in
the MOC. As outlined in Chapter 1, the main driver for this mixing is likely to be lee
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waves generated by the deep reaching currents of the ACC flowing over rough bottom
topography. However, numerical modelling work such as that by Nikurashin and Ferrari
(2010b) suggests that lee waves are responsible for enhanced mixing mainly in the bottom
1km above the bottom topography. The attempt in this chapter to model mixing as being
enhanced only in regions where the target isopycnal comes within a certain distance above
the bottom found that d = 1000m did not identify enhanced mixing over nearly a wide
enough area to account for the average mixing implied by the tracer measurements, even if
the diffusivity in these regions was as large as 1×10−3 m2 s−1. With d allowed to increase
to 1500m, it was still necessary to assume a large horizontal radius of influence for the
internal waves generated at topography in order for the model to come close to an estimate
for the mixing in Drake Passage that was consistent with the tracer measurements.
4.4.3 Neglected effects of thickness
In section 4.3.2.2, an estimate of the likely impact on the tracer advection of the neglected
pseudo velocity on the RHS of equation 4.1 was made, and found to be small. The other
missing pseudo velocity, the second term on the RHS of equation 4.5, is not possible to
calculate directly from the available information. However, an estimate of its effect may
be made from what is already known about the large-scale circulation. As was explained
in section 1.2.5, the meridional transport in the Southern Ocean occurs due to the action of
eddies. Since eddies are circulatory by their nature, the only way that they can effect a net
transport is through changes in the thicknesses of isopycnal layers. Therefore by assuming
that the meridional overturning is achieved through the ‘thickness flux’, which we have
neglected, it is possible approximately to quantify its effect as follows: the circumpolar
MOC, estimated at 62◦S to be 12.5 Sv (Lumpkin and Speer, 2007), distributed over a
2000 m thick layer around the whole of the ACC gives a velocity of 0.0003ms−1. Over
the 2.2 years from the tracer release to UK2.5, this amounts to 21km, or 0.2◦ of meridional
displacement. What is important to the estimate of diapycnal diffusivity is that the transit
time distribution of the tracer - the time it takes for the tracer to arrive at a particular
time and place where we sample it and compare it with the model - is approximately
correct. Since the tracer measurements are along transects designed to intersect the ACC,
the transit time of the tracer in between these transects is governed by the ACC transport,
124 Modelling the tracer in 3D
Figure 4.38: Column integrals for the model (blue) compared with the experimental tracer (green).
which at 137 Sv is an order of magnitude larger than the strength of the MOC here.
The zonal displacement of the centre of mass of the model tracer patch from release to
UK2.5 is 40◦. Therefore if the thickness flux in the zonal direction is assumed comparable
to the meridional component, then its contribution to the tracer transport is negligible
in comparison to the ACC contribution. In addition, comparing the column integrals
of model and observed tracer at the UK2 and UK2.5 stations gives further evidence for
the fact that the zonal tracer distribution has been reproduced reasonably well as was
suggested by the comparisons with the peak concentrations (see figure 4.38).
4.5 Summary
In this chapter, the evolution of the DIMES tracer was simulated using a 3D model which
combines 3D time-evolving geostrophic velocities from the SatGEM product and pre-
scribed isopycnal and diapycnal diffusivities to solve the advection diffusion equation
for the tracer. The parameters in a simple 2-zone model of diapycnal diffusivity with one
value west of 67◦W and a different value east of that longitude were optimised using a cost
function to give the best fit to the tracer data, yielding values ofKzp = 2.5×10−5 m2 s−1
and Kzd = 3.5×10−4 m2 s−1 for the Pacific and Drake Passage zones, respectively. The
Drake Passage value is in agreement with the value previously calculated in Chapter 3
using a 2D model, and the Pacific value is slightly higher. A more complex model for
4.5 Summary 125
the diapycnal diffusivity which defined areas of enhanced mixing based on the proximity
of the tracer target isopycnal to the bottom topography was able to predict the enhance-
ment of mixing in Drake Passage compared with the Southeast Pacific, but only while
overpredicting the widths of profiles on the Albatross transect, and failing to predict the
wide profiles along almost the full meridional extent of the SR1 transect measured on
UK2.5. The latter pattern was reproduced by the 2 zone model, meaning that it gave the
best overall fit to the tracer as measured by the cost function. The model for enhanced
mixing over topography was also only able to predict the quantity of mixing observed in
Drake Passage by extending the range of influence of topography beyond what would be
predicted by current theories of lee wave generation.
The models presented use fairly crude criteria for identifying regions of enhanced mix-
ing. In particular, neither implementation has any depth dependence for diapycnal mixing
rates, therefore they do not properly take account of the sources of energy for the mix-
ing, since dissipation rates will tend to decay with distance away from sites of internal
wave generation. Secondly, the enhanced Kz model does not take account of the fact
that the structure of bottom topography, or bottom ‘roughness’ is important to predicting
enhanced mixing, nor the role of the speed of the currents whose interactions with the
bottom topography produce the internal waves that drive the mixing. A more empirical
approach, which makes use first of dissipation data gathered using microstructure profilers
on several of the DIMES cruises, and then of predictions for rates of lee wave generation
in the Southern Ocean, is the subject of Chapter 5.

Chapter 5
Semiempirical models of diffusivity
5.1 Introduction
5.1.1 Chapter motivation and outline
In Chapter 4 a 3D model was introduced with the capability for defining a three dimen-
sionally varying diapycnal diffusivity field. Some simple models of the diffusivity for
the Southeast Pacific and Drake Passage regions of the Southern Ocean were tested for
their ability to reproduce the magnitude and spatial variabilty of the diapycnal mixing un-
dergone by the DIMES tracer during the first 2 years of the experiment. However these
models are simplistic, since they do not take into account the depth dependence of mix-
ing, and only a crude attempt has been made to reproduce the horizontal variability, with
factors such as bottom roughness and bottom current speed not taken into account. In
this chapter the 3D model framework is used to test some diapycnal diffusivity fields that
have been based on empirical data from microstructure collected as part of the DIMES
project. Historically when microstructure measurements have been employed alongside
a tracer in ocean mixing experiments, the two methods have agreed within a factor of
two in regions of homogeneous mixing (e.g. Ledwell et al., 1998, 2011), but less well in
heterogeneous regions (e.g. Ledwell et al., 2000). The first objective of this chapter is
to ascertain whether the instantaneous, localised measurements of dissipation made from
microstructure in the DIMES experiment are consistent with the temporally and spatially
integrated mixing observed by the tracer in Drake Passage, where we expect to see vig-
orous and inhomogeneous mixing. The microstructure data are subsequently combined
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with a model of rates of lee wave generation for the Southern Ocean to produce and test
a diapycnal diffusivity field based on the factors that are expected to determine mixing
rates, principally bottom roughness, bottom current speed, and proximity to topography.
The remainder of this section will provide some background theory to the models of dif-
fusivity used in this chapter. Section 2 will give an overview of the DIMES microstructure
data to be used in the models presented, followed by descriptions of the methods used to
construct the microstructure based and lee wave based diffusivity fields. In section 3 the
results of model simulations using the two types of diffusivity field will be presented and
compared, and section 4 will discuss the implications of the study for our understanding
of diapycnal mixing in the Southern Ocean. The chapter contains sections of work that are
under review for publication in the Journal of Physical Oceanography, and contributions
from co-authors are credited as appropriate.
5.1.2 Mixing from microstructure
The microstructure data used in this chapter were gathered using a Vertical Microstructure
Profiler (VMP) and a High Resolution Profiler (HRP), and full details of the methods used
may be found in Sheen et al. (2013) and St. Laurent et al. (2012). The profilers are free-
falling devices which measure vertical velocity shear variance on centimetre scales, and
from which the dissipation rate of turbulent energy  may be obtained using the following
equation (Oakey, 1982, introduced in Chapter 1):
 =
15
2
ν
(
∂u
∂z
)2
. (5.1)
The expression
(
∂u
∂z
)2
is the shear variance, and ν is the molecular viscosity. The evi-
dence from microstructure surveys (previously detailed in section 1.4.4) is that dissipation
is enhanced near the bottom over rough topography, in particular where bottom flows are
strong (e.g. Polzin et al., 1997; Waterman et al., 2013; St. Laurent et al., 2012; Sheen
et al., 2013). Height above the bottom is chosen as the vertical coordinate with which to
index the DIMES microstructure data for use in the models of diffusivity constructed in
this chapter (see section 5.2.1.1).
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Finestructure data from a CTD and LADCP were gathered concurrently with the mi-
crostructure measurements, and these data are used to determine the ratio of counter-
clockwise polarised shear variance (CCW ) to clockwise polarised shear variance (CW ),
giving the polarisation ratio Rpol = CCW/CW . This polarisation ratio may then be
used to determine whether the direction of propagation of the internal wave energy is
predominantly upward or downward, since in the Southern Hemisphere a predominance
of downward propagating energy is associated with a dominance of counter-clockwise
shear variance, i.e. Rpol > 1 (Gonella, 1972). This information allows the source of
energy driving the mixing to be inferred, by assuming that upward propagating energy
must have been generated on the ocean floor, e.g. as lee waves or internal tides due to the
interactions of bottom currents with topography, and that downward propagating energy
must have been generated at the surface, e.g. as inertial waves due to interactions with the
atmosphere.
5.1.3 A model of lee wave generation
Nikurashin and Ferrari (2010a,b) developed a model for the rate of generation of lee
waves by geostrophic flows over bottom topography, which they then apply to the whole
ocean (Nikurashin and Ferrari, 2011) to produce estimates of the lee wave fluxes (their
model is hereafter referred by the abbreviation ‘NF’). Using a model for the spectrum
of the bottom topography from Goff and Jordan (1988), they fit observations from ship
soundings, which resolve the structure of the bottom topography on scales of a few km,
to the topographic spectrum:
P1D(k) = h2κ0
µ−2(µ− 2)B
[
1
2
,
(µ− 1)
2
]
× (κ02 + k2)−(µ−1)/2, (5.2)
where k is a wavenumber representing the periodicity of topography, h is a topographic
height, κ0 is a characteristic horizontal wavenumber for the topography, assuming hori-
zontal isotropy, µ is the slope of the spectrum at higher wavenumbers, and B is the beta
function. The parameters h, κ0, and µ are optimised so that the spectrum P1D(k) gives
the best fit to the available topographic data. Based on Bell (1975), they then define the
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rate of lee wave energy generation as:
E =
1
pi
ρ0P0N |U0|2 |U0|
1/2
|f |1/2
[
9
5
− 7
3
√
|f |
N
+O
(
f2
N2
)]
, (5.3)
where ρ0 is a reference density, N is the bottom stratification, U0 is the bottom velocity, f
is the Coriolis frequency (assummed<< N ), and P0 represents the topographic spectrum.
P0 is given by:
P0 = h2κ0
µ−2(µ− 2)B
(
1
2
,
µ
2
)
, (5.4)
which is a simplified version of the 1D topographic spectrum given in equation 5.2, and
E and P0 have been integrated over all wavenumbers k. The lee waves fluxes are thus
the result of the sum of interactions by bottom currents with periodic topography which
has a range of scales. The value of P0 is calculated by Nikurashin and Ferrari (2011) for
the whole ocean, averaged on a 3◦ × 3◦ grid. Values of U0 and N are obtained from, re-
spectively, a 1/8◦ isopycnal ocean model (Adcroft et al., 2010) and a WOCE climatology
(Gouretski and Koltermann, 2004). The results of the calculations of the lee wave fluxes
in the Southern Ocean from Nikurashin and Ferrari (2011) are used in the construction of
diapycnal diffusivity fields described in section 5.2.2.1.
From equation 5.3, Nikurashin and Ferrari (2010a) estimate the lee wave flux in the Pa-
cific and Drake Passage regions. In the Southeast Pacific they estimate the bottom energy
radation is 0.5 − 3.9mW m−2, and in Drake Passage they find 14 − 42mW m−2. They
carried out numerical simulations using MITgcm to compare with the predictions of lin-
ear theory. They found the characteristics and magnitude of the radiated waves were
dependent upon the ‘steepness parameter’, S, which characterises the interaction of the
bottom flow with topography. For S < 0.3 over smooth topography, characteristic of the
Southeast Pacific region, linear theory applies and only 10% of the energy was dissipated
locally. For S > 0.3, characteristic of Drake Passage, more lee wave energy is generated
and waves become time-dependent, with vigorous inertial oscillations and wave breaking,
resulting in around 50% of the energy dissipating in the bottom 1km.
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Figure 5.1: Map of stations where vertical profiles of turbulent energy dissipation that were ob-
tained using microstructure profilers on the US2 (black squares), UK2 (blue squares) and UK2.5
(red squares) cruises are used to construct model diapycnal diffusivity fields. The background
colours are water depths from Smith and Sandwell (1997), and the coastline of the South Ameri-
can and Anatarctic continents is overlayed (black contour).
5.2 Methods
The model framework is the same as that described in Chapter 4 sections 4.2.1 to 4.2.6,
using the same model domain, velocity fields, and the same methods for comparing the
model output with experiment. All of the model runs presented in this chapter are for the
period from US2 to UK2.5, and use the same initial condition as was used for these runs
in Chapter 4. The diapycnal diffusivity fields as described in the following sections are
the new element for this chapter.
5.2.1 Microstructure based diffusivity fields
5.2.1.1 Constructing microstructure model diffusivities
The locations of stations where vertical profiles of  were obtained on 3 of the DIMES
cruises are shown on figure 5.1. At each station, the overall water depth, and the depth
associated with each  measurement is recorded. The dissipation profiles for each station
are then referenced according to their height above the bottom (hab).
The hab referenced profiles of  from the microstructure measurements are then grouped
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Figure 5.2: Height above the bottom (hab) of the model level corresponding to the tracer target
isopycnal surface.
in order to obtain one mean profile of  against hab representative of the Southeast Pa-
cific, and another representative of Drake Passage. The Pacific profile is a mean of the
hab referenced profiles from stations on the Pacific transect (see figure 5.1); the Drake
Passage may be a mean over the Albatross, Phoenix Ridge and SR1 transects, or for a
slightly higher estimate the Albatross stations are excluded, since generally lower values
of dissipation were found here (see Sheen et al., 2013). The hab referenced  profiles
averaged in this way were provided by Katy Sheen (personal communication). The mean
profiles for the Pacific (a) and Drake Passage (b) regions are shown on figure 5.3 (solid
blue lines).
An estimate on the upper bound for the region-averaged hab −  profiles is made by
bootstrapping of the station profiles that make up the mean, taking the 95th percentile.
These upper bounds are shown for the Pacific (solid red line on figure 5.3 (a)), Drake Pas-
sage (solid red line on figure 5.3 (b)) and Drake Passage excluding the Albatross transect
(dashed pink line on figure 5.3 (b)). An alternative upper estimate for Drake Passage is
made based the fact that there is evidence of enhanced mixing in the deep reaching frontal
jets of the ACC (e.g. Naveira Garabato et al., 2004; St. Laurent et al., 2012). Stations
in jets are defined as those where the current speed is higher than the transect mean, and
a mean of these stations is taken to produce the region-averaged hab −  profile (dashed
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Figure 5.3: Region-averaged profiles of dissipation against height above the bottom for (a) the
Pacific and (b) Drake Passage. Profiles shown are the mean (solid blue line), maximum from
bootstrapping (solid red line), maximum excluding the Albatross transect (dashed pink line) and
mean in jets (dashed light blue line).
light blue line on figure 5.3 (b)).
A value of hab for each point on the three-dimensional model grid is then required to
construct the diffusivity fields. Since the depths of isopycnal surfaces are fluctuating with
time, a time average over the period from US2 to UK2.5 of the depths recorded with the
SatGEM velocity fields is used (see section 4.2.3). The depths of each model isopycnal
level are subtracted from the water depth from Sandwell et al. (2002) to obtain hab. The
height above the bottom of the model level assigned to the tracer target density is shown
on figure 5.2.
The hab referenced  profiles for each region are then combined with the model hab val-
ues to assign a value of  for each point on the model grid. The boundary between the
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two regions is adjusted to reflect the data used to construct each profile, with a value of
74◦W used when the Drake Passage average includes the Albatross transect, this being
approximately the longitude of the midpoint between the Albatross and Pacific transects,
and a value of 67◦W used when the Albatross transect was excluded from the average,
this being between Albatross and the Phoenix Ridge.
Having constructed the field of  for the model domain, diffusivities are then calculated
from the Osborn relation (previously introduced in Chapter 1):
Kz = 0.2

N2
(5.5)
The buoyancy frequencies (N2) are based on the fixed model depth-density relation (as
described in section 4.2.6), and are calculated as follows for each model level k:
N2k = − g
ρk
δρ
δz
, (5.6)
where g is the acceleration due to gravity (= −9.81ms−2), ρk is the density assigned to
the model level k, δρ is 0.003 kgm−3, the model level spacing, and δz is the physical
thickness of the model level in metres (see section 4.2.6 for an explanation of the model
level thicknesses). Having calculated Kz from the model fields of  and N , gaps remain
in the diffusivity values due to the limits of SatGEM (see section 4.2.2), and these lo-
cations are filled in with a background value of 2 × 10−5 m2 s−1. The area to which
the background value is applied is small enough that the results are not sensitive to its
magnitude.
5.2.1.2 Lookup tables
A refinement to the model based on the idea that mixing rates are enhanced in jets is im-
plemented using lookup tables for  referenced according to height above the bottom and
bottom speed, ubot. Microstructure dissipation values are binned according their associ-
ated hab and ubot, the latter calculated as a mean over the bottom 500m for each station,
the velocities having been measured by LADCP. Lookup tables are then constructed for
each region from the mean  in each bin over the appropriate stations. Figure 5.4 shows
the lookup tables for (a) the Pacific and (b) Drake Passage. In the Pacific there is little
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Figure 5.4: Lookup tables of log10() based on bottom speed, averaged over the bottom 500m,
and height above the bottom. Dissipation values in each hab/ubot bin are a mean over (a) stations
on the Pacific transect and (b) stations on the Albatross, Phoenix Ridge and SR1 transects.
enhancement, and bottom speeds are comparitively low here. In Drake Passage, clear en-
hancement in dissipation can be seen near the bottom for all values of ubot, and throughout
the water column for ubot > 0.2ms−1. The lookup tables were provided by Katy Sheen
(personal communication). A lookup table which included a third dimension of bottom
roughness was also investigated, but the microstructure data proved to be too sparse for
this to be viable, since less than a fifth of the bins in the table were populated.
To apply the lookup table to calculate model diffusivities, a value of bottom speed must
be calculated for the model grid. First, the u and v components of the full-depth Sat-
GEM velocity fields are interpolated horizontally onto the model grid for the time slices
corresponding to the US2 - UK2.5 model run. Then speeds u are calculated from u =
√
u2 + v2. A time mean is then taken over the period of the run, yielding time-averaged
speeds at all depths. The bottom speeds ubot are then calculated from the mean over the
bottom 500m. The speeds are calculated first because the time-dependent eddying nature
of the fields means that positive and negative velocities will cancel each other out in the
time average. This is important because it is the instantaneous bottom speed that is as-
sociated with enhanced mixing; the time average is used to give a good representation of
the bottom speeds over the course of the run, since the model Kz is time invariant. The
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Figure 5.5: Mean bottom speeds from SatGEM, averaged over the time slices corresponding to
US2 to UK2.5, and over the bottom 500m.
SatGEM bottom speeds are shown on figure 5.5.
5.2.2 Lee wave flux based diffusivity fields
5.2.2.1 Constructing lee wave model diffusivities
The lee wave fluxes from the NF model described in section 5.1.3 are shown in figure
5.6, interpolated onto my model horizontal grid. The substantial increase in predicted
rates of lee wave generation in Drake Passage compared with the Southeast Pacific can be
clearly seen. Sheen et al. (2013) have identified a predominance of downward propagating
internal wave energy flux over upward propagating flux in the DIMES microstructure
stations on the Pacific transect, and a predominance of upward propagating flux in the
Drake Passage stations. This is explained by the idea that energy in the topographically
smooth region of the Southeast Pacific is largely provided by the interaction of the wind
with the sea surface; whereas in Drake Passage the energy is dominated by lee waves
from abyssal flows interacting with rough topography. In order to take account of the
downward propagating flux, a background profile of  is constructed from the Pacific
microstructure stations where Rpol > 1, calculating an upper bound from boostrapping as
for the microstructure model. The resulting profile is plotted on figure 5.7 down to a depth
of 3000m, which is the depth of the deepest part of the model grid as calculated from the
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Figure 5.6: Lee wave fluxes from Nikurashin and Ferrari (2011), interpolated horizontally onto
the model grid.
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Figure 5.7: Dissipation due to the downward propagating background as a function of depth,
calculated from the upper bound from bootstrapping of microstructure stations in the Pacific where
Rpol > 1.
US2 - UK2.5 time average.
A profile must also be constructed of how the NF lee wave fluxes are dissipated throughout
the water column. Using the mean microstructure profiles of dissipation from section
5.2.1.1, the dissipation is integrated upwards from the bottom, producing profiles of total
dissipated power against hab. The power dissipated in each 1m hab bin is then divided
by the total power dissipated in the water column to give a ratio, α(hab). The α profiles
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Figure 5.8: Power dissipated at each height above the bottom as a fraction of the total dissipated
power in the water column, derived from mean microstructure profiles of dissipation in (a) the
Pacific and (b) Drake Passage. The sum of the values on each profile is 1.
are shown on figure 5.8.
Finally, the values of dissipation for the model grid, model are calculated by combining
the downward propagating background, background with the NF lee wave fluxes ENF (E
from equation 5.3) according to the following formula:
model(x, y, z) = background(z) +
βα(hab)
ρ(z)
ENF (x, y), (5.7)
where β is an adjustable scale factor and ρ is the density, the latter converting flux in
Wm−3 to dissipation in Wkg−1. The range above the bottom over which the lee wave
flux is assumed to be dissipated is set to one value for the Pacific region, RPac and an-
other value for Drake Passage, RDP to account for the fact that enhanced dissipation due
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to lee waves is observed to extend to a greater or lesser height above the bottom in differ-
ent areas (St. Laurent et al., 2012; Sheen et al., 2013). The values of β,RPac, RDP and
the longitude at which the two regions are split may then be adjusted to give a good fit to
either the tracer data, or to the microstructure data (see section 5.2.2.2). Once the dissipa-
tion values for the model grid have been determined from equation 5.7, the diffusivities
are then calculated with the Osborn relation as for the microstructure based fields. It is
necessary to set an upper limit for Kz of 5× 10−3 m2 s−1 for numerical stability, which
is imposed after the fields had been calculated. The parameterisation in equation 5.7 is
somewhat analagous to that of St. Laurent (2002) for mixing due to internal tides, with
their F (z) replaced here by the microstructure-derived α(hab), and their efficiency factor
q replaced by β. However, here β does not represent a proportion of locally dissipated
flux as it does in St. Laurent (2002), since in that case the fraction 1 − q that is radiated
away is due to low mode internal tides, whereas lee waves are locked to the mean flow and
the topography from which they were generated. Instead the adjustment of β is necessary
to compensate for limitations of the NF lee wave model (see section 5.4).
5.2.2.2 Optimising the lee wave model to fit microstructure
In order to fit the lee wave model dissipation values to the microstructure observations, a
cost function similar to that used to assess model-data fits in other chapters is applied to
comparing the model and observed dissipations at the target depth:
χ2 =
∑
T
nT∑
i=1
(modeli − microi)2
σT 2
, (5.8)
where the inner sum is over all the microstructure stations, i, on a transect; the outer sum
is over all four transects, T (Pacific, Albatross, Phoenix Ridge and SR1 on figure 5.1);
modeli and microi are the model and observed dissipations at the target depth; and σT
2
are the variances of the observed dissipations on each transect. The modeli values are
taken from the target density at the coordinates on the model grid corresponding to the
microstructure station locations. The values of microi are taken from the upper bound
hab −  profiles at the hab corresponding to the target density, according to the model
hab grid, at the same horizontal coordinates. The dissipations at each station with the
model parameters optimised are shown on figure 5.9. The optimised parameters are β =
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Figure 5.9: Microstructure (red) and lee wave model (blue) derived dissipations at the target den-
sity where lee wave model parameters have been optimised to give the best fit to the microstructure
data. Transects compared are (a) UK2.5 Pacific, (b) UK2 Albatross, (c) US2 Phoenix Ridge and
(d) UK2.5 SR1.
0.08, RPac = 2km, and RDP = 4.5km, with a longitude of 74◦W for the split between
the Pacific and Drake Passage regions; however the values of RPac and RDP are poorly
constrained by the optimisation.
A summary of the diapycnal diffusivity fields used in this chapter, with the terms that are
used to refer to each run in section 5.3, is given in table 5.1.
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Table 5.1: A summary of the model runs presented and the details of their 3D diapycnal diffusivity
fields.
C
at
eg
or
y
R
un
na
m
e
D
es
cr
ip
tio
n
So
ut
he
as
tP
ac
ifi
c
fie
ld
D
ra
ke
Pa
ss
ag
e
fie
ld
Sp
lit
D
ep
en
ds
on
Si
m
pl
e
2
zo
ne
2
va
lu
es
of
K
z
,o
ne
at
al
ld
ep
th
s
an
d
al
ll
at
itu
de
s
in
ea
ch
re
gi
on
O
pt
im
is
ed
to
fit
tr
ac
er
O
pt
im
is
ed
to
fit
tr
ac
er
6
7
◦ W
L
on
gi
tu
de
Si
m
pl
e
E
nh
an
ce
d
K
z
2
va
lu
es
of
K
z
,o
ne
ba
ck
gr
ou
nd
va
lu
e
an
d
on
e
en
ha
nc
ed
ne
ar
to
po
gr
ap
hy
E
nh
an
ce
d
re
gi
on
sa
cc
or
di
ng
to
d
an
d
R
(s
ee
se
ct
io
n
4.
2.
7)
E
nh
an
ce
d
re
gi
on
sa
cc
or
di
ng
to
d
an
d
R
(s
ee
se
ct
io
n
4.
2.
7)
N
/A
H
ei
gh
ta
bo
ve
th
e
bo
tto
m
of
th
e
ta
r-
ge
ts
ur
fa
ce
M
ic
ro
st
ru
ct
ur
e
M
ic
ro
m
ea
n
K
z
co
ns
tr
uc
te
d
fr
om
th
e
m
ea
n
of
m
ic
ro
st
ru
ct
ur
e
m
ea
su
re
d
di
ss
ip
at
io
n
M
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
on
Pa
ci
fic
tr
an
se
ct
(fi
gu
re
5.
3
(a
)
so
lid
bl
ue
lin
e)
M
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
on
A
lb
at
ro
ss
,
Ph
oe
ni
x
R
id
ge
an
d
SR
1
tr
an
se
ct
s
(fi
gu
re
5.
3
(b
)
so
lid
bl
ue
lin
e)
7
4
◦ W
H
ei
gh
t
ab
ov
e
th
e
bo
tto
m
,
L
on
gi
-
tu
de
M
ic
ro
st
ru
ct
ur
e
M
ic
ro
m
ax
K
z
co
ns
tr
uc
te
d
fr
om
th
e
up
pe
r
bo
un
d
of
m
ic
ro
st
ru
ct
ur
e
m
ea
su
re
d
di
ss
ip
at
io
n
(9
5t
h
pe
rc
en
til
e
fr
om
bo
ot
st
ra
pp
in
g)
U
pp
er
bo
un
d
of
m
ic
ro
st
ru
ct
ur
e
st
a-
tio
ns
on
Pa
ci
fic
tr
an
se
ct
(fi
gu
re
5.
3
(a
)s
ol
id
re
d
lin
e)
U
pp
er
bo
un
d
of
m
ic
ro
st
ru
ct
ur
e
st
a-
tio
ns
on
A
lb
at
ro
ss
,
Ph
oe
ni
x
R
id
ge
an
d
SR
1
tr
an
se
ct
s
(fi
gu
re
5.
3
(b
)
so
lid
re
d
lin
e)
7
4
◦ W
H
ei
gh
t
ab
ov
e
th
e
bo
tto
m
,
L
on
gi
-
tu
de
M
ic
ro
st
ru
ct
ur
e
M
ic
ro
Ph
o/
Sr
1
m
ax
K
z
co
ns
tr
uc
te
d
fr
om
th
e
up
pe
r
bo
un
d
of
m
ic
ro
st
ru
ct
ur
e
m
ea
su
re
d
di
ss
ip
at
io
n
(9
5t
h
pe
rc
en
til
e
fr
om
bo
ot
st
ra
pp
in
g)
U
pp
er
bo
un
d
of
m
ic
ro
st
ru
ct
ur
e
st
a-
tio
ns
on
Pa
ci
fic
tr
an
se
ct
(fi
gu
re
5.
3
(a
)s
ol
id
re
d)
U
pp
er
bo
un
d
of
m
ic
ro
st
ru
ct
ur
e
st
a-
tio
ns
on
Ph
oe
ni
x
R
id
ge
an
d
SR
1
tr
an
se
ct
s
(fi
gu
re
5.
3
(b
)
da
sh
ed
pi
nk
lin
e)
6
7
◦ W
H
ei
gh
t
ab
ov
e
th
e
bo
tto
m
,
L
on
gi
-
tu
de
M
ic
ro
st
ru
ct
ur
e
M
ic
ro
je
ts
K
z
co
ns
tr
uc
te
d
fr
om
th
e
m
ea
n
of
m
ic
ro
st
ru
ct
ur
e
m
ea
su
re
d
di
ss
ip
at
io
n
fo
rs
ta
tio
ns
in
je
ts
U
pp
er
bo
un
d
of
m
ic
ro
st
ru
ct
ur
e
st
a-
tio
ns
on
Pa
ci
fic
tr
an
se
ct
(fi
gu
re
5.
3
(a
)s
ol
id
re
d
lin
e)
M
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
in
je
ts
on
A
lb
at
ro
ss
,P
ho
en
ix
R
id
ge
an
d
SR
1
tr
an
se
ct
s
(fi
gu
re
5.
3
(b
)
da
sh
ed
lig
ht
bl
ue
lin
e)
7
4
◦ W
H
ei
gh
t
ab
ov
e
th
e
bo
tto
m
,
L
on
gi
-
tu
de
M
ic
ro
st
ru
ct
ur
e
M
ic
ro
lo
ok
up
K
z
co
ns
tr
uc
te
d
us
in
g
a
lo
ok
up
ta
bl
e
of
di
ss
ip
at
io
n
av
-
er
ag
ed
ov
er
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
an
d
bi
nn
ed
by
he
ig
ht
ab
ov
e
th
e
bo
tto
m
an
d
bo
tto
m
sp
ee
d,
co
m
bi
ne
d
w
ith
Sa
t-
G
E
M
ve
lo
ci
tie
s
M
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
on
Pa
ci
fic
tr
an
se
ct
M
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
on
A
lb
at
ro
ss
,
Ph
oe
ni
x
R
id
ge
an
d
SR
1
tr
an
se
ct
s
7
4
◦ W
H
ei
gh
t
ab
ov
e
th
e
bo
tto
m
,
bo
tto
m
sp
ee
d,
L
on
gi
tu
de
L
ee
w
av
e
L
ee
w
av
e
m
ic
ro
K
z
co
ns
tr
uc
te
d
fr
om
m
ic
ro
st
ru
ct
ur
e
ba
ck
gr
ou
nd
ad
de
d
to
le
e
w
av
e
flu
xe
s
fr
om
N
ik
ur
as
hi
n
an
d
Fe
rr
ar
i.
Fl
ux
es
di
s-
tr
ib
ut
ed
in
de
pt
h
us
in
g
m
ic
ro
st
ru
ct
ur
e
pr
ofi
le
s,
an
d
di
ss
ip
a-
tio
ns
ca
lc
ul
at
ed
us
in
g
eq
ua
tio
n
5.
7.
β
,
R
P
a
c
,
R
D
P
an
d
sp
lit
lo
ng
itu
de
op
tim
is
ed
fo
rb
es
tfi
tt
o
m
ic
ro
st
ru
ct
ur
e
R
P
a
c
=
2
0
0
0
m
,
β
=
0
.0
8
;
α
pr
ofi
le
fr
om
m
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
on
Pa
ci
fic
tr
an
se
ct
R
D
P
=
4
5
0
0
m
,
β
=
0
.0
8
;
α
pr
ofi
le
fr
om
m
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
on
A
lb
at
ro
ss
,P
ho
en
ix
R
id
ge
an
d
SR
1
tr
an
se
ct
s
7
4
◦ W
H
ei
gh
t
ab
ov
e
th
e
bo
tto
m
,
bo
tto
m
sp
ee
d,
bo
tto
m
ro
ug
hn
es
s,
bo
tto
m
st
ra
tifi
ca
tio
n,
L
on
gi
tu
de
L
ee
w
av
e
L
ee
w
av
e
tr
ac
er
K
z
co
ns
tr
uc
te
d
fr
om
m
ic
ro
st
ru
ct
ur
e
ba
ck
gr
ou
nd
ad
de
d
to
le
e
w
av
e
flu
xe
s
fr
om
N
ik
ur
as
hi
n
an
d
Fe
rr
ar
i.
Fl
ux
es
di
s-
tr
ib
ut
ed
in
de
pt
h
us
in
g
m
ic
ro
st
ru
ct
ur
e
pr
ofi
le
s,
an
d
di
ss
ip
a-
tio
ns
ca
lc
ul
at
ed
us
in
g
eq
ua
tio
n
5.
7.
β
,
R
P
a
c
,
R
D
P
an
d
sp
lit
lo
ng
itu
de
op
tim
is
ed
fo
rb
es
tfi
tt
o
tr
ac
er
R
P
a
c
=
4
5
0
0
m
,
β
=
0
.5
;
α
pr
ofi
le
fr
om
m
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
on
Pa
ci
fic
tr
an
se
ct
R
D
P
=
3
5
0
0
m
,
β
=
0
.5
;
α
pr
ofi
le
fr
om
m
ea
n
of
m
ic
ro
st
ru
ct
ur
e
st
at
io
ns
on
A
lb
at
ro
ss
,P
ho
en
ix
R
id
ge
an
d
SR
1
tr
an
se
ct
s
6
7
◦ W
H
ei
gh
t
ab
ov
e
th
e
bo
tto
m
,
bo
tto
m
sp
ee
d,
bo
tto
m
ro
ug
hn
es
s,
bo
tto
m
st
ra
tifi
ca
tio
n,
L
on
gi
tu
de
142 Semiempirical models of diffusivity
Figure 5.10: Peak concentrations from model runs using microstructure based Kz fields. The
outputs shown are from the ‘Micro mean’ (solid blue line), ‘Micro max’ (solid green line), ‘Micro
Pho/SR1 max’ (dotted red line), ‘Micro jets’ (dotted light blue line), ‘Micro lookup’ (dashed pink
line) and ‘Lee wave micro’ (dashed yellow line) runs as summarised in table 5.1.
Figure 5.11: As figure 5.10 but for vertical widths
5.3 Results
5.3.1 Microstructure model
The peak concentrations and vertical widths from a number of model runs where diapy-
cnal diffusivity fields were based on microstructure measurements are shown in figures
5.3 Results 143
5.10 and 5.11. In the Pacific, the mixing of the tracer has been reproduced well, including
some of the larger scale meridonal variation as evidenced by the vertical widths on the
Pacific and Albatross transects. The contribution to the cost function of the Pacific widths
for the ‘Micro mean’ run (see table 5.1) is 77.6 (compared with an expectation value of
47), as the vertical widths are slightly underestimated. This reduces to 48.6 where the
estimate of the maximum dissipations from bootstrapping is used. The diffusivities cal-
culated from the upper bound are used in the Pacific region for the ‘Micro max’, ‘Micro
jets’ and ‘Micro Pho/SR1 max’ runs. In Drake Passage, however, the mixing has been
significantly underestimated in all cases, leading to profile widths that are much narrower
than the tracer on the SR1 transects, particularly on UK2.5. The Micro Pho/SR1 max run
gives the best fit to the widths on SR1, with a contribution to the cost function of 69.4
(expectation 18). The Micro jets run gives mixing close to the upper bound estimates, but
still nowhere near that required to reproduce the mixing implied by the tracer. The peak
concentrations are a reasonable fit to the observations, except on the UK2.5 SR1 transect,
where they are much too high in the southern half, but fairly close in the north. Referring
back to Chapter 4 figure 4.38, this can be explained by the fact that the column integrals
are a reasonable fit on the southern half of the transect, so an underestimate in the vertical
widths leads to an overestimate in the peak concentrations; and the column integrals are
too low on the northern half, which is therefore compensated for by the underestimate
in the vertical widths. The model diffusivities at the target depth and profiles of model
diffusivity with depth for the Micro max run are shown on Fig 5.12 and 5.13. It is clear
that the mixing will not have been strong enough to reproduce the average mixing implied
by the tracer in Drake Passage, since from the 2 zone model in Chapter 4 this was found
to be 3.5 × 10−4 m2 s−1, and there are only a few regions in the microstructure based
Kz field where diffusivity at the tracer level is above 1 × 10−4 m2 s−1. The patterns of
mixing predicted by the microstructure model can be explained by referring back to figure
5.2 and 5.3. For virtually the entire Southeast Pacific sector occupied by the tracer west
of 70◦W, the tracer target isopycnal is more than 3000 m above the bottom and therefore
occupies a region of the water column with no significant enhancement in diffusivity. In
Drake Passage, dissipation is enhanced throughout the water column when compared with
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Figure 5.12: Map of Kz at the target depth estimated from microstructure. The upper bound
from bootstrapping for the −hab profile was used in both the Pacific and Drake Passage regions.
Locations of tracer stations on the UK2 and UK2.5 cruises (white crosses) are overlayed. The full
profiles of Kz through the model’s vertical extent in the two regions at the locations indicated by
the red crosses are plotted on figure 5.13
the Pacific stations, with further enhancement up to 700 m above the bottom in all pro-
files, and between 1700 m and 2200 m above the bottom in the maximum, mean in jets,
and profiles excluding the Albatross transect. However, the areas where the tracer isopy-
cnal comes within 700 m of the bottom are limited to a narrow slither around the edge of
the South American continental slope: insufficient to have any discernable impact on the
mixing of the model tracer. Extending the range to 2200 m above the bottom includes a
large area to the west of the Albatross transect following the South American continental
slope, but still includes less than half of the region occupied by the model tracer between
68◦W and 58◦W, the approximate longitudes of the Albatross and SR1 transects. These
observations would seem to account for the fact that, in the Drake Passage region, the
microstructure dissipations are not enhanced sufficiently over a wide enough area to re-
produce the mixing to which the tracer was subjected.
The run which used lookup tables to predict the mixing based on bottom speed and height
above the bottom gives lower predictions for the mixing both in the Pacific and Drake Pas-
sage than the other runs. Since the SatGEM velocities are extrapolated downwards from
absolute velocities at the surface (as was described in section 4.2.2), the bottom speeds,
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Figure 5.13: Vertical profiles of Kz from the microstructure model at locations in (a) the Pacific
and (b) Drake Passage indicated by the red crosses on figure 5.12.
which were fed into the lookup tables, may not be reliable. To investigate the possibility
that the SatGEM bottom speeds were underestimated, leading to an underestimate in the
mixing, bottom speeds calculated from the SatGEM velocities were compared with those
calculated from velocities recorded by the DIMES mooring array. The mooring is situated
in Drake Passage at 57.8◦W, 56.0◦S (the northern end of SR1), and has 12 current meters
at depths ranging from around 400 m to around 3600 m. Speeds calculated from the sec-
ond deepest current meter were compared with SatGEM-derived speeds at the location of
the mooring and at the same depth, over the time period corresponding to the model run.
The second deepest meter was chosen because the deepest is within the bottom boundary
layer. The comparison, shown on figure 5.14, reveals that SatGEM misses some of the
temporal variability of the mooring data on the timescale of the SatGEM fields. However
while the frequency distributions of the speeds do display some differences, if anything
the SatGEM speeds are slightly larger than those at the mooring. This therefore suggests
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that an underestimate in mixing using the lookup tables may not be attributed to an un-
derestimate in the bottom speeds. It should be noted, however, that the velocities at the
location of the mooring array may not be representitive of the rest of the Drake Passage.
The mooring data were provided by Alex Brearley (personal communication). An addi-
tional drawback with using the lookup tables to estimate the diffusivities is that the tables
are sparsely populated, with some hab/ubot bins constructed from only 1 VMP profile,
and a number with no data at all.
Averaged over Drake Passage at the target density between 67◦W and 58◦W, the diffu-
sivity from the microstructure based run that gave the best fit to the tracer was 6.7 ×
10−5 m2 s−1, only 20% of that required to match the measured tracer results as inferred
from the 2 zone model. This leads to the conclusion that the instantaneous estimates of
Kz obtained from microstructure measurements used in this study were not a good pre-
dictor of long term time-averaged mixing at mid-depths in this region.
The run using the lee wave model for diffusivities, optimised to give the best fit to the
microstructure data upper limit estimate as described in section 5.2.2.2, results in verti-
cal widths somewhere in between the various microstructure runs. The purpose of the
microstructure-fitted lee wave model was to test the theory that the underprediction by
microstructure was due to undersampling of the regions of most intense mixing, by using
the lee wave fluxes to extrapolate spatially from locations where dissipation was mea-
sured. If the distribution of mixing in the lee wave model is correct, and the fit between
the model and the microstructure data is good on all transects, as it appears to be from
figure 5.9, then the model might be expected to produce a good spatial extrapolation of the
mixing as measured by microstructure. However, the method used for optimisation, using
average −hab profiles to calculate values of micro for comparison with the model, does
not allow for spatial variations between the microstructure observations to be properly
reproduced. Therefore it is difficult to draw any firm conclusions from the results of this
run.
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Figure 5.14: Comparison of SatGEM bottom speeds with data from the DIMES mooring for
January 2010 - April 2011, the period corresponding to the model runs. In (a) a time series of
bottom speeds from the mooring (light blue line) and SatGEM (black line) are compared. In (b) is
a histogram of the frequency distribution of the speeds.
148 Semiempirical models of diffusivity
Figure 5.15: Vertical widths for runs using the lee wave model with varying values of β. Tracer
is in black and model runs are in colour. For the runs with β =0.4, 0.5 and 0.6, indicated by the
solid lines, the other model parameters were RPac =4 km and RDP =3.5 km. For the run with
β = 1, indicated by a dashed line, the parameters were RPac = RDP = 4.5 km.
5.3.2 Lee wave model
The vertical widths for runs using the lee wave model for diffusivity for varying values of
β are shown on figure 5.15. The solid coloured lines show the runs for β near the opti-
mum with the best RPac and RDP , the optimal value of β being 0.5. The Pacific mixing
is captured well, showing similar patterns in the vertical widths on the Pacific transect as
resulted from the microstructure runs. However, profiles are too wide along the length of
the Albatross transect, increasingly so at the northern end. Referring back to figure 5.6,
the highest lee wave fluxes in the NF model extend as far west as 70◦W, with significantly
enhanced fluxes all the way to around 72◦W when compared with the Pacific. The fact that
this pattern has resulted in an overestimate of the profile widths at the Albatross transect
may due to the 3◦×3◦ grid used by Nikurashin and Ferrari (2011) to average observations
used to calculate the topographic spectrum. If the bottom roughness just to the west of
the Albatross transect is overestimated due to the grid resolution, this would lead to an
overestimate in the lee wave fluxes. On SR1, the profiles are too wide in the northern half
of the transect, where the model tracer has been through the region of the highest lee wave
fluxes, and too narrow in the southern half, where there is little to no enhancement over
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Figure 5.16: Vertical widths for runs using the lee wave model with varying values of R. Tracer
is in black and model runs are in colour. The value of β was 0.5 for all the runs shown.
background levels in the model. These results look very similar to the pattern produced by
the enhanced Kz model of Chapter 4. If a value of β = 1 is used, as shown by the dashed
line, thereby applying the NF fluxes as they were originally calculated, the overprediction
of mixing in the northern half of Drake Passage is quite significant, and the overprediction
west of the Albatross transect has also worsened. The vertical widths in the southern half
of the SR1 transect on UK2.5 are still underpredicted for β = 1.
The vertical widths for lee wave runs with various values ofRPac andRDP are shown on
figure 5.16. The variation of the range of propagation of lee waves in a given region has
two simultaneous effects: increasing, say, RDP will increase the area in Drake Passage
over which the lee wave fluxes reach the tracer depth, at the same time as reducing the
amount of flux dissipated at each depth. Since the Albatross transect is situated largely in
a region where the height above the bottom of the target is less than 2000m, most values
of RPac will result in a large area of enhanced diffusivity influencing the widths of these
profiles. Therefore a larger value of RPac helps to compensate for the apparent overes-
timate of lee wave fluxes here. In Drake Passage, a value of RDP that results in large
diffusivities at the target depth while still allowing the lee wave fluxes to reach the target
depth over as wide an area as possible gives the best fit to the data at SR1. The optimised
values are RPac = 4 km, RDP = 3.5 km.
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Figure 5.17: Peak concentrations for runs using the lee wave model with varying values of Kh.
Tracer is in black and model runs are in colour.
Figure 5.18: As figure 5.17 but for vertical widths.
The peak concentrations and vertical widths for runs using the lee wave model for diffu-
sivity for varying values of Kh are shown on figure 5.17 and 5.18. For Kh = 200 m2 s−1,
which is the value used when optimising the other parameters, peak concentrations on
the southern half of SR1 are much higher than the tracer observations. This results from
the combination of the underprediction of the vertical widths and the tracer advection, as
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Table 5.2: Contributions to the cost function from each transect for lee wave model runs with
various parameters. Columns 5 to 7 give the contribution to the cost function from the vertical
widths on the Pacific, Albatross and SR1 transects; column 8 the contribution from the peak con-
centrations on all transects, column 9 the total cost function. Expectation values are in brackets at
the top of each column. The split between the Pacific and Drake Passage regimes was 67◦W for
all runs.
β RPac RDP Kh Pac widths Alb widths SR1 widths Concs Total
(km) (km) ( m2 s−1) (47) (12) (18) (77) (154)
1.0 4.5 4.5 200 42.2 43.5 40.1 135.8 261.6
0.4 4.5 3.5 200 52.5 13.9 26.9 144.0 237.1
0.5 4.5 3.5 200 50.0 17.4 25.3 140.5 233.2
0.6 4.5 3.5 200 47.9 21.8 27.7 138.1 235.4
0.5 3.5 4.0 200 48.4 25.9 24.3 139.2 237.8
0.5 4.0 4.0 200 47.9 20.8 24.6 140.9 234.1
0.5 4.5 4.0 200 50.0 17.1 25.1 141.6 233.8
0.5 4.5 2.5 200 50.0 17.6 28.9 149.7 246.2
0.5 4.5 4.5 200 50.0 16.7 26.4 143.5 236.5
0.5 4.5 4.0 400 50.5 17.5 23.1 133.7 224.8
0.5 4.5 4.0 800 50.6 18.3 22.0 133.6 224.6
0.5 4.5 4.0 1600 50.0 19.1 22.0 140.7 231.8
0.5 4.5 3.5 800 50.6 18.6 20.7 133.3 223.1
was seen with the microstructure model in section 5.3.1. As Kh is increased, the peak
concentrations on the UK2.5 SR1 transect are smoothed out, but the fit to the data on the
Pacific transect is worsened. As was found with the EnhancedKz model in Chapter 4, the
vertical widths are redistributed to a degree by high isopycnal diffusivity, but north-south
trend remains. The optimal value for Kh is 800 m2 s−1.
Table 5.2 gives the contributions of various components to the cost function from a num-
ber of the runs involved in the optimisation of the lee wave model parameters to fit the
tracer data. The optimisations of β,RPac andRDP are complex because both β andR can
affect the magnitude of the mixing in a given region. For example with β = 0.6, RPac =
4.5 km, RDP = 3.5 km (row 4) the total cost function is higher than it is with the same R
values and β = 0.5 (row 3), but lower than if β = 0.5, RPac = 3.5 km, RDP = 4.0 km
(row 5). The the row 4 and 5 combinations give a better fit to the Pacific transect by in-
creasing the mixing here, but to the detriment of the fit on the Albatross transect. Out of
these three runs the best fit to the SR1 widths is row 5, but this also has the worst fit to
the Albatross transect, because the effects of higher mixing in the Drake Passage region
are evident here. The increase of Kh (rows 10-12) improves the fit for the vertical widths
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Figure 5.19: Map of diffusivity at the target depth for the lee wave model, with optimised param-
eters β = 0.5, RPac = 4 km, RDP = 3.5 km, and a split longitude of 67◦W between the Pacific
and Drake Passage regimes. The positions of the UK2 and UK2.5 tracer stations are overlayed
(white crosses). Also marked are locations in the Pacific (red cross) and Drake Passage (black
cross) where the vertical profiles of model diffusivity are plotted on figure 5.20.
on SR1, while worsening it on the Albatross transect. Therefore while the fully optimised
set of parameters (row 13) undoubtedly gives a better fit to the tracer data than any arbi-
trary combination within the range studied, none of the parameters may be individually
regarded to be very well constrained. The diffusivity field that results from the optimisa-
tion of the lee wave model parameters is shown in figure 5.19 and 5.20. The location of
the vertical profile in Drake Passage is chosen to represent a region of high mixing, and
has a value of 5× 10−4 m2 s−1 at the target depth.
5.3.3 Comparison of models of diffusivity
The vertical widths and peak concentrations for the optimised run from each category of
diapycnal diffusivity field presented in Chapters 4 and 5 are shown on figure 5.21 and 5.22.
In general, the observation-based fields (microstructure and lee wave) have reproduced
slightly more closely some of the meridional variation in the vertical widths on the Pacific
transects when compared with the simple models (2 zone and enhanced Kz). On the
Albatross transect, the 2 zone and microstructure runs give the closest fit, where the lee
wave and enhanced Kz runs have overestimated the widths across most of the transect,
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Figure 5.20: Vertical profiles of diffusivity from the lee wave model in (a) the Pacific and (b)
Drake Passage. The profiles are at locations marked on figure 5.19 by (a) a red cross and (b) a
black cross.
Figure 5.21: Peak concentrations for the optimised runs from each category of diffusivity field
presented compared with the tracer.
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Figure 5.22: As figure 5.21 but for vertical widths.
and particularly in the northern half. On SR1 the differences between the runs is most
stark. The microstructure gives the poorest fit, having substantially underpredicted the
mixing leading to narrow profiles across SR1. The lee wave and enhanced Kz runs give
very similar results, both yielding wider profiles on the north of the SR1 transect than the
south, in contrast to the tracer, where profiles are wide all the way along. The 2 zone run,
where mixing is enhanced everywhere east of 67◦W, is the only model to reproduce this
pattern on SR1. The contributions to the cost function from the vertical widths on each
transect are shown on figure 5.23, and the transect mean vertical widths are summarised
in table 5.3.
Table 5.3: Comparison of the model outputs from each type of diffusivity field that give the
closest fit to the experimental tracer. Columns 2-6 give the mean vertical widths of model outputs
by transect (all quantities are in metres), with experimental tracer transect means in brackets at the
top. Transects from left to right: UK2 SR1, UK2 Albatross, UK2 Pacific, UK2.5 Pacific, UK2.5
SR1.
Run UK2 SR1 UK2 Alb UK2 Pac UK2.5 Pac UK2.5 SR1
(79.3) (48.7) (44.5) (50.7) (95.9)
2 zone 86.9 49.2 45.8 50.2 93.7
Enhanced Kz 81.2 59.5 43.8 49.1 85.5
Microstructure 57.0 50.3 44.8 48.9 60.7
Lee wave 83.1 57.7 44.3 48.5 84.2
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Figure 5.23: Contributions to the cost function from the vertical widths on the Pacific (blue),
Albatross (green), and SR1 (red) transects for optimised model runs in each category of diffusivity
field. Expectation values are shown by the dashed lines.
5.4 Discussion
Three possible explanations are suggested for the underprediction of the tracer mixing by
microstructure, the first two of which involve the ability of limited microstructure sam-
pling to capture the spatial and temporal variation in mixing. To address the issue of tem-
poral variation, a time series of finestructure-based diffusivity estimates from an ADCP
on the DIMES mooring array referred to in section 5.3.1 was used. Daily estimates of Kz
at 2800-3300 m were inferred from buoyancy-normalized shear spectra using the method
described in Gregg et al. (2003) for the period 12 December 2009 to 6 March 2012, and
the distribution of this time series was investigated. Kz shows a strong positive skew, and
in fact has a distribution that is (very approximately) log-normal in shape, indicating that
average mixing may be dominated by a few, strong events. The shape of the distribution
inevitably favours an underestimate of the mean value by sparsely sampled measurements,
as the median is significantly smaller than the mean. A simple Monte Carlo simulation
suggests that if this time series were sampled on 10 days (approximately equivalent to
the microstructure sampling), the probability of an underestimate of the true mean value
would be 60%. However, despite this tendency, the difference between the median and
mean (25%) is very likely to be too small on its own to explain the 80% Kz discrepancy
in Drake Passage. It should be noted that the location of the mooring array at the north
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end of SR1 and generally north of the Sub-Antarctic Front may not be representitive of
the rest of Drake Passage; and also that Kz here is based on a finescale parameterisation,
with the uncertainties that entails (see e.g. Polzin et al., 2013, and references therein).
The investigation into the temporal variation of diffusivities from the mooring observa-
tions was carried out by Alex Brearley.
Regarding the spatial sampling, the result that the microstructure based Kz fields were
able to reproduce the mixing experienced by the tracer in the Southeast Pacific but not in
Drake Passage is consistent with prevous evidence cited in section 5.1.1 that microstruc-
ture measurements have tended to underestimate mixing compared with tracers in inho-
mogeneous regions. The mixing in Drake Passage is likely to be both temporally and
spatially highly inhomogeneous due to meandering jets interacting with complex topog-
raphy. For example, we would expect intense mixing on the South American continental
slope where the tracer isopycnal comes close to the bottom topography (indeed such mix-
ing is suggested by the very wide tracer profiles at the northern end of UK2.5 SR1 - see
figure 5.22), and also south of Burdwood Bank (around 60◦W, 55◦S) where RAFOS float
tracks released at the tracer depth indicate a large standing meander (Brearley et al., 2014);
two areas sampled only once each by microstructure. However, for the lack of sampling
in these relatively small areas to account for the microstructure model/tracer discrepancy
further south on SR1, vertical mixing would have had to have been a) extremely high in
these locations and b) redistributed further south by isopycnal mixing (the latter possibil-
ity is discussed further later in this section). The pattern of the tracer vertical widths on
UK2.5 SR1 when compared with the microstructure model suggests that intense mixing
was missed by microstructure both in the above identified key areas, and over a wider area
covering the entire northern half of Drake Passage.
The third explanation involves the mechanisms of cabbeling and thermobaricity, which
cause the vertical advection of tracer particles through isopycnal mixing due to nonlin-
earities in the equation of state of seawater, and hence may contribute to the widening of
vertical tracer profiles. These processes are not associated with the dissipated turbulent
motions measured by microstructure profilers, and are likely to become more important
in the Drake Passage region where along isopycnal temperature and salinity gradients and
isopycnal diffusivities are enhanced (Klocker and McDougall, 2010b). However, it should
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be noted that nonlinearities are likely to be at most a small contribution to the discrepancy,
since their effects would tend to cause the vertical tracer distribution to be skewed towards
higher densities, and the tracer profiles do not obviously show this (see Appendix B).
To summarise, some proportion of the large discrepancy between the rates of diapycnal
mixing implied by microstructure and tracer measurements in this region may be ex-
plained by a combination of a lack of microstructure sampling, both spatial and tempo-
ral, with perhaps a smaller contribution from nonlinear effects. However the question of
whether these explanations can account for the whole of the mismatch highlighted by this
study remains open.
A model fitting lee wave fluxes to the tracer came closer to capturing the zonal variation
in vertical mixing, but predicted too much meridional inhomogeneity for the mixing in
Drake Passage. It appears that the tracer has undergone strong vertical mixing across its
entire meridional extent, a fact that does not seem consistent with theoretical predictions
about where we should expect intense lee wave driven mixing. None of the model runs
reproduce strong mixing in the south, because in this region the tracer target isopycnal is
far from the bottom as it shoals towards Antarctica, and in addition the predicted rates of
bottom lee wave generation are low due to weaker stratification (Nikurashin and Ferrari,
2010a). One possibility is that isopycnal processes have acted to homogenise the vertical
mixing of the tracer, although this is not indicated by the investigation into the model hor-
izontal diffusion coefficient Kh. It may be that eddies associated with higher baroclinic
modes not captured by the SatGEM fields are causing the observed homogenisation in
a manner not reproduced by Kh. Brearley et al. (2014) have proposed that such eddies,
which have scales of 10-30 km, are responsible for the disintegration just upstream of the
northern end of SR1 of a boundary current which flows southward along the coast of Chile
and into Drake Passage at a depth slightly below the DIMES tracer isopycnal. Naveira
Garabato et al. (2007) found the high helium signature from this boundary current to be
highly homogenised downstream of Drake Passage, a fact consistent with isopycnal mix-
ing by these eddies. If tracer were strongly diapycnally mixed due to lee waves in the
northern half of Drake Passage, then recirculated by eddies before continueing to SR1, it
is conceivable that this might produce the pattern of mixing observed. In particular, the
fact that between 56.5◦S and 58.5◦S on SR1 at the time of UK2.5 (see figure 5.22), tracer
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profile widths are around 90m on average, whereas in the same latitude range 3 months
earlier at the time of UK2, the average width at 70m is significantly less, seems consistent
with this theory.
An alternative explanation to the horizontal homogenisation of lee wave-induced vertical
mixing is that there is a tidal contribution in the south of Drake Passage. Nikurashin and
Ferrari (2013) found that M2 conversion to internal tides is large in Drake Passage when
compared with the rest of the Southern Ocean, and although at the DIMES mooring site
the energy is small compared with the lee wave contribution (Brearley 2013, personal
communication), this may not be the case in other areas. Finally, the fact that the model
seems to overpredict the mixing in the northern half of Drake Passage, as highlighted in
particular by the β = 1 run illustrated on figure 5.15, may be explained by simplifications
adopted in the NF model. For example, if the steering of some proportion of the bot-
tom flow around bottom topography is taken into account this reduces lee wave estimates
(Nikurashin et al., 2014). Empirical evidence for this overprediction by lee wave theory,
particularly in regions of rough topography, is also shown by Waterman et al. (2013),
Sheen et al. (2013) and Brearley et al. (2013).
There are also conclusions to be drawn from the 2-zone model and its comparison with
the other, more empirically based realisations. First, the combined use of the model with
the tracer release experiment have proven that significantly enhanced diapycnal mixing
is occurring at mid-depths in Drake Passage, an energetic region with rough topography,
compared with that found in the quieter Southeast Pacific. This contributes to the base
of evidence that mixing in this and similar regions is important to the global overturning
circulation. A likely reason that the 2-zone model was best at reproducing the observed
tracer mixing is that sources of enhanced mixing are so localised that the model tracer ad-
vection is not precise enough to reproduce the interaction with these sources in a realistic
way. Since in the 2-zone model mixing is enhanced everywhere, the path of the tracer
through Drake Passage becomes less important to reproducing the measured amount of
integrated mixing. In addition, the likely time dependence of mixing in the real ocean
would be missed by the microstructure and lee wave models which use a time-invariant
diffusivity field, but would be compensated for in the 2-zone model in the same way as it
compensates for the spatial variation.
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A useful extension of this work would be to expand the methods used to predict diapyc-
nal diffusivities to a wider area, for example the whole of the Southern Ocean. With an
adjustment for the overestimate of lee wave flux by the NF model, the magnitude of the
average mixing in both the Southeast Pacific and Drake Passage has been reproduced, but
a method is needed for setting the appropriate ranges for the upward propagation of lee
waves. Sheen et al. (2013) explain the variation in the upward penetration of lee waves ob-
served in the microstructure data on the four transects (Pacific, Albatross, Phoenix Ridge
and SR1) as described in section 5.1.2 in terms of the steepness parameter S introduced in
section 5.1.3. They attribute the Pacific transect as corresponding to the S < 0.3 regime;
the Phoenix Ridge as corresponding to the S > 0.3 regime; and the Albatross and SR1
transects as a mixture of the two. From the microstructure profiles they find 26% of the
energy is dissipated in the bottom km on the Pacific transect; 63% on the Albatross tran-
sect, 76% on the Phoenix Ridge and 40% on SR1. The optimised values of the range over
which energy is dissipated for the lee wave model are explained as follows: in the Pacific,
the S < 0.3 regime applies and fluxes may penetrate all the way up through the water
column, so the maximum range of RPac = 4.5 km is appropriate. In Drake Passage, the
Phoenix Ridge represents a small area where the S > 0.3 regime applies, but this is a
small contribution to the overall mixing in the region. The majority of Drake Passage
is more likely to be characterised by the mixed regime, meaning an intermediate value
for RDP of 3.5 km is appropriate. We therefore suggest that setting R according to the
steepness parameter might allow for an extrapolation of the predicted diapycnal mixing
rates to the rest of the Southern Ocean. It should be noted, however, as was detailed in
section 5.3.2, the caveat to this analysis that the values of RPac and RDP have not been
well constrained by the optimisations of the lee wave model.
5.5 Summary
In this chapter, two new types of diapycnal diffusivity field were tested for their ability to
reproduce the mixing implied by the DIMES tracer measurements, and the results com-
pared with the models tested in Chapter 4. Diffusivities constructed from microstructure
data reproduced the pattern of mixing well in the Southeast Pacific, but entirely failed to
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capture the strongly enhanced mixing in Drake Passage. An investigation into the tempo-
ral variability of turbulent dissipation from mooring data found that it could not account
for the 5-fold discrepancy between the mixing implied by microstructure and that inferred
from the tracer. It is concluded that a lack of spatial sampling must be the primary cause
of the apparent disagreement. A model which used predicted rates of lee wave generation
to construct a diffusivity field produced results which were a closer fit to the observations
in Drake Passage than the microstructure models, but that still failed to reproduce the wide
profiles seen along the length of the SR1 transect on UK2.5. The 2 zone model of Chapter
4 remains the only implementation that resulted in a good approximation to the merid-
ional distribution of the vertical widths measured on this transect, suggesting that either
there are homogenising processes at work in the real ocean not captured by the model,
or that other sources of energy not predicted by the lee wave theory are responsible for
enhanced mixing in the south of Drake Passage.
Chapter 6
Conclusion
6.1 The diapycnal mixing problem
Over the past few decades, considerable effort has gone into measuring rates of diapyc-
nal mixing in the ocean, and into understanding the processes that drive it. An ongoing
question has been how to reconcile the diapycnal mixing required to maintain the abyssal
stratification and close the overturning circulation as calculated by Munk (1966) with ob-
servations of the open ocean. One of the key results of recent research is that diapycnal
mixing rates are enhanced in the vicinity of rough topography, which has been attributed
to the generation of internal waves which propagate away and then break, causing mix-
ing. In the Southern Ocean, a large input of energy by the strong westerly winds can
be transferred to the circulation in part by the conversion through baroclinic instability to
geostrophic eddies. These eddy flows generate lee waves when they impinge upon bottom
topography, resulting in enhanced rates of diapycnal mixing. The work of this thesis has
been to use experimental data from a tracer release experiment and from microstructure
and finestructure observations collected as part of the DIMES project combined with nu-
merical models to study the diapycnal mixing in Drake Passage, an important region of
the Southern Ocean.
6.2 Summary of key results
In Chapter 2, some results from the DIMES tracer experiment were presented, and mean
vertical profiles of tracer concentration were used to ascertain estimates of time- and
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spatially-averaged mixing. In Chapter 3, a simple 2D model was used to refine these
estimates, comparing model vertical tracer profiles with observations and quantifying the
model-data fit using a cost function. By setting up the model with two values of diapycnal
diffusivity, one west of 67◦W to represent the relatively quiet Southeast Pacific region,
and one east of that longitude representing the more energetic Drake Passage, estimates
of Kzp = 1.69± 0.05× 10−5 m2 s−1 in the Pacific and Kzd = 3.3± 0.4× 10−4 m2 s−1
in Drake Passage were obtained.
In Chapter 4, a 3D model was applied to the problem of the DIMES tracer evolution,
combining offline MITgcm with observation-based velocities derived from SatGEM, a
product which uses satellite altimetry with a gravest empirical mode projection of tem-
perature and salinity to produce 3D time-evolving velocity fields for the Southern Ocean.
The 3D model revealed estimates for the average diapycnal mixing in the two regions of
Kzp = 2.5 ± 0.1 × 10−5 m2 s−1 and Kzd = 3.5 ± 0.5 × 10−4 m2 s−1; the latter value
being in agreement with the 2D model, and the former an estimate for the average mixing
in year 2 of the experiment, indicating that more mixing occurred in year 2 than year 1 in
the Southeast Pacific region. Prescribing diapycnal diffusivity fields to the model where
mixing was enhanced according to the proximity of the tracer target isopycnal to the bot-
tom topography reproduced the observed enhancement of mixing in Drake Passage, but
the model-data fit was not as good as for the simple 2 zone model. In particular, mixing
was overestimated just to the west of Drake Passage, and the mixing in Drake Passage
was preferentially enhanced to the north but not to the south, at odds with the tracer ob-
servations.
In Chapter 5, the 3D model was used to test diffusivity fields based on DIMES microstruc-
ture and finestructure data, and on a model of lee wave generation. Microstructure pre-
dicted the mixing implied by the tracer measurements well in the Southeast Pacific, but
in Drake Passage the average mixing was five times lower than that diagnosed using the
2 zone model. Lee wave based diffusivity fields produced similar results to the Enhanced
Kz model of Chapter 4, finding mixing was overpredicted in the north and underpredicted
in the south of Drake Passage. Attempts to homogenise the horizontal distribution of ver-
tical mixing by increasing the parameterised horizontal diffusivity Kh did not have the
desired effect, with a bias towards wide tracer profiles in the north of SR1 not present in
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the observations persisting for large horizontal diffusivities.
6.3 Discussion of methods
6.3.1 Cost function
For all the numerical modelling efforts reported in Chapters 3 to 5, a cost function was
used to quantify the fit between model outputs and the tracer observations. Optimisations
were carried out to minimise the cost function, and to determine uncertainties on model
derived estimates of diapycnal diffusivity. The validity of these uncertainty estimates de-
pends on the assumption inherent in the cost function calculation that the observations
are normally distributed. An assesment is therefore made of the frequency distributions
on each transect of the two types of observations which were used in the model-data
comparison, the tracer concentration profile vertical widths and peak concentrations (see
Appendix C for plots of the distributions). Applying the Shapiro-Wilk test to the vertical
widths, all transects satisfy normality at the 90% confidence level except for the SR1 tran-
sect on UK2, which has too few data points to apply the test. The peak concentrations are
in general not normally distributed, which may in part account for the fact that the con-
tributions from the comparison between model and observed peak concentrations to the
cost function were above the expectation values (although the model skill in accurately
reproducing the tracer advection is likely to be the bigger factor). However, since the peak
concentrations’ contribution to the cost function were not included in the optimisation of
the 2 zone models for diapycnal diffusivities, these uncertainty estimates are unaffected.
Since due to various factors it is not possible to compare model and observed tracer pro-
files at every station, some consideration of which stations to include in the cost function
has been made, and the effect of the station selections on the cost function must also be
considered. For example the inclusion of the two most northerly stations on the UK2.5
SR1 transect has two simultaneous effects on the optimisation of the 2 zone model: it
causes a slight increase in the mixing in Drake Passage required to minimise the cost
function since these profiles are very wide, but also lowers the contribution of each profile
on this transect by increasing the variance σwT
2, hence downweighting the transect. While
these limitations mean that there may be some additional uncertainty in the estimates of
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diapycnal diffusivity obtained using the cost function, the overall conclusions drawn from
the optimisations, and from the use of the cost function to compare the skill of different
models of diffusivity at reproducing the mixing implied by the tracer observations, are
still valid. In particular the qualitative comparison of the model outputs with observations
made using plots of the model and observed vertical widths and peak concentrations lends
additional credibility to the conclusions.
6.3.2 Constant stratification approximation
The most significant limitation of the 3D model is the assumption of constant stratifica-
tion, which is required for internal consistency within the framework of MITgcm, since
it has been applied to the evolution of the tracer along/across isopycnals. Some investi-
gation into the effect of this approximation on the tracer advection was made in Chapter
4. What is more difficult to quantify is the effect of approximating a constant thickness
of isopycnal surfaces on the diagnosed diapycnal diffusion. The model level thicknesses
were chosen using a mean (see section 4.2.6), so in theory the places in the model where
the stratification is underestimated compared with the real ocean and the places it is over-
estimated should cancel out. However, if regions of higher diffusivity along the path of the
the tracer are correlated with regions of stronger (or weaker) than average stratification in
the ocean then the effect of mixing on the tracer profile widths in density space will have
been underestimated (or overestimated) leading to an overestimate (or underestimate) of
the diffusivity from optimisation. This could lead to a systematic bias on the values of Kz
obtained from the optimisation of the 2 zone model, although the size of this bias would
be difficult to quantify since the path of the tracer through the model is complex. How-
ever, while such a bias might mean that the precise values of Kz are not as robust as they
might be, its effect is unlikely to be large enough to change the general conclusion that
mixing in Drake Passage is enhanced by at least an order of magnitude compared with
the Southeast Pacific. The values of Kz derived from dissipation in Chapter 5 should be
immune to this effect, because the diapycnal mixing is related to the dissipation through
the Osborn relation, so the diapycnal spreading of the tracer will be appropriate for the
model stratification.
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6.3.3 SatGEM fields
The velocity fields used to advect the tracer have two significant limitations: the fact that
they do not exist where the water depth is less than 2000 m, and their relatively coarse
horizontal resolution. The impact of the first issue is that the advection of the tracer in
Drake Passage may not have been accurately reproduced following the processing of the
velocity fields to render them non-divergent. However, it is not necessarily the case that
an alternative product would do a better job; in fact the limited investigation carried out
using SOSE in Chapter 4 found its reproduction of the large-scale tracer advection to be
inferior to that of SatGEM. Where an alternative velocity field might have a more clear
advantage is in superior horizontal resolution, as the limited resolution of SatGEM may
have implications for the horizontal mixing of the tracer (see section 6.4.2).
6.4 Discussion of main conclusions
6.4.1 Microstructure-tracer comparison
The result that diapycnal diffusivity fields constructed from microstructure measurements
of dissipation were five times too low to account for the mixing implied by the tracer
observations must be explicable in the main by a lack of sampling, if we assume that our
fundamental understanding of the physics involved is not at fault. The ‘mixing efficiency’
of 0.2 in the Osborn relation has been used when estimating mixing from dissipation,
although this value does not necessarily always apply. However, investigations into its
variability (e.g. Arneborg, 2002) have found that it may be lower, but not higher. This
is unsurprising, since the value of 0.2 in Osborn (1980) was defined as an upper limit.
Ledwell et al. (2011) explained a two-fold underestimate in the mixing measured by mi-
crostructure compared with that implied by the tracer in the first year of the DIMES exper-
iment as resulting from elevated shear variance in the winter relative to the summer when
dissipation was measured. They attributed this to downward propagating near-inertial
waves caused by high-frequency wind variability at the surface. While this effect may
well have had an impact on the tracer evolution in Drake Passage, its contribution will
be much smaller as a proportion of the overall mixing, which is an order of magnitude
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greater due to upward propagating lee waves. Therefore the likelihood is that the under-
estimate of mixing by microstructure may be attributed in the main to a lack of sampling
in the most energetic region encountered by the tracer in Drake Passage, which must be
between the Phoenix Ridge and SR1 transects.
6.4.2 Lee wave model-tracer comparison
There were three areas in which the lee wave model of diffusivity was unable to repro-
duce the pattern of mixing implied by the tracer observations. The first, that mixing was
overpredicted west of the Albatross transect, I have suggested may be attributable to the
coarse resolution of the grid of topographic roughness. St. Laurent et al. (2012) measured
lower levels of dissipation on the Albatross transect compared with the Phoenix Ridge,
which they attribute to the smaller amplitude abyssal hills which characterise the bottom
topography. The second area of discrepancy was that mixing was significantly overpre-
dicted in the north of Drake Passage if the lee wave fluxes were applied with a β factor of
1. This can be explained by topographic steering effects as discussed in section 5.4.
The final issue, that mixing by the lee wave model was underpredicted in the southern half
of the tracer patch in Drake Passage leading to narrow profiles on the southern stations of
SR1, is the most difficult to explain. Tidal mixing is offered as a candidate contributor
to the tracer mixing, but St. Laurent et al. (2012) point out that the long timescale of
variation of the ACC in the study region is not favourable to the production of tidal in-
duced internal waves. In addition, enhanced tidal driven mixing has been found to decay
to background levels away from the topography from which it was generated (e.g. Polzin
et al., 1997; Rudnick et al., 2003), so tidal mixing may not be any more likely than lee
waves to be responsible for enhanced mixing over a large geographical area.
Waterman et al. (2013) report enhanced mixing in the upper 1500 m from a survey in the
Southern Ocean north of the Kerguelen Plateaux (around 69◦E), but the reported mixing
rates are still less than 10−4 m2 s−1, 3-4 times smaller than the average diffusivity diag-
nosed from the tracer for Drake Passage. Referring back to figure 4.1, the depth of the
tracer isopycnal is within 1000m of the surface over the Southern half of Drake Passage,
so enhanced mixing due to downward propagating internal waves could be a contributing
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factor here. If such enhancement does exist, it has been missed by the microstructure ob-
servations that were used to construct the downward propagating background for the lee
wave model.
Probably the most tenable explanation for the pattern of mixing of the tracer in Drake
Passage is that, having been mixed in a few key areas by lee waves, the effect of the di-
apycnal mixing on the tracer is homogenised by isopycnal processes. Musgrave (1985)
found that increasing the value of a parameterised horizontal diffusivity in a model ac-
tually decreased the homogenisation of tracers within a gyre. Therefore the fact that
increasing Kh in my model was not effective at homogenising the vertical widths of the
model tracer profiles does not necessarily indicate that isopycnal mixing can be ruled out
of having played this role. It could be that an eddy resolving model would be capable
of reproducing the submesocale isopycnal mixing in a way that the model presented here
was not.
6.5 Implications for the overturning circulation
This work has demonstrated that significantly enhanced diapycnal mixing driven by bot-
tom generated lee waves over rough topography can penetrate to mid-depths in Drake
Passage. This means that diapycnal mixing due to similar processes over the rest of the
Southern Ocean where the ACC interacts with such topography may be capable of pro-
viding a significant proportion of the upwelling originally predicted by Munk (1966) as
required to close the global overturning circulation. The picture of the overturning advo-
cated by Marshall and Speer (2012) (shown on figure 1.1) was of an upper and a lower cell
of the circulation separated approximately by the γn = 27.6 isopycnal. At γn = 27.906,
the DIMES tracer target surface is situated in the lower cell, but close to the boundary
with the upper cell. The high rates of mixing at these depths in Drake Passage, and by ex-
trapolation over other regions of the Southern Ocean, suggest that diapycnal mixing could
be responsible for much of the return flow of Antarctic Bottom Water to mid depths in the
Southern Ocean, and could also play a key role in linking the upper and lower cells of the
MOC. Marshall and Speer’s picture of adiabatic upwelling along the sloping isopycnals
of the Southern Ocean is undoubtedly part of the solution, but the role of strong diabatic
(diapycnal) processes must not be discounted.
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The 14-fold increase in area-averaged mixing rates between the Southeast Pacific and
Drake Passage regions also highlights the need for a more sophisticated treatment of
diapycnal mixing in ocean models. Furthermore, the fact that it was not possible to
meaningfully extrapolate from point microstructure measurements taken over 3 separate
oceanographic cruises to the wider region in Drake Passage provides evidence for the tran-
sient and localised nature of these mixing events. Both the spatial and temporal variability
in diapycnal mixing are likely to be crucial to our understanding of the global circulation.
6.6 Recommendations for further work
An extension of the work using the 2D model can be implemented by splitting up the do-
main into more zones, for example adding a third zone east of Drake Passage to represent
the Scotia Sea. More DIMES tracer data collected on cruises from UK3 onwards may
then be added to the model-data comparison. A different approach needs to be taken to
estimate along-stream distance, however, than the simple assumption of zonal flow that
was made in Chapter 3. Such efforts are currently being made by Mills (2014) (in prepa-
ration).
The 3D model also has the capability of being run for an extra year to simulate the tracer
advection into the Scotia Sea, since the SatGEM velocity fields for this time period are
available. The model could then be compared with the UK3 tracer data on the Albatross
transect, SR1 and the North Scotia Ridge. The North Scotia Ridge would present chal-
lenges, however, for the isopycnal model configuration, since it comes up to the depth of
the tracer isopycnal in various places, so some consideration would need to be given to
the model bathymetry. With the additional tracer profile data, the mixing estimates using
a 2 or 3 zone diffusivity field could be well constrained.
Further work using microstructure data obtained on the UK4 and UK5 DIMES cruises
to construct diffusivity fields for the 3D model would also be beneficial. In particular,
microstructure has now been sampled in some of the region between the Phoenix Ridge
and SR1 which was identified as a likely site of enhanced mixing, which could contribute
to reconciling the discrepancy between microstructure and tracer observations identified
in this thesis.
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Refinements of the NF model of lee wave generation specific to Drake Passage have re-
cently been made Nikurashin et al. (2014). If a better fit to the tracer data were achieved
by applying the new NF fluxes fluxes to the lee wave model presented here, then this might
form the basis for a new parameterisation of diapycnal mixing due to breaking internal
lee waves in the Southern Ocean.

Appendix A
2D model optimisations
Table A.1 details the exploration of the parameter space carried out during the optimisa-
tions of the 2D model in Chapter 3, the results of which are shown on table 3.1. In most
cases there is a pair of optimisations for each of the rows in table 3.1 - the first with a
wider range for each variable and coarser resolution (greater step), and the second with a
narrower range and smaller step. In the case of the UK2/UK2.5/UK3 widths only opti-
misation in potential density (row 7 of the main body of table A.1), the full optimisation
has been carried out in one. It should be noted that for the optimisations involving only
the vertical widths’ contribution to the cost function, the range on the velocities is guided
by the uncertainties on the SatGEM means as described in section 3.3.4. It should also
be noted that the choice of the outer ranges for all parameters was informed by signif-
icant numbers of previous optimisations by the other methods outlined in section 3.3.2.
The choice of range and step is a compromise between the need to explore the parameter
space as thoroughly as possible and the limitations of computation speed. The behaviour
of the cost function within the parameter space is also used to guide the optimisations, for
example if a minimum is not found using a given range for a particular variable then the
range for that variable may be extended at one end. The exception to this is the SatGEM
derived velocity ranges for the widths only optimisations. The fully optimised values for
Kz shown on table 3.1 are obtained following an additional stage of optimisation using
Matlab’s fminsearch as detailed in section 3.3.2.
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Table A.1: Parameter space explored during optimisations of the 2D model. Columnns 1 and 2
detail the cruises and the types of observation (vertical widths, W and peak concentrations, C)
which contributed to the cost function. Column 3 gives the density system used for interpolating
the tracer measurements before calculating the vertical widths, either neutral density (γn) or po-
tential density referenced to 1500m (σ1.5). The remaining columns give the model velocity (u),
horizontal diffusivity (Kh), and vertical diffusivity (Kz) for the Pacific (p) and Drake Passage (d)
zones, showing the parameter space explored in the format [min value : step : max value].
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Appendix B
Symmetry of tracer mean profiles
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Figure B.1: Transect mean profiles of tracer concentration with depth (blue) and their Gaussian
fits (red). Transects are (a) SR1 on UK2, (b) Albatross on UK2, (c) Pacific on UK2, (d) SR1
on UK2.5 and (e) Pacific on UK2.5. Profiles are plotted against the mean depth-density relation
for UK2.5. The profiles are in general very close to Gaussian, with a slightly high deep tail on
the SR1 and Albatross transects, which is likely to be due to an increase in diffusivity towards
the bottom. There is no evidence of a skew towards higher densities in the tracer peaks, which
would be expected if mechanisms involving nonlinearities in the equation of state of seawater
were contributing significantly to the mixing.
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Profile widths and concentrations
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Figure C.1: Histograms of the tracer peak concentrations (left) and vertical widths (right) by
transect from the UK2 and UK2.5 cruises.
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