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Cyclotomic Constructions of Cyclic Codes with
Length Being the Product of Two Primes
Cunsheng Ding
Abstract
Cyclic codes are an interesting type of linear codes and have applications in communication and storage systems
due to their efficient encoding and decoding algorithms. They have been studied for decades and a lot of progress
has been made. In this paper, three types of generalized cyclotomy of order two and three classes of cyclic codes
of length n1n2 and dimension (n1n2+1)/2 are presented and analysed, where n1 and n2 are two distinct primes.
Bounds on their minimum odd-like weight are also proved. The three constructions produce the best cyclic codes
in certain cases.
Index Terms
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I. INTRODUCTION
Let q be a power of a prime. A linear [n, k, ω; q] code is a k-dimensional subspace of GF(q)n with
minimum (Hamming) distance ω. Let Ai denote the number of codewords with Hamming weight i in a
code C of length n. The weight enumerator of C is defined by
1 + A1x+ A2x
2 + · · ·+ Anxn.
A linear [n, k] code C over the finite field GF(q) is called cyclic if (c0, c1, · · · , cn−1) ∈ C implies
(cn−1, c0, c1, · · · , cn−2) ∈ C. Let gcd(n, q) = 1. By identifying any vector (c0, c1, · · · , cn−1) ∈ GF(q)n with
c0 + c1x+ c2x
2 + · · ·+ cn−1xn−1 ∈ GF(q)[x]/(xn − 1),
any code C of length n over GF(q) corresponds to a subset of GF(q)[x]/(xn − 1). The linear code C is
cyclic if and only if the corresponding subset in GF(q)[x]/(xn−1) is an ideal of the ring GF(q)[x]/(xn−1).
Note that every ideal of GF(q)[x]/(xn − 1) is principal. Let C = (g(x)) be a cyclic code. Then g(x) is
called the generator polynomial and h(x) = (xn − 1)/g(x) is referred to as the parity-check polynomial
of C.
A vector (c0, c1, · · · , cn−1) ∈ GF(q)n is said to be even-like if
∑n−1
i=0 ci = 0, and is odd-like otherwise.
The minimum weight of the even-like codewords, respectively the odd-like codewords of a code is the
minimum even-like weight, respectively the minimum odd-like weight of the code.
The error correcting capability of cyclic codes may not be as good as some other linear codes. However,
cyclic codes have wide applications in storage and communication systems because they have efficient
encoding and decoding algorithms [3], [10], [20], [21]. For example, Reed-Solomon codes have found
important applications from deep-space communication to consumer electronics. They are prominently
used in consumer electronics such as CDs, DVDs, Blu-ray Discs, in data transmission technologies such
as DSL & WiMAX, in broadcast systems such as DVB and ATSC, and in computer applications such as
RAID 6 systems.
Cyclic codes have been studied for decades and a lot of progress has been made (see for example,
[1], [22], [11], [12], [16], [17], [19], [23]). However, the total number of cyclic codes of length n and
dimension k over a finite field GF(q) is in general unknown, not to mention the construction of all of
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2them. An important problem in studying cyclic codes is to find a simple construction of the best cyclic
codes.
In this paper, three types of generalized cyclotomy of order two are described and three simple
constructions of cyclic codes of length n1n2 and dimension (n1n2+1)/2 are presented, where n1 and n2
are two distinct primes. Bounds on their minimum odd-like weight are also proved. Some of the codes
in this paper are among the best cyclic codes. This is the main motivation of investigating the three
cyclotomic constructions of the cyclic codes in this paper.
II. ALL CYCLIC CODES WITH PARAMETERS [n1n2, (n1n2 + 1)/2; q]
Throughout this paper let n1 and n2 be two distinct odd primes, n = n1n2, and let q be a power of a
prime such that gcd(q, n) = 1. We also define
N = ordn(q) = lcm(ordn1(q), ordn2(q)).
In this paper we define θ = α(qN−1)/n, where α is a generator of GF(qN)∗. Hence θ is an nth primitive
root of unity in GF(qN)∗.
A. The general case
Let S(n)0 be the subgroup of Z∗n generated by q. Then the cardinality of S
(n)
0 is N . Let S
(n)
i be all the
cosets of the subgroup S(n)0 , where 0 ≤ i < (n1 − 1)(n2 − 1)/N . Define
F
(n)
j (x) =
∏
i∈S
(n)
j
(x− θi).
It is well known that all F (n)j (x) are irreducible polynomials over GF(q) and have degree N .
Similarly, for each j ∈ {1, 2} let S(nj)0 be the subgroup of Z∗nj generated by q. Then the cardinality of
S
(nj)
0 is ordnj (q). Let S
(nj)
i be all the cosets of the subgroup S
(nj)
0 , where 0 ≤ i < (nj − 1)/ordnj(q). Let
θj = α
(qN−1)/nj
. Define
F
(nj)
i (x) =
∏
h∈S
(nj)
i
(x− θhj ).
It is also well known that all F (nj)i (x) are irreducible polynomials over GF(q) and have degree ordnj(q).
In addition, we have
xnj − 1 = (x− 1)
nj−1
ordnj (q)
−1∏
i=0
F
(nj)
i (x)
for each j ∈ {1, 2}.
Summarizing the discussions above, we have
xn − 1 = (x− 1)
n1−1
ordn1 (q)
−1∏
i=0
F
(n1)
i (x)
n2−1
ordn2 (q)
−1∏
i=0
F
(n2)
i (x)
(n1−1)(n2−1)
ordn(q)
−1∏
i=0
F
(n)
i (x).
It is hard to give a specific formula for the total number of [n, (n+1)/2; q] cyclic codes. However, this
number is at least ( n1−1
ordn1 (q)
n1−1
2ordn1 (q)
)( n2−1
ordn2 (q)
n2−1
2ordn2 (q)
)( (n1−1)(n2−1)
ordn(q)
(n1−1)(n2−1)
2ordn(q)
)
,
provided that (nj − 1)/ordnj(q) is even for all j. In many cases, this is indeed the exact number of
[n, (n+ 1)/2; q] cyclic codes.
In order to show that some of the codes constructed in this paper are the best cyclic codes, we provide
information about all binary cyclic codes of length 119 and dimension 60, and all quaternary codes of
length 35 and dimension 18 in the next three subsections.
3B. All binary cyclic codes with length 119 and dimension 60
We now consider all binary cyclic codes of length 119 and dimension 60. Note that the factorization
of x119 − 1 over GF(2) is
x119 − 1 = f1(x)f31(x)f32(x)f81(x)f82(x)f241(x)f242(x)f243(x)f244(x),
where the irreducible polynomials
f1(x) = x+ 1,
f31(x) = x
3 + x+ 1,
f32(x) = x
3 + x2 + 1,
f81(x) = x
8 + x5 + x4 + x3 + 1,
f82(x) = x
8 + x7 + x6 + x4 + x2 + x+ 1,
f241(x) = x
24 + x20 + x18 + x17 + x12 + x11 + x9 + x7 + x5 + x3 + 1,
f242(x) = x
24 + x21 + x19 + x17 + x15 + x13 + x12 + x7 + x6 + x4 + 1,
f243(x) = x
24 + x22 + x20 + x14 + x12 + x11 + x9 + x8 + x7 + x5 + x2 + x+ 1,
f244(x) = x
24 + x23 + x22 + x19 + x17 + x16 + x15 + x13 + x12 + x10 + x4 + x2 + 1.
Hence, there are altogether 24 binary cyclic codes of length 119 and dimension 60. Their generator
polynomials and minimum nonzero weights are described in Table I.
TABLE I
ALL BINARY CYCLIC CODES OF LENGTH 119 AND DIMENSION 60
Generator Polynomial Minimum Weight
f31f81f241f242 6
f31f81f241f243 11
f31f81f241f244 8
f31f81f242f243 4
f31f81f242f244 12
f31f81f243f244 12
f31f82f241f242 12
f31f82f241f243 12
f31f82f241f244 8
f31f82f242f243 4
f31f82f242f244 11
f31f82f243f244 6
f32f81f241f242 6
f32f81f241f243 12
f32f81f241f244 4
f32f81f242f243 8
f32f81f242f244 11
f32f81f243f244 12
f32f82f241f242 12
f32f82f241f243 11
f32f82f241f244 4
f32f82f242f243 8
f32f82f242f244 12
f32f82f243f244 6
C. All ternary cyclic codes with length 143 and dimension 72
Let q = 3, n1 = 11 and n2 = 13. We have
ordn1(q) = 5, ordn2(q) = 3, ordn(q) = 15.
4The polynomial x143 − 1 is factorized into the product of the following irreducible polynomials:
x+ 2,
x3 + 2x+ 2,
x3 + x2 + 2,
x3 + x2 + x+ 2,
x3 + 2x2 + 2x+ 2,
x5 + 2x3 + x2 + 2x+ 2,
x5 + x4 + 2x3 + x2 + 2,
x15 + x12 + x9 + 2x8 + x7 + x6 + x5 + 2x4 + 2x3 + x2 + x+ 2,
x15 + x12 + 2x11 + x10 + 2x8 + 2x6 + 2x5 + x4 + x3 + x2 + 2,
x15 + x13 + 2x11 + x8 + 2x6 + x5 + 2x4 + x2 + x+ 2,
x15 + x13 + 2x12 + 2x11 + 2x10 + x8 + x7 + x6 + x5 + x2 + 2x+ 2,
x15 + 2x13 + 2x12 + 2x11 + x10 + x9 + x7 + 2x5 + x4 + 2x3 + 2,
x15 + x14 + 2x13 + 2x10 + 2x9 + 2x8 + 2x7 + x5 + x4 + x3 + 2x2 + 2,
x15 + 2x14 + 2x13 + x11 + 2x10 + x9 + 2x7 + x4 + 2x2 + 2,
x15 + 2x14 + 2x13 + x12 + x11 + 2x10 + 2x9 + 2x8 + x7 + 2x6 + 2x3 + 2.
The total number of [143, 72; 3] cyclic codes is thus(
2
1
)(
4
2
)(
8
4
)
= 840.
Due to the limitation of our computational power, we have not been able to compute the minimum weights
of the 840 ternary cyclic codes of length 143 and dimension 72.
D. All quaternary cyclic codes with length 35 and dimension 18
We now consider all quaternary cyclic codes of length 35 and dimension 18. Let w be a generator of
GF(22) such that w2 + w + 1 = 0. Then the factorization of x35 − 1 over GF(4) is
x35 − 1 = f1(x)f21(x)f22(x)f31(x)f32(x)f61(x)f62(x)f63(x)f64(x),
where the irreducible polynomials
f1(x) = x+ 1,
f21(x) = x
2 + wx+ 1,
f22(x) = x
2 + w2x+ 1,
f31(x) = x
3 + x+ 1,
f32(x) = x
3 + x2 + 1,
f61(x) = x
6 + wx4 + wx3 + x2 + w2x+ 1,
f62(x) = x
6 + w2x4 + w2x3 + x2 + wx+ 1,
f63(x) = x
6 + wx5 + x4 + w2x3 + w2x2 + 1,
f64(x) = x
6 + w2x5 + x4 + wx3 + wx2 + 1.
Hence, there are altogether 24 quaternary cyclic codes of length 35 and dimension 18. Their generator
polynomials and minimum nonzero weights are described in Table II.
5TABLE II
ALL QUATERNARY CYCLIC CODES OF LENGTH 35 AND DIMENSION 18
Generator Polynomial Minimum Weight
f21f31f61f62 4
f21f31f61f63 7
f21f31f61f64 8
f21f31f62f63 4
f21f31f62f64 8
f21f31f63f64 7
f21f32f61f62 7
f21f32f61f63 8
f21f32f61f64 8
f21f32f62f63 4
f21f32f62f64 7
f21f32f63f64 4
f22f31f61f62 4
f22f31f61f63 8
f22f31f61f64 4
f22f31f62f63 8
f22f31f62f64 7
f22f31f63f64 7
f22f32f61f62 7
f22f32f61f63 7
f22f32f61f64 4
f22f32f62f63 8
f22f32f62f64 8
f22f32f63f64 4
III. A CYCLOTOMY OF ORDER TWO AND ITS CODES
A. A generalization of Whiteman’s cyclotomy of order two
Let d = gcd(n1 − 1, n2 − 1), and let g1 and g2 be a primitive root of n1 and n2 respectively. Define g
by
g ≡ g1 (mod n1), g ≡ g2 (mod n2). (1)
By the Chinese Remainder Theorem, g is unique modulo n and a common primitive root of n1 and n2,
and ordn(g) = (n1 − 1)(n2 − 1)/d = e.
The following proposition is proved in [24].
Proposition 1: Define ν by
ν ≡ g (mod n1), ν ≡ 1 (mod n2). (2)
Then
Z
∗
n = {gsνi : s = 0, 1, · · · , e− 1; i = 0, 1, · · · , d− 1}.
Whiteman’s generalized cyclotomic classes Wi of order d are defined by
Wi = {gsνi : s = 0, 1, · · · , e− 1}, i = 0, 1, · · · , d− 1.
Clearly, d is even. Define two subsets U0 and U1 of Z∗n with the cyclotomic classes Wi of order d as
U0 =
(d−2)/2⋃
i=0
W2i and U1 =
(d−2)/2⋃
i=0
W2i+1.
Note that U0 is a subgroup of Z∗n and U1 = νU0, which is a coset of U0. The sets U0 and U1 form a new
cyclotomy of order 2, which is different from Whiteman’s when d > 2 and coincides with Whiteman’s
cyclotomy of order 2 when d = 2.
6Whiteman proved that U0 ∪ {0, n2, 2n2, · · · , (n1 − 1)n2} is a difference set when n2 = n1 + 2, i.e.,
when they are twin primes [24]. This is the well-known twin-prime difference set which has applications
in combinatorics, coding theory and communication systems.
The following proposition is proved in [24].
Proposition 2: Let symbols be the same as before. Then
−1 =
{
ge/2 when (n1 − 1)(n2 − 1)/d2 is odd
gtνd/2 when (n1 − 1)(n2 − 1)/d2 is even,
where t is some integer with 0 ≤ t ≤ e− 1.
B. The eight cyclic codes from the cyclotomy (U0, U1)
Let D(ni)0 and D
(ni)
1 be the set of quadratic residues and nonresidues modulo ni respectively. Define for
each i ∈ {0, 1}
d
(n1)
i (x) =
∏
j∈D
(n1)
i
(x− θn2j), d(n2)i (x) =
∏
j∈D
(n2)
i
(x− θn1j).
By definition,
xnj − 1 = (x− 1)d(nj)0 (x)d(nj)1 (x).
We define
uj(x) =
∏
i∈Uj
(x− θi), j = 0, 1. (3)
and
u(x) = u0(x)u1(x). (4)
Obviously, u(x) ∈ GF(q)[x]. In fact, we have
xn − 1 =
n−1∏
i=0
(x− θi) = (x
n1 − 1)(xn2 − 1)u(x)
x− 1 . (5)
Proposition 3: If q ∈ U0 and q mod ni ∈ D(ni)0 for each i ∈ {1, 2}, we have ui(x) ∈ GF(q)[x] and
d
(nj)
i (x) ∈ GF(q)[x], and
xn − 1 = (x− 1)d(n1)0 (x)d(n2)0 (x)u0(x)d(n1)1 (x)d(n2)1 (x)u1(x).
Proof: Assume that q ∈ U0. By Proposition 9, qUi = Ui for each i. It then follows that
uj(x)
q =
∏
i∈Uj
(xq − θqi) =
∏
i∈qUj
(xq − θi) =
∏
i∈Uj
(xq − θi) = uj(xq).
Similarly, one can prove that d(nj)i (x) ∈ GF(q)[x] for each j. The desired equality then follows from the
definitions of these polynomials.
Under the conditions that q ∈ U0 and q mod ni ∈ D(ni)0 for each i ∈ {1, 2}, let U (n1,n2,q)(i,j,h) denote the
cyclic code over GF(q) with generator polynomial ui(x)d(n1)j (x)d
(n2)
h (x), where (i, j, h) ∈ {0, 1}3. The
eight codes clearly have length n and dimension (n+ 1)/2.
Proposition 4: There is no ℓ ∈ U1 such that ℓ mod ni ∈ D(ni)1 for all i ∈ {1, 2}.
Proof: Let ℓ = gsνi ∈ U1 for some s and i with 0 ≤ s ≤ e− 1 and 0 ≤ i ≤ d− 1. Then i is odd and
ℓ ≡ gs+i (mod n1) and ℓ ≡ gs (mod n2).
Since i is odd, it is impossible to have ℓ mod ni ∈ D(ni)1 for all i ∈ {1, 2} at the same time.
7Proposition 4 means that it is impossible to prove a square-root bound on the minimum odd-like weight
of the codes with the traditional argument for the square-root bound of quadratic residue codes. Hence,
we develop another type of bound.
Proposition 5: Let ω(n)(i,j,h) denote the minimum odd-like weight of the code U (n1,n2,q)(i,j,h) and let ω(n/nj)i
denote the minimum odd-like weight of the cyclic code of length n over GF(q) generated by the
polynomial (xn − 1)/(x− 1)d(nj)i (x) for all i ∈ {0, 1} and all j ∈ {0, 1}. We have then
ω
(n)
(0,0,0) ≥
√
max(ω
(n/n1)
1 , ω
(n/n2)
1 ).
Proof: Let ℓ = gsxi for some s and i. Note that
ℓ ≡ gs+i (mod n1) and ℓ ≡ gs (mod n2).
We have then the following conclusions.
1) There is an ℓ1 ∈ U1 such that ℓ1 mod n1 ∈ D(n1)0 and ℓ1 mod n2 ∈ D(n1)1 .
2) There is an ℓ2 ∈ U1 such that ℓ2 mod n1 ∈ D(n1)1 and ℓ2 mod n2 ∈ D(n1)0 .
Let a(x) be a codeword in U (n1,n2,q)(0,0,0) with minimum odd-like weight ω(n)(0,0,0). Then a(xℓ1) is a codeword
in U (n1,n2,q)(1,0,1) with minimum odd-like weight ω(n)(0,0,0), and a(xℓ2) is a codeword in U (n1,n2,q)(1,1,0) with minimum
odd-like weight ω(n)(0,0,0). It follows that a(x)a(xℓ1) is an odd-like codeword in the cyclic code with the
generator polynomial (xn− 1)/(x− 1)d(n1)1 (x) and a(x)a(xℓ2) is an odd-like codeword in the cyclic code
with the generator polynomial (xn − 1)/(x − 1)d(n2)1 (x). Since a(x)a(xℓ1) and a(x)a(xℓ2) have at most
(ω
(n)
(0,0,0))
2 terms, the desired lower bound then follows.
Similar bounds for other ω(n)(i,j,h) can be written down. The lower bound of Proposition 5 depends on
the minimum odd-like weight of two special codes and may not be convenient to use. It will be seen later
that the BCH bound on these codes could be much better.
We have the following remarks on Whiteman’s cyclotomy of order two and its codes defined above.
1) In [6] Ding and Helleseth generalized Whiteman’s cyclotomy of order two into the case that n =∏t
i=1 n
ei
i , where all ni are pairwise distinct primes and gcd(ni − 1, nj − 1) = 2 for all pairs of
distinct i and j, and introduced eight binary cyclotomic codes.
2) However, in the case that n = n1n2 the cyclotomy of order two in [6] is just a special case of
Whiteman’s cyclotomy of order two because of the required condition gcd(n1 − 1, n2 − 1) = 2.
Hence the cyclotomic codes defined in [6] are special cases of the eight codes over GF(q) in this
section when q = 2 and gcd(n1 − 1, n2 − 1) = 2. So Whiteman’s cyclotomy of order two yields
more codes. For example, when (n1, n2) = (17, 41) Whiteman’s cyclotomy of order two gives eight
binary cyclic codes, while the cyclotomy introduced in [6] does not work for this pair of n1 and
n2.
C. The binary case
Proposition 6: The integer 2 ∈ U0 if and only if
n1 ≡ ±1 (mod 8) and n2 ≡ ±1 (mod 8)
or
n1 ≡ ±3 (mod 8) and n2 ≡ ±3 (mod 8).
Proof: Recall that Z∗n = U0 ∪ U1. By Proposition 1, there are two integers 0 ≤ s ≤ e − 1 and
0 ≤ i ≤ d− 1 such that 2 = gsνi. It then follows from (1) that
gs+i ≡ 2 (mod n1) and gs ≡ 2 (mod n2).
8Hence, i is even if and only if the one of the conditions in this proposition is satisfied. Note that 2 ∈ U0
if and only if i is even. The proof is then completed.
Therefore, in the case that n1 ≡ ±1 (mod 8) and n2 ≡ ±1 (mod 8), we have indeed the eight
binary cyclic codes U (n1,n2,2)(i,j,h) .
Example 1: When (n1, n2, q) = (7, 17, 2), we have
U0 =
{
1, 2, 3, 4, 5, 6, 8, 9, 10, 12, 15, 16, 18, 20, 24, 25, 27, 30, 31, 32, 36, 40, 41, 43, 45, 48,
50, 53, 54, 60, 61, 62, 64, 67, 72, 73, 75, 80, 81, 82, 86, 90, 93, 96, 97, 100, 106, 108
}
,
U1 =
{
11, 13, 19, 22, 23, 26, 29, 33, 37, 38, 39, 44, 46, 47, 52, 55, 57, 58, 59, 65, 66, 69, 71, 74, 76, 78,
79, 83, 87, 88, 89, 92, 94, 95, 99, 101, 103, 104, 107, 109, 110, 111, 113, 114, 115, 116, 117, 118
}
and
d
(n1)
0 (x) = x
3 + x+ 1,
d
(n1)
1 (x) = x
3 + x2 + 1,
d
(n2)
0 (x) = x
8 + x7 + x6 + x4 + x2 + x+ 1,
d
(n2)
1 (x) = x
8 + x5 + x4 + x3 + 1,
u0(x) = x
48 + x46 + x41 + x39 + x37 + x33 + x30 + x29 + x27 + x25 + x23 + x18 + x17 + x13 +
x10 + x9 + x8 + x7 + x6 + x5 + x4 + x3 + x2 + x+ 1,
u1(x) = x
48 + x47 + x46 + x45 + x44 + x43 + x42 + x41 + x40 + x39 + x38 + x35 + x31 + x30 +
x25 + x23 + x21 + x19 + x18 + x15 + x11 + x9 + x7 + x2 + 1.
The minimum nonzero weights of the eight codes are given in Table III. Four of the eight codes are
the best binary cyclic codes of length 119 and dimension 60 and have minimum weight 12 according to
Table I, and the remaining four have minimum weight 11.
TABLE III
THE BINARY CYCLIC CODES OF LENGTH 119 AND DIMENSION 60 FROM WHITEMAN’S CYCLOTOMY
The code Minimum Weight
U
(7,17,2)
(0,0,0) 12
U
(7,17,2)
(1,0,0)
11
U
(7,17,2)
(0,1,0) 11
U
(7,17,2)
(0,0,1)
11
U
(7,17,2)
(1,1,0) 12
U
(7,17,2)
(1,0,1) 12
U
(7,17,2)
(0,1,1) 12
U
(7,17,2)
(1,1,1) 11
D. The ternary case
Proposition 7: The integer 3 ∈ U0 and 3 mod ni ∈ D(ni)0 for all i if and only if
n1 ≡ ±1 (mod 12) and n2 ≡ ±1 (mod 12).
Proof: With the Law of Quadratic Reciprocity, one can prove that 3 mod ni ∈ D(ni)0 if and only if
ni ≡ ±1 (mod 12). In addition, let 3 = gsνi for some s and i. Then we have
3 ≡ gs+i (mod n1) and 3 ≡ gs (mod n2).
9If 3 is a quadratic residue modulo both n1 and n2, both s and s+ i must be even. It follows that i must
be even. Hence, 3 ∈ U0.
So in the case that n1 ≡ ±1 (mod 12) and n2 ≡ ±1 (mod 12), we have indeed the eight ternary
cyclic codes U (n1,n2,3)(i,j,h) .
Example 2: When (n1, n2, q) = (11, 13, 3), the minimum nonzero weights of the eight ternary codes
are given in Table IV. Four of the eight codes have minimum weight 12, and the remaining four have
minimum weight 11.
TABLE IV
THE TERNARY CYCLIC CODES OF LENGTH 143 AND DIMENSION 72 FROM WHITEMAN’S CYCLOTOMY
The code Minimum Weight
U
(11,13,3)
(0,0,0) 12
U
(11,13,3)
(1,0,0) 11
U
(11,13,3)
(0,1,0) 11
U
(11,13,3)
(0,0,1)
11
U
(11,13,3)
(1,1,0) 12
U
(11,13,3)
(1,0,1)
12
U
(11,13,3)
(0,1,1) 12
U
(11,13,3)
(1,1,1) 11
E. The quaternary case
The following proposition can be similarly proved.
Proposition 8: The integer 4 ∈ U0 and 4 mod nj ∈ D(nj)0 for all j if and only if
n1 ≡ ±1 (mod 4) and n2 ≡ ±1 (mod 4).
Therefore, in the case that n1 ≡ ±1 (mod 4) and n2 ≡ ±1 (mod 4), we have indeed the eight
quaternary cyclic codes U (n1,n2,4)(i,j,h) .
Example 3: When (n1, n2, q) = (5, 7, 4), the minimum nonzero weights of the eight quaternary codes
are given in Table V. Four of the eight codes are the best quaternary cyclic codes of length 35 and
dimension 18 and have minimum weight 8 according to Table II, and the remaining four have minimum
weight 7.
TABLE V
THE QUATERNARY CYCLIC CODES OF LENGTH 35 AND DIMENSION 18 FROM WHITEMAN’S CYCLOTOMY
The code Minimum Weight
U
(5,7,4)
(0,0,0) 8
U
(5,7,4)
(1,0,0) 7
U
(5,7,4)
(0,1,0)
7
U
(5,7,4)
(0,0,1) 7
U
(5,7,4)
(1,1,0)
8
U
(5,7,4)
(1,0,1) 8
U
(5,7,4)
(0,1,1) 8
U
(5,7,4)
(1,1,1) 7
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F. The robustness of Whiteman’s cyclotomy of order two
All the binary cyclic codes of length 119 and dimension 60 and all the quaternary cyclic codes of length
35 and dimension 18 presented before are either the best or almost the best in terms of their minimum
weights. In this section, we will provide theoretical evidences for this fact. We consider only the case that
(n1, n2) = (7, 17).
Let (n1, n2, q) = (7, 17, q), and let I(i, j, h) denote the set of zeros θl of the generator polynomial of
the code U (7,17,q)(i,j,h) . Then the set of exponents l of θl in I(i, j, h) is the following.
• When (i, j, h) = (0, 0, 0), the set is

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 15, 16, 17, 18, 20, 24, 25, 27, 28, 30,
31, 32, 34, 36, 40, 41, 43, 45, 48, 50, 53, 54, 56, 60, 61, 62, 63, 64, 67,
68, 72, 73, 75, 80, 81, 82, 86, 90, 91, 93, 96, 97, 100, 105, 106, 108, 112

 .
The BCH bound says that the minimum weight of the code is at least 11. The case that (i, j, h) =
(1, 1, 1) is equivalent to this case as any element in D1 times this set gives the set for the case
(i, j, h) = (1, 1, 1). So we have the same lower bound for the code U (7,17,q)(1,1,1) .
• When (i, j, h) = (1, 0, 0), the set is

7, 11, 13, 14, 17, 19, 22, 23, 26, 28, 29, 33, 34, 37, 38, 39, 44, 46, 47, 52, 55,
56, 57, 58, 59, 63, 65, 66, 68, 69, 71, 74, 76, 78, 79, 83, 87, 88, 89, 91, 92, 94,
95, 99, 101, 103, 104, 105, 107, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118

 .
The BCH bound says that the minimum weight of the code is at least 11. The case that (i, j, h) =
(0, 1, 1) is equivalent to this case. So we have the same lower bound for the code U (7,17,q)(0,1,1) .
• When (i, j, h) = (0, 1, 0), the set is

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 15, 16, 18, 20, 24, 25, 27, 28, 30, 31, 32, 36,
40, 41, 43, 45, 48, 50, 51, 53, 54, 56, 60, 61, 62, 63, 64, 67, 72, 73, 75, 80, 81,
82, 85, 86, 90, 91, 93, 96, 97, 100, 102, 105, 106, 108, 112

 .
The BCH bound says that the minimum weight of the code is at least 11. The case that (i, j, h) =
(1, 0, 1) is equivalent to this case. So we have the same lower bound for the code U (7,17,q)(1,0,1) .
• When (i, j, h) = (0, 0, 1), the set is

1, 2, 3, 4, 5, 6, 8, 9, 10, 12, 15, 16, 17, 18, 20, 21, 24, 25, 27, 30, 31, 32, 34, 35,
36, 40, 41, 42, 43, 45, 48, 49, 50, 53, 54, 60, 61, 62, 64, 67, 68, 70, 72, 73, 75, 77,
80, 81, 82, 84, 86, 90, 93, 96, 97, 98, 100, 106, 108

 .
The BCH bound says that the minimum weight of the code is at least 11. The case that (i, j, h) =
(1, 1, 0) is equivalent to this case. So we have the same lower bound for the code U (7,17,q)(1,1,0) .
The lower bound 11 is true not only for q = 2, but also for q = 4. This experimental data explains
why the codes are the best or almost the best among all cyclic codes of the same length and the same
dimension.
IV. AN EXTENSION OF AN EARLIER GENERALIZED CYCLOTOMY OF ORDER TWO AND ITS CODES
A. The extension of an earlier generalized cyclotomy of order two
Since n1 and n2 are odd primes, d must be even. It is easily seen that e = (n1 − 1)(n2 − 1)/d is also
even. Define
D0 = {g2sνi : s = 0, 1, · · · , (e− 2)/2; i = 0, 1, · · · , d− 1},
D1 = {g2s+1νi : s = 0, 1, · · · , (e− 2)/2; i = 0, 1, · · · , d− 1}.
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Clearly, D1 = gD0, and D0 and D1 form a partition of Z∗n.
A proof of the following proposition is straightforward and is omitted.
Proposition 9: Let symbols be the same as before.
1) D0 is a subgroup of Z∗n and has order (n1 − 1)(n2 − 1)/2.
2) If a ∈ D0, we have aDi = Di. If a ∈ D1, we have aDi = D(i+1) mod 2.
The sets D0 and D1 are the cyclotomic classes of order 2, and are clearly different from Whiteman’s
cyclotomic classes of order 2 described in Section III. We point out here that this generalized cyclotomy
of order two is the same as the one introduced by Ding and Helleseth when gcd(n1− 1, n2− 1) = 2, and
is indeed an extension. We will use D0 and D1 to describe cyclic codes in the sequel.
B. The construction of eight cyclic codes
Let θ and other symbols be the same as before. Define
di(x) =
∏
j∈Di
(x− θj). (6)
Proposition 10: If q ∈ D0 and q mod ni ∈ D(ni)0 for each i ∈ {1, 2}, we have di(x) ∈ GF(q)[x] and
d
(nj)
i (x) ∈ GF(q)[x], and
xn − 1 = (x− 1)d(n1)0 (x)d(n2)0 (x)d0(x)d(n1)1 (x)d(n2)1 (x)d1(x).
Proof: The proof of Proposition 3 is easily modified into a proof for this proposition.
Under the conditions that q ∈ D0 and q mod ni ∈ D(ni)0 for each i ∈ {1, 2}, let D(n1,n2,q)(i,j,h) denote the
cyclic code over GF(q) with generator polynomial di(x)d(n1)j (x)d
(n2)
h (x), where (i, j, h) ∈ {0, 1}3. The
eight codes clearly have length n and dimension (n+ 1)/2.
Proposition 11: There is an ℓ ∈ U1 such that ℓ mod ni ∈ D(ni)1 for all i ∈ {1, 2}.
Proof: Take any ℓ = gsνi ∈ U1 for any odd s and even i with 0 ≤ s ≤ e − 1 and 0 ≤ i ≤ d − 1.
Note that i is even and
ℓ ≡ gs+i (mod n1) and ℓ ≡ gs (mod n2).
We have that ℓ mod ni ∈ D(ni)1 for all i ∈ {1, 2} at the same time.
Due to Proposition 11 we can prove a square-root bound on the minimum odd-like weight of the codes.
Theorem 12: For each (i, j, h) ∈ {0, 1}3 the code D(n1,n2,q)(i,j,h) has parameters [n, (n + 1)/2]. Let d(i,j,h)
denote the minimum odd-like weight in D(n1,n2,q)(i,j,h) . Then
• d(i,j,h) ≥
√
n, and
• d2(i,j,h) − d(i,j,h) + 1 ≥ n if n1 ≡ −1 (mod 8) and n2 ≡ −1 (mod 8).
Proof: We first prove that D(n1,n2,q)(i,j,h) and D(n1,n2,q)((i+1) mod 2,(j+1) mod 2,(h+1) mod 2) are equivalent. Note that
g ∈ D1 and g is a quadratic nonresidue modulo both n1 and n2. Let ℓ ∈ D1 such that ℓ is a quadratic
nonresidue modulo both n1 and n2. The permutation of coordinates in GF(2)[x]/(xn − 1) induced by
x 7→ xℓ interchanges D(n1,n2,q)(i,j,h) and D(n1,n2,q)((i+1) mod 2,(j+1) mod 2,(h+1) mod 2). This proves the equivalence. Hence
the two codes have the same minimum nonzero weight and the same minimum odd-like weight.
Let a(x) be a codeword of minimum odd-like weight d(i,j,h) in D(n1,n2,q)(i,j,h) . Hence, aˆ(x) = a(xℓ) is a
codeword of minimum odd-like weight d(i,j,h) in D(n1,n2,q)((i+1) mod 2,(j+1) mod 2,(h+1) mod 2). Then a(x)aˆ(x) must
be in D(n1,n2,q)(i,j,h) ∩ D(n1,n2,q)((i+1) mod 2,(j+1) mod 2,(h+1) mod 2), i.e., is a multiple of
xn − 1
x− 1 = x
n−1 + xn−2 + · · ·+ x+ 1.
Thus, a(x)aˆ(x) has weight n. Since a(x) has weight d(i,j,h), the maximum number of coefficients in
a(x)aˆ(x) is d2(i,j,h). Therefore, d2(i,j,h) ≥ n.
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If n1 ≡ −1 (mod 8) and n2 ≡ −1 (mod 8), by Proposition 2 we can take ℓ = −1. In this case, the
maximum number of coefficients in a(x)aˆ(x) is d2(i,j,h) − d2(i,j,h) + 1. Therefore, d2(i,j,h) − d2(i,j,h) + 1 ≥ n.
Note that the cyclotomy of order two described in this section is an extension of the one given in [5].
The codes described in [5] are only special cases of the codes of this section. First of all, the codes in
[5] require the condition that gcd(n1− 1, n2− 1) = 2, while the eight codes in this section do not require
this condition. Secondly, the codes in [5] are binary only, while the eight codes in this section are over
GF(q).
C. The binary case
The following proposition will be useful later.
Proposition 13: Assume that n1 ≡ ±1 (mod 8) and n2 ≡ ±1 (mod 8). Then −1 ∈ D1 if and only
if n2 ≡ −1 (mod 8).
Proof: Let −1 = gsνi for some fixed 0 ≤ s ≤ e− 1 and 0 ≤ i ≤ d− 1. By (2),
−1 ≡ gs+i (mod n1), −1 ≡ gs (mod n2).
Hence −1 ∈ D1 if and only if s is odd, which is equivalent to n2 ≡ −1 (mod 8).
We will need the following proposition in the sequel.
Proposition 14: The integer 2 ∈ D0 if and only if n2 ≡ ±1 (mod 8).
Proof: Recall that Z∗n = D0 ∪ D1. By Proposition 1, there are two integers 0 ≤ s ≤ e − 1 and
0 ≤ i ≤ d− 1 such that 2 = gsνi. It then follows from (1) that
gs+i ≡ 2 (mod n1) and gs ≡ 2 (mod n2).
Hence, s is even if and only if n2 ≡ ±1 (mod 8) . Note that 2 ∈ D0 if and only if s is even. The proof
is then completed.
If n1 ≡ ±1 (mod 8) and n2 ≡ ±1 (mod 8), then we have the following factorization of xn − 1
over GF(2):
xn − 1 = (x− 1)d(n1)0 (x)d(n2)0 (x)d0(x)d(n1)1 (x)d(n2)1 (x)d1(x),
and thus the eight binary cyclic codes D(n1,n2,2)(i,j,h) .
Example 4: Let (n1, n2, q) = (7, 17, 2). In this case we have
D0 =
{
1, 2, 4, 8, 9, 13, 15, 16, 18, 19, 25, 26, 30, 32, 33, 36, 38, 43, 47, 50, 52, 53, 55, 59, 60, 64, 66,
67, 69, 72, 76, 81, 83, 86, 87, 89, 93, 94, 100, 101, 103, 104, 106, 110, 111, 115, 117, 118
}
,
D1 =
{
3, 5, 6, 10, 11, 12, 20, 22, 23, 24, 27, 29, 31, 37, 39, 40, 41, 44, 45, 46, 48, 54, 57, 58, 61, 62,
65, 71, 73, 74, 75, 78, 79, 80, 82, 88, 90, 92, 95, 96, 97, 99, 107, 108, 109, 113, 114, 116
}
and
d
(n1)
0 (x) = x
3 + x+ 1,
d
(n1)
1 (x) = x
3 + x2 + 1,
d
(n2)
0 (x) = x
8 + x7 + x6 + x4 + x2 + x+ 1,
d
(n2)
1 (x) = x
8 + x5 + x4 + x3 + 1,
d0(x) = x
48 + x45 + x44 + x43 + x42 + x41 + x39 + x38 + x37 + x36 + x35 + x34 + x32 + x30 +
x29 + x27 + x26 + x24 + x22 + x21 + x19 + x18 + x16 + x14 + x13 + x12 + x11 + x10 +
x9 + x7 + x6 + x5 + x4 + x3 + 1,
d1(x) = x
48 + x47 + x45 + x42 + x40 + x39 + x31 + x30 + x28 + x27 + x26 + x25 + x24 + x23 +
x22 + x21 + x20 + x18 + x17 + x9 + x8 + x6 + x3 + x+ 1.
The eight binary cyclic codes and their minimum weights are depicted in Table VI. In this example, half
of the codes are the best cyclic codes of length 119 and dimension 60 according to Table I.
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TABLE VI
THE BINARY CYCLIC CODES OF LENGTH 119 AND DIMENSION 60 FROM THE CYCLOTOMY OF SECTION IV-A
Generator Polynomial Minimum Weight
D
(7,17,2)
(0,0,0) 12
D
(7,17,2)
(1,0,0)
6
D
(7,17,2)
(0,1,0) 12
D
(7,17,2)
(0,0,1) 6
D
(7,17,2)
(1,1,0) 6
D
(7,17,2)
(1,0,1) 12
D
(7,17,2)
(0,1,1)
6
D
(7,17,2)
(1,1,1) 12
D. The ternary case
The proof of Proposition 7 can be slightly modified into a proof of the following.
Proposition 15: The integer 3 ∈ D0 and 3 mod ni ∈ D(ni)0 for all i if and only if
n1 ≡ ±1 (mod 12) and n2 ≡ ±1 (mod 12).
Hence, in the case that n1 ≡ ±1 (mod 12) and n2 ≡ ±1 (mod 12), we have indeed the eight ternary
cyclic codes D(n1,n2,3)(i,j,h) .
Example 5: When (n1, n2, q) = (11, 13, 3), the minimum nonzero weights of the eight ternary codes
are given in Table VII. Four of the eight codes have minimum weight 12, and the remaining four have
minimum weight 6.
TABLE VII
THE TERNARY CYCLIC CODES OF LENGTH 143 AND DIMENSION 72 FROM THE CYCLOTOMY OF SECTION IV-A
The code Minimum Weight
D
(11,13,3)
(0,0,0) 12
D
(11,13,3)
(1,0,0)
6
D
(11,13,3)
(0,1,0) 12
D
(11,13,3)
(0,0,1) 6
D
(11,13,3)
(1,1,0) 6
D
(11,13,3)
(1,0,1) 12
D
(11,13,3)
(0,1,1) 6
D
(11,13,3)
(1,1,1) 12
E. The quaternary case
The following proposition can be similarly proved.
Proposition 16: Assume that n1 ≡ −1 (mod 4) and n2 ≡ −1 (mod 4). Then −1 ∈ D1 and −1 ∈
D
(nj)
1 for all j.
We will in the sequel need the following proposition whose proof is omitted.
Proposition 17: The integer 4 ∈ D0 and 4 mod nj ∈ D(nj)0 for all j if and only if n2 ≡ ±1 (mod 4)
for all j.
If n1 ≡ ±1 (mod 4) and n2 ≡ ±1 (mod 4), then we have the following factorization of xn − 1
over GF(4):
xn − 1 = (x− 1)d(n1)0 (x)d(n2)0 (x)d0(x)d(n1)1 (x)d(n2)1 (x)d1(x),
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and thus the eight quaternary cyclic codes D(n1,n2,4)(i,j,h) .
Example 6: Let (n1, n2, q) = (5, 7, 4). In this case the eight quaternary cyclic codes and their minimum
weights are depicted in Table VIII. In this example, half of the codes have minimum weight 7 and are
almost the best quaternary cyclic codes of length 35 and dimension 18 according to Table II.
TABLE VIII
THE QUATERNARY CYCLIC CODES OF LENGTH 35 AND DIMENSION 18 FROM THE CYCLOTOMY OF SECTION IV-A
Generator Polynomial Minimum Weight
D
(5,7,4)
(0,0,0)
7
D
(5,7,4)
(1,0,0) 4
D
(5,7,4)
(0,1,0)
7
D
(5,7,4)
(0,0,1) 4
D
(5,7,4)
(1,1,0) 4
D
(5,7,4)
(1,0,1) 7
D
(5,7,4)
(0,1,1) 4
D
(5,7,4)
(1,1,1) 7
V. A NEW CYCLOTOMY OF ORDER TWO AND ITS CODES
A. The new cyclotomy of order two
Let symbols be the same as before. Since n1 and n2 are odd primes, d must be even. It is easily seen
that e = (n1 − 1)(n2 − 1)/d is also even. Define
V0 = {gsνi : 0 ≤ s ≤ e− 1, 0 ≤ i ≤ d− 1 and s+ i is even},
V1 = {gsνi : 0 ≤ s ≤ e− 1, 0 ≤ i ≤ d− 1 and s+ i is odd}.
Clearly, V1 = gV0, and V0 and V1 form a partition of Z∗n.
A proof of the following proposition is straightforward and is omitted.
Proposition 18: Let symbols be the same as before.
1) V0 is a subgroup of Z∗n and has order (n1 − 1)(n2 − 1)/2.
2) If a ∈ V0, we have aVi = Vi. If a ∈ V1, we have aVi = V(i+1) mod 2.
The sets V0 and V1 are the new cyclotomic classes of order 2, and are clearly different from Whiteman’s
cyclotomic classes of order 2 described in Section III and the one of Section IV-A.
B. The construction of eight cyclic codes
Let θ and other symbols be the same as before. Define
vi(x) =
∏
i∈Vi
(x− θi). (7)
Proposition 19: If q ∈ V0 and q mod ni ∈ D(ni)0 for each i ∈ {1, 2}, we have vi(x) ∈ GF(q)[x] and
d
(nj)
i (x) ∈ GF(q)[x], and
xn − 1 = (x− 1)d(n1)0 (x)d(n2)0 (x)v0(x)d(n1)1 (x)d(n2)1 (x)v1(x).
Proof: The proof of Proposition 3 is easily modified into a proof for this proposition.
Under the conditions that q ∈ V0 and q mod ni ∈ D(ni)0 for each i ∈ {1, 2}, let V(n1,n2,q)(i,j,h) denote the
cyclic code over GF(q) with generator polynomial vi(x)d(n1)j (x)d
(n2)
h (x), where (i, j, h) ∈ {0, 1}3. The
eight codes clearly have length n and dimension (n+ 1)/2.
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Proposition 20: There is an ℓ ∈ V1 such that ℓ mod ni ∈ D(ni)1 for all i ∈ {1, 2}.
Proof: It is easily checked that g is such an element.
Due to Proposition 20, the proof of Theorem 12 works also for the following theorem.
Theorem 21: For each (i, j, h) ∈ {0, 1}3 the code V(n1,n2,q)(i,j,h) has parameters [n, (n + 1)/2]. Let d(i,j,h)
denote the minimum odd-like weight in V(n1,n2,q)(i,j,h) . Then
• d(i,j,h) ≥
√
n, and
• d2(i,j,h) − d(i,j,h) + 1 ≥ n if n1 ≡ −1 (mod 8) and n2 ≡ −1 (mod 8).
C. The binary case
The following proposition will be useful later.
Proposition 22: Assume that n1 ≡ ±1 (mod 8) and n2 ≡ ±1 (mod 8). Then −1 ∈ V1 and −1 ∈
D
(nj)
1 for all j if and only if nj ≡ −1 (mod 8) for all j.
Proof: Let −1 = gsνi for some fixed 0 ≤ s ≤ e − 1 and 0 ≤ i ≤ d − 1. By definition −1 ∈ V1 if
and only if s + i is odd. By (2),
−1 ≡ gs+i (mod n1), −1 ≡ gs (mod n2).
The desired conclusion then follows.
We will need the following proposition in the sequel.
Proposition 23: The integer 2 ∈ V0 and 2 ∈ D(nj)0 for all j if and only if nj ≡ ±1 (mod 8) for all j.
Proof: Recall that Z∗n = V0 ∪ V1. By Proposition 1, there are two integers 0 ≤ s ≤ e − 1 and
0 ≤ i ≤ d− 1 such that 2 = gsνi. It then follows from (1) that
gs+i ≡ 2 (mod n1) and gs ≡ 2 (mod n2).
Hence, s is even if and only if n2 ≡ ±1 (mod 8). Note that 2 ∈ V0 if and only if s + i is even. The
desired conclusion then follows.
If n1 ≡ ±1 (mod 8) and n2 ≡ ±1 (mod 8), then we have the following factorization of xn − 1
over GF(2):
xn − 1 = (x− 1)d(n1)0 (x)d(n2)0 (x)v0(x)d(n1)1 (x)d(n2)1 (x)v1(x),
and thus the eight binary cyclic codes V(n1,n2,2)(i,j,h) .
Example 7: Let (n1, n2, q) = (7, 17, 2). In this case we have
V0 =
{
1, 2, 4, 8, 9, 11, 15, 16, 18, 22, 23, 25, 29, 30, 32, 36, 37, 39, 43, 44, 46, 50, 53, 57, 58, 60,
64, 65, 67, 71, 72, 74, 78, 79, 81, 86, 88, 92, 93, 95, 99, 100, 106, 107, 109, 113, 114, 116
}
,
V1 =
{
3, 5, 6, 10, 12, 13, 19, 20, 24, 26, 27, 31, 33, 38, 40, 41, 45, 47, 48, 52, 54, 55, 59, 61, 62, 66,
69, 73, 75, 76, 80, 82, 83, 87, 89, 90, 94, 96, 97, 101, 103, 104, 108, 110, 111, 115, 117, 118
}
and
d
(n1)
0 (x) = x
3 + x+ 1,
d
(n1)
1 (x) = x
3 + x2 + 1,
d
(n2)
0 (x) = x
8 + x7 + x6 + x4 + x2 + x+ 1,
d
(n2)
1 (x) = x
8 + x5 + x4 + x3 + 1,
v0(x) = x
48 + x47 + x46 + x44 + x41 + x40 + x39 + x37 + x34 + x33 + x32 + x30 + x27 + x26 +
x25 + x23 + x20 + x19 + x18 + x16 + x14 + x11 + x10 + x9 + x7 + x4 + x3 + x2 + 1
v1(x) = x
48 + x46 + x45 + x44 + x41 + x39 + x38 + x37 + x34 + x32 + x30 + x29 + x28 + x25 +
x23 + x22 + x21 + x18 + x16 + x15 + x14 + x11 + x9 + x8 + x7 + x4 + x2 + x+ 1.
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The eight binary cyclic codes and their minimum weights are depicted in Table IX. All the eight binary
cyclic codes defined by the generalized cyclotomy of order two in this section have poor minimum weights.
However, this does not mean that the new generalized cyclotomy of order two is not interesting in coding
theory. In the sequel, we will see that some of the quaternary cyclic codes based on this new cyclotomy
are the best cyclic codes.
TABLE IX
THE BINARY CYCLIC CODES OF LENGTH 119 AND DIMENSION 60 FROM THE NEW CYCLOTOMY
Generator Polynomial Minimum Weight
V
(7,17,2)
(0,0,0) 8
V
(7,17,2)
(1,0,0)
4
V
(7,17,2)
(0,1,0) 4
V
(7,17,2)
(0,0,1) 8
V
(7,17,2)
(1,1,0) 8
V
(7,17,2)
(1,0,1) 4
V
(7,17,2)
(0,1,1)
4
V
(7,17,2)
(1,1,1) 8
D. The ternary case
The proof of Proposition 7 can be slightly modified into a proof of the following.
Proposition 24: The integer 3 ∈ D0 and 3 mod ni ∈ D(ni)0 for all i if and only if
n1 ≡ ±1 (mod 12) and n2 ≡ ±1 (mod 12).
Hence, in the case that n1 ≡ ±1 (mod 12) and n2 ≡ ±1 (mod 12), we have indeed the eight ternary
cyclic codes V(n1,n2,3)(i,j,h) .
Example 8: When (n1, n2, q) = (11, 13, 3), the minimum nonzero weights of the eight ternary codes
are given in Table X. Four of the eight codes have minimum weight 12, and the remaining four have
minimum weight 6.
TABLE X
THE TERNARY CYCLIC CODES OF LENGTH 143 AND DIMENSION 72 FROM THE CYCLOTOMY OF SECTION V-A
The code Minimum Weight
V
(11,13,3)
(0,0,0) 12
V
(11,13,3)
(1,0,0) 6
V
(11,13,3)
(0,1,0) 6
V
(11,13,3)
(0,0,1) 12
V
(11,13,3)
(1,1,0)
12
V
(11,13,3)
(1,0,1) 6
V
(11,13,3)
(0,1,1)
6
V
(11,13,3)
(1,1,1) 12
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E. The quaternary case
The following proposition can be similarly proved.
Proposition 25: Assume that n1 ≡ ±1 (mod 4) and n2 ≡ ±1 (mod 4). Then −1 ∈ V1 and −1 ∈
D
(nj)
1 for all j if and only if nj ≡ −1 (mod 4) for all j.
We will need the following proposition in the sequel whose proof is omitted here.
Proposition 26: The integer 4 ∈ V0 and 4 mod nj ∈ D(nj)0 for all j if nj ≡ ±1 (mod 4) for all j.
If n1 ≡ ±1 (mod 4) and n2 ≡ ±1 (mod 4), then we have the following factorization of xn − 1
over GF(4):
xn − 1 = (x− 1)d(n1)0 (x)d(n2)0 (x)v0(x)d(n1)1 (x)d(n2)1 (x)v1(x),
and thus the eight binary cyclic codes V(n1,n2,4)(i,j,h) .
Example 9: Let (n1, n2, q) = (5, 7, 4). In this case the eight quaternary cyclic codes and their minimum
weights are depicted in Table XI. Four of them are the best quaternary cyclic codes of length 35 and
dimension 18 according to Table II. So this example shows that the new cyclotomy of order two is
interesting in coding theory.
TABLE XI
THE QUATERNARY CYCLIC CODES OF LENGTH 35 AND DIMENSION 18 FROM THE NEW CYCLOTOMY
Generator Polynomial Minimum Weight
V
(5,7,4)
(0,0,0) 8
V
(5,7,4)
(1,0,0) 4
V
(5,7,4)
(0,1,0) 4
V
(5,7,4)
(0,0,1) 8
V
(5,7,4)
(1,1,0) 8
V
(5,7,4)
(1,0,1) 4
V
(5,7,4)
(0,1,1)
4
V
(5,7,4)
(1,1,1) 8
VI. CONCLUDING REMARKS AND OPEN PROBLEMS
Let n be odd, and let E0 and E1 be two subsets of Zn \ {0} = {1, 2, · · · , n− 1}. Let µ be an invertible
element of Zn. A pair of sets E0 and E1, each of which is a union of nonzero q-cyclotomic cosets, forms
a splitting of n given by µ if
µE0 = E1, µE1 = E0, E0 ∪ E1 = {1, 2, · · · , n− 1}.
Clearly, if E0 and E1 is a splitting of n, we have
|E0| = |E1| = (n− 1)/2.
As before, let θ be a nth primitive root of unity over an extension field of GF(q). Define a pair of
polynomials
gi(x) =
∏
j∈Ei
(x− θj), j = 0, 1.
Since Ei is the union of a number of q-cyclotomic cosets, each gi(x) must be over GF(q). The two codes
of length n over GF(q) with generator polynomials g0 and g1 are called a pair of duadic codes. The two
codes of length n over GF(q) with generator polynomials (x−1)g0(x) and (x−1)g1(x) are also called a
pair of duadic codes. Duadic codes can also be defined in terms of idempotents, and include the quadratic
residue codes. They were introduced and studied by Leon, Masley and Pless [13], Leon [14], Pless [18],
18
and Pless, Masley and Leon [19], where a number of properties are described. Also all binary duadic
codes of length until 241 are described in [19].
The cyclotomic cyclic codes presented in Sections IV and V should be duadic codes (see [8], [7], [13],
[14], [18], [19]). The contributions of Sections IV and V are the extension of an earlier cyclotomy of
order two, the new cyclotomy of order two, and the cyclotomic constructions of the cyclic codes over
GF(q). According to [11, p. 233], there are four binary duadic codes of length 119 and dimension 60 and
minimum weight 12. It is interesting that all the best binary duadic codes of length 119 and dimension
60 are covered by the construction of Section IV-C.
The contribution of Section III is the cyclotomic construction of the cyclic codes that contains some of
the codes in [6] as special cases. Experimental data shows that all the cyclic codes over GF(q) obtained
from the cyclotomy (U0, U1) are the best or almost the best cyclic codes with the same length and
dimension. So it would be interesting to further investigate this cyclotomic construction of cyclic codes.
Note that the codes of Section III are not duadic, though they are cyclotomic.
Except for quadratic residue codes, it looks hard to develop general and tight lower bounds for duadic
codes. The same looks true for the cyclotomic codes described in this paper. For specific cyclic codes
obtained from the three constructions of this paper the BCH and other bounds described in [23], [22]
may be employed.
In summary, all the three cyclotomic constructions described in this paper produce the best cyclic codes
over certain fields GF(q), and are simple in structure. In addition, the extended cyclotomy and the new
cyclotomy of order 2 may have applications in other areas.
Finally, we mention that the cyclic codes described in this paper can be employed to construct secret
sharing schemes [2], authentication codes [9] and frequency hopping sequences [4].
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