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Коли вирiшується задача аналiзу i синтезу (проектування) електри-
чних систем дослiджувач, як правило, зштовхується з проблемою скла-
дностi їх математичного опису, а за наявностi останнього,- з проблемою
отримання аналiтичного рiшення. Останнє використовується для ана-
лiзу рiзноманiтних режимiв роботи системи, або для синтезу оптималь-
них режимiв. За винятком простих моделей (лiнiйних, малої розмiрно-
стi), що мають просте аналiтичне рiшення, бiльшiсть реальних об’єктiв
електродинамiки нелiнiйнi, динамiчнi, багатомiрнi. Отримати аналiти-
чний зв’язок мiж вiдповiдними змiнними цих об’єктiв досить складно,
а пiд час неможливо. В таких випадках, як метод наукового пiзнан-
ня, використовується технологiя комп’ютерного чисельного моделюван-
ня процесiв у дослiджуємому об’єктi. Об’єкт представлено математичною
моделлю, що вiдображає перетворення множини упорядкованих по дис-
кретах часу чисельних значень одних змiнних (вхiдних) в iншi (вихiднi).
Сучаснi засоби обчислювальної технiки досить потужнi, щоб вирiшити
бiльшiсть задач чисельного моделювання. Але неможливо змоделювати
всi можливi варiанти часових послiдовностей вхiдних змiнних. Тому чи-
сельне моделювання без подальшого аналiтичного узагальненнянеможе
гарантувати достатностi отриманої iнформацiї про дослiджуємий об’єкт,
особливо коли вiн нелiнiйний, багатомiрний, динамiчний. Ситуацiя ще
бiльш ускладнюється, якщо треба вирiшити задачу синтезу оптималь-
ного режимуфункцiонування об’єкту, тобто знайти такi параметри β∗ чи
керуючi впливи U∗(t), за яких досягається екстремум функцiоналу яко-
стi J(x) вектор-функцiї змiнних X(t) об’єкту при обмеження на областi
змiни X(t), U(t), β та урахування їх взаємозв’язку математичною модел-
лю:
X˙ = f(X,U, β, t), (1)
де X,U – вектор-функцiї часу t;
f – (як правило) гладке нелiнiйне вiдображення множини (X,U, β, t) в
множину X˙(t) похiдних X по t.
У вище наведених та традицiйних для теорiї iдентифiкацiї задачах,
якщо є множина експериментальних даних, отриманих з чисельного або
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натурного експерименту, пропонується використовувати методи оцiню-
вання структури i параметрiв математичних залежностей:
а) “вхiд “X” – вихiд “Y ” дослiджуємого об’єкту;
б) множини параметрiв ”β” моделi об’єкту i/або параметризованого ке-
руючого впливу U(β, t) в показник якостi “J”.
Постановка задачi
Методам структурно-параметричної iдентифiкацiї, тобто побудови ма-
тематичної моделi функцiонального зв’язку змiнних X,U , на яких вiд-
творюється ця модель, присвячено велику кiлькiсть робiт, наприклад,
огляд, наведений в [1]. В роботi [2] задача iдентифiкацiї подiляється на
апроксимативну (метод “чорного” ящика [3]), де не враховується фiзична
структура об’єкту iдентифiкацiї, i на задачу iдентифiкацiї моделлю, яка
враховує фiзичну структуру об’єкту i, як правило, вимагається на тiль-
ки близькость поведiнки об’єкту i моделi, але i близькость коефiцiєнтiв
моделi до фiзичних параметрiв об’єкту [4].
Зупинимось лише на другiй частинi задачi – задачi отримання аналi-
тичної залежностi J(β) показника J , як функцiї вектора β параметрiв,
за якими вiн оптимiзується. J(β) являє собою невiдому нелiнiйну багато-
мiрну гладку залежнiсть, яка представлена набором числових значень
J(β1), . . . , J(βN ), де βi, (i = 1, N) – N таблиць (nxN) числових значень
вектора β i вiдповiдних до них значень JN показника якостi J . За ци-
ми даними слiд визначити структуру i параметри залежностi J(β), яка
б з достатньою (заданою) точнiстю апроксимувала вiдображення β в J i
мала, по можливостi, нескладну структуру i алгоритм її визначення. До-
цiльна точнiсть J(β) залежить вiд точностi вимiрiв J i β, типу залежностi
J(β) i цiлi, для якої будується ця модель.
Алгоритм вирiшення поставленої задачi
За теоремою Вейерштраса будь-яка гладка залежнiсть J(β) може бути
представлена рядом Тейлора i, якщо область β обмежена, а ряд нескiнче-
ний, то таке представлення точне:



































де β0 – глобальний центр розкладання, ∆β = β − β0 .
Окрiм глобального центру β0 областi G введем (згiдно до можливостей
експерименту) ряд локальних центрiв β0r (r = 1, m) обмежених пiдобла-
стей Gr. Розмiр Gr обирається за умови, щоб з похибкою δ, яка не пере-
бiльшує допустиму, залежнiсть J(β) в цiй пiдобластi апроксимувалася
лiнiйною частиною розкладання (2), а вiдстань мiж центрами сусiднiх
пiдобластей була такою, що J(β) на множинi сусiднiх пiдобластей апро-
ксимувалася з точнiстю до δ лiнiйно-квадратичною складовою ряду (22).
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Аналогiчно, вiдстанi мiж центрами груп сусiднiх областей задовольняли
умовi апроксимацiї першими трьома членами ряду (2) i так далi. Таким
чином, вiдбувається поступове збiльшення розмiрiв областi i, вiдповiдно,
порядку полiному (2). При цьому на p-му кроцi ( p = 1, 2, . . . ) автоматично






тєвi. Такий пiдхiд дає можливiсть на кожному кроцi визначати кiнцеву
множину коефiцiєнтiв α, користуючись лише лiнiйною моделлю
∆y = α ·∆β, (3)







, ∆β = β − β0r ; (4)



















, ∆β = β0p − β0r , p 6= r. (5)
i так далi.
Дiйсно, для локальних сусiднiх r-тих пiдобластей перша похiдна вiд



















(βi0p − βi0r), (6)
звiдки витiкає залежнiсть (5);




















(βi0k − βi0r), (7)
i так далi.
Якщо в якомусь l-му напрямку якась p-та похiдна близька до нуля, то
вiдповiдний член ряду (2) вiдкидається ще пiд час визначення коефiцi-
єнтiв α лiнiйної моделi (3). Тобто, шукана структура полiному (2) знаходи-
ться автоматично без перебору всiх можливих варiантiв. Коефiцiєнти α
отриманого таким чином полiному можуть бути уточненi за умови мiнiмi-
зацiї вiдповiдної норми близькостi J(β) i полiнома J(α, β). Як правило, ви-
користовується Евклiдова середньоквадратична або Чебишевська норма
рiвномiрного наближення. Для збiльшення точностi у вiдповiдних пiдо-
бластях можна використовувати взважену середньоквадратичну норму.
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Дещо iнший пiдхiд до апроксимацiї J(β) аналiтичною залежнiстю ви-
тiкає з наступного представлення ряду Тейлора, iзоморфного до виразу
(2):













































∆y = α(β) ·∆β. (9)
Це вказує на можливiсть встановлення невiдомої структури J(β)шля-
хом побудови часткових моделей J(α1, β1) за умови останнiх βi (i 6= 1)
сталих. Далi коефiцiєнти α1 як функцiї β2 апроксимуються вiдповiд-
ними залежностями α1(β2, α2), далi α2 вiд β3 i, врештi решт, отримаємо
шукану залежнiсть α(β1, ..., βn) для моделi (9). В такому пiдходi одно-
мiрнiсть апроксимуємих залежностей спрощує задачу вибору структури
часткових моделей. Для цього можна створити базу канонiчних моделей
(моделей з мiнiмальною розмiрнiстю вектора α невiдомих коефiцiєнтiв та
впорядкувати її за допомогою таблицi властивостей. Тодi претендентом
на кращу модель буде та, множина властивостей якої найбiльше спiвпа-
дає з аналогiчною множиною властивостей експериментальної кривої.
Приклади
1.Тестовийприклад. Невiдома залежнiсть J(β) = β1+0.5β1β2+0.5β22 ,
задана таблицею 1,
Таблиця 1
Область G1 G2 G3
точки 1 2 3 4 5 6 7 8 9
J 0 0.1 0.005 -1 -0.9 -0.945 1 0.61 0.605
β1 0 0.1 0 -1 -0.9 -1 0 0.1 0
β2 0 0 -0.1 0 0 -0.1 -1 -1 -1.1
де загальна область G складається з трьох пiдобластей G1 , G2 , G3 ,
в кожнiй з яких є центрова точка 1, 4, 7 вiдповiдно i по двi з вiдхи-





, i = 1, 2; r = 1, 2, 3; далi, для всiєї областi G– другi похi-
днi (5); пiсля їх пiдстановки в рiвняння (2) отримано рiвняння моделi:
Jˆ(β) =
ˆ




+ 0.05β2 , яке пiсля вiдкидання несуттєвої
складової 0.05β2, що виникла внаслiдок замiни похiдної рiзницею, спiв-
пало з шуканим.
78 ISSN 1562-9945
“АСАУ” – 7(27) 2004
2. Отримання аналiтичної залежностi енергiї першої пiвхвилi
струму розряду конденсатора С в колi з iндуктивнiстю L i опором
R залежно вiд добротностi β контуру.


































Задача (10), (11) була вирiшена чисельним методом, а отримана зале-
жнiсть J(β), де β - скаляр, апроксимована дробово-рацiональноюфункцi-
єю вiд β згiдно до властивостей графiку (екстремальний, несиметричний)
(рис.1)
Jˆ(β) =
−0.031 + 1.066β − 0.685β2 + 0.149β3
1 + 0.23β − 8.87 · 10−5β2 + 1.112 · 10−5β3 . (12)






< 0. Похибка β
∗−βˆ∗
β∗
· 100% склала 0.05%.
Рис. 1 – Залежнiсть J(β) та iї модель Jˆ(β)
Отримання багатомiрних нелiнiйних залежностей в
енергетичних об’єктах за даними натурних випробувань
На рис. 2 наведено графiки експериментальної J(β) та аналiтичної
Jˆ(β1, β2) залежностей. Останню отримано шляхом апроксимацiї коефiцi-
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єнтiв αi локальних i-х моделей Jˆ(β1) = α1iβ1 + α2iβ
2
1 , i = 1, 6, лiнiйними
функцiямивiд β2 αij(β2) = α′j2+α
′
j1β2, j = 1, 2.. Повнамодель має вигляд:











Середньоквадратична похибка не перевищувала 2% вiд Jmax.
Рис. 2 – Залежнiсть J(β1, β2) (пунктир) та iї модель Jˆ(β1, β2)
На рис. 3 наведено графiки експериментальної J(β1, β2, β3) та аналi-
тичної Jˆ(β1, β2, β3) залежностей, отриманих аналогiчним шляхом:
Jˆ(β1) = α1ikβ1 + α2ikβ
2







2 , j = 1, 2; (14)
α
(l)







Пiсля пiдстановки коефiцiєнтiв (15) в (14)Б а (14) в (13) отримаємо:





3 − 1.72β2β23 − 0.24 · 10−4β21β22β3+
+0.46 · 10−5β1β22β3 − 0.0232β22β3 − 0.0126β21β2β3 + 0.133β1β2β3+
+1.02β2β3.
(16)
Похибка апроксимацiї не перевищує 0.5%вiдмаксимального значення
J .
У разi, якщо допустима похибка складає 5% вираз (16) суттєво спрощу-
ється
Jˆ(β) = −0.61 · 10−2β1β22β23 + 0.9 · 10−2β22β23 + 0.23β21β2β23+
+0.04β1β2β
2
3 − 1.72β2β23 − 0.0232β22β3 − 0.0126β21β2β3+
+0.133β1β2β3 + 1.02β2β3.
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Рис. 3 – Залежнiсть J(β1, β2, β3) та iї модель Jˆ(β1, β2, β3)
Висновки
Рацiональне використання методiв математичного чисельного моде-
лювання або експериментального дослiдження та методiв теорiї iденти-
фiкацiї дає можливiсть отримати аналiтичну залежнiсть, що пов’язує
вiдповiднi параметри дослiджуємої чи проектуємої складної системи.
Отримана аналiтична залежнiсть Jˆ(β) далi використовується для вирi-
шення задач аналiзу i синтезу систем, для iнтерполяцiї та екстраполяцiї
на режими, для яких вiдсутнi експериментальнi данi.
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