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ABSTRACT
Recent years have seen growing demands for computer-based information technology to
help surgeons with surgical planning and guiding, kinematics analysis, computer-aided
diagnosis (CADx), as well as prosthetics design. The key to this problem is the registration
of two-dimensional (2D) intra-operative images to a three-dimensional (3D) model. This
dissertation describes a novel non-rigid 2D/3D registration framework for reconstructing
the 3D surface mesh model from a sequence of monoplane 2D fluoroscopic x-ray images
based on nonlinear statistical shape model. The foundations for this framework are the
following: 1) Feature Extraction, which extracts 2D contour from the X-ray fluoroscopy
based on spectral clustering and active shape model (ASM); 2) Initialization, which
estimates the 3D model’s initial pose using a hybrid classifier integrating k-nearest
neighbors (KNN) and support vector machine (SVM); 3) Optimization, which determines
the 3D model’s optimal pose and shape by maximizing the similarity measurey between
the 2D X-ray fluoroscopy and the reconstructed 3D surface mesh model. The similarity
measure is designed as a novel energy function including edge score, region score,
homogeneity score, and multibody registration score. 4) 3D Shape Analysis, which
represents the training dataset of 3D surface mesh models with nonlinear statistical shape
model named kernel principal component analysis (KPCA). In conclusion, this work
describes a novel, clinically relevant 2D/3D registration framework to provide a general
approach that can be applied to solving medical image registration problems in a wide
variety of modalities.
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CHAPTER I
INTRODUCTION

1.1 Motivation
Recent years have seen significant advances in medical imaging. Acquiring threedimensional (3D) information about patient’s anatomical structure has become an essential
part of kinematics analysis, computer-aided diagnosis (CADx), treatment planning,
surgical navigation, and prosthetics design in order to visualize complex geometries,
understand the relationship between foreground and background objects, and perform
measurement on the object of interest.
Pre-interventional 3D imaging is extremely valuable during orthopedic surgery for
the precise reconstruction of complex structure and exact estimation of bone poses.
Commonly used pre-interventional 3D images include Magnetic Resonance Imaging
(MRI), Computed Tomography (CT), Positron Emission Tomography (PET), and
Functional MRI (fMRI), which are three-dimensional modalities containing highdefinition information about the anatomical structure. However, since these images are
taken while the patient is in a static state, they may not completely reflect the actual
situation. Moreover, since the generating three-dimensional images is time-consuming, it
cannot be implemented during the intervention.
Intra-interventional images, on the other hand, provide up-to-date anatomical state
during intervention. They are commonly two-dimensional X-ray, X-ray fluoroscopy, and
portal images. Intra-interventional images are fast to generate; thus they can reflect changes
caused by the procedure or to visualize a tool’s location in real time. These images also
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produce less radiation dose than pre-interventional images. However, 2D images contain
much less information than the 3D modalities.
Therefore, fusing the information of 2D intra-interventional and 3D preinterventional images is necessary. The fundamental step of the information fusion is a
2D/3D registration problem, which consists of finding a transformation from one modality
to another such that all features that appear in one modality are aligned with their
correspondences in the other. However, most of the existing 2D/3D registration systems
are rigid registration [1-4], which requires pre-interventional images such as MRI and CT.
These images involve time-consuming segmentation of the three-dimensional modalities
and additional radiation dosage on the patient. Non-rigid 2D/3D registration is beneficial
because 3D model is reconstructed from statistical shape model (SSM). Once the SSM is
constructed, no CT or MR scan before intervention is required for each patient, thus
lowering the radiation dose and acquisition costs.
Most of the non-rigid registration studies cited in the literature [5, 6] reconstruct
the 3D model from two or more x-ray images, which may decrease the patient’s freedom
of motion in kinematical analysis. The goal of this work is to reconstruct the 3D anatomical
structure from a sequence of monoplane x-ray fluoroscopic images so as to decrease the
radiation dosage on the patient and to allow the patient’s free motion during kinematical
analysis.

1.2 Method Overview
This dissertation’s goal is to develop a 3D reconstruction system for non-rigid
registration of 3D model from a sequence of monoplane fluoroscopic X-ray images. The
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method is generic and easily customizable to a variety of anatomical structures. The system
framework is composed of four parts: initialization, feature extraction, optimization, and
3D shape analysis, as shown in Fig. 1.

Figure 1. System framework

In the feature extraction module, a robust segmentation method accurately extracts
the object of interest in 2D radiographs. The 2D radiograph is first enhanced by spectral
clustering based on Eigen solution of an affinity matrix. A candidate contour is then
generated by gradient search on the normal profile of each contour points. Constraint on
the candidate contour is then performed with a statistical shape model, leading to the final
segmentation result.
In the initialization module, the target anatomy’s pose is estimated by finding the
best match between the 3D model and a pre-computed library of shape templates. This
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approach is quite flexible and is able to discriminate shapes with high variation. Contour
of a knee bone or implant was first automatically extracted from a 2D radiograph as an
output of the feature extraction module. Shape descriptors were calculated by normalized
elliptical Fourier descriptors (NEFD) to represent the contour shape in a compact manner.
The optimal pose was then determined by a hybrid classifier combining k-nearest
neighbors (KNN) and a support vector machine (SVM).
In the 3D shape analysis module, a 3D statistical shape model is built from a dataset
of surface mesh models segmented from CT images as training data based on kernel
principal component analysis (KPCA). The training data is mapped into high dimensional
feature space by a kernel matrix. Linear principal component analysis (PCA) is then
performed in this high dimensional space to generate orthogonal basis of shape variations.
Then, the 3D model is reconstructed from the selected shape parameters by a closed-form
solution to optimize the pre-image approximation.
In the optimization module, a novel energy function includes edge, region,
homogeneity, and multi-body registration scores to measure the similarity between the 3D
model and the 2D radiograph. The energy function is minimized with a global optimization
algorithm called pattern search (PS).
The proposed framework can register medical images from different modalities and
it is flexible for either non-rigid or rigid registration by turning the shape parameters on or
off.
The following are the data characteristics:

5
1. Statistical shape model (SSM) generated by a statistical shape atlas. The
statistical shape atlas is composed of aligned 3D surface mesh models, which
are segmented from CT images.
2. A sequence of X-ray fluoroscopies with 640×480 pixels, 8-bit gray-scale and
pixel size of 0.225×0.225 mm2, possibly including anatomy and surgical tools
not present in the CT.
Details of the data characteristics are discussed in Section 1.3 – Section 1.5.

1.3 Computed Tomography (CT)
A CT scanner is used to preoperatively generate volume data. Fig. 2 (a) shows the
CT scanner and Fig. 2(b) shows the volume data generated from CT scan.
The CT scanner consists of a translating bed, a scanner with a revolving X-ray
source and a detector, and a monitor. To perform a scan, the scanner revolves around the
imaged body on the bed and emits X-rays, which go through the body and hit X-ray
detectors. By filtered back projection[1], a slice of transversal image of the volume data is
generated; each slice is called a CT-slice (Fig. 2(c)). With the bed slowly moving through
the scanner ring, a set of slices is obtained. From this set of CT slices, a 3D surface mesh
model of the patient can be obtained by segmenting each CT slice (Fig. 2(d)). Preinterventional images provide details about the patient's anatomy. However, since these
images are taken while the patient is static, they may not completely reflect the surgical
situation. Moreover, since generating the three-dimensional images is time-consuming, it
cannot be implemented during intervention.

6

Figure 2. Generation of 3d surface mesh model from CT scan. (a) CT scanner, (b) Volume data, (c) A
slice of transversal image, (d) 3D surface mesh model (a copy from [2])

1.4 Statistical Shape Model
Shapes extracted from CT can be represented by a statistical shape model (SSM).
SSM represents the dominant shape variation in the training set. The training data are 3D
surface mesh models that are segmented from CT image. The steps of building SSM are as
follows: first, 3D surface mesh models extracted from CT are aligned to each other to build
the 3D atlas. Kernel Principle Component Analysis (KPCA) [3] is then performed on the
3D atlas to extract the major modes of variation by first mapping the input data onto high
dimensional feature space where a linear Principal Component Analysis (PCA) is
performed on the data. The training results are the mean shape and the modes of variations
captured by the first several principal components of the KPCA. A training process of
femur SSM is shown in Fig. 3. SSM can represent the training data in a compact manner
with KPCA.
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Figure 3. Example of femur statistical shape model

1.5 X-ray Fluoroscopy
Fluoroscopic X-ray images are a sequence of x-ray images, in which the bone
appears much darker than the soft tissues surrounding them, allowing for direct observation
and analysis of their movement under dynamic and weight-bearing conditions. Moreover,
fluoroscopy is noninvasive and relatively low risk to the patient. A typical one-minute
protocol gives the patient a radiation exposure on the order of 0.6 to 1.8 “rad equivalent
man” (rem) [4].

However, 2D images contain much less information than the 3D

modalities. And occlusion from foreign objects such as surgical tools and neighboring
bones are common in x-ray fluoroscopic images. Fig. 4 shows the fluoroscopic machine in
(a) and a fluoroscopic x-ray image captured in one frame of the video in (b) during the gait
process.
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Figure 4. Fluoroscopic imaging in the knee (a) fluoroscopic machine (b) an example of fluoroscopic xray image

1.6 Contributions
This research developed a non-rigid 2D/3D registration system, which is a novel
general approach automatically registering medical images from different modalities.
Theories from multiple disciplines (including computer vision, machine learning, signal
processing and image processing) have been integrated into this research, which has
produced the following extensive fundamental contributions in both theory and application:
1. Morphological analysis of tibia and femur using nonlinear statistical shape model
as foundation for 3D reconstruction
2. Novel framework for 3D reconstruction of femur and tibia from single plane
fluoroscopic X-ray images
a) A novel closest shape estimation algorithm to estimate the initial shape of the
3D model
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b) A novel energy function combining edge, region, homogeneity, and multi-body
registration score as a similarity measure
c) A novel two-stage optimization framework to determine the shape and pose
parameters of the 3D model
d) Accuracy as good as or better than current state-of-the-art.
3. Video fitting of femur and tibia from single plane fluoroscopic X-ray images.
4. Novel segmentation algorithm for normal and OA knee in X-ray, fluoroscopic
images
a) Using Spectral Clustering for image enhancement, and statistical shape
modeling for segmentation
b) Accuracy shown to be as good as or better than current state-of-the-art
5. Novel initialization algorithm for estimating initial pose of 3D surface mesh model
from single plane fluoroscopic X-ray image
a) A novel two-stage pose estimation framework with a hybrid classifier
b) Applied to pose estimation of femur and tibia
c) Initialization significantly improved the 2D-3D registration accuracy compared
with uninitialized registration

1.7 Organization
Chapter 2 reviews the related works in the following types of registration: librarybased, feature-based, intensity-based, and gradient-based.
Chapter 3 presents an overview of the proposed system, which is composed of four
parts: initialization, feature extraction, optimization, and 3D shape analysis. The
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initialization module estimates the 3D model’s initial pose with a hybrid classifier. The
feature extraction module extracts the bone contour from 2D X-ray images based on SSM.
In the optimization module, a novel energy function is designed including edge, region,
homogeneity, and shape prior terms to measure the similarity between the 3D model and
the 2D x-ray fluoroscopic image. In the 3D shape analysis module, a 3D statistical atlas
model is built based on kernel principal component analysis (PCA).
Chapter 4 presents a feature-extraction method to extract the femur and tibia edges
from 2D x-ray fluoroscopy. A spectral clustering-based method is used to enhance the
image, based on which ASM is used as shape prior for segmentation.
Chapter 5 presents an initialization method that estimates the 3D model’s initial
pose with a hybrid classifier integrating k-nearest neighbor (KNN) and support vector
machine (SVM). The 2D features are extracted from x-ray fluoroscopy with the method
discussed in Chapter 4. Fourier descriptors are used to perform feature selection so that the
shape outlines are encoded into a set of normalized descriptors as input to the classifier.
Chapter 6 presents 3D shape analysis by a nonlinear shape prior named kernel PCA.
The 3D shape in the input space is mapped into a high dimensional feature space by a
kernel matrix. PCA is performed in this high dimensional feature space to extract the most
dominant shape variation in the training dataset. Then, the 3D model is reconstructed from
the selected shape parameters by a closed-form solution to optimize the pre-image
approximation.
Chapter 7 presents the application of 2D/3D registration in the multi-body video
fitting process. A novel energy function is designed to integrate edge, region, and
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alignment score to measure the similarity between the 3D model and the 2D x-ray
fluoroscopic image.
Chapter 8 draws the conclusions.
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CHAPTER II
LITERATURE REVIEW
The research objective is to design a robust, efficient and practical multimodality
non-rigid 2D/3D registration system for medical images registration. As mentioned in the
introduction, the system should be able to automatically register the medical images of
different modalities with minimal human supervision. To achieve this objective,
knowledge from several fields of study are required. In this chapter, the knowledge and
results that are relevant to the research objective are reviewed. Section 2.1 presents several
criteria for classifying registration methods. Section 2.2 elaborates on intrinsic registration
methods, including library-based, feature-based, intensity-based, and gradient-based.

2.1 Registration Classification
Registration methods can be classified into several categories, according to degree
of freedom, modality, types of registration, and dimensionality.
2.1.1 Degree of Freedom
Registration can be either rigid or non-rigid. Rigid registration determines only
pose parameters and fixes the object’s shape parameters. Non-rigid registration determines
both pose and shape parameters. Rigid registration can be performed with single image [5];
while most of the non-rigid registrations in the literature requires at least two images for
reconstruction [6-9]. Non-rigid registration is more challenging due to the extra number of
parameters to be optimized in the registration process.
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2.1.2 Modality
According to the image modalities involved, registration can be classified as quasiintra-modality, multi-modality, and model-to-modality. The intra-interventional modality
is an X-ray image for all types of registration. Different acquisition protocols and contrast
agents may be used for x-ray images. They can be obtained at diagnostic energies (40-100
KeV) for high-contrast x-ray images or at treatment energies (2-20MeV) for low- contrast
portal images. Other intra-interventional modalities include fluoroscopic X-ray, and
ultrasound images. The pre-interventional modality varies among different registrations.
In quasi-intra-modality registration, CT is the pre-interventional modality. Since CT and
X-ray images are based on the same principle, they are the most closely related and thus
the easiest to be registered among all types of registrations. In multi-modality registration,
MRI is the pre-interventional modality, which is generated with different principle with Xray image corresponding to specific patient. Multi-modality registration is in the middle in
registration difficulty. In model-to-modality registration, 3D statistical model is the preinterventional modality. Since the 3D statistical model takes no information about the
specific patient, it is the least related and thus the hardest to be registered among all
registration types.
2.1.1 Types of Registration
Registration can be either extrinsic when fiducial markers are used or intrinsic when
registration relies only on images of anatomical structures. Extrinsic registration is very
accurate but invasive, thus not always applicable. Intrinsic registration matches 2D images
with projections of the 3D model. The various type of data further classify the intrinsic
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registration into sub-classes: library-, feature-, intensity-, and gradient-based methods. The
advantage of intrisic registration is its noninvasive, thus having wider applications.
2.1.4 Dimensionality
The dimension of the data in registration can be two dimensional (2D) for X-ray
images or ultrasound and three dimensional (3D) for volumetric data for CT, MRI or CAD
models. The dimensionality of extrinsic registration is 3D/3D, while that of intrinsic
registration can be either 2D/3D for x-ray to CT registration or 3D/3D for MRI to CT
registration.

2.2 Intrinsic Registration Methods
Intrinsic registration is technically much harder than the extrinsic one because it
requires analyzing anatomical structures in intra-operative images. Moreover, foreign
objects, such as surgical tools and implants that are not present in the pre-interventional
images, may affect the registration quality. However, the non-invasive nature of the
intrinsic registration makes it more practical than the extrinsic. The research in this area is
active, and increasing progress has been reported since 1994 [10].
Because of the great potential in intrinsic registration, many methods have been
developed for the 2D/3D registration of CT to x-ray images. Intrinsic registration is further
classified into library-, feature-, intensity-, and gradient-based methods. The library-based
method matches the 2D image with a pre-computed template library. The feature-based
method matches geometric features extracted from different modality images by finding
the transformation that minimizes the sum of corresponding feature distances[7, 10-13].
The intensity-based method directly matches the pixel intensity projected from 3D to 2D
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images by minimizing the similarity measure between them [14-18]. This method does not
need segmentation of pre-interventional 2D images, thus reducing the possible
segmentation error in 2D images. However, generating a digitally reconstructed radiograph
(DRR) is time consuming. To reduce the computational time, a gradient projection method
is used to generate the original image’s gradient and projects only the gradients above a set
threshold [19-23].
2.2.1 Library-based Registration
Library-based registration determines the pose of the object of interest by matching
its 2D contour extracted from the intra-interventional modalities with a pre-computed
template library [24]. Each template is created by graphically rendering the object at a
known pose. Since the accuracy of the library-based registration depends on the template
resolution and fine resolution requires a large number of templates that are neither space
nor time efficient, library-based registration usually serves as a coarse registration for
initialization.
Two-dimensional contours of the object of interest can contain thousands of points,
thus finding a compact representation for these contours is a critical step in the library
based registration. This is a feature selection problem, which describes the shape in a
compact manner while keeping the major information of the original shape. The methods
of 2D shape description include global statistical approaches based on a method of
moments[24, 25] and Fourier descriptors [26-30]. In Fourier descriptors, global shape
features are captured by the first few low-frequency terms, while higher-frequency terms
capture the shape’s finer features.
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2.2.2 Feature-based Registration
Feature-based registration determines the transformation that maximizes the
similarity between features extracted from the pre-interventional images or a model and
the corresponding features extracted from intra-interventional images. Features can be
points such as landmarks and contours extracted from different imaging modalities. The
feature-based method is fast because it uses only part of the information from different
imaging modalities, but its accuracy depends on the segmentation quality. To reduce the
influence of inaccurate segmentation, approaches for handling false geometrical position
and outliers were developed [11, 31-37].
The simplest feature-based 2D/3D registrations are point-to-point registration of
corresponding anatomical landmarks in both 2D and 3D images [11, 31, 38-40]. An
operator usually locates landmarks; thus, the registration accuracy is heavily dependent on
the operator’s skills. This method often serves as a rough initialization after which a more
accurate registration method is applied.
The problem of user-defined landmarks is avoided by curve-to-curve registration.
When a projection strategy is applied, curves extracted from 2D and 3D images are
matched by minimizing the sum of distances between corresponding curves [6, 7, 32, 4143]. With the back-projection strategy, virtual rays from 2D points in the intrainterventional images are formed, and the distance between back-projected points in 3D
space and the corresponding points on the 3D images are minimized [9, 44-48]. Zheng et
al. proposed a hybrid approach combining the projection and reconstruction strategies. First,
surface points on the 3D image are projected onto the 2D image to find the 2D
correspondence. These corresponded 2D points are then back-projected to 3D space to
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match the 3D surface points. Before calculating the distance between geometrical features,
point correspondences must be established. Iterative closest point (ICP) is the most
commonly used method to find the minimal Euclidian distance between points extracted
from different modalities[49]. During registration, corresponding points are first
determined by ICP; transformation is then implemented to update the new energy function
for optimization. Alternatively, a pre-calculated distance map can be built to save
calculation time [11, 31, 44, 50]. Since both of these methods are sensitive to outlier data,
robust methods like adding directional correspondence between the curves as a weighing
term in the energy function is used. The directional correspondence can be the angle
between the tangents on the curves at corresponding points[8, 46], or between curves and
surfaces[11, 13, 31, 34, 51]. Another method to suppress outlier points is to define outliers
as points whose distance from the closest corresponding surface point after first pass of
optimization is greater than the mean distance plus two standard deviations[52].
2.2.3 Intensity-based Registration
Intensity-based registration relies solely on the intensity information of pixels from
2D and voxels from 3D images. This method matches the intensity of one image modality
with the intensity of the other by minimizing a measure of difference between them. In
contrast to the feature-based method, intensity-based registration does not need
segmentation; moreover, the correspondence in intensity-based registration is more explicit,
thus making it more accurate than feature-based registration.
The registration of a CT volume to an X-ray image is estimated by iteratively
minimizing the similarity measure between a simulated X-ray projection image from a
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current transformation and X-ray image. Frequently used similarity measures include cross
correlation [10], entropy [53], mutual information [54-57], gradient correlation [58],
pattern intensity [18], and gradient difference [59]. Furthermore, a unifying framework for
developing new similarity measures based on Markov random field modeling for different
images was developed by Zheng [60]. From studies comparing different similarity
measures [61-64], it can be concluded that similarity measures based on local-intensity
correspondence produces more accurate and reliable results than the global
correspondences. Pattern intensity and gradient difference are more suitable methods for
lumbar vertebra registration [63].
The most used simulated x-ray projection images are digitally reconstructed
radiographs (DRRs) by ray-casting a CT image. By averaging all the available information,
the DRR-based method reduces the influence of outliers and is thus more robust than the
feature-based method in the presence of foreign objects. However, the DRR-based
method’s drawback is its time-consuming generation process. Four main approaches to
accelerate DRR computation are (1) fast-volume rendering [65-67]; (2) the hardware-based
method [64]; (3) pre-computation of DRR [68-71]; and (4) segmenting 3D image before
projection [5]. Rholfing [65] used progressive attenuation files and Birkfellner [66]
introduced the wobbled splatting method to accelerate the DRR generation. The hardwarebased method can be used, employing fast rendering withthe computer's graphic card to
improve the registration speed up to 25 times [72]. An example of the pre-computed data
structure is the Transgraph, introduced by LaRose [71] to accelerate the DRR generation.
Segmentation of 3D images is performed to extract a surface model, while the registration
framework remains the same as in the classic DRR-based registration [5].
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2.2.4 Gradient-based Registration
Gradient-based methods were introduced by Tomasevic et al. [22] and Livyatan et
al. [19] based on the fact that rays emanating from the X-ray source to the edge of X-ray
images are tangent to the surface of anatomical structures. The gradient-projection
relationship between gradients of attenuation coefficients and X-ray image-intensity
gradients was built using a simplified model of X-ray generation, and thus the image
intensity gradient at each point on the X-ray image can be back-projected toward the Xray source to obtain a back-projected gradient at any location along the beam. This method
requires establishing a 3D gradient vector filed from a CT or MR image before registration.
The rigid 2D/3D registration is done by finding the best match between 3D gradient vectors
and back-projected gradients.
A gradient projection-based method similar to the DRR method was introduced by
Wein[23]. A 3D gradient image was calculated and 3D gradients above a user-set threshold
were projected into 2D and matched with the 2D gradient image using the gradient
correlation similarity measure. This method is 10 times faster than the intensity approach
because it projects only the above-threshold gradients.
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This chapter describes the 3D reconstruction framework and provides an overview
of the system. Section 3.1 defines the problem to be solved; Section 3.2 describes the
distortion correction; Section 3.3 discusses the atlas generation; and Section 3.4 provides
an overview of the entire system.

3.1 Problem Definition
The goal of this research is to reconstruct 3D models from statistical shape model
(SSM) using a sequence of single plane fluoroscopic x-ray images. It can be regarded as a
non-rigid 2D/3D registration problem to determine a transformation of the 3D model so
that it is aligned to the object of interest in the 2D image. The output is the reconstructed
3D models, which are aligned to the corresponding bones in a sequence of 2D fluoroscopic
X-ray images, as shown in Fig. 5.

Figure 5. Reconstruction of 3D model from a sequence of fluoroscopic images.
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The solution to the 2D/3D registration problem is twofold: first, to reconstruct the
shape of the 3D model; and second, to determine the rigid transformation that relates the
reconstructed 3D model to the 2D image with proper pose in the camera coordinate system.
The relation among the X-ray source, the 3D model, and the imaging plane is shown in Fig.
6.

Figure 6. Schematic example of 2D-3D registration.

The fluoroscopic machine is modeled as a pinhole camera, with the camera’s focal
point at the X-ray source and the imaging plane at the image intensifier. Let S 3 be the
smooth surface of the object of interest, and denote X   x, y, z  , X  S to be the spatial
coordinates measured with respect to the imaging camera’s referential frame. Let X 0 3
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and S0  be the coordinates and surface in the 3D world, respectively. We can locate
3

S in the camera reference frame via the transformation T such that S  T ( S0 ) and the

corresponding pointwise expression
X  T ( X 0 )  RX 0  t
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X 0 in (3-1) is the reconstructed 3D model with the shape parameters,   b1 ,

, bn  via

X 0  f ( ) using kernel PCA, which will be discussed in Chapter 6.

Therefore, two sets of parameters are to be determined to align the 3D model to the
2D x-ray image. One is the shape parameters   b1 ,



, bn  . The other is the pose



parameters    ,  ,  , t x , t y , t z .

3.2 Distortion Correction
The image-creation process is necessary to be modeled before performing 3D
reconstruction. Previous works have shown that the classic pin-hole camera model is a
good approximation to this process, once geometric distortions presented in the
fluoroscopic x-ray images have been removed [73]. The geometric distortions are caused
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by two main factors: (1) the image-intensifier receptor screen is slightly curved, and (2) the
Earth’s surrounding magnetic fields and nearby instruments deflect the x-ray beam
electrons.
Using a calibration target, we can estimate this distortion and remove it from
subsequent images [5, 74]. The first step in our calibration procedure is to estimate any 2D
image’s geometric distortion. By taking an x-ray of a known rectangular grid of metal
beads, we can estimate a 2D spatial transform for each small square sub-image that is
bounded by four beads. Using standard techniques in geometric distortion removal [75], a
local bilinear model is used to model the spatial mapping, as well as the gray level
interpolation. Once the 2D distortion has been removed, the effective source-to-image
plane distance (focal length) can be computed by a two-plane calibration grid with a known
displacement between the planes. Fig. 7 illustrates the fluoroscopic image of geometric
calibration grid before and after geometric distortion removal. We compute the bilinear
transform for each set of four grid points that transforms the image positions of the beads
in the left image to regularly spaced grid locations in the right. Clearly, the calibration
procedure removes the pin-cushion distortion so that the grid points lie along straight lines.

(a)

(b)

Figure 7. Fluoroscopic image of geometric calibration grid, (a) before distortion removal and (b)
after distortion removal [74].
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3.3 Atlas Generation
The training dataset consists of femur and tibia bones obtained from the William
M. Bass Donated Skeletal Collection from the University of Tennessee Anthropology
Department. These bones were scanned with a GE Light speed 16 Slice CT scanner. The
resultant triangulated surface meshes were created in Mercury Amira®. An example of the
3D surface mesh model is shown in Fig. 8.

Figure 8. 3D surface mesh models of femur and tibia

Shape atlas was created by morphing the template model to match the training
models. The training data was first aligned to the template, and then corresponding points
between the training data and the template are found. The flow chart of adding new bone
to the atlas is shown in Fig. 9. The detailed steps in creating the atlas are in [76].
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Figure 9. Flow chart of adding new bone to atlas.

3.4 Registration
This section presents an overview of registration algorithms, which are composed
of four parts: feature extraction, initialization, 3D shape analysis, and optimization.
3.4.1 Feature Extraction
Feature extraction involves extracting 2D contour of the object of interest from the
fluoroscopic X-ray images, which is a segmentation problem. The X-ray image is first
enhanced by a spectral clustering-based method, and then segmented with the active shape
model (ASM). The details about the feature-extraction algorithm are shown in Fig. 10.
3.4.2 Initialization
Initialization is to estimate the 3D model’s initial pose from the first frame of the
fluoroscopic x-ray image in the sequence. The initialization input is from the feature
extraction where the 2D contour of the object of interest is extracted from the fluoroscopic
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Figure 10. Flow chart of adding new bone to atlas.

x-ray image. A hybrid classifier integrating k-nearest neighbors (KNN) and support vector
machine (SVM) is used to estimate the 2D contour’s pose. The main steps are as follows:
1.

Extract 2D contour from fluoroscopic x-ray image.

2.

Encode the contour with normalized elliptical Fourier descriptors.

3.

Estimate the out-of-plane rotation using KNN with the in-plane rotation
normalized

4.

Estimate the in-plane rotation with Procrustes analysis.

5.

Re-estimate the out-of-plane rotation with SVM corresponding to the predicted
in-plane rotation in Step 4.

6.

Re-stimate the in-plane rotation with Procrustes analysis.
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3.4.3 3D shape Analysis
A three-dimensional (3D) shape analysis is based on a nonlinear statistical shape
model, namely kernel principal component analysis (KPCA). By projecting the training
data onto high-dimensional kernel space, we can represent the shape of the 3D model by a
vector of shape parameters. The 3D model is then reconstructed by a pre-image
approximation.
3.4.3 Optimization
Optimization determines the 3D model’s shape and pose parameters from a
sequence of monoplane fluoroscopic X-ray images. Optimization is based on a novel
energy function, which combines the edge, region, homogeneity, and multi-body
registration score to measure the similarity between the 3D model and the 2D X-ray image.
The hybrid energy function requires neither time-consuming DRR generation nor errorprone 2D segmentation.
An overview of the proposed method is shown in the flow chart in Fig. 11.
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Figure 11. Data flow of the 3D reconstruction system.
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CHAPTER IV
FEATURE EXTRACTION
Extraction of bone contours from X-ray radiographs plays an important role in joint
space width (JSW) assessment, pre-operative planning, and kinematics analysis. We
present a robust segmentation method to accurately extract the distal femur and proximal
tibia in knee radiographs. The x-ray image is first enhanced by Spectral Clustering and then
segmented with active shape model (ASM). In the following part, Section 4.1 is the
introduction, Section 4.2 describes the detailed approach, Section 4.3 presents the
experiments and segmentation results.

4.1 Introduction
Knee x-ray images segmentation has found wide applications in studying
anatomical structure, kinematics analysis [4, 5, 77], assessment of joint loss of JSW,
osteoarthritis (OA) diagnostics, joint replacement planning [78] and osteoporosis
diagnostics of fracture detection and bone density measurement. Manual segmentation of
these anatomical structures is time consuming and subjective. Our aim is to design an
automatic segmentation method to extract the femur contour. Automatic segmentation of
distal femur and proximal tibia from the x-ray images is challenging due to its complex
structure. They may be influenced by noise, sampling artifacts, spatial aliasing, contrast,
resolution or luminous intensities depending on the X-ray equipment so that the boundaries
of the regions of interest become indistinct or disconnected. Inter-patient bone shape, size
and deformation variations such as osteophytes adds complexity to the bone shape.
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Moreover, overlapping with neighboring bones such as tibia and occlusion of implant or
operational tools may cause loss of key features.
Previous work on automatic femur segmentation has primarily focused on active shape
model (ASM) [79-82]. ASM was first developed in the mid-90’s by Cootes [3] using a
series of manually landmarked training images to generate a point distribution model,
based on which principal component analysis was performed to generate a statistical shape
model. There are several advantages in using ASM for segmentation: ASM is robust to
artifacts and noise by the guidance of shape prior knowledge from training data of
manually-annotated shape; have good performance for images with low signal-to-loise
ratio (SNR); and is based on user defined forces. Behiels [79] added a regulation term in
the cost function to impose smoothness of shape changes. Lindner [80] integrated random
forest regression voting to ASM to segment proximal femur. Seise [82] used a double
contour active shape model to segment tibia and femur from knee x-ray images.
A limitation of original ASM lies with using mahalanobis distance (MD) to find the
object of interest. MD [83] is a statistical measurement to determine similarity between
sets, which are assumed to have normal distribution. Normally the point with the minimum
MD between its surrounding gray values and the mean gray values lies on the border of the
object. To compute MD, a covariance matrix of the training gray value is constructed
during the training phase and MD calculation uses the inverse of that covariance matrix.
However, if the covariance matrix is sparse, the inverse matrix will be undefined, and
consequently MD will be undefined. If the number of pixels sampled is greater than the
number of training images, the covariance matrix will become sparse. Therefore, either
having limited training data or attempting to sample a large number of pixels would prove
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problematic. For active appearance model (AAM), original statistical appearance model
assumes the appearance spaces to be Gaussian. However, in real cases the inter-patient
bone shape varies significantly, especially for osteophytes bones. In such cases, a single
mean mode is insufficient to capture the variations of appearance spaces with a single
Gaussian distribution. Another limitation is the doubt on the training data to be sufficient
to represent the testing case in AAM.
In this paper, we present a novel segmentation method in which spectral clustering
is employed to consider the pixels with the similar appearance. Spectral clustering [84] is
an unsupervised learning framework that relies on eigen-structures of a similarity matrix
to represent the similarity between pixels. Spectral clustering partitions points into disjoint
clusters with high intra-cluster similarity and high inter-cluster dissimilarity. From the
similarity matrix, we derive a generalized eigenproblem and solve for a fixed number of
eigenvectors to encode the contour information. Thereafter, we start searching from mean
models to produce the candidates for segmentation. The statistical shape model derived
from training dataset constraints the mean model in the feasible shape. This method
captures large appearance variation, thus solved the limitations either by MD in ASM or
limited training data in AAM.

4.2 Approach
The proposed method consists of two parts, spectral clustering to improve the
image contrast and ASM for segmentation. The system framework is illustrated in Fig.
12.
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Figure 12. 2D segmentation framework
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4.2.1 Spectral Clustering
The traditional appearance model (AAM) [85] is built from the intensity
distribution of the region of interest. However, the intensities of the femur and tibia in the
X-ray images may vary significantly with different x-ray equipment and X-ray intensity
leading to an inaccurate appearance model. Therefore, to avoid the impact from interdataset intensity variations, we propose to determine the similarity between image pixels
in an unsupervised learning framework of spectral clustering. Spectral clustering relies on
the eigenvalues and eigenvectors of a similarity matrix to partition points into disjoint
clusters with high intra-cluster similarity and high inter-cluster dissimilarity. We use
spectral clustering in a similar manner to the Normalized Cuts approach [84] and use the
eigenvectors obtained from spectral partitioning as weighted candidate for the following
oriented segmentation rather than using a clustering algorithm such as K-means to create a
direct partition of the image [86].
As an input to the spectral clustering, we construct a sparse symmetric affinity matrix
W using the intervening contour cue [87], the maximal value of intensity (Im) along a line
connecting two pixels. As is inspired from the intuition, Pixels i and j have a low affinity
as a strong boundary separates them and a high affinity in the same region. The affinity
matrix is formed by connecting all pixels i and j within a fixed radius r with affinity:



Wij  exp  max Im( p) / 
pij



(4-1)

where ij is the line segment connecting i and j and  is a constant.
A graph G = (V, E) can be separated into two disjoint sets, (A, B), where
A B  V , A B   . T based on the degree of dissimilarity between A and B, which is
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computed by total weight of the edges that must be removed to separate the groups, called
the “cut”:
cut ( A, B) 



W (i, j )

(2)

iA, jB

Shi and Malik [84] proposed a normalized cut to avoid cutting small sets of isolated
nodes in the graph. It computes the cut cost a fraction of the total edge connections to all
the nodes in the graph.

Ncut ( A, B) 
where A B  V and assoc( A,V ) 

cut ( A, B)
cut ( A, B)

assoc( A,V ) assoc( B,V )



(4-3)

w(u, t ) is the total connection from nodes in A to

uA,tV

all nodes in the graph and assoc( B,V ) is similarly defined. As a good segmentation
corresponds to a partitioning scheme that separates all the nodes of a graph by cutting off
the weakest links among them, i.e. minimize the cut value. In order to apply the optimal
partition, we define Dij   j Wij and x be an N  V dimensional indicator vector, xi  1
if xi  A and xi  1 otherwise. Thus the minimal cut can be found by computing:

min Ncut ( x)  min
x

v

vT ( D  W )v
vT Dv

(4-4)

  di 
di

 xi 0 
xi  0
T
(1  x) . As
with the condition v(i )  1, 
 and v D1  0 , where v  (1  x) 
di

  di 
xi  0
 xi 0 

the Rayleigh quotient [88], (4-4) can be minimized by solving the generalized eigenvalue
problem,

( D  W ) v   Dv

where Dij   j Wij ,

v0 , v1 ,..., vn 
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(4-5)

is to be solved as the generalized eigenvectors

corresponding to the n+1 smallest eigenvalues 0  0  1  ...  n .
The generalized eigenvectors v 0 , v1 ,..., v n  in (5) corresponding to the n smallest
eigenvalues 0  0  1  ...  n can be used for contour detection since the eigenvectors
themselves carry contour information [86]. Thus, each eigenvector, v i , is treated as an
image, and Gaussian directional derivative filters are applied at multiple orientations and
combined with a weight of i to provide the spectral information of the image:
s Im( x, y, )i 

1

i

 vi ( x, y)

(4-6)

where the weighting by the eigenvalue i is motivated by the physical interpretation of the
generalized eigenvalue problem as a mass-spring system [89].
4.2.2 ASM based Segmentation
A. Training ASM
ASM represents the global shape constraints with the dominant shape variation in
the training set. The training begins by manually selecting landmarks on the boundary in
the femur x-ray images. The set of N training images is denoted as S t  C |  1,..., N 
, and each training image C  S  has a set of landmark X   C , where
X   cn | n 1,..., N  , and where cn   xn , yn  denotes the coordinates of the nth

landmark point in C  .
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Two steps of alignment are necessary before building the shape model. First
alignment is to find the corresponding points between each contours using statistical
atlases, where a training contour with known point distribution is deformed to match the
training set [90]. First, the centroids of the training contour and the new contour are aligned
and the training contour is pre-scaled to match the bounding box dimensions of the new
contour. Second, a rigid alignment of the training contour to the new contour is performed
using a standard vertex-to-vertex iterative closest point (ICP) algorithm [91]. Third, a
general affine transformation is performed to align the training contour to the new contour
using 12 DOF (rotations, translations, scaling, and shear). After the affine transformation
step, the training and new contour have reached the limits of linear transformation, but
local portions of the contours still remain significantly distant. The goal of final matching
is to create new points on the new contour, which will have similar local spatial
characteristics as the training one. Second alignment is to align the training contour by
translation, rotation, and scaling with least square estimation [92, 93]. The detailed
algorithm for alignment is shown is Algorithm 1. Fig. 13 (a) and 1(b) shows the training
landmark points before and after alignment for the representative knee X-ray images.





Once the training shapes have been aligned, the mean shape X  c n | n 1,..., N 





where c n  x n , y n and x n 

1
K

 x

m

and y n 

1
K

 y . Then, PCA is used to the
m

aligned shapes [3], so that any valid femur shape x can be represented as
x  T  x  Φs b 

(4-7)

37
where T is a linear transformation mapping, x is the mean shape, and Φs  (1 , 2 ,..., m ) is
a matrix of eigenvectors corresponding to the m largest eigenvalues i derived from the
covariance matrix, S 

1 n
(xi  x)(xi  x)T . m is chosen to be the smallest number

n  1 i 1

m


satisfying

i 1
n

i


i 1

 0.99 , representing more than 99% of the variance of the training set.

i

These eigenvectors i represent orthogonal basis of linear deformation modes that describe
how points tend to move together as the shape varies. The corresponding eigenvalue i is
equal to the variance described by each linear deformation mode. b is the shape model
parameters, computed by b  ΦTs (x  x), when fitting the model to a set of points, the values
of b are constrained to lie within the range 3 i [30].

Algorithm 1 Normalization of training data
Input: Training contours (x1,y1,……xn,yn)
Output: Aligned training contours (x’1,y’1,……x’n,y’n)
1: Translate contours to (0, 0)

x(0)  1

2: Set the first contour x(0) as initial estimate of mean model and scale it so that
3: Align all the remaining shape to the mean shape by translation, rotation, and scaling with least square
estimation
4: Re-calculate the mean model from the aligned contours
5: Apply constraints on the current estimate of the mean model by aligning it with previous mean model
and scaling so that

x 1

6: Calculate new mean model

 (x

i , current

 xi , previous ) 2

i

 xi2,current
7: If

i


, return to step 2
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Figure 13. Training landmark points in (a), aligned in (b) with

x

shown in blue.
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Figure 14 shows the cumulative variance as a function of the number of principal
components for a typical model. The cumulative variance for the distal femur model
approaches 99% at approximately 30 principal components.

Figure 14. Average cumulative variance as a function of the number of principal components.

Figure 15 shows the square root of eigenvalues sorted by size (dotted line) together
with components of one individual vector b j . Since after the first few eigenvectors the
variance becomes very small, the first m largest Eigen modes have been taken for building
an active shape model that explains the variability of the contour shape.
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Figure 15. Statistics of shape deformation. The dotted line represents the square root of eigenvalues
sorted by decreasing size. The continuous line corresponds to the components of an individual model
coefficient, which describes the deviation of the shape from the mean shape.
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B. Segmentation
Two commonly used segmentation strategies after spectral clustering are k-way
segmentation [84] and hierarchical segmentation [86]. K-way segmentation is improved
from recursive 2-way cut. It uses a clustering algorithm such as K-means to create a hard
partition of the image. Unfortunately, this can lead to an incorrect segmentation as large
uniform regions in which the eigenvectors vary smoothly are broken up. Hierarchical
segmentation [86] treats each eigenvector as an image, from which a hierarchical
segmentation strategy for going from contour signals to a hierarchical region tree calculates
the nonoverlapped regions based on these contour signals by using OWT [94] and then
constructs a hierarchy of regions in the UCM [86]. However, this method search the whole
image which is time consuming and it cannot avoid infeasible results without using prior
knowledge. Using the knowledge learnt from ASM to search only in the region of interest
is both more computational efficient and robust to noises. Thus, we propose to start
searching from the mean model to search for candidate points using spectral clustering and
constrain them in the feasible shape with ASM as our segmentation strategy.
Based on the knowledge from statistical shape model, maximal gradient response
on the normal profile of each point of the mean model is searched in the spectral clustered
image. The calculated direction of normal profile is filtered by Savitzky-Golay filter [95]
to get a smooth profile. Fig. 16 shows the normal profile and the gradient on the filtered
normal profile of a sample image.
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Figure 16. The gradient variation on the normal profile (search line) and the orientation of normal
profile.

4.3 Experiments and Evaluation
In this section we designed experiments (1) to test how spectral clustering can
enhance the image contrast; (2) to test how ASM can model the variation of bone
structures; (3) to validate the proposed segmentation algorithm; (4) to test the robustness
of the proposed algorithm.
Our data set comprises anteroposterior (AP) femur radiographs from 4,796 subjects
suffering from osteoarthritis. All images were obtained from the public use datasets
(version 0.E.1 clinical dataset) of the Osteoarthritis Initiative (OAI; online at
www.oai.ucsf.edu)25. The images have been collected from different radiographic centers,
resulting in large intensity differences due to the use of different X-ray and recording
equipment. In addition, the presence of neighboring bones and soft tissue may result in
mis-segmentation when these artifacts have stronger edge intensities in the images than the
bone of interest. For these reasons, it is necessary to develop a robust automatic
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segmentation system that can perform accurate segmentation for a wide variation of X-ray
images.
These tests are based on a leave-one-out procedure. For each training set of a
particular anatomical structure, we leave the testing bones out and compute a shape model
based on the training examples. In the femur case, we used around 400 images for training
and testing. We used 328 manually segmented contour as training set and the rest 80 femur
contours and 20 tibia contours as testing set. The average error and deviation between the
solution and the manual segmentation are computed.
The first experiment is designed to test the spectral clustering’s ability to improve
the contrast of the original x-ray image. Fig. 17 shows the first eight generalized
eigenvectors from spectral clustering and compares them with the image enhanced by 3×3
Sobel operator. The intensity of both spectral clustering and Sobel operator images are
normalized to [0,1]. The output from spectral clustering outperforms the conventional
Sobel operator because it extracts only the most salient edges in the image while the latter
fires at all the edges.

Figure 17. X-ray image enhanced by spectral clustering and Sobel operator. (a) original image; (b)(h) first seven generalized eigenvectors of spectral clustering; (j) Maximum gradient response of the
first seven eigenvector over orientations; (h) image enhanced by Sobel operator. The intensity of both
spectral clustering and Sobel operator images are normalized to [0,1].
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In the second experiment, shape parameter is limited within the range of

 3 i ,3 i  and the number of eigenvectors is limited to 30. Eigenvector is a set of


displacement vectors, along which the mean shape is deformed. To stress this point, the
first m eigenvector s has been plotted on the mean shape in Fig. 18, which result
deformation of the mean shape. Since the limited number of eigenvectors and the limited
value of shape parameters are used, we cannot expect the ASM based on the remaining
examples to model the testing case perfectly. The average error is 0.2708  0.1452 mm
and the maximal error is 1.0996mm. These values represent lower limits on the errors
obtained in the other experiments.

Figure 18. Mean shape deformation using 1st, 2nd… 6st principal mode; (a)-(f) is the first to sixth
principal mode.
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The next experiment tested the proposed algorithm with respect to its capability of
finding the correct boundary of femur and tibia. Results for each step during the automatic
segmentation are shown in Fig. 19. Fig. 19(a) is the first eigenvector in the spectral
clustering, which shows the enhanced image with high contrast in the edges. Fig. 19(b) is
the result after gradient search. Fig. 19(c) is the result after ASM constraint, which correct
the outliers to feasible position. As we can see from the bottom part of the femur in Fig.
19(c), the mistakenly segmented points in tibia is corrected by the ASM constraint. Fig.
19(d) is the result after relaxation.

(a)

(b)

(c)

(d)

(e)

Figure 19. An example of segmentation results by spectral clustering based ASM; (a) original image;
(b) gradient search result; (c) result after ASM constraint; (d) result after relaxation; (f) final result.

Qualitative results for the automatic segmentation are shown in Fig. 20. In these
images, the ground truth (as determined by an expert) are shown in green, and the results
from the automatic segmentation are shown in red. Dice measure is used to compare the
similarity between segmented and ground truth contour [96]. Dice similarity measure of
the segmented femur contour is 0.9696 ± 0.0099 mm with the worst case 0.9263; that of
segmented tibia contour is 0.9834 ±0.0095 mm with the worst case 0.9539.
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Figure 20. (a)-(d) show qualitative results with ground truth in green and results from automatic
segmentation in red.

We compared the original ASM algorithms, the original ASM with relaxation, and
the improved spectral clustering based search algorithm, with respect to their capability of
finding the correct boundary of femur. This comparison is performed by computing the
Root Mean Square (RMS) error between manual and automatic contours. Totally, eighty
images were used for femur testing and twenty images for tibia testing. Ideally, these
distances are zero for a perfect fit, assuming that the automatic segmentation is the same
as the manual segmentation. Table 1 shows the RMS error, its deviation and maximal error.
The last experiment examines the robustness of the search algorithm with respect to the
presence of neighboring bones and low contrast. The final segmentations with and without
prior shape knowledge in Figure 21(b) and Figure 21(c) show that the shape prior avoids
infeasible points when miss segmentation occurs at the neighboring bone. Figure 22(a)-(c)
shows low contrast X-ray images with low light strength and Figure 22 (d)-(f) shows
images with high light strength. In both cases, spectral clustering based ASM algorithm
compensate missing information despite of noise and low image contrast; while gradient
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based method is very sensitive to noises.

Table 1. Compare the performance among original ASM, original ASM with relaxation, and spectral
clustering based ASM.

ASM, femur
ASM with relaxation, femur
Spectral clustering based ASM,
femur
Spectral clustering based ASM,
tibia

RMS error (mm)
0.6194
0.5964
0.4766

Std (mm)
0.1727
0.2055
0.1343

Maximal error (mm)
1.1699
1.1271
0.9035

0.5281

0.1816

1.1289

The last experiment examines the robustness of the search algorithm with respect
to the presence of neighboring bones and low contrast. The final segmentations with and
without prior shape knowledge in Fig. 21 (b) and 21(c) show that the shape prior avoids
infeasible points when miss segmentation occurs at the neighboring bone.

(a)

(b)

(c)

Figure 21. Segmentation with shape prior on an image of femur occlusion from the neighboring
bone: (a) original image, (b) segmentation with shape prior, (c) segmentation without shape prior.
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4.4 Conclusions
This research presents a robust automatic segmentation algorithm combining
statistical shape models and spectral clustering with the objective of accurately segmenting
the distal femur and proximal tibia in X-ray images. The results demonstrate a significant
improvement in addressing previously unanswered problems such as the existence of
neighboring bones and occlusions due to implants, image artifacts or inconsistencies,
significant contrast variations, and inter-patient anatomical femur/tibia shape variations.
For applications of kinematics analysis, joint space width assessment, and preoperative
planning, such an accurate robust segmentation method is required.
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CHAPTER V
INITIALIZATION
X-ray video fluoroscopy along with 2D-3D registration techniques are widely used
to study joints in-vivo kinematic behaviors. These techniques, however, are generally very
sensitive to the initial alignment of the 3D model. In this section, an automatic initialization
is presented for 2D-3D registration of medical images. Contour of the knee bone was first
automatically extracted from 2D X-ray image. Shape descriptors were calculated by
normalized elliptical Fourier descriptors (NEFD) to represent the contour shape. The
optimal pose was then determined by a hybrid classifier combining k-nearest neighbors
(KNN) and support vector machine (SVM). The proposed method can be easily utilized
for 2D-3D image registration on various medical objects and imaging modalities. In the
following part, Section 5.1 is the introduction, Section 5.2 describes the detailed approach,
Section 5.3 shows the experiments and results.

5.1 Introduction
In vivo kinematic analysis using x-ray video fluoroscopy is applied in the
evaluation of joint kinematics for both implanted and normal joints [4, 5, 77]. Fig. 22 shows
fluoroscopic imaging in the knee during gait analysis. X-ray video fluoroscopy is a
sequence of x-ray images, where the metallic implants and the bone appear much darker
than the soft tissues surrounding them, allowing for direct observation and analysis of their
movement under dynamic and weight bearing conditions. Moreover, fluoroscopy is
noninvasive and relatively low risk to the patient. A typical one minute protocol gives the
patient a radiation exposure on the order of 0.6 to 1.8 “rad equivalent man” (rem) [4].
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However, two dimensional (2D) fluoroscopic images do not provide three dimensional
(3D) information. 3D CAD/CT/MRI model is time-consuming (MRI) to generate and
produces more radiation (CT) on patients, but it provides 3D insight and improves
visualization of anatomical structures. Therefore, it is necessary to fuse the information of
the 2D images and 3D volume data by 2D-3D registration.

Figure 22. Fluoroscopic imaging in the knee.

In clinical practice, it is desired to keep the number of X-ray fluoroscopic images
to a minimum due to cost, acquisition and computation times and due to radiation exposure
constraints. Single plane fluoroscopic imaging has been commonly used to study joint
kinematics. Mahfouz et al. illustrated that single plane registration can be achieved with an
in-plane accuracy of less than 0.091 mm in translation, with an out-of-plane error of 1.376
mm [5]. Different groups have investigated the use of dual fluoroscopy as a method for
increasing the out-of-plane registration accuracy [97]. However limited studies have
investigated the differences between the two methods using consistent 2D-3D matching
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setup [98].
The key step in 2D-3D registration is to determine the relationship between the 2D
X-ray image coordinate system and the 3D model coordinate system. This can be achieved
by manual registration of 3D data to be fitted to the 2D x-ray image. This method, however
is labor intensive and prone to both inter and intra user variability. An alternative is the use
of paired point analytic registration with point data obtained from either skin or bone
fiducial markers [99-101]. However skin markers are susceptible to error due to undesired
motion between markers and the underlying bone, and bone markers are invasive which
limits their use. A third method of 2D-3D image registration is to iteratively adapt the
unknown pose as to maximize a similarity measure which reflects the quality of the
registration. A large body of work of 2D-3D registration based on 3D model registration to
radiographs [5, 6, 16, 35] and 3D kinematic analysis from fluoroscopic images [102] have
shown satisfactory registration accuracy. Existing 2D-3D registration methods are often
limited by a small capture range[103]. Due to the non-convex nature of the similarity
measure, such methods can suffer from inaccurate registration results when the initial pose
of the 3D model is outside the capture range. The objective of this paper is to develop a
method that provides a large capture range for the 2D-3D registration process by comparing
a query shape in 2D image with a pre-computed training model to determine the initial
pose of the 3D model. The main advantage of the proposed method is the ability to search
in a large range of possible solutions making the methods independent of initialization.
Moreover, since the pose estimation processes using X-ray fluoroscopy in various planes
are independent from each other, our method can be applied to both monoscopic and
stereoscopic registration.
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There is a wide variety of published literature on the topic of pose estimation based
on template matching [75, 104-106]. Khotanad and Liou [105] developed a neural network
based system for recognition and pose estimation of an unoccluded three-dimensional
object from any single two-dimensional perspective view. The neural network (NN)
classifier used in this paper may suffer from multiple local minima and is more prone to
over fitting compared with support vector machine (SVM). Unlike NNs, SVMs have a
simple geometric interpretation and give a sparse solution. Moreover, the computational
complexity of SVMs does not depend on the dimensionality of the input space, which is
not the case for NN. Therefore, SVMs often outperform NN in practice where SVMs are
less prone to over fitting and yield global and unique solution [107].
Banks and Hodge [75] used the template matching method to measure the pose of
knee prostheses by matching the projected silhouette contour of the prosthesis against a
library of shapes representing the contour of the object over a range of possible
orientations. Hoff [106] matched the silhouette of the prostheses components against a
library of images to estimate the position and orientation of the component. Both methods
directly matched the projected 3D model image with a template library of implant models.
Moreover, they applied the pose estimation to implant models, which has limited shape
variation when compared to bone anatomy.
Direct implementation of the template matching method would require an
exhaustive computation time and usage of memory by comparing the distance between the
query and the entire training examples. Instead, we used a hybrid classifier to determine
the pose of the 3D model so as to avoid a blanket search. More specifically, the hybrid
classifier combines k-nearest neighbors (k-NN) and support vector machine (SVM), where
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k-NN serves as an attention mechanism, generating an area of interest for the further local
search by SVM [108, 109]. A set of SVMs, each trained to a smaller range of poses,
decomposes the pose estimation problem across a large range of poses into a set of subproblems. Thus, the proposed initialization method is more time and space efficient than
the conventional direct template matching methods. Moreover, our method can be easily
adapted for various anatomical or implant structures and various imaging modalities.
The remainder of the paper is organized as follows. The approaches are described in
Section 2. Section 3 provides the experiments and their results. Finally, Section 4 concludes
the paper and gives future prospects.

5.2 Approach
5.2.1 Problem Statement
The goal of the proposed method is to estimate the poses of the 3D model from
single plane fluoroscopic x-ray image based on a precomputed training set of 2D contours.
This method helps kinematics in that it can determine 3D in-vivo, weight bearing
kinematics of the knee joint from single plane fluoroscopic image. It also helps
biomechanics in that it determines the orientation of the femur with respect to the tibia so
as to determine the forces and torques acting on the knee joints.
Let S 3 be the smooth surface of the 3D model, and denote X   x, y, z  , X  S
to be the corresponding spatial coordinate. Let X 0 3 and S0 3 be the coordinates
and surface in the 3D world, respectively. We can locate the S in the camera reference
frame via the transformation T such that S  T (S0 ) and the corresponding pointwise

53
expression
X  T ( X 0 )  RX 0  t

(5-1)
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t  t y  . X 0 is the coordinates of the 3D model in the 3D world.
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The proposed method consists of three steps: (1) Shape extraction to extract the 2D
contour of the object of interest in an X-ray fluoroscopy. (2) Shape representation to
represent the shape by normalized elliptical Fourier descriptors (NEFD). (3) Classification
by a hybrid classifier to estimate the pose of the 3D model. The system framework is
illustrated in Fig. 23.
5.2.2 Shape Extraction
The contour of the object of interest in the X-ray fluoroscopy is extracted by an
active shape model (ASM) based segmentation algorithm [3]. ASM represents the global
shape constraints with the dominant shape variation in the training set. The benefit of ASM
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Figure 23. Flow chart of the initialization system.
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is that it constrains the search in feasible shape so that mis-segmentations such as skin
segmentation or segmentation of neighboring bones and foreign occlusions can be avoided.
The training data are the contours extracted from the binary images, which are the 3D
surface mesh models projection onto the 2D plane at different poses, yielding 1,887
training contours. The contours are then aligned by finding corresponding points of each
contour using statistical atlases, where training contours with known point distribution are
deformed to match one another [110-112]. To segment the X-ray image, we start from the
average contour in the training data set; search on the normal profile of each contour point
for the greatest gradient; use ASM to constraint the contour in feasible shape; and then
relax the constrained points for the segmented contour. Relaxation is done by a gradient
search in the normal profile once again with a half profile length. The contour is closed by
drawing a line perpendicular to the major axis of the bone, the direction of which can be
represented by the first principal component of the PCA of the contour points. The
flowchart of the segmentation algorithm is illustrated in Figure 24. An example of
segmentation results are shown in Fig. 25.
5.2.3 Shape Representation
The shape representation is based on normalized elliptical Fourier descriptors
(NEFD) developed by Kuhl [113]. Contours are first normalized by in-plane rotation,
translation, and scale. NEFD represents the object shape in a very compact manner and is
therefore time and space efficient.
A. Calculate shape descriptors of the contour
The main idea of the elliptical Fourier analysis is to approximate a closed contour
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Figure 24. Flow chart of 2D segmentation algorithm.

Figure 25. Segmentation result of femur and tibia in an X-ray image.
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as a sum of elliptic harmonics. N harmonics are used to identify the closed contour of k
elements. Four coefficients are used for each harmonic, as given by
an 

k
dXi
T
2 2 
2n  i 1 dti

2n ti
2n ti 1  ,

cos T  cos T 



(5-2)

bn 

k
dX i
T
2 2 
2n  i 1 dti

2n ti 1  ,
 2n ti
sin T  sin T 



(5-3)

2n ti
2n ti 1  ,

cos T  cos T 



(5-4)

2n ti 1 
 2n ti
sin T  sin T 



(5-5)

cn 

k
dYi
T
2 2 
2n  i 1 dti

dn 

k
dYi
T
2 2 
2n  i 1 dti

where X i and Yi are X and Y coordinate values; ai and bi represents the projection on the
semi major and semi minor x-axis, similarly ci and d i represents the projection on the semi
m

major and semi minor y-axis. T   dti is the length of the Freeman chain [18] of the
i 1

closed contour and ti is the length of i elements of the chain, and m is the number of
elements in the chain.
The inverse process allows identification of the closed contour from the N
coefficients, as given by
N
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where

Xc

and Yc represent the coordinates of the centroid.

The most significant features of the contour are captured in the lower frequency
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terms of the Fourier descriptors. Therefore, a more concise representation of the contour
can be generated by eliminating the high-frequency terms. As can be seen in Figure 26 (a)
where root mean square (RMS) error between the reconstructed and the original contour
of femur drops as the number of harmonics increases. Since the reconstruction error
remains steadily low when the number of harmonics reaches forty, forty harmonics were
found to provide accurate representation for the training shapes, as seen in Figure 26 (a).
The comparison between the original and reconstructed contours from Fourier descriptors
are shown in Figure 26 (b).

Figure 26. Reconstruction error of NEFD (a) RMS error of reconstructed femur contours with
respect to the number of harmonics. (b) Reconstructed femur contours are in red with the number of
harmonics from 1 to 50. The original contour is in blue.

B. Normalization
The centroid of the contour is moved to the origin to normalize translation,
calculated by
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Because the starting point can be chosen randomly and such a choice impacts the
coefficient values, it is necessary to have a representation which is invariant to the starting
point on the contour. This is achieved by rotating the elliptic coefficients until a shift phase
is equal to zero, as given by
 an*
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is the phase's shift from the first major axis.

The rotational invariant can be achieved by aligning the major axis of the first
harmonic of each image to the x-axis. The coefficient is normalized by the following
equation:
 an**
 **
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c1*
a1*
The size invariant is achieved by dividing the length of the semi-major axis, L, of

where 1  arctg

the first harmonic:
L  a1*2  c1*2

(5-12)

The invariance of translation, starting point, rotation, and size allows an efficient
representation of all the possible shapes.
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5.2.4 Estimate Out-of-plane Rotation by a Hybrid Classifier
A hybrid classifier was used to estimate the out-of-plane rotation. We consider the
estimation of the out-of-plane rotation in the framework of measuring similarities or
equivalently distances to the training shapes by a combination of k-nearest neighbor (KNN)
and support vector machine (SVM) classifiers. KNN is a non-parametric classifier. An
object is classified by a majority vote of its neighbors, with the object being assigned to
the class most common among its k nearest neighbors [114]. While KNN is natural in this
kind of problem, it suffers from high variance in the case of limited sampling. Moreover,
since nearest neighbor classifier uses all the instances in the training set, it is
computationally expensive. The alternative is SVM, which models the nonlinear structure
of the data by mapping the data onto the high dimensional kernel space and only seeks to
model the boundary of classes. But SVM involves time-consuming optimization and
computation of pairwise distances, which makes it difficult to classify a large amount of
classes. We thus combine KNN and SVM to improve the overall performance.
Since K-NN is used for the coarse search, only 5 increment instances are used.
Euclidean distance (Ed) is used to measure similarity between objects and is computed as
given below,
Ed ( A, B) 

N 1

 (s
i 1

Ai

 sBi ) 2

(5-13)

where Ed ( A, B) is the Euclidean distance between instance descriptors A and B, s Ai and

sBi are the ith NEFD of instance A and B, respectively.
SVM provides a good generalization for pattern classification problems without
incorporating problem domain knowledge. Recall that in a two-class SVM classification
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problem, we want to find a hyper plane that separates the two classes with maximal margin
[115]. When it is not possible to linearly separate the two classes, kernel function is used
to map the data into high dimensional space where the data is linearly separable. Given
training vectors xi  R n , i =1,...,l, and their label vector y  Rl such that yi 1, 1 and the
mapping  ( xi ) , SVM solves the following optimization problem.
min
 ,b ,

l
1 T
   C  i
2
i 1

(5-14)

 yi  T  ( xi )  0   1  i ,
s.t. 
i  0, i  1,..., l ,

where  is a weight vector and

0

is the threshold,  ( xi ) maps

xi

into a high-dimensional

space and C>0 is cost coefficient, which represents a balance between the model
complexity and the approximation error. When the constraint conditions are infeasible,
slack variables  i can be introduced.
There are different choices of kernels depending on their application at hand. An
appropriate selection of the kernel may drastically affect the final classification
performance. The RBF kernel (or Gaussian kernel) is the most commonly used kernel.
Glasner reported a good performance of RBF kernel [116] in the pose estimation problem.
We also compared the classification accuracy on the same set of testing data between
different kernels as shown in Table 2.
Table 2: Classification accuracy of different kernel functions. The success rate is calculated with the
error threshold set as 4 degree
KERNEL TYPE

Linear
Sigmoid
Polynomial
RBF

Success rate
65.23%
65.14%
64.52%
95.98%

We

used

Gaussian

Radial-Basis

Function

(RBF)
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kernel,

2

( xi  x j )  exp( xi  x j ) .
Penalty parameter C in (14) and γ in kernel function are two of the most important
parameters. C, a regularization parameter, affects the tradeoff between maximizing the
margin and minimizing the training error. Both C and γ determine the number of support
vector. Since SVM only models the boundary between each class, the number of support
vectors impacts the training time and accuracy. γ also affects the amplitude of the Gaussian
function and, therefore, affects the generalization ability of SVM [117]. The technique used
to determine its optimal parameters is a grid search using a cross-validation [107, 118] that
searches the optimal parameters by a coarse grid search with an exponentially growing
sequence of (C, γ) with C=2-5, …. , 215 and γ=2-5,…. , 215 followed by a finer grid search
to find the one giving the highest accuracy.
Since SVM is a two-class classifier, commonly used methods to extend the twoclass classifier into multi-classes include one-against-all method, one-against-one [119],
and directed acyclic graph [120]. We use the one-against-one method [119] in this paper.
Scaling of the feature vectors is also one of the important factors affecting performance
[107]. Training set was normalized by scaling it into [0, 1] and then test data was
normalized with the same degree of scaling.
5.2.5 Estimate In-plane Rotation
(5-11) in Section 5.2.3 provides an approximation of the in-plane rotation by
aligning the major axis of the first harmonic of each contour, which is a rough
approximation of the real shape. Therefore, a more accurate method is discussed here to
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determine the in-plane rotation by the angular difference between the best matching
contour in the training set and the testing contour through Procrustes Analysis [121].

 z _ est   z _ input  

(5-15)

Before Procrustes analysis, corresponding points across contours must be
established using statistical atlases, same as the corresponding point procedures discussed
in Section 5.2.2. The result of in-plane rotation estimation is shown in Fig. 27.

(a)

(b)

Figure 27. Compare the results of out-of-plane rotation by KNN and in-plane rotation by Procrustes
Analysis. (a) Histogram of estimation of x and y axis rotation by KNN. (b) Histogram of estimation of
z axis rotation by Procrustes analysis.

5.2.6 Pose Estimate Algorithm
Observe from the results of in-plane rotation estimation in Fig. 27 that even when
the out-of-plane rotation estimation has large error, the following estimation of in-plane
rotation successes in 90% of the cases.
Therefore, a two-stage pose estimation algorithm is designed. During training, a set
of SVMs is built with each SVM is trained on the training data with fixed in-plane rotation
(z axis). A diagram of the set of SVMs is shown in Fig. 28. During training, KNN is first
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used to obtain a coarse estimation followed by an in-plane rotation estimation by Procrustes
Analysis. This stage is used to select the correct SVM for the next stage. In the second
stage, a selected SVM is used for out-of-plane rotation estimation, and followed by an inplane rotation estimation by Procrustes Analysis. The detailed steps are shown in
Algorithm 2.

Figure 28. A diagram of SVMs set

Algorithm 2 Pose estimation algorithm
Input: Fourier Descriptors of the query 3D model (a1,b1, c1,d1,……an, bn, cn, dn)
Output: Estimated pose: xr, yr, zr
Training
1: for i = zr0:zrt
2: Train SVM on the poses

xr [ xr 0 , xrt ], yr [ yr 0 , yrt ], zr  i ;

3: end
Testing
4: Use KNN only to predict the x and y axis pose (xr1, yr1);
5: Use Procrustes analysis to predict the z axis pose (zr1);
6: Predict the new x and y axis pose (xr2, yr2) by svm, which is selected as zr= zr1
7: Predict the new z axis pose (zr2) by Procrustes analysis
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5.3 Experiments and Results
Three sets of experiments were performed to validate the proposed method. In the
first set of experiments (Section 5.3.2) computer simulated images were used to estimate
the 3DOF transformation parameters (rotation in x, y and z axis). A comparison was made
among the accuracy of three different classifiers. In the second set of experiments (Section
5.3.3), we further tested the initialization method with x-ray images. In the third set of
experiments (Section 5.3.4), the initialization of 6DOF transformation parameters
(translation in x, y and z axis; rotation in x, y and z axis) was followed by a feature-based
2D-3D registration algorithm. A comparison of performance between initialized and
uninitialized registration was made to test whether the proposed method leads to improved
registration.
5.3.1 Training Data
William M. Bass Donated Skeletal Collection of 100 femurs and tibias from the
University of Tennessee’s Anthropology Department was used. Computed tomography
(CT) scans of the knees were made at levels ranging from 120 mm proximal to the joint to
120 mm distal to the joint. These scans were made at 1-2 mm intervals and the volumetric
data of the knee joint was constructed at 0.5 mm interpolation in the transverse plane.
Segmentation of the CT-scanned bone was automatically performed by applying a
thresholding filter to the slices which isolated the bone from the background. Manual
intervention was conducted only when the thresholding filter failed. An example of the 3D
models is depicted in Fig. 29.
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Figure 29. 3D models of knee bone

To generate the training set, the 3D models were rendered on the 2D plane by a
software developed by the authors [5] using a 3D graphic library (Open Inventor, TGS,
San Diego, CA). A coordinate system was established with x axis pointing to the left, y
axis pointing upwards, and z axis pointing out of screen. The impact of the perspective
effect on the projected shape was analyzed by comparing the shape variation between two
poses with a different translation and fixed rotation during deep knee bending (DKB). The
two translational values were set by the first and last pose of the DKB respectively. As can
be seen from Fig. 30 (a) and (b), neither the shape nor the NEFD varies significantly for
these two poses. In addition, in-plane rotation does not lead to any variation in the projected
shapes. Therefore, we represent the shape by out-of-plane rotation (around x and y axes)
only; while the translation and in-plane rotation (around z axis) are normalized by NEFD.
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Figure 30. Perspective effect by comparing two poses with the greatest variation in translation and
fixed rotation during deep knee bending. (a) Projected shapes; (b) NEFD of the projected shapes.

The 3D models were rotated at 1 increment about the x- and y-axis while fixing
position and in-plane rotation. The rotational range is x [80, 40] , y [175, 150] for
the femur; and x [80,110] , y [30, 0] for the tibia. At each orientation, the 3D models
were rendered as a binary image so that only the silhouettes are visible.
5.3.2 Experiments on Simulated Data
Computer simulated data of femur, and tibia were generated by rendering the 3D
models onto the 2D plane at known poses to validate the accuracy of the estimates provided
by the hybrid classifier. The rotational parameters of the testing data were in the same range
as training data in x and y axis, and varying in the range of 40 difference along the z axis.
The increment was 1 for each of the three axial rotation. As an error measurement, we
measure the absolute angular difference between the estimated pose and the ground truth
data in each axis. Reported initial mis-registrations leading to successful registrations are
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in the order of 4-11 mm mTRE [103, 122]. Since a rotation of 1 around one of the three
axes will lead to an mTRE of 0.8-1.0 mm [123], estimates with an angular error smaller
than 4 can be safely considered successful. The capture range was defined as the 95%
success range as was proposed in [103].
Validation were performed to test the performance of the initialization method. For
femur and tibia, ninety patients' data were used for training and ten patients' data for testing.
Each patient's data contains an equal number of poses as class labels. Table 3 presents the
estimates by the initialization method for femur and tibia. By setting the success threshold
as 4 degree angular difference between estimated and gold standard poses [103, 122], 96%
of the femur and 93% of the tibia estimation were successful.
Table 3: RMS error of synthetic data experiments with KNN-SVM classifier (90% patients for
training and 10% patients for testing)
Femur
Tibia

Xr (deg)
0.54±0.92
-0.14 ±1.34

Yr (deg)
1.57±1.86
-0.77 ±1.73

Zr (deg)
0.83±1.34
0.36 ±1.63

Success rate
96%
93%

5.3.3 Experiments on X-ray Images
Experiments were performed using x-ray fluoroscopic images acquired using a
high-frequency pulsated video fluoroscopy unit. As the largest motion of the knee occurs
in the flexion and anteroposterior translation, fluoroscopic imaging was conducted in the
sagittal plane. The modern fluoroscopic systems allow video capture at a rate as high as 60
Hz. The fluoroscope is modeled as a perspective projection image formation model, which
treats the fluoroscope sensor as consisting of an X-ray point source and a planar phosphor
screen upon which the image is formed. The x-ray images had a resolution of 640×480
pixels. Screenshots of the x-ray images are shown in Fig. 31.
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Figure 31. Fluoroscopic X-ray images.

Contours were automatically extracted using the segmentation algorithm
mentioned in Section 5.2.2. The overall performance of the method was evaluated by
calculating the absolute angular difference between the pose estimated using the proposed
method and the ground truth, which is manual fitting. Twenty x-ray images in a series of
fluoroscopic images during deep knee bending were used for validation from both datasets.
The average error of femur, and tibia is shown in Table 4, where all the prediction poses
are within the tolerance angle of four degrees. Overlaid of the estimated 3D model on the
2D X-ray image are shown in Fig. 32.
Table 4: Average Error of Experiments on x-ray images. Twenty x-ray images for each case

Femur
Tibia

Xr(◦)

Yr(◦)

Zr(◦)

0.60  1.00

1.3  1.49

0.80  0.63

1.50  0.52

1.90  0.32

1  1.25
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Figure 32. Overlaid of the estimated 3D model on the 2D X-ray image.

5.3.4 Feature-based 2D-3D Registration Experiments
Experiments were conducted to show the benefit of initialization for 2D-3D
registration by comparing the results of initialized and uninitialized registration. The
feature-based 2D-3D registration algorithm was implemented with a normalized crosscorrelation similarity measure [5] and optimization was performed by Simulated
Annealing. Registrations with a final error smaller than 1 degree were regarded as
successes. The uninitialized registration used both the randomly selected starting pose and
the middle of the angle range as its initial pose, while the initialized registration used the
pose estimated by the proposed initialization method. Translation in x and y axis was
estimated by the center of the contour. Translation in z axis was estimated by comparing
the scale ratio of the testing contour with the one of known pose [32].
A comparison between the result of uninitialized and initialized registration was
made using ten cases of femur and tibia, as shown in Table 5. Initialized registration had a
success rate of 100%. In contrast the probability of success for uninitialized registration
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remained as low as around 50% for the initial pose at the middle of the angle range and
around 10% for a randomly selected initial pose.

Table 5: Results of Initialized and Uninitialized registration

Uninitialized registration(starting point at the middle of the angle range)
Correct
registration %

8.29±16.97

Average error (◦)
(obvious failure
removed)
0.47±0.57

Yr

1.23±2.33

0.25±0.4

60%

Zr

2.08±3.52

0.63±0.86

0.46±0.96

Xr

0.82±1.18

0.26±0.45

0.01±0.17

0.36±0.69

0.09±0.16

Zr

4.34±7.62

0.85±1.31

Xr
Yr

Uninitialized registration (random starting point)
1.43±2.23
8.66±14.41
0.00±0.00
9.46±13.59
20%

Zr

26.33±37.36

1.46±2.48

Xr

20.71±20.87

0.8±0.7

Yr

7.96±11.37

0.9±1.13

Zr

12.85±17.36

1.4±1.56

Average error
(◦)
Xr
Femur

Tibia

Femur

Tibia

Initialization registration

Yr

Average error
(◦)

Correct
registration %

0.26±0.98

50%

0.09±0.18

0.01±0.03

100%

100%

0.27±0.17

0%

5.3.5 Speed of the System
The time required for pose estimation was about five seconds on average and the
time for training SVM models was about 15 hours. The method was implemented using a
combination of C++ and MATLAB and a 2.7 GHz computer with 8 GB of RAM was used
for all of the experiments. Compared with the similar pose estimation study using SVM in
the literature [124] whose registration time is 375.3 seconds and training time is 473.2
seconds, our method has an obvious advantage in the pose estimation speed. The training
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of SVM models with our method requires a longer time [124], but it is an off-line process
thus does not impact the performance of the on-line pose estimation. The training speed
can be improved by parallelizing the training process in the future.

5.3.6 Discussions
We developed a pose estimation method as an initialization for 2D-3D registration.
More precisely, an ASM based segmentation method was applied to extract the 2D contour
from x-ray images. Normalized elliptical Fourier descriptors were used to represent the
shape of the 2D contour. Then a hybrid classifier integrating KNN and SVM estimated the
pose of the 3D model. Our experimental results demonstrated the reliability of the proposed
initialization method for 2D-3D registration.
Automatic initialization is necessary for 2D-3D registration because different initial
guesses do not generate a unique solution for the knee position using the automatic 2D-3D
registration method [98]. The proposed method generates an accurate automatic estimation
of the initial pose, leading to improved accuracy in the following 2D-3D registration.
Moreover, partial occlusion occurs in fluoroscopic images due to the overlapping between
femur and tibia. The proposed method is robust to the occlusion by segmenting the
fluoroscopic images based on the data from the statistical atlas. Our method was applied to
2D-3D registration of femur, tibia, femur implant, and tibia implant in this paper, but it can
be easily extended for various medical objects and imaging modalities for both monoscopic
and stereoscopic registration. Reliable 2D-3D registration opens up many exciting
possibilities such as pre-operative planning, intra-operative navigation, and diagnosing
purposes by comparing different sources of data such as CT, MRI and X-ray fluoroscopy
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images where the visualization of the anatomy is fundamental.
The limitation to the initialization method is that its resolution is limited by the
increments of the training data (1 degree in each direction). Therefore this method is only
suitable for initialization purpose. However, it can search in a large range of possible
solutions, leading to the capture range as large as the domain of the training data. Moreover,
the proposed initialization method does not need any information from 3D model during
testing. Another limitation is related to mirror and circular symmetry, which leads to
similar 2D projection images at symmetric views. Currently the proposed method doesn’t
address such cases, though this can be solved by including contextual information about
the motion of the adjacent elements of the joint to distinguish between symmetric poses.
The reason for the choice of angle range in this paper is to cover the domain of the clinical
problem being addressed in the current application. It is not method dependent and can be
easily expanded to larger ranges for different applications. The training time is also an
issue, which can be improved by parallelizing the training process.
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CHAPTER VI
3D REONSTRUCTION FROM MONOPLANE FLUOROSCOPY
Knee kinematics is of interest to a wide range of medical activities such as knee
motion characterization, knee arthroplasty design, and knee disease diagnose. In clinical
practice, it is desired to keep the number of X-ray fluoroscopic images to a minimum due
to cost, acquisition and computation times and due to less constraint on patient’s motion.
Therefore, a 3D reconstruction method is proposed for knee kinematics analysis from
monoplane fluoroscopy. The 3D model is generated based on a nonlinear statistical shape
model. To increase robustness, a hybrid energy function is employed to combine the
information from feature and intensity to measure the similarity between 3D model and xray image. The hybrid energy function requires neither time consuming DRR generation
nor accurate segmentation which is error prone. Section 6.1 is the introduction, Section 6.2
describes the detailed approach, and Section 6.3 shows the experiments and results.

6.1 Introduction
Kinematics analysis has a wide application such as to analyze anatomical and
functional characteristics of joint [4, 102], to diagnose diseases [125], and to characterize
knee motion [126].
Monoplane X-ray fluoroscopy is a useful tool for analyzing joint kinematics in vivo
[75, 77] because it allows sufficiently unconstrained motion of the patients, such as deep
knee bending process. Bi-planar fluoroscopy using two orthogonal units, though may lead
to more accurate results, would unacceptably constrain the motion of the patient. For this
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purpose, monoplane fluoroscopy is used in this research to allow patient to move freely
without impaired activities.
The key step in knee kinematics tracking is 2D-3D registration, which determines
the shape and pose parameters of the 3D model in the camera coordinate system. Early
researchers track the implants on fluoroscopic sequences through library based registration
[75, 106]. Such tracking methods utilize the shape of the implants as known from the
manufacturer. Moreover, by comparing the test case with a template library, such methods
an exhaustive computation time and their accuracy is determined by the resolution of the
template library. Other researchers developed rigid registration method to apply 2D-3D
registration to natural bones [102, 127-129]. The 3D model is generated by segmenting 3D
magnetic resonance (MR) [129] or computed tomography (CT) images [102, 127, 128].
Though sufficient accuracy can be achieved in these methods, bone segmentation can be
labor intensive. Moreover, prior CT scan is required in these methods which exposes the
subjects to additional radiation.
Reconstruction of bone shape from x-ray images is beneficial because it does not
require prior CT or MR scan thus lower the radiation dose and acquisition costs. Statistical
Shape Model (SSM) was first introduced by Cootes in 1995 as shape prior to restrict the
reconstruction to plausible shapes [3]. The linear SSM is learned by a Principal Component
Analysis (PCA) of the training shapes, which implies the assumption that the shapes are
Gaussian distributed. While this model has been successfully applied to the 3D
reconstruction of various structures in medical imaging, there are cases when the set of
training shapes exhibits highly non-linear shape deformations, such as large shape
variations between bones.
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KPCA has been the focus of research in the pattern recognition community [130,
131]. The basic idea behind these methods is to map the data from an input space to a high
dimensional feature space via some nonlinear map, and then apply a linear PCA in the
feature space. After linear analysis in the feature, a reverse mapping back from feature
space to input space is also non-trivial, because the exact pre-image typically does not exist
and one can only settle for an approximation solution [130]. For certain invertible kernels,
this nonlinear problem can be solved by a fixed-point iteration [130]. However, this
method is depend on the initial starting point and is highly sensitive to local minima. To
solve this problem, Kwok [131] developed a closed-form solution that directly finds the
pre-image based on distance constraints in the feature space. It is non-iterative, involves
only linear algebra and does not suffer from local minima. To the best of our knowledge,
these approaches have never been applied to the kinematics tracking of 3D models in
medical imaging field.
According to the type of similarity measure, 3D reconstruction methods can be
categorized into intensity based and feature based registration. Intensity based registration
compared the 3D model projection directly with the intensity information from 2D x-ray
images. The registration is estimated by iteratively minimizing the similarity measure
between a simulated x-ray projection images (digitally reconstructed radiograph (DRR))
from current transformation of the 3D images and the x-ray image [53, 54]. However,
intensity-based registration may be sensitive to intensity changes in the fluoroscopic
images by the overlapping of the other leg or surgical tool. Moreover, the generation of
DRR is time consuming. Feature-based registration requires extraction of features in the
x-ray image [6, 7, 21, 52]. Features can be points such as landmarks and contours extracted
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from 2D images. Feature-based method is fast because it compared only part of the image
and no time consuming DRR is required. However, the accuracy of this method depends
on the accuracy of both segmentation of X-ray images and the determination of point
correspondence, which may introduce errors to the registration process. We propose a
hybrid method that integrate feature and intensity based method so that it is less time
consuming than the intensity based method and less prone to segmentation error than
feature based method. Unlike feature based method, we do not require an accurate
segmentation of the knee bone silhouette in the image. Instead, we use a direct image-toimage similarity measure, which has been used in our previous work on 2D-3D registration
of knee implant [5]. This study is different from [5] in that we employ prior knowledge to
remove the outliers in the edge image to avoid impacts from noises and neighboring bones.
For the intense information, we match the x-ray image directly with projected 3D model
that is generated by 3D rendering. Unlike intensity based method, we do not use the time
consuming DRR as simulated x-ray projection image. Instead, 3D model is rendered on
the 2D plane by a software developed by the authors using a 3D graphic library.

6.2 Approach
The goal of this research is to reconstruct 3D model of knee bones from a sequence
of single plane fluoroscopic X-ray images. The 3D model is built from nonlinear statistical
shape model described in Section 6.2.1. Section 6.2.2 shows an initialization method that
find the closest shape to start the optimization process. Section 6.2.3 is the optimization
framework, and Section 6.2.4 describes the design of a novel energy function.
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Figure 33. 3D reconstruction through nonlinear statistical shape model

6.2.1 Statistical Shape Model
A). SSM Training by Kernel Principal Component Analysis
SSM represents the global shape constraints with the dominant shape variation in
the training set. The training data, X 3 , are 3D surface mesh models defined as
X   X  |  1,..., N  , and each training shape X   X has a set of vertices, where

X    xn | n 1,..., M  , and where xn   x, y, z  denotes the coordinates of the nth vertex

X  . Corresponding points between each training shape are found before building the

shape model with a statistical atlas [90].
The input data is mapped onto high dimensional feature space H via the nonlinear
map  : 3  H . This map does not need to be explicitly known. Alternatively, one can
introduce the kernel matrix, which is defined to be a function K ( xi , x j )  ( xi ), ( x j )
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that

for

all

data

points

xi

,

 k ( x1 , x1 )

K 
 k(x , x )
N
1


k ( x1 , xN ) 


k ( xN , xN ) 

is symmetric and positive semi-defined.
We solve the eigendecomposition problem
CV  V

where C 

(6-2)

1 N
 ( xi )( xi )T . Since the eigenvectors V lies in the span of ( xi ),
N i 1

, ( xN )

, equation (6-3) is equivalent to
( xi )  CV   (( xi ) V ) for all i = 1,....,N

(6-3)

Since K ( xi , x j )  ( xi ), ( x j ) , and since K is symmetric, it has a set of
eigenvectors which spans the whole space, thus this is equivalent to solve the dual
eigenvalue problem

K  N 

(6-4)

where  is eigenvalue for both of the problems. Then standard principal component
analysis is conducted.
The eigenvectors  1 ,

 N is normalized by requiring that the corresponding

vectors in F be normalized, i.e. V k ,V k  1 for all k  1,

1

N

 

i , j 1

k
i

k
j

( X i )  ( X j )

 k ( k   k )

, N . This is equivalent to

(6-5)

80
Project the input data X  on to kernel PCA space, spanned by the first l
3

Eigenvectors of C is then given by
l

l

i 1

i 1

P l ( X )  V T , ( X )    i ( X i )  ( X )    i K ( X i , X )

(6-6)

The assumption we made about ( xi ) is that ( xi ) is centered. We can relax this
assumption by ( xi )  ( xi ) 

1 N
 ( xi ) , the corresponding kernel matrix is modified as
N i 1

follows
Kij  K 

1
1
1
Kij   Kij  2

N j
N i
N

 K
i

ij

(6-7)

j

The detailed procedure is described in Algorithm 3.

Algorithm 3 Training KPCA model
Input: training data x
Output: kernel matrix K,  , eigenvalue  , eigenvector
1: construct the kernel matrix K with Gaussian kernel
2: center K with Kij  K 
3: perform SVD on K as



1
1
1
Kij   Kij  2  Kij

N j
N i
N i j

K  N 

4: normalize the eigenvectors

 1 ,  N by

1

k

B). Pre-image Approximation
Although the  map is not necessarily known, we would like to reconstruct the
pre-image X̂ of the corresponding test point X 3 based on the distance constrain in the
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input space. This is achieved by the relationship between input-space distance and featurespace distances [131].
For any two points xi and x j in the input space, we can obtain their Euclidean
distance d ( xi , x j ) . Accordingly, we can also obtain their feature-space distance
d  ( xi ), ( x j )   1   K  2 K by the mapped images [132].

The relationship

between d ( xi , x j ) and d  ( xi ), ( x j )  can be derived as follows,

d 2  ( xi ), ( x j )   ( xi )  ( x j )  2( xi ) ( x j )
2

2

(6-8)

For many commonly used kernels, there is a simple relationship between d ( xi , x j )
and d  ( xi ), ( x j )  . For Gaussian kernel of the form k (i ,  j )  e



xi  x j

2

2 2

, which is

invertible. The relationship can be described by
1

dij2  2 2 log  Kii  K jj  dij2 
2






(6-9)

According to the exponential impact of the neighboring points distance to the
estimation

of

N

xˆt 1 


i 1
N

i


i 1

the

exp( xˆt  xi
i

exp( xˆt  xi

current
2

point

according

to

the

iterative

scheme

/ 2 2 ) xi
2

/ 2 )

in [115], the contributions of xi 's drop rapidly with

2

increasing distance from the pre-image, only N neighbors  x1 ,
Then, a M  N matrix is constructed, X   x1 ,

xN  M are obtained.

xN  . Assuming that the training patterns

span an M-dimensional space, we can obtain the singular value decomposition (SVD) of
the centered M  N matrix XH as
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(6-10)

XH  U V '  UZ

where Z is a M  N matrix with columns zi being the projection of xi onto the e j 's. The
squared distance of xi to the origin, is equal to zi such that d02   z1 ,

2

2

'

2
, zn  .


According to the assumption that the pre-image x̂ is in the span of the n neighbors,
its location will be obtained by requiring d 2 ( xˆ, xi ) to be as close to those values in (6-9) as
possible. Hence least square solution of ẑ is yielded as follows
1
zˆ    1V '  d 2  d02 
2

(6-11)

This ẑ is expressed in terms of the coordinate system defined by the e j .
Transforming back to the original coordinate system in the input space, we thus have

xˆ  Uzˆ  x

(6-12)

The detailed procedure is described in Algorithm 4.

Algorithm 4 Pre-image approximation
Input: shape parameters θ, kernel matrix K,
Output: reconstructed shape

 , training data X

x̂

1: calculate feature space distance by

d ij2  1   K  2K
1

Kii  K jj  dij2 
2


2: calculate input space distance by dij  2 log 
2

3: select k nearest neighbor of the pre-image
4: SVD on the k nearest neighbors by

2

x̂



by sorting



d ij2

XH  UZ

5: estimate pre-image ẑ by least square estimation as zˆ  

1 1
 V '  d 2  d02 
2

6: project back to original coordinate system in the input space by

xˆ  Uzˆ  x

83
6.2.1 Find the Closest Shape
The two-step optimization framework discussed in Section 6.2.1 starts with the
closest shape of the 3D model. It is determined by first encoding the training 3D shapes
into shape parameters using KPCA. Then N cluster centers of the training shape parameters
are found using K-mean clustering. Next, the 3D model reconstructed from the N clustering
centers are projected onto 2D plane as binary images with known poses. The shape in the
binary images are encoded with Fourier Descriptors. The closest shape to the object of
interest in the testing X-ray image is determined by comparing with the training data using
nearest neighbor. The flow chart is shown in Fig. 34.

Figure 34. Flow chart of finding closest shape

6.2.2 Optimization
Let S 3 be the smooth surface of the object of interest, and denote

X   x, y, z  , X  S to be the spatial coordinate that are measured with respect to
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referential frame of the imaging camera. Let X 0  and S0  be the coordinates and
3

3

surface in the 3D world, respectively. Moreover, we assume a camera realization

 : 3   such that X '   x / z, y / z  and 2 denotes the domain of the image I.
Similarly, we can form the edge image of the 3D model as C  I where C 2 .
We can locate the S in the camera reference frame via the transformation T such
that

S  T (S0 ) and the corresponding pointwise expression

X  T ( X 0 )  RX 0  t

where R is

 cos 
R   0
  sin 
.

a rotation

matrix

0 sin  
cos 

1
0  , R   sin 
 0
0 cos  

R  R * R * R ,

 sin 
cos 
0

(6-1)

1
R  0
0

0
c o s 
s in

0
s i n,
c o s

0
t x 

0  and t is a translation vector, t  t y 
 t z 
1 

X 0 is reconstructed from SSM with the shape parameters 1  b1 , , bn  via X 0  f ( )

using kernel PCA, which will be discussed in Section 6.2.2.
Therefore, two sets of parameters are to be determined so as to align the 3D model
to the 2D X-ray image. One is the shape parameter 1  b1 ,

, bn  .The other is the pose

parameters, 2   ,  ,  , t x , t y , t z  . The optimal parameters are determined by
minimization an energy function with a global optimization algorithm, pattern search (PS).
The energy function will be defined in Section 6.2.3. PS attempts to minimize a function
by comparing its value in a finite set of trial points at each iteration. As a direct search
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method, PS can be used on functions that are not continuous or differentiable. Convergence
for stationary points can be proved from arbitrary starting points [133].
To cope with the fitting of multiple parameters, we divided the optimization into
two stages. The first stage provides a robust initialization to the reconstruction. The closest
shape is rigidly registered to the 2D x-ray image resulting in a close to optimal pose. The
second stage comprises both tracking and shape reconstruction. In this stage, both pose
and shape parameters are optimized, resulting in one shape per sequence and one pose perframe. An illustration of the two-stage optimization process is shown in Fig. 35.
Minimization of the energy function in (6-13) is performed with a global
optimization algorithm named pattern search (PS). PS attempts to minimize a function by
comparing its value in a finite set of trial points. As a direct search method, PS can be used
on functions that are not continuous or differentiable. Convergence for stationary points
can be proved from arbitrary starting points [133].
6.2.4 Energy Function
The energy function E is defined to quantify how well the projection of the 3D
model with the current pose and shape fits the corresponding object in the underlying
fluoroscopic image. Two input data are involved in the energy function: one is a 2D X-ray
image defined as I1 : 1 2 , the other is projected 3D surface mesh model defined as
I 2   ( X ) , I 2 : 2 2 . Similarly, the corresponding edge image can be defined by
C1  I1 and C2  I 2 where C1 , C2 2 . Accordingly, the energy function is calculated as

the sum of a region score term Er , an edge score term Ee , and a homogeneity term Eh as
shown in Equ. (6-13)

86

Figure 35. The two-stage sequence optimization. In the first stage the initial closest shape is rigidly
aligned to the monoplane frames. k key poses are selected as input to the second stage optimization.
The second stage alternates between shape and pose optimization until convergence occurs.

E  c1u( x) Ee  c2u( x) Er  c3 Eh

87
(6-13)

where ci are weighting parameters that set the importance of each terms, u ( x) masks the
images such that it results in 1 for pixels whose projection falls in the range of expanded
initial 3D model projection and 0 otherwise.
Ee compares the edge feature in the two images. It is similar to a cross correlation

between the two edge images[5] as follows

Ee 



i1 , j2



C1 (i )C2 ( j )

j2

(6-14)

C2 ( j )

where C1 is the edge image of 2D x-ray image, C2 is the 3D model contour projected onto
2D plane. The edge score is a maximum when the projected 3D model contour coincides
with the corresponding object edges in the 2D x-ray image. The generation of the edge
image from 2D x-ray image is through a Prewitt filter plus masking the FOV area. An
example of model and the corresponding edge image extracted from the fluoroscopic Xray image is shown in Fig. 36.

(a)

(b)

Figure 36. Edge score, (a) is the model edge image, (b) is the edge image extracted from fluoroscopic
X-ray image
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Er directly compares the intensity between I1 and I 2 . Local cross correlation (LCC)
is used as similarity measure [134]. Our implementation is modified from [134], being able
to handle local motion and intensity scaling. The detailed form of Er is as follows

G p ( j )( I1 (i)  I1 ( j )) 2 ( I 2 (i)  I 2 ( j )) 2

1
in ( j )
Er  I1 , I 2    j
1
N
in( j ) ( I1 (i)  I1 ( j))2 in( j ) ( I 2 (i)  I 2 ( j))2

(6-15)

where I1 is 2D x-ray image, I 2 is the 3D model projected onto 2D plane, I1 and I 2 are
the corresponding mean values, i represents a pixel in the neighborhood n(j) around pixel
j in the 2D x-ray image. G p is a Gaussian window function centered around each pixel in
the 2D image. An example of model region image and fluoroscopic X-ray image is shown
in Fig. 37.

(a)

(b)

Figure 37. Region score. (a) is the model region image, (b) is the fluoro region image

The original cross correlation is frequently used for single-modality registration,
where a linear relationship between the intensity of images can be assumed [135]. For
multi-modality images, however, the linear relationship only holds in the small
neighborhoods of the images [134]. Thus, a local cross correlation (LCC) is defined to
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compute the similarity value within the neighborhood n( j ) of a number N of pixels in 1
.

Note from (2) that if one of the images has a constant intensity within

n( j ) the

contribution to LCC at j is zero. This implies that most contributions of LCC originate
from edges in the images. The definition of LCC ensures 0  Er  I1 , I 2   1 . The better the
structures in the neighborhood match, the larger the LCC value. Optimally, the well aligned
images have values close to one.
Introducing a discrete, normalized Gaussian kernel, G p , is based on two theoretical
needs. The first one is the isotropy of the window, where only the distance from the point
of interest influence the result. The second one is the effect of the graduate decrease of the
influence of remote points. Remote points should have less influence than points located
near the center of the window. Therefore, a discrete, normalized Gaussian kernel is chosen
to meet the above requirements.
Eh is a homogeneity term defined as follows,

Eh   C

in

I1  I in
nin

 C

out

u ( x) I1  I out
nout

(6-16)

where the first term designates the variance of the set of intensity located on the internal
of the femur 3D model projection; and the second term designates that located on the
external of the femur 3D model projection. I in is the mean value inside the 3D model nin
is the number of pixels inside the 3D model and I out is the mean value outside the 3D
model nout is the number of pixels outside the 3D. u ( x) masks the images such that it
results in 1 for pixels whose projection falls in the range of expanded initial 3D model
projection and 0 otherwise. This energy term is minimal when the external contour of the
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femur model projection delineates two homogeneous region separated by a model edge.
A plot of each term and the overall energy function is shown in Fig. 38. As we can
see from Fig. 38(a) that there are a lot of local minimal for the edge score. This is due to
the multiple match poses of the 3D model and the edge image. The curve for region score
in Fig. 38(b) is smoother. Observe there is a saddle curve along the y translation axis. The
peak of the saddle curve occurs where most overlay areas are dark in the model region
image even with relative large overlapping area. The valley of the saddle curve occurs
where most overlay areas are bright in the model region image even with relative small
overlapping area. The homogeneity score in Fig. 38 (c) has a sharp global minimal which
corresponds to the match between the 3D model projection and the X-ray image. Fig. 38(d)
is the overall energy function. With the combination of three terms, the overall energy
function is relatively smooth and has an obvious global minimal.

6.3 Experiments
Experiments were designed to evaluate from different aspects of the proposed
method. The KPCA model behavior was evaluated. The reconstruction and tracking
performance of the entire deep knee bending process was conducted.
6.3.1 Data
X-ray fluoroscopic images were acquired using a high-frequency video fluoroscopy
unit. As the largest motion of the knee occurs in the flexion and antero-posterior translation,
fluoroscopic imaging was conducted in the sagittal plane. The modern fluoroscopic
systems allow video capture at a rate as high as 60 Hz. The fluoroscope is modeled as a
perspective projection image formation model, which treats the fluoroscope sensor as
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Figure 38. Energy function versus x and y axis translation. (a) edge score; (b) region score; (c)
homogeneity score; (d) overall score. x axis is to the left, y axis is to the top, z axis is out of screen.

consisting of an X-ray point source and a planar phosphor screen upon which the image is
formed. The x-ray images had a resolution of 640×480 pixels.
3D surface mesh model was obtained from a computer generated atlas of 258 threedimensional surface mesh models. The atlas creation process involves adaptation of a
template mesh to accurately match an input training model to be added to atlas. This
adaptation will generate accurate dense points and surface correspondence [76].
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6.3.2 Experiment Design
We performed two sets of experiments to evaluate different aspects of the proposed
method. The first set of experiments evaluated the KPCA model behavior in terms of
compactness, generalization, and specification. The results were compared with the
performance of PCA to show the benefits brought by the nonlinear method. The training
data are the 258 three-dimensional surface mesh model, and testing is conducted in a leaveone-out manner. RBF kernel is used as kernel, which has been a popular choice in the
machine learning community and has proven to nicely extract nonlinear structures from
data sets [136]. We determine the kernel parameter, σ, by trading off its compactness,
generalization, and specification.
The second set of experiments shows the fit accuracy and tracking performance
using the statistical shape model. The tracking was performed on five subjects of deep knee
bending sequences. The starting poses were obtained by the automatic initialization method
in [137]. The energy function has a factor λ, which determines the relative weight of each
term. The value of λ is determined experimentally and 3 is negative because they are
regulating terms to penalize the inhomogeneity and deviation from the mean shape.
6.3.3 Evaluation Scheme
A. Model evaluation
We compare KPCA with linear PCA to evaluate the statistical behavior of the
nonlinear statistical model, in terms of compactness, generalization, and specificity.
The compactness of the model measures how few shape parameters are required
for SSM to accurately describe the training data set. It is defined as the accumulative
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variance C  nm  


i 0
N 1
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, where λi = σ2i is the ith eigenvalue. C(M) is measured as a

i

function of the number of shape parameters M. Furthermore, the standard error of C(M) is
determined from the training size m: σC(M) = ∑M−1
i=0 √2/mλi .
Model generalization measures the ability of a SSM to describe instances outside
of the training set. More specifically, the generalization of a SSM is measured using leaveone-out reconstruction. A SSM is built using all but one member of the training set and
then fitted to the leaved-out example. The accuracy to which the model can reconstruct the
leave-out example is measured by a function G(M) of the number of shape parameters M.
Model specificity measures the ability of a SSM to represent valid instances of the
object class. It is defined as the average distance of uniformly distributed, randomly
generated objects in the model shape space to their nearest member of the training set.
B. Evaluation of the 3D reconstruction method
To measure the accuracy of our approach, we used a distance error metric, namely
root mean square (RMS) error. Let A and B be two surfaces to be compared, and supposing
they are represented as point sets i.e, A = {a0 , a1 , … , an−1 } and B = {b0 , b1 , … , bn−1 }, we
define RMS distance as follows,
2
∑n−1
i=0 (ai −bi )

RMS(A, B) = √

n

(6-18)

6.4 Results
We investigated the behavior of KPCA for five different values of the kernel
parameter (σ=0.1, 1, 10, 25, 100) and compared them with the behavior of PCA. The shape
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variance versus the number of modes used in statistical shape model for PCA and KPCA
is shown is Fig. 39 to represent the compactness of the model. As we can see from the
figure, with the increase of σ, the compactness of KPCA increases and with the decrease
of σ, it is more linear. For σ=25, the compactness of KPCA exceeds PCA.

Figure 39. Compactness of the statistical models. Percentage of total shape variance versus the
number of modes for statistical shape model using PCA and KPCA.

For generalization, we used the leave-one-out experiment to reconstruct the new
shape with all but one sample. This is repeated for randomly selected six training samples.
Finally, the average reconstruction error together with the standard deviation over the
leave-one-out experiments was computed. Fig. 40 shows the reconstruction error for KPCA
and PCA as a function of the number of variation modes. The reconstruction error of KPCA
is a little higher than that of PCA. RMS error decreases with the increase value of σ; and
the RMS error decreases with the increase number of modes involved.
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Figure 40. Generalization of the statistical models.

The specificity of the model is shown in Fig. 41, where (a) shows all the cases and
(b) excludes the case of σ=100. As can be seen from the figure, the reconstruction error of
KPCA is smaller than that of PCA for most values of σ . The specification of KPCA in the
case of σ=1 and σ=10 outperforms PCA; whole σ=25 outperforms PCA in most of the
variation modes.

(a)

(b)

Figure 41. Specificity of the statistical models. (a) shows all the cases and (b) excludes the case of
σ=100.
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To demonstrate the ability of the proposed nonlinear model for 3D reconstruction
and tracking from monoplane fluoroscopic image, video fitting was conducted for five
subjects in a large sequence of closely spaced 2D x-ray fluoroscopic images (around 600
fluoroscopic x-ray images) during deep knee bending (DKB). The 3D model was fitted to
the 2D fluoroscopic x-ray image frame by frame with the fitted pose of the previous frame
as initialization of the next frame. Accuracy is calculated by comparing the projected 3D
model contour on the 2D plane with the manually segmented 2D x-ray image. The results
in shown in Table 6. Fig. 42 shows femur and tibia 3D model edge overlay on the x-ray
images in key poses during deep knee bending process.
Table 6 Reconstruction accuracy
Frame #
1
2
3
4
5
6
7
8

Femur error (mm)
1.0732±0.5086
1.1815±0.3757
1.1475±0.5146
1.1792±0.2727
1.2145±0.4295
1.2613±0.1466
0.9662±0.1842
1.2161±0.2241

Tibia error (mm)
1.3320±0.2612
1.1252±0.4279
1.0844±0.3057
1.1313±0.4206
1.2665±0.3720
1.0471±0.2810
1.1114±0.2714
1.3938±0.4017

Figure 42. Femur and tibia 3D model edge overlay on the x-ray images in key poses during deep knee
bending process
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The RMS error of surface points femur reconstruction compared to the 3D model
segmented from CT as gold standard for the five cases is 1.0713 ±0.0908 mm and that for
tibia is 1.0453 ± 0.0694 mm. The distance map for femur and tibia is shown in Fig. 43
and Fig. 44, respectively. As shown in Fig. 43, large errors of femur 3D reconstruction
occur in the areas which are not visible in 2D images, such as intercondyle fossa, medial
condyle, and popliteal surface. The large error in medial condyle of femur is due to blur in
the X-ray image. As shown in Fig. 44, the large error of tibia occurs in tibia tuberosity and
edges on its two condyles, which is due to occlusion from the different part of the tibia.

Figure 43. Femur surface distance map between reconstructed 3D model and the CT model
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Figure 44. Tibia surface distance map between reconstructed 3D model and the CT model
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CHAPTER VII
KNEE KINEMATICS ANALYSIS
Knee kinematics is of interest to a wide range of medical activities such as knee
motion characterization, knee arthroplasty design, and knee disease diagnose. In clinical
practice, it is desired to keep the number of X-ray fluoroscopic images to a minimum due
to cost, acquisition and computation times and due to less constraint on patient’s motion.
Therefore, we proposed a 2D-3D registration method for knee kinematics analysis from
monoplane fluoroscopy.

7.1 Introduction
Kinematic knee measurements have been extensively used to characterize knee
motion [126], enable better total knee arthroplasty design [138], and provide useful
information for diagnosing purpose [125].
X-ray fluoroscopy has been shown to be a useful tool for analyzing joint kinematics
in vivo [75, 77]. X-ray video fluoroscopy is a sequence of x-ray images, where metallic
implants or bones appear much darker than the soft tissues surrounding them, allowing for
direct observation and analysis of their movement under dynamic and weight bearing
conditions. Moreover, fluoroscopy is noninvasive and relatively low risk to the patient. A
typical one minute protocol gives the patient a radiation exposure on the order of 0.6 to 1.8
“rad equivalent man” (rem) [4]. Since we wish to measure kinematics during activities
such as deep knee bending, the patient’s movement must be sufficiently unconstrained.
For this purpose, we use monoplane fluoroscopy to allow patient to move freely without
impaired activities. Bi-planar fluoroscopy using two orthogonal units, though may lead to
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more accurate results, would unacceptably constrain the motion of the patient. For this
purpose, we use monoplane fluoroscopy as our imaging method.
The key step in knee kinematics tracking is 2D-3D registration, which align the 3D
model to the 2D x-ray image. There are three approaches for 2D-3D registration.
The first method is a library based registration, which matches the object to a
template library that is precomputed before registration [75, 106]. The pose of the object
was determined by finding the silhouette of the object with the closest match in the library.
These methods are intuitive and simple to be implemented. However, they have the
disadvantage that the object’s contour must be accurately segmented from the image to
achieve high prediction accuracy. Moreover, the accuracy of these methods depends on
the template resolution and fine resolution requires large number of template which is
neither space nor time efficient. Therefore, library-based registration usually serves as a
coarse registration for initialization.
The second method is feature-based method, which requires features in the 2D xray images to be identified in the images prior to their registration. Features can be points
such as landmarks and contours extracted from 2D images. The simplest feature-based
2D/3D registrations are point-to-point registration of corresponding anatomical landmarks
in both 2D and 3D images [11, 31, 38-40]. The landmarks are usually located by an
operator, thus it is heavily dependent on the skills of the operator. This method often serves
as a rough initialization after which a finer registration method is applied. The problem of
user defined landmarks is avoided by curve-to-curve registration. When a projection
strategy is applied, segmented 3D images are projected onto 2D plane to match the
contours extracted from 2D x-ray images by minimizing the sum of distance between
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corresponding curves [6, 7, 32, 41-43]. By the back-projection strategy, virtual rays from
2D points on the intra-interventional image are formed and the distance between backprojected points in 3D space and the corresponding points on the 3D images are minimized
[9, 44-48]. Zheng et al. proposed a hybrid approach that combines the projection and
reconstruction strategies. First surface points on the 3D image are projected onto 2D image
to find the 2D correspondence. These corresponded 2D points are then back-projected to
3D space to match the 3D surface points. However, the accuracy of feature based method
depends on the accuracy of both segmentation of x-ray images and the determination of
point correspondence, which may introduce errors to the registration process.
The third method is intensity-based registration, which relies solely on the intensity
information from 2D and 3D images, respectively. This method matches the 2D and 3D
images by minimizing the sum of intensity difference between various modalities. In
contrast to feature-based method, intensity-based registration does not need segmentation;
moreover the correspondence in intensity-based registration is more explicit thus making
it a more accurate method than feature-based registration. The registration is estimated by
iteratively minimizing the similarity measure between a simulated x-ray projection images
(digitally reconstructed radiograph (DRR)) from current transformation of the 3D images
and the x-ray image. The frequently used similarity measures include cross correlation[10],
entropy[53], mutual information[54], gradient correlation[58], pattern intensity[18].
However, intensive-based method may be sensitive to intensity changes in the fluoroscopic
images by the overlapping of the other leg or surgical tool. Moreover, the generation of
DRR is time consuming.
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We propose a hybrid method that combines the information from feature, intensity,
as well as dynamic prior knowledge to form the energy function. For the feature
information, we use an edge score that matches the edges extracted from x-ray images.
Unlike feature based method, we do not require an accurate segmentation of the knee bone
silhouette in the image. Instead, we use a direct image-to-image similarity measure, which
has been used in our previous work on 2D-3D registration of knee implant [5]. This study
is different from [5] in that we employ prior knowledge to remove the outliers in the edge
image to avoid impacts from noises and neighboring bones. For the intense information,
we match the x-ray image with projected 3D model that is generated by rendering. Unlike
intensity based method, we do not use the time consuming DRR as simulated x-ray
projection image. Instead, 3D model is rendered on the 2D plane by a software developed
by the authors [5] using a 3D graphic library. The similarity measure for intensity
information is local cross correlation (LCC), which is to reduce the difference resulted
from multi-modality of the images. Gaussian window is used to gradually decrease the
influence of remote points from the center of the window. For the multi-object fitting
process, information from neighboring bones in the same frame can also be utilized to
improve the fitting process by adding a large penalty to collision and mis-alignment
between neighboring bones.

7.2 Approach
The goal of the proposed method is to track the 3D model of knee bones from the
monoplane fluoroscopic sequence. The 3D model is the surface mesh model segmented
from CT image. The detailed generation process is discussed in Section 7.3.1. The outline
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the general framework is shown in Figure 45. The pose of the 3D model for all the
sequences are determined by optimization an energy function. The energy function consists
of an edge score term, an intensity score term, a dynamic prior term, and multi-object
registration term. The edge and intensity term show how well the projections of the 3D
model matches the fluoroscopic image with respect to edges and intensity, respectively.
The dynamic prior term and multi-object registration term serves as regulation terms that
penalize large pose difference between neighboring poses and misalignment or collision
between neighboring bones in the same frame. The details of each component of the energy
function is discussed in Section 7.2.1. The optimization strategy for the entire sequence is
discussed in Section 7.2.3.
7.2.1 Energy Function
There are two input data involved in the registration process: one is a 2D X-ray
image defined as I1 : 1  R 2 and the other is the 3D surface mesh model extracted from
CT image defined as I 2 : 2  R3 . Let T be a finite dimensional group with parameters

1 ,2 , ,n which transforms 3D image from it coordinate system to 2D image coordinate
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Figure 45. Method overview: The energy function is a linear combination of region score term
an edge score term

Er ,

Ee , and a collision detection term Ec . The region score is defined by a

normalized local cross correlation of model region image and the x-ray fluoroscopic image. The edge
score is defined as a cross correlation of model edge image and edge image extracted from the
original x-ray fluoroscopic image. The dynamic prior term uses information from the pose predicted
in the previous frame as a regulation term. The multi-object registration term uses information from
neighboring bones to avoid collision between bones and misalignment. The linear combination of the
above four terms forms the energy function, which is then minimized to get the final estimation of
pose of the 3D model.
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system. We will denote by x1 1 and x2 2 the points in 2D and 3D images
respectively. Our goal is to find a transform T under which x1  T ( x2 ) .
The proposed energy function E quantifies how well the projection of the 3D model
with the current pose fits the corresponding object in the underlying fluoroscopic image,
and includes two penalty terms. One is to avoid collision between neighboring bones in
the same frame and the other is to keep the pose close to the one in the previous frame.
Accordingly, it is calculated as the sum of a region score term Er , an edge score term Ee ,
and a collision detection term Ec as shown below
E  1Er  2u( x) Ee  3 Ec

(7-1)

where  are weighting parameters; u ( x) masks the edges such that it results in 0 for edges
whose projection falls in the range of neighboring bones or out of FOV in the x-ray
fluoroscopy and 1 otherwise. Er and Ee are same as the definition in (6-14) and (6-15).
So, we will skip these two terms and discuss Ec only.
Due to the presence of neighboring bones and high noise or low resolution in the
x-ray fluoroscopy, misregistration frequently occurs that is manifested as an overlapping
of the neighboring bones. One way to improve the registration result is to account for
spatial relations between the involved objects so that a simultaneous registration of all the
involved bones are applied where the objects are interacting on each other through the
registration. For this purpose, we added a collision detection term Ec for misalignment
between bones in the same frame as defined below
Ec (1 , 2 )  H1 (1 , 2 )C1

(7-2)
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where 1 and  2 are the pose parameters of the two involving bones; C1 is weighting

1,
constants; H1 is the Heaviside function , H1 (1 , 2 )  
0,

if collision occurred
. It is
else

used to penalize the overlapping between two surface mesh. If no collision is present,
H1 (1 , 2 ) will be equal to zero. For higher values of C1 , collision is more punished. It is

time consuming to use standard collision detection library. An effective implementation of
the collision detection is achieved by using the part of the meshes so that only adjacent
surface patches of neighboring meshes is involved by the prior knowledge that collision
between femur and tibia occurs only in femur condyle and tibia plateau and collision
between femur and patella occurs in the femur trochlear groove. Therefore, search is done
only in the surface meshes that potentially shows an intersection with a surface of a
neighboring mesh so that computational complexity is significantly reduced. Note that Ec
does not generally prohibit misalignment but makes points that lie inside other meshes or
large distance between two bones in the out of screen direction less attractive.
7.2.2 Edge Image
It is crucial to generate the edge image that is free of noise, neighboring bones, and
soft tissues. The image after Sobel filter may potentially contain irrelevant edges, most of
which can be removed by prior knowledge, including edge length, and dynamic prior. The
edge length feature includes the prior knowledge that noise edges tend to be short. All
pixels of the edges length smaller than the threshold can be regarded as noise and removed
from edge image. The dynamics prior uses the pose from previous frame due to the fact
that high frequency acquisition of the fluoroscopic sequence makes neighboring poses
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close to each other. Therefore, expanded previous neighboring bones are used as masks to
remove the influence from neighboring bones.
An illustration of the edge image generation for femur is given in Fig. 46.

Figure 46. Edge image generation. (a) Fluoroscopic image; (b) gradient image; (c) edge image after
thresholding; (d) edge image after removing small edges; (e) edge image after applying dynamic
prior; (f) final edge image.

7.2.3 Sequence Optimization
Notice that the energy function (7-1) depends on the transformation matrix T, which
is represented by a rotation matrix R and a translation vector t.
T ( x2 )  Rx2  t

(7-3)
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optimized in the energy function (7-1) turns into  t x , t y , t z ,  ,  ,   .
To cope with the fitting of multiple objects with continuous motions in a sequence,
we divided the optimization into two stages.
We fit the multiple objects frame by frame with the previous frame’s fitted pose as
the initial pose of the next frame. For the first frame, the initial pose is set interactively by
input the upper left and lower right point of the bounding box of each bone.
For each pose within one time frame, multiple objects are fitted in the sequence of
femur, tibia, and patella. During fitting of each bone, 3D model of the rest bones are set as
invisible resulting in only one bone shown in the model region and model edge image.
However, the information of the other bones are used as dynamic prior for greater
robustness fitting result. The details on dynamic prior can be found in Section 7.2.1 and
Section 7.2.2.
Minimization of the energy function in (7-1) is performed with a global
optimization algorithm named pattern search (PS). PS attempts to minimize a function by
comparing, at each iteration, its value in a finite set of trial points. As a direct search
method, PS can be used on functions that are not continuous or differentiable. Convergence
for stationary points can be proved from arbitrary starting points [133]. Prior experiments
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showed that the estimated parameters converge within thirty iterations. The energy in (71) is multiplied by -1 for minimization. Fig. 47 shows the energy function as a function of
the number of iterations, for the same image fluoroscopy image. The upper dotted curve
shows the instantaneous score at each iteration, as the optimization algorithm tests nearby
model poses to see if the score will improve in various direction.

Figure 47. Energy function as a function of the number of iterations, on the same fluoroscopy image.

7.3 Experiment and Results
Experiments were designed to evaluate from different aspect of the proposed
method. The tracking performance of the entire deep knee bending process was conducted.
The fitting accuracy and dynamics was recorded for evaluation.
X-ray fluoroscopic images were acquired using a high-frequency video fluoroscopy
unit. As the largest motion of the knee occurs in the flexion and antero-posterior translation,
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fluoroscopic imaging was conducted in the sagittal plane. The modern fluoroscopic
systems allow video capture at a rate as high as 60 Hz. The fluoroscope is modeled as a
perspective projection image formation model, which treats the fluoroscope sensor as
consisting of an X-ray point source and a planar phosphor screen upon which the image is
formed. The x-ray images had a resolution of 640×480 pixels. The fluoroscopic system is
shown in Fig. 48. 3D surface mesh model was obtained by the segmentation of Computed
tomography (CT) images. Each bone was scanned with a 0.625×0.625×0.625 mm 3 voxel
setting. Sizing was consistent at 0.18%, compared with manual landmark measurements.
Each bone was manually segmented, neglecting hyaline cartilage. Triangulated surface
models were then generated using Amira software (Mercury Computer Systems,
Chelmsford, Mass). The 3D models were then rendered on the 2D plane by a software
developed by the authors [5] using a 3D graphic library (Open Inventor, TGS, San Diego,
CA).

Figure 48. Monoplane fluoroscopic system for deep knee bending.

With monoplane fluoroscopy imaging, video fitting was conducted for five subjects
in a large sequence of closely spaced 2D x-ray fluoroscopic images (around 600
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fluoroscopic x-ray images) during deep knee bending (DKB). The 3D model was fitted to
the 2D fluoroscopic x-ray image frame by frame with the fitted pose of the previous frame
as initialization of the next frame.
To evaluate the performance of the proposed method, we used six frames from each
sequence to represent the key pose in motion and compared the predicted poses in each
frame with the ground truth pose. The ground truth pose is the manual fitting of the 3D
model to the 2D images. We report in Table 8 the mean error with standard deviation of
the motion differences between the ground truth and the predicted pose in terms of
translation and rotation for femur and tibia. The model edge overlay on the X-ray images
in the key poses during deep knee bending is shown in Fig. 49.
Table 7: Results of The Tracking With All Fits of The Five Test Sequences. Motion Errors Show The
Mean Error with it Standard Deviation. The Unit for Translation Is in mm and for Rotation is in
Degree
Femur

Tibia

Tx (mm)

0.4822 ±0.9657

0.1056 ±1.3478

Ty (mm)

-0.3565 ±0.9365

-0.3504 ± 1.5945

Tz (mm)

-0.2035 ± 1.7815

0.6126 ±1.7868

Rx (⁰)

0.6554 ± 1.1047

-0.3310 ±1.1547

Ry (⁰)

0.7656 ±1.3567

-0.0898 ±1.0433

Rz (⁰)

0.5037 ± 0.8816

-0.1142 ±1.1305

Note from Table 7 that error of Z axis translation (around the medial-lateral axis)
is significantly higher than that of other axis translations for all the three bones, because
less information from the x-ray image is provided in that direction. The displacement in Z
axis leads to scaling effect in the shape, which is much less sensitive to displacement in
that direction. The most significant error for femur rotation is in Y axis (around the
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proximal-distal axis). The bone surface have a relatively short distance to this axis,
resulting in rotation around this axis causes only small changes in the contour shapes.
Moreover, the shape variance of the condyles are relatively more than that of the shaft. A
longer shaft therefore might down-weight the effect of rotation on the energy function. The
major error occurs in the X axis (around the anterior-posterior axis) for tibia fitting because
the rotation around this axis leads to least change in contour shape of tibia.

Figure 49. Model edge image overlay on X-ray images.

The tracking results shown in Table 7 is comparable to rigid registration results
found in the literature, despite the lower quality fluoroscopic images and monoplane x-ray
fluoroscopy used in this study. [6] reported an accuracy of -0.06±0.63 mm in x-axis
translation, 0.06±0.58 mm in y axis translation, -0.06±0.58 mm in z axis translation,
0.15±0.86 degree in x axis rotation, 0.01±0.69 degree in y axis rotation, -0.32±1.23 degree
in z axis rotation with biplane of femur. [19] reported a RMS error of 0.3 mm in x-axis
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translation, 0.7 mm in y axis translation, 0.9 mm in z axis translation, 1.2 degree in x axis
rotation, 0.6 degree in y axis rotation, 1.4 degree in z axis rotation for in-vitro dry femur
registration with three fluoroscopic images. [48] reported an accuracy of -1.1578 ±1.4841
mm in x-axis translation, -0.8911 6±0.5634 mm in y axis translation, -0.2089 ±0.9967 mm
in z axis translation, -0.7189±0.5737 degree in x axis rotation, 0.1078±0.2704 degree in y
axis rotation, -0.3733 ± 1.265 degree in z axis rotation for skull phantom data for biplane
registration. Features are extracted manually in [48]. All the above methods use two or
more x-ray images for registration. Also [48] and [19] use single time-point x-ray image
for the registration. Care should be taken, though, when comparing the quantitative results
directly, as different experimental conditions such as x-ray acquisition methods, test
subjects, FOVs, etc are used in all studies.
Fig. 50 shows an example of a sample fitting result. The 3D model is on the left
and the overlay of the edge of the 3D model on the x-ray image is on the right.

Figure 50. An example of a sample fitting result. (a) is 3D model overlay on the X-ray image; (b) is an
overlay of projected 3D model edge image on the X-ray image.
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CHAPTER VIII
CONCLUSIONS
In vivo kinematic analysis using x-ray video fluoroscopy is of value in a wide range
of medical activities such as knee motion characterization, knee arthroplasty design, and
knee disease diagnosis. X-ray video fluoroscopy captures a sequence of x-ray images of
the patient in real time, allowing direct observation and analysis of the movement under
dynamic and weight-bearing conditions. Moreover, fluoroscopy is noninvasive and
relatively low risk to the patient. This study focuses on designing a practical, robust, and
efficient system to reconstruct 3D model from monoplane fluoroscopic images with a
nonlinear statistical shape model. Such reconstruction method is more time and cost
efficient than the rigid 2D/3D registration methods, which require segmentation of
CAD/CT/MRI for each patient to obtain the 3D model. In clinical practice, minimizing the
number of X-ray fluoroscopic images is desirable due to lower cost, shorter acquisition and
computation times, and less constraint on patient’s motion. Reconstructing from
monoplane fluoroscopic images allows the patient to move freely during kinematics
analysis compared with previous kinematic works on 3D reconstruction which use two or
more 2D images.
A robust segmentation method is necessary to extract features from 2D fluoroscopic
x-ray images. In Chapter 4, a novel 2D segmentation method is presented based on active
shape model. First the image is enhanced by a spectral clustering based method.
Segmentation is then performed with ASM, leading to robust and accurate results.
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Since the 2D-3D registration techniques are generally very sensitive to the initial
alignment of the 3D model, an automatic initialization method is developed in Chapter 5
to estimate the 3D model’s initial pose before 2D-3D registration. Contour of the knee
bone or implant was first automatically extracted from 2D X-ray image. Shape descriptors
were calculated by NEFD to represent the contour shape. The optimal pose was then
determined by a hybrid classifier combining KNN and SVM. The proposed method can be
easily utilized for 2D-3D image registration on various medical objects and imaging
modalities.
Chapter 6 presents a novel 3D reconstruction method with nonlinear statistical
shape model. Compared with linear SSM, nonlinear SSM can represent large shape
variations between the training data. Kernel PCA is used in this work by mapping the data
in the input space to a high-dimensional feature space via a nonlinear map and then
applying PCA in this feature space. After linear analysis of the feature, a reverse mapping
backward from feature space to input space is also non-trivial because the exact pre-image
typically does not exist and only an approximation solution is available. A closed-form
solution is used in this study to find the pre-image based on distance constraints in the
feature space. The solution is non-iterative, involves only linear algebra, and does not
suffer from local minima. To measure the similarity between different imaging modalities,
a hybrid energy function is employed to combine the information from feature and
intensity.

The hybrid energy requires neither time-consuming DRR generation nor

accurate segmentation, which is error prone.
Chapter 7 presents a knee kinematics analysis using a multi-body 2D-3D
registration of the CT data to a sequence of monoplane fluoroscopic x-ray images. The
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similarity measure in this study is a hybrid method that combines the information from
feature, intensity, and multi-body registration term as energy function to evaluate the
registration quality. For edge-image generation, prior knowledge is used to decrease impact
from noises and the presence of neighboring bones.
In summary, this study proposed a novel 3D reconstruction method to reconstruct
a 3D model from a sequence of monoplane fluoroscopic x-ray images with nonlinear shape
prior, specifically those emphasized in the application of kinematic analysis of the knee.
The proposed method can be easily extended for various medical objects and imaging
modalities. Reliable 3D reconstruction opens up many exciting possibilities, including
kinematics analysis, pre-operative planning, intra-operative navigation, and diagnosing
purposes by comparing different data sources, such as CT, MRI and X-ray fluoroscopy
images where visualizing the anatomy is fundamental.
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