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Abstract
Machine translation is a thriving field that deals with multiple of the
challenges that the modern world face. From accessing to knowledge
in a foreign language, to being able to communicate with people that
does not speakthelanguage, we can take great benefit from automatic
translation made by software. The state-of-the-art models of machine
translation during the last decades, based of inferred statistical knowl-
edge over a set of parallel data, had been recently challenged by neural
models based on large artificial neural networks.
This study aims to compare both methods of machine translation,
the one based on statistical inference (SMT) and the one based on neu-
ral networks (NMT). The objective of the project is to compare the per-
formance and the computational needs of both models depending on
different factors like the size of the training data or the likeliness of
language pair.
To make this comparison I have used publicly available parallel
data and frameworks in order to implement the models. The evalua-
tion of said models are done under the BLEU score, which computes
the correspondence of the translation with the translation made by a
human operation.
The results indicate that the SMT model outperform the NMT model
given relatively small amount of data and a basic set of techniques.
The results also shown that NMT have a substantially higher need of
processing power, given that the training of large ANN is more de-
manding than the statistical inference.
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Chapter 1
Introduction
Machine translation (MT) is the use of software to produce fully au-
tomatic translation between languages. The ability to use software to
translate between languages has been an early goal for computer sci-
entists, present almost since the invention of the firsts electronic com-
puters[1]. The different languages represent a barrier to knowledge,
and to be able to break those barriers could be very beneficial in a large
number of scenarios. At its early days MT was backed mostly by gov-
ernments, as the ability to translate from languages of foreign nations
that represent a thread to national security, economy and so on, could
be a decisive competitive advantage and highly beneficial for a nation.
However, we now live in a more-than-ever global world, a trend that
seems likely to keep growing, and MT has also found a wide array of
uses in the public sector.
Nowadays the most widespread use of MT is gisting, which can
be defined as "looking for the main idea or most important point in a
written or spoken text". One example of the huge use of MT for gisting
is the Google Translate service, used by 500 million users, that trans-
late more than 100 billion words each day. One of the key points of
MT in gisting is that it does not need to provide a perfect translation,
as long as the translation is good enough for the user to extract rele-
vant information. However, MT has also found more applications like
being integrated with a speech recognition system for uses such as
telephone conversation translation[2][3], being integrated with hand
held devices, providing tools like translation for medical aid in devel-
oping countries[4] or tourism. Other important consideration is that
MT can be used only as a first layer, obtaining a rough translation that
6
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can be fine-tuned by a human operator[5] in what is known as post-
script translation.
MT has used different methods and approaches since its inception.
However, in the last few decades, MT has evolved to reflect the idea
that language is too rich and complex to be analysed and translated
into a set of rules. Accordingly, new paradigms originated, instead of a
rule-based approach this new paradigms aim for the machine to learn
the rules of translation automatically from a large corpus of translated
text, usually called corpora[6]. This are called Data-Driven Methods
and nowadays they are the most studied methods for MT and the basis
of this report.
The statistical models for MT (SMT) base their translation on the
statistics estimated from the data and had been some of the models
with higher adoption over the last decades[6]. However, with the rise
of neural models in computer science we have seen a rapid progress in
the Neural MT (NMT), with big companies like Google shifting their
services from the previous statistical methods to NMT. This neural ap-
proach relies on large neural networks as a base for the translation[7].
The neural networks are trained with the parallel corpora and then
assign a translation for a sentence based in the likelihood of the trans-
lation. By 2017 most of the best MT systems had used neural networks
[8]. The aim of this project is to compare the traditional SMT with the
new NMT models.
1.1 Problem Statement
In this project I will compare different models of MT, one based on
statistical inference of phrase translations and other based on the use
of ANNs. In particular, the aim of this study is to compare and ex-
amine key differences between SMT and NTM in various translation
contexts. Specifically, this comparison address the following points:
• Performance difference depending on the amount of data.
• Performance difference depending on language pairs.
• Scaling properties
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1.2 Scope and objectives
In this study I compare different paradigms of MT. The objective of the
project is not to fine-tune the models but rather to provide a compari-
son framework which highlights the differences between the models.
Specially, this study will focus on how do these models perform and
scale given the amount of data used for training
The performance of both methods will be examined by the qual-
ity of their translation, which will be evaluated by its correspondence
with the translation made by a human operator under the BLEU scor-
ing metric[9].
The escalation properties of the SMT model will be examined by
the CPU time required for the model to train with increasingly big-
ger training data sets. I will examine the NMT scaling properties by
the GPU time required for its training with increasingly bigger train-
ing data sets. I will also provide CPU times for the training in NMT
models with small datasets. The provided CPU times of the NMT can
easily be used to estimate CPU times for bigger training sets, as the
training time of an ANN is linear with the size of the training data,
and therefore can be used to estimate values for the comparison with
SMT models.
I will create two pair of models, one to translate from German to
English, and one to translate from Russian to English. The objective
of this is to examine if there are significant differences between the
models performance and scaling properties given different languages
pairs.
Due to computational resources limits, the NMT model will be
restricted to conventional LSTM networks, the data will not be pre-
processed with byte pair encoding and the model will not implement
back-translation techniques. Due to the resources limits stated, this
study is restricted to a 284247 parallel sentences dataset for the Ger-
man to English model and a 235160 sentences dataset for the Russian
to English model. Therefore, the comparison can only draw conclu-
sions for this set of limitations and environment and they can not be
extrapolated to bigger sizes of training data or different models.
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1.3 Thesis outline
The rest of this report is organised as follows: In the second chapter the
main background needed for the understanding of the report will be
given. This background comprehends from natural language process-
ing terminology and overview or artificial neural networks to more
specific MT related background. The third section explains how the
experiment pipeline was made and how the results were colected and
evaluated. The fourth section presents the results of the experiments.
The fifth section discuss the presented results and the limitations of




2.1 Words Sentences and Corpora
2.1.1 Words
Words are the basic atomic unit of meaning. However, although the
concept of word seems simple in the Latin languages, as they are sep-
arated with spaces, the concept can become more difficult in other lan-
guages like Chinese were there are no spaces to separate each word.
Tokenization is the process to break raw text into words and an im-
portant pre-processing for MT, as we need to feedthealgorithms with
words, not with the raw text.
One interesting characteristic of words over a text is their distribu-
tion. In any text big enough we can observe that the frequency of any
word is inversely proportional to its rank in the frequency table[10].
This empirical law implies that the product of the rank of each word
an its frequency is roughly a constant. The most common words over a
text are usually function words like the, of, to, and. This function words
exist to explain or create grammatical or structural relationships into
which the content words may fit. On the other hand we have content
words that are words that have meaning like Book, Sofa, Glass. While
the number of unique function words is usually upper-bounded, the
number of unique content words can grow without limits as the text
grows.
The relationship between the words of a language and how they
are formed is studied under the morphology of the language. For ex-
ample we can change the meaning of a word by slightly changing its
10
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spelling as in ’houses’ were we have added a ’s’ to change the mean-
ing of ’house’. "Morphology creates various challenges for MT. While
some languages express the relationships between words mostly with
location of words, others use morphological variation of words. The
appropriate transfer of relevant information is not straightforward"[6].
Finally we have the lexical semantics. When translating words
we will face homonymy, meaning that some words are spelled the
same way although they have completely unrelated meaning, and pol-
ysemy, words with different meaning. The task to determine the mean-
ing of the word in a given context is called word sense disambigua-
tion.
2.1.2 Sentences
Sentences are aggregations of words that, together, have a new mean-
ing like expressing an idea or a past event. The sentences are struc-
tured and have a main verb and usually at least a subject as well
as other components. One striking characteristic of language is that
components of a sentence can be extended with other components in
a recursive way, enabling arbitrarily deep structures. This recursion
leads to some problems such as structural ambiguity: In the sentence
"Jim eats steak with ketchup" we can’t know if ketchup belongs to the
verb (eating happens with the ketchup) or to the steak (the steak has
ketchup on it). Structural ambiguity usually don’t represent a prob-
lem for humans, as we solve the ambiguity with the semantic meaning
(Eating with the ketchup makes no sense) but can present a challenge
for MT systems. There different grammar formalism are studied under
the Theories of Grammar.
2.1.3 Corpora
In both SMT and NMT we need a corpora of translated text to trainthe-
model. One important concept is the domain of the corpora. MT is a
difficult task, specially if the model to develop is of general propose.
Instead of this general propose models it is usual to restrict the free-
dom of the translation text forthemodels to certain domains. On exam-
ple would be to trainthemodel for scientific translation, were we can
achieve a high performance. If after trainingthemodel for the scientific
domain we try to use it to translate room-chat conversations we will
12 CHAPTER 2. BACKGROUND
probably get bad results. MT models for specific domains, for example
weather forecast, had been implemented with high performance [11].
Other characteristic of the text that have influence inthemodel would
be the modality of the text and the topic. If we are trainingthemodel
in written scientific papers, the text will be very different as if we were
doing so with spoken transcripts, often ungrammatically and full of
unfinished sentences. As for the topic we won’t translate "book" as
the same word if we are translating an airline website than if we are
translating a library one.
Once we havetheparallel corpus there is one further step we need
to take in order for the corpora to be useful: sentence alignment. The
language is not always translated sentence by sentence, as some of
them may be broken up, merged etc. Sentence alignment is an im-
portant task in SMT preparation and therefore had been widely re-
searched and formalised.
2.2 Probability theory
Probability theory is the branch of mathematics used when the out-
comes are not certain and many possibilities exist. Probability theory
deals with uncertainty in a strict mathematical manner, expressing it
through a set of axioms. In this section of the background I will give
a simplified overview of the field centred in the knowledge useful for
MT.
2.2.1 Common probability distribution
A probability distribution is a function than, in a simplified way, can
provide us with the probability of the possibles outcomes for an exper-
iment. In a more formal way a probability distribution can be stated
as "A function of a discrete variable whose integral over any interval
is the probability that the variate specified by it will lie within that
interval."
Probability theory provide us with some common distribution that
we can use. For example we have the uniform distribution, in which
all the possible outcomes have the same probability.
One of the most important probability distributions is the normal
distribution, also known as the bell curve or Gaussian distribution.
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where µ is the mean and σ is the variance. Notice that the Gaussian
distribution is a probability density for a real-valued values of x. If
we want to know the probability of the experiment outcome to be be-
tween an interval we need to integrate the area under the curve of that
interval.
Usually we can’t derive estimates about probability distributions
by inspection alone. For example we won’t be able to predict tomor-
row weather by simple reasoning, but we need to gather facts and
statistics and buildtheprobability distribution from them. In the same
normal distribution we need to know which is the average and the
standard deviation oftheexperiments. For example if we suspect that
a coin may be crooked we can toss it 1 million times. If in that 1 million
experiment 7 hundred thousand times we get heads we can compute
the probability of heads as 700.000/1.000.000 = 0.7.
One important notion when gathering probability distributions over
statistics is that we need the data sample to be big enough to be rep-
resentative of the true distribution. If we want to know if a coin is
crooked but we only toss the coin once, either it results heads or tails,
it won’t give us enough information on the underlying distribution.
This phenomena is known as the law of large numbers that states
thattheprobability estimates gets increasingly better the more counts
we collect.
2.2.2 Calculation of probability distribution
We can define a random variable X that may have several different
values, with the probability function p providing us with how likely is
each value of X. Any probability function needs to meet two different
properties:
• ∀x : 0 ≤ p(x) ≤ 1
•
∑
x p(x) = 1
Usually we want to deal with multiple random variables at the same
time. We will now study the relationship between those variables and
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how to extract information and calculate probability distribution over
them.
• Joint Probability: If we have to random variables A and B, we
can define the joint probability distribution as p(A=a, B=b) usu-
ally abbreviated p(a,b). This joint probability distribution is the
probability of getting both, the ’a’ outcome for the A random
variable and the ’b’ outcome for the B random variable. If both
variables are completely unrelated like the cast of a dice and the
flip of a coin, we can easily deduce that p(a,b) = p(a) * p(b). How-
ever we will usually have variables that are somehow related to
each other and in that case we will need other techniques to cal-
culate the joint probability.
• Conditional Probability: The conditional probability is what gives
us the information about how the variables relate with each oth-
ers. Let’s say that we want to know the p(a) given b, this is denote
as p(a|b) and it is defined as:
p(a|b) = p(a, b)
p(b)
we can reformulate the conditional probability in what is known
as chain rule:
p(a, b) = p(a|b) ∗ p(b)
• Bayes Rule: From the conditional probability and the chain rule
we can formulate the Bayesian rule:
p(a|b) = p(b|a) ∗ p(a)
p(b)
With the Bayesian rule we can express p(a|b) in terms of its in-
verse p(b|a) which is called the posterior and the elementary dis-
tributions p(a) and p(b)(the priors)
• Interpolation: In practice we often find that we have different
ways to estimatetheprobability distribution. We can use interpo-
lation to mix them in a weighted manner. This a known strategy
in the machine learning community known as ensemble learn-
ing.
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2.2.3 Properties of Probability distribution




• Variance: geometric mean of the difference between each event’s




2.3 Artificial Neural Networks
ANNs are computing systems that get some inspiration from the bi-
ological neural network. The use of this ANNs is to learn and apply
learn knowledge on tasks such as classification or regression. The key
point of the ANN is that they learn by considering examples and usu-
ally without a task-specific programming. ANNs have found a wide
variety of uses such as image recognition, classification, regression and
so on.
Figure 2.1: Example of a simple ANN.
Figure taken from the Wikipedia’s article on Artificial Neural Network
ANN are based on units or nodes also called neurons. This neu-
rons receive an input, change their internal stated with an activation
function dependant on the input and produce an output that can be
used by other units. The units get connected in a weighted way on a
network, that can be also understood as a directed weighted graphs.
The topology of the graph is called architecture of the network.
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The inputs to a node are multiplied by their weights and added
all together. Once we have this weighed added inputs, we apply the
activation function of the neuron to obtain the output (or activation)
of the neuron.
Figure 2.2: Example of a artificial neuron.
Figure taken from [12]
One important consideration when designingtheneurons is the ac-
tivation function. There are a lot of mathematical functions that can
be suited forthenetwork and some of the most representatives are the
threshold function, hyperbolic tangent and one of the most frequently














The learning of the network occur by changing the weights be-
tween connections. There are different learning techniques for the
weights but the Backpropagation(BP) is the mos usual one. BP is fol-
lows the next scheme:
1. We define a error function fortheneurons
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2. We derive the error of the neuron with respect to its weights in
order to know which is the direction in the hyperplane of the
weights were the error increases the most.
3. We move in the contrary direction, minimising the error by a step
controlled by the error and a learning rate we set arbitrarily
4. we repeat pass 2-3 a defined number of times or until we reach
convergence or other stop condition.
At the beginning of a backpropagation step we can only compute
the error in the output layer, as we can compare it with the desired out-
put. Once we calculate the error in the output layer we back-propagate
it to the prior layer, making them able to calculate their error and pass
it back.
2.3.1 Feedforward Neural Network
A feedforward neural network (FFNN) is an ANN where the connec-
tions between unis do no form a cycle. This are the simplest ANN,
were information move only forward. First of all we have the input
layer, the set of nodes connected to the input, which transmit the info
forwards. This starts a chain of forward transmissions through the n
hidden layers, until the information reaches the output layer (set of
nodes that we measure and which output is not connected to other
neurons). We can observe a basic FFNN in figure 2.4 which represents
a multilayer perceptron (MLP), the most common feedforward ANN.
Figure 2.4: Example of a FFNN.
Source https://www.digitaltrends.com/cool-tech/what-is-an-artificial-
neural-network/
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2.3.2 Recurrent Neural Networks
The Recurrent Neural Networks (RNN) can be seen as a generalisation
of FFNN were we allow cycles in the architecture of the network. This
characteristic allows RNN to exhibit dynamic temporal behaviour for
long sequences and this makes RNN specially useful for some task
such as speech recognition. An example of an unfolded RNN can be
observed in figure 2.5
Figure 2.5: Example of a RNN unfolded.
Source: http://www.wildml.com/2015/09/recurrent-neural-networks-
tutorial-part-1-introduction-to-rnns/
2.4 Long short-term memory
Long short term memory cells are building blocks for RNN[13]. When
a RNN is composed of LSTM cells it is known as a LSTM network. The




The three of this gates can be seen as conventional perceptrons
units. The main capacity of a LSTM networks is its ability to learn
long-term dependencies, which make them useful in different scenar-
ios like machine translation[13]. An example of an LSTM cell can be
observed at 2.6
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Figure 2.6: Example of a LSTM cell.
Image taken from [14]
2.5 Phrase-based SMT
2.5.1 Word alignment
In order to createthephrase based SMT model we have parallel text.
However, this parallel text is not enough, as we need to align the
words between sentences. Sentences are not aligned word by word,
as different languages place words in a different way. In fact, when
translating a sentence, words may not only change position but even
disappear of get inserted.
The word alignment is not given and, consequently,thedata is in-
complete. Having incomplete data is a common situation in data sci-
ence and there are a few algorithms designed to deal with it. Inthedata
there are hidden relationships, the alignment between words, and con-
sequently the word alignment can be seen as a latent variable. We
will use the Expectation-Maximisation[15] algorithm in order to get
the word alignment.
2.5.2 Phrase extraction
If we watch closely the figure 2.7, we can appreciate that "geth davon
aus, dass" could be translated as "assumes that". This is what is known
as phrase-translation, were the translation units no longer need to be
words but can be a few (or more) consequent words. The phrase ap-




























Figure 2.7: Example of word alignment.
Image taken from [6]
proach has many advantages like helping to resolve ambiguities or
adding context to the translation.
Given a word alignment A we will define a phrase pair (f, e) as
consistent with it if all three conditions are meet:
1. ∀ei ∈ e : (ei, fj) ∈ A→ fj ∈ f
2. ∀fi ∈ f : (ei, fj) ∈ A→ fe ∈ e
3. ∃ei ∈ e, fj ∈ f : (ei, fj) ∈ A
Notice that some words do not have alignments and consequently
they can not violate the consistency of the phrase pair. Therefore {"asumes",
"gerh davon aus"} and {"asumes","geth davon aus ,"} are both valid
phrase pairs. Some examples of inconsistent phrase pairs would be:
• {"michael asumes","michael geht davon"}: the word "asumes" is
aligned to "aus" but this is not in the German sentence, breaking
the first rule of consistency.
• {"will","bleit"}: the word "bleit" is aligned with "stay" but this
word is not in the English phrase, breaking the second rule of
consistency.
Once we have defined the concept of consistency, given a word
alignment the idea is to loop over all the possible source language
phrases in a source sentence and match them with the minimal tar-
get phrase that make a consistent phrase pair. We will keep all the
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matched phrases pairs over the whole text and then we will use them
to build the phrase translation table. There are some extra consid-
erations like, if the matched target phrase borders with an unaligned
word, we will match the source with both, the original target phrase
and with the original target sentence extended with the unaligned
word[6].
2.5.3 Phrase translation probabilities
We have established how to extract phrases pairs from a sentence pair.
We now need to establish the probability of translating the phrase f
into the phrase e, which is represented by p(e|f). This probability is
inferred with the relative frequency:
p(e|f) = count(e, f)∑
fi
count(e, fi)
Where count(e, f) returns the number of sentences pairs where the
phrase pair (e, f) is extracted.
2.5.4 Translation
Once we havethephrase translation table we can build a search algo-
rithm to buildthepossible translations, also known as hypothesis, and
then evaluate them to chose the most likely hyposthesis. Even with
a small model, the search can be too big to explore in its totality and
SMT usually resorts to heuristic algorithms like beam search. The beam
search can be defined as "An optimisation of the best first graph search
algorithm were only a predetermined number of paths are kept as can-
didates"1. The current state-of-the-art in beam search is to generate the
target sentence word by word, from left to right while keeping a fixed
amount of candidates at each time step[16]
1http://foldoc.org/beam+search
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2.6 Neural Machine Translation
2.6.1 Word representation
One important question in NMT is how to represent words. We need
to feed or ANN with a vector of real numbers, but words are discrete
items over a large vocabulary. One used approach to transform the
words to the desired vector is to use the bag-of-words model, which as-
signs one dimension to the vector for per word in the vocabulary. In
a bag-of-words the representation of a word will be a vector with all 0
except the dimension of the word itself. Once we have the words rep-
resented as a vector with or bag-of-words model, we will introduce a
extra layer between the bag-of-words vectors and the ANN. This extra
layer is know as word embedding and its objective is to transform the
bag-of-words vector to another vector, usually with lower dimensional-
ity, where words that occur in similar context are presented near each
other in the hyper-space represented by the vector. There are differ-
ent techniques to obtain the embedding, but in this project we will use
the word2vec[17] technique developed by a Google team led by Tomas
Mikolov.
2.6.2 Neural Language Models
Neural Language Models are models that, given the n previous words
in a sentence, predict the probabilities of the words to be the next word
in the sentence. We can express formally the probability given by the
models as p(wi|wi−1, wi−2, wi−3, wi−4), where wi refers to the i-th word
in a sentence. An example of this kind of Languages Models can be
seen in figure 2.8
Instead of using a fixed number of words as input, we can make
use of RNN. With the use of RNN we remove the restriction on the
fixed size of the context window, conditioning on context sequences of
any length. An exmple of this kind of recurrent Language Models can
be seen in figure 2.9
2.6.3 Encoder-Decoder approach
The most common NMT models are a extension of the Neural Lan-
guage Models with some refinements like the attention mechanism
CHAPTER 2. BACKGROUND 23
Figure 2.8: Example of a feed-forward neural language model.
Image taken from [7]
[18]. We will base out NMT model in the RNN language model. We
will trainthemodel with the Encoder-Decoder Approach, see figure
2.10 for an illustration. What we will do is to concatenate the source
language sentence and the target language sentence, adding begin and
end of sentence tokens. We then train the model with the BPTT algo-
rithm with some additions[7]. When we want to decode (translate)
we simply feed the model with the source sentence until the model
predicts an end of sequence.
2.6.4 The beam search
Our model predicts words one by one. To choose a wordthemodel
computes the probabilities of the words to be the next output word.
One we have the probabilities the model chooses the word with a high-
est probability. The chosen word influences the probabilities of the
next words. This process where we choose only the most likely words
can lead to some problems like the so-called garden-path-problem,
where we follow a sequences of words and realise to late that it is an
incorrect one. What we will do to improvethetranslation is to, instead
of always choosing one word, doing a pruned beam search, were in
each step we will chose up to n words and then keep developing its
translation, being able to provide different possible translations (also
known as hypothesis) each of them with a translation probability. At
the end of the beam search we can choose the sentence with best prob-
ability as the best translation. We can observe an visual representation
of this beam search at figure 2.11
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Figure 2.9: Example of a recurrent neural language model.
Image taken from [7]
2.7 Related work
Machine translation has been an active research field since the fifties
and, therefore, a lot of literature had been produced over the years.
Back in 1949, Warren Weaver, one of the pioneers in MT, stated
the analogy between translating languages and decoding the Enigma
Machine[19]. Lots of researchers started to work on MT, and major
funding went into the field. A report[20] to asses the progress and
the limits on computational linguistics, specially on machine transla-
tion was commissioned to ALPAC by the government of the EEUU in
1966. The report had very sceptical conclusions and resulted on a re-
duction in funding by the EEUU government on MT and an a heavy
abandonment of the research in the field, specially in the EEUU. In the
1980s an IBM team lead by Makato Nagao created the first translation
model that was based on large numbers of translation examples[21].
The research on Machine translation continued at IBM, contribut-
ing with its research to a resurgence in interest in machine translation.
One of the publications was [22], were a statistical model of transla-
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Figure 2.10: Example of a Sequence-to-sequence encoder-decoder
model.
Image taken from [7]
tion from French to English was shown. Most of the same authors
published 3 years later a paper were the mathematical insights of 5
different models of statistical translation were described[23]. Nowa-
days Phillip Kohen has gathered most of the knowledge on SMT on
his book [6].
Although the adoption of ANN for MT is a recent development, it
has been in the sight of researchers for as back as the 1990s. In 1993 a
team comprised of M. Asunción Castaño, Francisco Casacuberta and
Enrique Vidal proposed models surprisingly similar to the ones used
nowadays[24]. At this early stage, the computational needs exceeded
the resources and NMT went into a hibernation stage until in 2007,
when Holger Schwenk made significant improvements[25]. The prob-
lem with the computational needs was still present, and therefore the
NMT ideas proposed by Schwenk were slowly adopted. In the mean-
time, ANN made its way to the then state-of-the-art SMT models by
providing additional scores, extending translation tables, reordering
and so on [26][27][28][29].
In 2013 and 2014 there were some efforts to abandon statistical ap-
proaches completely[30][31][32], but it was not until 2015 when, with
the addition of the attention mechanism, NMT finally produced com-
petitive results[18][33]. As with the SMT, Philipp Kohen have pro-
duced a very comprehensive paper that gather the main information
needed for NMT[7]
Each year a number of competitions are held were MT systems are
compared[6]. One of the most important one is The Conference on Ma-
chine translation(WMT), which is held since 2016, and its predecessor
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Figure 2.11: Example of a search graph from a beam search.
Image taken from [7]
The Workshop on machine translation (WMT), held from 2005 to 2015. In
the conference, as well as in the workshop, the models are evaluated
and their results are freely available. We can compare the results on
the different models submitted by the different organisation. In 2015
all but one of the submitted models in the competition were statisti-
cal models, with the neural one under-performing in comparison[34].
In the 2016 conference, a neural model achieved the best performance
in most of the languages[35]. In the 2017 almost all of the submitted
models were based on NMT[8]
Chapter 3
Method
In the previous section I have explained the models being compared.
In this one I will explain the methodologies used in the experiment
pipeline. For the SMT model I have chosen the Moses[36] framework
as it provides with a complete set of tools for model creation. For the
NMT I have chosen the OpenNMT[37] framework for the same reason
I have chosen Moses.
For both models I have chosen a corpora with a news domain. This
corpora can be downloaded at the WMT18 webpage 1 and contains
parallel text comprised of translated news. The election of this dataset
is due to its wide use in different scenarios like the WMT, were it is
one of the training sets for the News translated task. I will use the
German-English and the Russian-English corpora, the former com-
prised of 284246 sentences and the latter comprised of 235159 sen-
tences.
3.1 Statistical model
3.1.1 Preprocessing of the data
First of all, we have to pre-processthedata from raw data to truecased
and tokenized data, both steps playing a key role inthetraining pipeline.
In order to tokenize and truecase the text, I have used the scripts pro-
vided by Moses with this end. Notice that an additional script is run
in order to delete the sentences that excess certain amount of tokens,
as they can cause problems for the training algorithm and make us get
1http://data.statmt.org/wmt18/translation-task/training-parallel-nc-v13.tgz
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worse results. The upper bound of tokens for the sentences I have cho-
sen is 80, as suggested in the Moses documentation. Intheexperiments





andthedata gets processed as follows:
1. Before preprocessing
• Guy Verhofstadt: Brexit will be delayed unless Britain makes
further concessions to EU.
• Getting into a huge online fight with JK Rowling about owls,
Brexit and postage stamps.
2. After tokenization
• Guy Verhofstadt : Brexit will be delayed unless Britain makes
further concessions to EU .
• Getting into a huge online fight with JK Rowling about owls
, Brexit and postage stamps .
3. After truecase
• guy Verhofstadt : Brexit will be delayed unless Britain makes
further concessions to EU .
• getting into a huge online fight with JK Rowling about owls
, Brexit and postage stamps .
Note that an extra steep will take place were sentences with a ex-
ceeding number of tokens will be eliminated from the dataset.
2http://www.statmt.org/moses/
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3.1.2 Training
Once we havethedata ready we can start trainingthemodel. As stated
in the previous section I need to establish a word alignment for parallel
data. Moses will do it with GIZA++[38] which is a freely implementa-
tion of the IBM models for word alignment. The establishment of the
word alignment is the most computing-consuming step in the training.
In the training GIZZA++ will be run twice, in bidirectional runs, and
the final word alignment will be based on both runs intersection. Once
GIZA++ has established the word alignments Moses will infer the Lex-
ical Translation Table and will extract the phrases and save them in
a file. Finally the phrase translation probability table will be created
with the procedure explained in 2.5.3
3.1.3 Language model
The Language Model (LM) are statistical models learned from mono-
lingual text that compute how probable a sentence is in a given lan-
guage. The LM are used to ensure a fluent output bythemodel by mix-
ing the probability of a translation given a source sentence with the
probability of the translation in the target language. Moses relies on
external tools to create the Language model.
3.1.4 Tuning
When we are decoding (translating) with Moses. the framework as-
signs a score for the translation hypotheses using a linear model. In
the tuning section the framework finds the optimal weights for this
linear model. For this end I have used a separate test set in order to
score the model and keep the optimal weights.
3.1.5 The Decoder
Once I have the model trained, the decoder Moses will use a beam
search to generate a set with translation candidates and, if we don’t
specify the opposite, will chose the most likely of the candidates as the
translation sentence.
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3.1.6 Environment
For the SMT model creating with Moses I have used a laptop with the
following specifications:
• Processor: Intel Core i7-7500U (2 cores, 4 threads, 2.70GH base
frequency, 3.5GH base frequency).
• Memory: 8GB DDR4
• Storage: 256GB SSD
3.2 Neural Model
For the NMT models I will use the tools given by the OpenNMT which
can be used to pre-process the data, train the network, translate and
evaluate. OpenNMT is a generic deep learning framework that can
be found in it webpage 3 and is mainly specialised in sequence to se-
quence models. For this project I have used the LUA implementation
of OpenNMT.
3.2.1 Preprocessing
As with the SMT wee need to preprocessthedata in order to prepare
it for the training. IntheNMT this process includes several steps like
tokenization, in order to generate an adequate dataset to use in the
training step. One of the output of the pre-processing with OpenNMT
is the obtaining of a dictionary file for each language, which assigns
an internal number for each different token. One of the main hyper
parameter that I decided to tune is the vocabulary size, which is the
number of tokens that will get an index assigned in the dictionary file.
Internally the system never uses the words themselves, but uses these
indices and therefore the system will not be able to recognise a token
if this do not have an index assigned. While both vocabulary sizes
are important, the target vocabulary size can be decisive in the qual-
ity ofthetranslation. Ifthetarget language real vocabulary is big but
we restrict it too much in the pre-processing time, the model will pro-
duce a lot of "unknown" words in the translation. When we restrict
the vocabulary size of any language the preprocessing keeps the more
3http://opennmt.net/
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Figure 3.1: Beam search visualisation.
Source: http://opennmt.net/OpenNMT/translation/beam_search/
frequent words. The vocabulary size is an hyperparameter to tune for
the network and therefore there is not any hard rule to choose the size.
However we can use the Zipf rule [10] to help us chose the vocabulary
size.
3.2.2 Training
The training of the model is handled automatically by the OpenNMT[37]
framework. In this project the default options were used, were I used
a simple LSTM RNN as a encoder and a LSTM RNN with an attention
layer as a decoder. The documentation of the training script used can
be found at its documentation page4, while its implementation can be
found at its github page 5.
3.2.3 Translation
The translation is done with a beam search as explained in 2.6.4. The
beam search with OpenNMT provides some options like the ability
to tune the beam size which can be used to trade-off translation time
and search accuracy. We can also use the beam tree to chose the n-best
4http://opennmt.net/OpenNMT/options/train/
5https://github.com/OpenNMT/OpenNMT/blob/master/train.lua
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translations for a query. We can see a visual representation of a search
in the figure ??
3.2.4 Hyperparameter selection
The NMT model is based on a LSTM network and therefore I need to
define its architecture. There is not hard directives when it comes to
architecture selection, and usually a mix of knowledge and trial and
error is needed. First I built a baseline system with two stacked LSTM
networks with 500 hidden units each and 50.000 vocabulary size. I
have chosen this architecture as a baseline model based on the Open-
NMT documentation. I then have trained two more models, one with a
larger architecture (2 stacked LSMT networks with 1024 hidden units),
and one with an unlimited vocabulary size.
I have chosen this 3 architectures to see how the number of hid-
den nodes and the vocabulary size impact the performance. Due to
time limitations I have compared the performance of the 3 architec-
tures with models trained with 50.000 sentences (48.784 after prepro-
cessing), as I considered the they can give insightful information for
the bigger models. This is not an in-depth hyperparameter tuning and
the aim was to help me chose the architecture.
The results of this comparison can be seen in section 4, where can
be seen that the baseline architecture outperformed the other two and,
therefore, was the one chosen for the NMT models of this project.
3.2.5 Environment
I have trained the NMT models under the Google Cloud Computing ser-
vices with the following specifications:
• Processor: 2x vCPU
• Memory: 16GB
• Graphics card: 1x NVIDIA Tesla K80
• Storage: 500GB HDD
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3.3 Evaluation
Evaluation is a difficult task in MT and therefore different methods
have been developed, either human-based or software-based[39]. For
this project the evaluation has been done with the BLEU metric score[9].
BLEU is an automatic method for MT evaluation that highly corre-
lates with human evaluation. BLEU is quick, cheap and language-
independent, which makes it a good choice for this project. BLEU
base its evaluation in a modification of the precision measure[40]. To
evaluate a translation we need a reference text to compare the transla-
tion with. The reference can include several different translations for a
source sentence, but I will focus on references with only one possible
translation. The conventional precision calculates how many words
of the MT translated sentence (From now on candidate) appear in the
reference sentence. The repetition of common words of phrases is a
common problem that can lead to over-inflated precision scores as can
be seen in the next translation:
• Candidate: The the the the the the the
• Reference: The water bottle was in the table
Out candidate would obtain a 7/7 precision score but obviously it is
not a good translation. BLUE introduces a modification of the preci-
sion score to deal with this over-inflation. With the BLEU score we first
count the maximum number of times each word in the MT translation
occurs in the reference. Afterwards we clip the total count of each can-
didate word by the reference count, we add these clipped counts up
and we divide by the length of the candidate. Following the last ex-
ample we would obtain a precision of 2/7 as the word "the" is clipped
to 2, the maximum times the word "the" appears in the reference.
We compute the modified precision with uni-grams, which means
with words by their own, with bi-grams, which means pairs of consec-
utive words and so on until four-grams. The modified precision for a
n-gram decays exponentially with the number of grams, as it is much
more difficult to find sequences of 4 consecutive words of the candi-
date in the references than of 3 consecutive words, and so on. There-
fore we will weight the modified precision obtained by each n-gram,
giving more importance to the longer n-grams. BLEU also uses some
techniques to penalise candidates too short, as this kind of sentences
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can obtain better precision scores although being worst translations,
as its modified precision is divided by a lower number.
The BLEU metric score is implemented in both frameworks in use
in this project. The BLEU implementation that the Moses framework
uses can be found in its github repository6. The BLEU implementation
used on OpenNMT follows the sintaxy7 used in the Moses implemen-








In order to facilitate the comparison, all the results in this section are
presented as plots. The source data of all the plots is available in form
of tables in Appendix A.
4.1 SMT
4.1.1 Quality scores
First of all I addressed the quality of the SMT model. This model
is build based on the phrase translation probabilities inferred over a
large parallel corpora. I built the model with the Moses framework,
evaluating the outcome with the BLEU metric score. I gradually in-
crease the number of sentences in the training set to address how the
size of the training set affects the performance of the model and in its
computational needs. I have created multiples models for translation
from German to English and from Russian to English with different
sizes of the training dataset.How the models performed can be seen
on the figure 4.1.
In both models I found that the learning curve of the model was
similar to a exponential rise to a limit. At the beginning, the German
to English model learns extremely quick, going from 0 BLEU score
to more than 13 with just an approximately 10.000 sentence training.
The learning of this model quickly loses momentum and slows down.
We can observe that, with approximately the first 10.000 sentences,
the model improves by more than 13 BLEU points but, from 219391
to 283453 sentences the model dos not even improve half point. The
35
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Figure 4.1: BLEU score of multiple SMT models for different languages
and training dataset sizes (Number of sentences): A) German to En-
glish models, B) Russian to English models
results of the Russian to English model are similar to the German to
English model. One possible explanation for this learning curve is
that there are phrases pairs that are very common, as they are used
to give cohesion, explain or create grammatical structures. This very
common phrase pair will occur multiple times even in smalls corpora
and, consequently, the model will be able to learn them even from a
small dataset. To learn rare phrase pairs the model requires of a larger
dataset to be able to find examples of those phrase pairs in them. This
explain why the learning slows down but does not completely stops.
Once have added enough sentences to the dataset for the model to
have learn most of the common phrase-pairs, it will keep learning as I
increase the dataset because the model will probably find more, rarer
phrase pairs.
4.1.2 CPU time required by the SMT model
As explained in section 3.1.6, I have trained the SMT model with a
Intel Core i7-7500U. The training conditions have been identical for
every model trained and the data have been collected by the log files
generated by Moses.
As we can observe, the CPU-time required for the models to train is
linear with the size of the training dataset. The training time increases
at an approximate 3.50E − 07 minutes per sentence. One interesting
observation is that both models scale equally independent of the lan-
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Figure 4.2: Training time of SMT models for different languages and
training dataset sizes (Number of sentences): A) German to English
models, B) Rusian to English models.
guage.




























Figure 4.3: Tuning time of the SMT models with different languages
pairs and training dataset sizes(Number of sentences): A) German to
English models, B) Rusian to English models.
As explained in section3.1.4, in the SMT models one extra steep is
needed to improve the translation quality, known as tuning. As we can
see in figure 4.3, the tuning time seems more erratic than the training
time.
The total time needed for the creation of the SMT depending on
the number of sentences used to create them can be seen in figure 4.4.
As we can see, although the tuning time makes it irregular, it tend to
increase with the number of sentences in the training set.
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Figure 4.4: Total time of the SMT models with different languages pairs
and training dataset sizes(Number of sentences): A) German to En-
glish models, B) Rusian to English models.
4.2 NMT
4.2.1 BLEU score by number of epochs
To create the NMT models I had based the translation on large ANN.
The models are implemented with the OpenNMT framework, which
provides with the set of tools needed to build them. As with the SMT
models, all the models are evaluated using the BLEU metric score.
When NMT models are trained, an iterative process takes place
where the ANN is trained. This iterative process can be done indef-
initely, and istheresponsibility to choose a stop condition. An epoch is
a complete loop run where we train the ANN with all the training set.
In order to estimate how many epochs should I trainthemodels with, I
have computed the BLUE score over each epoch for both languages
trained with approximately 50.000 parallel sentences and using the
baseline architecture (2 layers, 500 hidden nodes, 50.000 vocabulary
size). As we can see in figure 4.5, the learning happens mostly in the
first 20 epoch.
I have repeated the anterior experiment with the maximum avail-
able data for each language: 284247 paralel sentences (283453 after pre-
processing) for the German to English model and 235160 (232480 after
preprocessing) for the Russian to English one. As we can see in figure
4.6, the learning here is quicker at the firsts epochs. In this models the
learning happens mostly in the first 15 epoch, a common number of
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Figure 4.5: BLEU Score over the number of epoch for two baseline
models (2 layers, 500 hidden nodes, 50.000 vocabulary size): A) Ger-
man to English model trained with 48784 parallel sentences, B) Rus-
sian to English model trained with 46509 parallel sentences.
needed epoch in NMT[7].
























Figure 4.6: BLEU Score over the number of epoch for two baseline
models (2 layers, 500 hidden nodes, 50.000 vocabulary size). A) Ger-
man to English model trained with 277.749 parallel sentences, B) Rus-
sian to English model trained with 219.954 parallel sentences.
I have used this information as a empirical stop criteria in the train-
ing of the models.
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4.2.2 Hyperparameter selection
As explained in section 3.2.4, I need to define the architecture ofthenet-
work as well as to tune in some parameters. I have decided to train a
baseline model and then compare its performance with two different
models, one with a bigger ANN and one with a bigger vocabulary size.
The baseline model architecture is that of a two layers LSTM network,
with 500 hidden units and a 50.000 vocabulary size. All the models of
this subsection are models of translation for German to English, and
they are trained over 48.784 sentences of parallel data. As well as the
performance, I also wanted to know if a different architecture or vo-
cabulary size had effects on the learning curve. In the figure 4.7 we can
observe the performance and learning rate ofthebaseline system.
I have compared the baseline model with a model with a bigger
architecture, a two layered LSTM network with 1024 hidden units. As
we can see in figure 4.8, this model performed worse than the baseline
model, meaning that a smaller network is able to perform better on
unseen data that the larger ANN, when trained on a small dataset (ap-
proximately 50.000 sentences). The baseline model scored 7.35 BLEU
points at its peak, while the model with a larger ANN scored 5.06 at its
peak. Both models have a similar learning curve, heavily decreasing
its learning at around the fifteenth epoch.













Figure 4.7: Performance of the baseline model over the number of
epoch.
CHAPTER 4. RESULTS 41













Figure 4.8: Performance of the modified model with a bigger number
of hidden units (1024) over the number of epoch.
I have also compared the baseline model with a model with unlim-
ited vocabulary size. The performance of this model can be seen at
figure 4.9. Restricting the vocabulary size yielded better results than
indexing every single word. The learning curve of both models is sim-
ilar, heavily decreasing the learning after approximately the fifteenth
epoch.
4.2.3 BLEU score over increasing training set
Once I had chosen the hyperparameters fortheNMT models, a two-
layered LSMT network with 500 hidden units and a 50.000 vocabulary
size, I measured its performance depending on the training dataset
size. I have trained models for both language pairs with increasingly
larger training sets, and have measured its performance at the twenti-
eth epoch. The results can be seen at figure 4.10, where we can observe
a similar learning curve for both models. We can also observe than
the Russian to English model underperformed in comparison with the
German to English model.
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Unlimited Vocab. size model
Performance
Figure 4.9: Performance of the modified model with an unlimited vo-
cabulary size over the number of epoch.


























Figure 4.10: BLEU scores of NMT models with different dataset size
(number of sentences) and languages pairs: A) German to English
models, B) Russian to English models.
4.2.4 GPU times with increasing training set
I have timed the training ofthedifferent models to asses its scaling with
the training data size. We can observe the results in the figure 4.11,
where we clearly see that the training increases linearly with the size
of the training set. One interesting observation is that the training of
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the Russian to English models is slower than the German to English
models.
























Figure 4.11: GPU training time comparison for NMT models with dif-
ferent training set size (number of sentences) and languages pairs: A)
German to English models, B) Russian to English models
4.3 Comparison of the performance
In the figure 4.12 we can seethefinal comparative results on perfor-
mance. The SMT models outperformed the NMT ones for all the sizes
of the training dataset, scoring approximately 5 BLEU points more in
the German to English trained with all the data available for the lan-
guage pair, and around 7 points more in the Russian to English trained
with all the available data for the language pair.
4.3.1 Comparison of the training time.
As the training time for the NMT models far exceeded the time limi-
tations for the project, I have made a estimation given the seconds per
epoch in the same environment that the SMT models were trained on
with all the avaliable data for both laguages pairs. Once I have colected
the time per epoch I have multiplies it by 20 to obtain an estimate of
the CPU time to train the models. We can estimate with great con-
fidence the time for other datasets sizes as the training time is linear
with it.
As we can see in the figure 4.13, the time required for the NMT
is orders of magnitude greater than the time needed by the SMT. The
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Figure 4.12: Comparison between SMT and NMT models with differ-
ent training dataset sizes (number of sentences) and languages pairs:
A) German to English models, B) Russian to English models.
NMT approach requires far more compatitonal resources than the SMT
approach.


































Figure 4.13: Comparison between CPU-time required by SMT and
NMT models for different training dataset sizes (number of sentences)




In this project I have compared two different paradigms of MT, one
based on statistical inference of phrase pairs translation probabilities
and other based on the use of ANN. I have used relatively small data-
sets for the training of models. I have created models for two lan-
guages pairs, one being German to English and the other Russian to
English. The SMT outperformed the NMT with all the sizes of train-
ing for both language pairs. The most difference in performance has
been found with extremely small data sets like the ones with approx-
imately 20.000 sentences, where the SMT performed around 14 BLEU
points better than the NMT for the German to English model and
more than 13 for the Russian to English. This results follow the lines
by Kohen[7], that NMT need of some more extra steps that the ones
implemented in this report to improve the results. With a provided
dataset of 284247 parallel sentences from German to English (283453
after preprocessing for the SMT model and 277749 after preprocessing
for the NMT model), the SMT model achieved a 139% performance
in comparison with the NMT model. With a provided 235160 paral-
lel sentences from Russian to English (232480 after preprocessing for
the SMT model and 219954 after preprocessing for the NMT model),
the SMT model achieved a 167% performance in comparison with the
NMT model. In both paradigms the models from German to English
outperformed the models from Russian to English.
It is interesting to note that this results are not in line with the actual
state-of-the-art, where NMT is outperforming SMT models[8]. The ex-
planation of this is that this stat-of-the-art NMT models use some extra
techniques like BPE and backtranslation and that they are trained on
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extremely large datasets in the order of tens of millions of parallel sen-
tences[8].
One implication of the results is that, in case that we only have a
relatively small training set, SMT models can be a better option than
NMT. This is specially important for languages with a small number
of speakers or endangered languages, were the gathering of parallel
data can be a difficult task.
The NMT proved to be much more expensive to train in terms of
computational resources. While CPU-trained SMT times are within
a sensible range, the times for CPU-trained NMT models make them
unpractical to train on CPUs, making necessary the use of GPUs to get
the time down to a sensible amount. The need of specific hardware is
specially important if we intend to research and need to create multi-
ple models. The NMT models scaling also proved more sensitive than
the SMT, with the NMT models from Russian to English being notice-
ably slower to train than the ones From German to English. This is due
to the lower amount of source tokens per second processed in the Rus-
sian to English model, with the German to English model processing
up to 133% the numbers of source tokens per second that the Russian
to English models do.
One implication of this results is that, in case of not having acces to
high-end hardware suitable for ANN training, the SMT can be a better
option, as their requeriments are lower and can be asumend even for
low/mid-end hardware.
5.1 Limitations
This project was mostly limited by the relatively small training sets
for the models. This is due to the high amount of resources needed to
train the models with larger datasets. This project is also limited to a
specific domain for both, training and testing sets, which are from a
news domain and therefore I can not conclude that the results would
be the same for a general propose domain. The project has also been
limited to a unique technique for evaluation, the BLEU metric score.
Other limitation I have found in this project is that I have restricted
the models to a set of techniques due to time limitations, but that both
paradigms can be heavily tuned and multiple different techniques could
be implemented with potentially different results.
CHAPTER 5. DISCUSSION 47
This project is lacking of statistical rigour, as I only disposed of a
single testing set, and therefore the results are inconclusive. I did some
basic bootstrapping techniques to calculate the confidence intervals at
95%, which were around 0.1 BLEU points for all the models. However,
more rigorous and proper statistical techniques with more testing sets
should be used in order to make the project conclusive.
5.2 Ethics and sustainability
MT can raise some ethical dilemmas as when it is used as a tool for
people monitoring. Some governments are counted within the largest
funders of research in MT[6], given that MT facilitates the automati-
cally monitorization of foreign people that is not speaking or texting
in the government language. This can be a ethical dilemma as the MT
facilitates that monitoring, which can be understood as a intrusion in
the privacy.
The use of MT can be beneficial for the planet as it makes easier the
communication between people. One example would be the reduction
of paper used for information papers when, instead of printing them
in different languages, they can be printed in just one of them and then
the user can use MT to translate it to his language.
5.3 Future work
As stated in previous sections, this project was heavily restricted due
to time and resources limitations, specially in the set of techniques
used to build models. I would like to asses how the inclusion of BPE
and backtranslation affected the performance of the NMT models. It
would be interesting to try to get close to the scores the models are
getting in the MT competitions like [8], for which the models whould
be trained with bigger datasets.
Other interesting research would be how the election of the news
domain have influenced the results. To try to address this questions, I
would try to find a general propose domain dataset of approximately
the same number of sentences thanthenews domain one, and then
evaluate the models trained with the general domain with the new do-
main test set. I would also train models with the news-domain dataset
and then I would test them with the news domain test set.
48 CHAPTER 5. DISCUSSION
One interesting finding was that a smaller number of hidden units
yielded better results than a larger one. It would be interesting to
watch how this architecture holds up against the one with a large num-
ber of hidden units if I increase the training set. Also I would be inter-




The result of this study showed that this project’s SMT models per-
formed better than the NMT when implemented with a basic set of
techniques and a relatively small training set. In both paradigms, the
German to English models performed better than the Russian to En-
glish ones. I also showed that the computational resources for the cre-
ation of NMT models far exceeds the resources needed by SMT. All
this observations are just trends and they are not conclusive as this






Results in table form
German to English SMT models







Figure A.1: BLEU Scores of the SMT German to English models with
the provided number of sentences and the sentences post preprocess-
ing.
Russian to English SMT models







Figure A.2: BLEU Scores of the SMT Russian to English models with
the provided number of sentences and the sentences post preprocess-
ing.
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German to English SMT models







Figure A.3: Training time of the SMT German to English models with
the provided number of sentences and the sentences post preprocess-
ing.
German to English SMT models







Figure A.4: Tuning time of the SMT German to English models with
the provided number of sentences and the sentences post preprocess-
ing.
German to English SMT models







Figure A.5: Total time of the SMT German to English models with the
provided number of sentences and the sentences post preprocessing.
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Russian to English SMT models







Figure A.6: Training time of the SMT Russian to English models with
the provided number of sentences and the sentences post preprocess-
ing.
Russian to English SMT models







Figure A.7: Tuning time of the SMT Russian to English models with
the provided number of sentences and the sentences post preprocess-
ing.
Russian to English SMT models







Figure A.8: Total time of the SMT Russian to English models with the
provided number of sentences and the sentences post preprocessing.
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BLEU Score
Epoch Baseline 1024 Hidden nodes Unlimited Vocab




5 0.08 0.23 0.48
6 1.15 0.99
7 3.19 1.17 1.79
8 3.77 2.93
9 4.78 3.5










20 7.27 4.97 5.55
Figure A.9: Performance ofthehyperparameter selection models with
different number of epoch of traning
German to English NMT models







Figure A.10: BLEU score of NMT models from German to English with
different training dataset sizes.
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German to English NMT models




Figure A.11: GPU time required for the full training of NMT models
from German to English with different training dataset sizes.
Russian to English NMT models







Figure A.12: BLEU score of NMT models from Russian to English with
different training dataset sizes.
German to English NMT models





Figure A.13: GPU time required for the full training of NMT models
from Russian to English with different training dataset sizes.
Model German to English Russian to English
Pre-processing Sentences 284247 235160
Post-processing sentences 277749 219954
CPU - Epoch time 543.97 536,98
Expected training time 10879,44 10739,6
Figure A.14: Expected CPU time required for the full training of NMT
models with both language pairs with all the available corpora.
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