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1. Introduction 
 
The Dirac wave equation is used to describe the dynamics of spin one-half particles at high 
energies (but below the threshold of pair creation) in relativistic quantum mechanics. It is a 
relativistically covariant linear first order differential equation in space and time for a multi-
component spinor wavefunction. This equation is consistent with both the principles of 
quantum mechanics and the theory of special relativity [1]. The physics and mathematics of the 
Dirac equation are very rich, illuminating and gave birth to the theoretical foundation for 
different physical phenomena that were not observed in the non-relativistic regime. Among 
others, we can cite the prediction of electron spin, the existence of antiparticles and tunneling 
through very high barriers, the so-called Klein tunneling [2]. In addition, Dirac equation appears 
at a lower energy scale in graphene (2 D array of carbon atoms), wherein the behavior of 
electrons is modeled by 2 D massless Dirac equation, the so-called Dirac-Weyl equation [3]. 
However, despite its fundamental importance in physics, exact solutions of the Dirac equation 
were obtained only for a very limited class of potentials [4]. 
 
In this paper, we study situations with spin or pseudo-spin symmetry which are SU(2) 
symmetries of the Dirac equation that have different applications especially in nuclear physics 
[5]. The spin symmetric case is generally defined for situations where ( ) ( ) ( ) sr S r V r C     
, where Cs is a real constant while S(r) and V(r) are the scalar and vector components of the 
potential, respectively. Spin symmetry has been used to explain the suppression of spin-orbit 
splitting of meson states with heavy and light quarks. Pseudospin symmetry occurs when 
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( ) ( ) ( ) pr S r V r C     , where Cp is a real constant parameter. This latter symmetry was used 
to explain the near degeneracy of some single particle levels near the Fermi surface. Here, we 
will restrict our study to the exact symmetry where Cs = Cp = 0, that is when ( ) ( )S r V r  . 
Aside from their physical applications, these symmetries allow the decoupling of the upper and 
lower spinor components of the Dirac equation transforming it into a Schrödinger-like equation 
for each of the two components. This makes it mathematically easier to obtain analytic solutions 
of the original wave equation for certain potential configurations. In addition to the scalar and 
vector potentials, we also include a pseudo-scalar component to the potential configuration. 
         
Exact solutions of the Dirac equation are of great benefit both from the theoretical and applied 
point of view. Analytic solutions allow for a better understanding of physical phenomena and 
establish the necessary correspondence between relativistic effects and their non-relativistic 
analogues. In this spirit, we would like to revisit the one-dimensional Dirac equation and 
investigate all potentially solvable class of interactions using the tridiagonal representation 
approach (TRA) [6]. The hope is to be able to enlarge the conventional class of solvable 
potentials of the Dirac equation. The basic idea of this approach is to write the spinor wave 
function as a bounded infinite series with respect to a suitably chosen square integrable basis 
function. That is,  ( ) ( ) ( )m mmx f x   , where   0( )m mf    is a set of expansion 
coefficients that are functions of the energy  and potential parameters whereas    0m mx   is 
a complete set of spinor basis functions that carry only kinematic information. Using this form 
of the spinor wavefunction, the stationary wave equation becomes   0H J     , 
where H is the Dirac Hamiltonian. We require that the matrix representation of the wave 
operator,  ,n m n mJ H    , be tridiagonal and symmetric so that the action of the wave 
operator on the elements of the basis is allowed to take the general form ( ) nH E    
1 1n n n     . To achieve this requirement, we were obliged to use the kinetic balance 
equation that relates the upper and the lower spinor components transforming the wave equation 
into the following three-term recursion relation for     0m mf    [7,8]:   
                                    , , 1 1 , 1 1( ) ( ) ( ) 0n n n n n n n n nJ f J f J f        ,                                  (1.1) 
Thus, the problem now is reduced to solving this three-term recursion relation which is 
equivalent to solving the original problem since   0( )m mf    contain all physical information 
(both structural and dynamical) about the system. Of course, this equation can be solved in 
different ways in mathematics [7,8]. For example, Eq. (1.1) could be written in a form that 
allows for direct comparison to well-known orthogonal polynomials. However, in other 
situations this recursion relation does not correspond to any of the known orthogonal 
polynomials hence giving rise to new class of orthogonal polynomials. The remaining challenge 
will then be to extract from these recursion relations the important properties of the associated 
orthogonal polynomials such as the weight function, generating function, spectrum formula, 
asymptotics, zeroes, etc. [9, 10]. 
 
The organization of this work goes as follows. In section 2, we present our mathematical 
formulation of the problem for the spin and pseudo-spin symmetric situations. Then, in sections 
3 and 4 we present different examples of solvable potentials. Lastly, we conclude our work in 
the 5th section.   
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2. Formulation 
 
In the relativistic units, 1c  , the most general linear massive Dirac equation in 1+1 space-
time dimension with time-independent potentials reads as follows [1]:  5i ( ) ( ) ( ) ( , ) ( , )A x S x W x t x M t x            ,   (2.1) 
where   0,1    are the two Dirac gamma matrices such that  20 1  ,  21 1    and 
0 1 1 0     . S is the scalar potential, ( , )A V U   is the (time, space) component of the two-
vector potential, W is the pseudo-scalar potential, and 5 0 1i   . Choosing the minimum 
dimensional representation for the gamma matrices defined by  0 1 00 1   and 1    0 11 0i
, gives  5 0 11 0   and makes the Dirac equation (2.1) take the following matrix form 
( ) ( ) ( ) i ( ) ( ) ( )
( ) ( )( ) i ( ) ( ) ( )
d
dx
d
dx
M S x V x W x U x x x
x xW x U x M S x V x
  
 
 
                       
 ,  (2.2) 
where  is the energy and we wrote the two-component spinor wavefunction as ( , )t x 
 i i( )( ) ( )t txxe e x     . The space component of the vector potential, U, could be eliminated 
by the local gauge transformation ( )( ) ( )i xx e x    such that d dx U  . Therefore, from 
now on and for simplicity, we take U = 0. It should be noted that in 3+1 space-time with 
spherical symmetry, Eq. (2.2) with ( ) ( ) xW x W x    represents the radial Dirac equation with 
x being the radial coordinate and the spin-orbit quantum number 1 2, 3,..,     . Now, the 
exact spin and pseudo-spin symmetric coupling correspond to S V  and S V  , respectively. 
We discuss below the positive energy solution of the spin symmetric coupling in the time-
independent Dirac equation. The negative energy pseudo-spin symmetric solution follows from 
the spin symmetric one by a straightforward map, which will be derived below. 
 
Now, for spin symmetric coupling the Dirac equation (2.2) with U = 0 reads as follows 
2 ( ) ( ) ( )
( ) ( )( )
d
dx
d
dx
V M W x x x
x xW x M
  
 
 
                   
.   (2.3) 
Giving the following relation between the two spinor components for the positive energy 
solution space 
1( ) ( ) ( )dx W x x
M dx
 
       ,    (2.4) 
where M   . Substituting this expression of ( )x   in (2.3) gives the following Schrödinger-
like second order differential equation for the upper spinor component 
 2 2 2 22 2 ( ) 0d dWW M V M xdx dx    
          
.  (2.5) 
The objective now is to find a discrete square integrable spinor basis in which the matrix 
representation of the wave equation (2.3) becomes tridiagonal and symmetric so that the 
corresponding three-term recursion relation could be solved exactly for the expansion 
coefficients of the wavefunction and for as large a class of potentials as possible. As noted in 
the Introduction above, we write ( ) ( ) ( )n nnx f x     , where  ( )n x  is a complete set of 
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square integrable basis elements for the two wavefunction components and  ( )nf   is an 
appropriate set of energy dependent functions. Now, in the TRA, we impose the requirement 
that the matrix representation of the Dirac wave operator  nm n mJ H     is tridiagonal 
and symmetric (with n  being a spinor whose components are n  ) so that the wave equation 
(2.3) becomes a three-term recursion relation for the expansion coefficients  nf : 
   
   
2nm n m n m
n m n m
d d
dx dx
J V M M
W W
     
   
   
   
    
         (2.6) 
In line with the kinetic balance approach for the two spinor components, we relate the two 
components of the spinor basis using Eq. (2.4) as  1n ndM dx W    . Using this and the fact 
that ( )n x  vanishes at the boundaries of configuration space, then we can perform integration 
by parts and rewrite the above equation as 
    21 222nm n m n m n md dWJ V M M Wdx dx       
               
. (2.7) 
 
Now, for the pseudo-spin symmetric coupling ( S V  ), the Dirac equation (2.2) with U = 0 
becomes 
( ) ( ) ( )
( ) ( )( ) 2
d
dx
d
dx
M W x x x
x xW x V M
  
 
 
                  
,   (2.8) 
and the kinetic balance relation (2.4) is replaced by 
1( ) ( ) ( )dx W x x
M dx
 
       ,    (2.9) 
where M   . Substituting this in (2.8) gives the following Schrödinger-like second order 
differential equation for the lower spin component 
        2 2 2 22 2 ( , ) 0d dWW M V M xdx dx    
          
,           (2.10) 
Comparing equations (2.9) and (2.10) with the corresponding spin symmetric case, we obtain 
the following map 
W W , V V ,   , and     ,           (2.11) 
Applying this map to Eq. (2.3), we obtain 
2 ( ) ( ) ( )
( ) ( )( )
d
dx
d
dx
V M W x x x
x xW x M
  
 
 
                     
,           (2.12) 
Multiplying this equation by 1 then from left by  0 11 0x  , and noting that 2 1x  , we obtain 
2 ( )0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 0( )
d
dx
d
dx
V M W x
W x M
  
 
 
                                   
,          (2.13) 
Giving and identical equation to the pseudo-spin symmetric Dirac equation (2.8). Thus, 
applying the map (2.11) on the positive energy spin symmetric solution gives the negative 
energy pseudo-spin symmetric solution. 
 
The most general square-integrable basis takes the following form [6]: 
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                                                           ( ) ( ) ( )m m mx A w y P y                                                              (2.14) 
where ( )y y x , mA  is a normalization constant and ( )mP y  is a polynomial of a degree m  in y. 
Whereas, ( )w y  is a positive function that vanishes on the boundaries of the original 
configuration space with coordinate x and has a form similar to the weight function associated 
with the polynomial. In our present work, we will be using two sets of bases: 
1. The Laguerre basis, where ( ) ( )m mP y L y  are the Laguerre polynomials with 0y   and 
( ) yw y y e  . 
2. The Jacobi basis where ( , )( ) ( )m mP y P y   are the Jacobi polynomials with [ 1, 1]y    
and ( ) (1 ) (1 )w y y y    . 
 
In the following two sections, we obtain the exact positive energy solution of the spin symmetric 
Dirac equation (2.3) in the Laguerre and Jacobi bases by giving the expansion coefficients  nf  
in terms of orthogonal polynomials in the energy variable. The asymptotics of these 
polynomials give the phase shift of the continuous energy scattering states and the spectrum of 
the discrete energy bound states. 
 
 
3. Solution in the Laguerre basis 
 
Let ( )y x  be a transformation from the real configuration space with coordinate x to a new 
dimensionless coordinate y such that 0y  . A complete set of square integrable functions as 
basis for the wavefunction in the new y-space that also satisfy the desirable boundary conditions 
(vanish at the boundaries) could be chosen as follows  
( ) ( )yn n nx A y e L y     ,     (3.1) 
where ( 1) ( 1)nA n n        and the real parameters are such that 0   and 1   . 
Substituting (3.1) into Eq. (2.4), as applied to the basis set, and using the differentiation chain 
rule d ddx dyy , we obtain 
1( ) ( ) ( )ynn nA d yx y y e y y W y L yM dy y
    
           ,   (3.2) 
where the prime stands for the derivative with respect to x. It is required that in function space 
( )n x  must be nearest neighbor to ( )n x . That is, the tridiagonal requirement on equation (3.2) 
means that ( )n x  should be expressed as a linear combination of terms in  ( )n x  and 1( )n x  . 
The differential property of the Laguerre polynomial, 1( )n n ndy L nL n Ldy
       and its 
recursion relation, 1(2 1) ( )n n nyL n L n L          1( 1) nn L   show that this could be 
achieved if we impose the constraint that ( )yy W y  be a linear function in y. That is, 
( )yy W y y     where  and  are dimensionless potential parameters. Thus, we can rewrite 
Eq. (3.2) as follows 
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        
    
1
1 1
12 12( ) 2 1 ( )
1 ( ) ( ) ( 1)( ) ( )
n n
n n
y yx n x
M
n n x n n x
      
       

 
 
 
          
       
  (3.3) 
In the following two subsections, we consider the two physical scenarios found in Appendix A 
that correspond to equations (A6a) and (A6b), respectively. 
 
3.1 The q = 0 scenario of (A6a): 
In this scenario, the vector potential is  2 1( ) aV y y A By   and the pseudo-scaler potential is 
 1( ) aW y y y    , where a, A and B are real parameters introduced in the Appendix. 
Moreover, the basis parameters are  22 2 1 a     and 2   1 a   . There are two 
configurations in this scenario: one corresponds to 0a   where ( )y x x  and the other 
corresponds to 12a   where  2( ) 2y x x . 
 
For the first configuration, we can write 
0( ) ZV r V r  , and 0( )W r W r
  ,                (3.1.1) 
where we have replaced x by the radial coordinate r and Z stands for the electric charge whereas 
 is the spin-orbit coupling which assumes the values 1, 2, 3,..   . Therefore, the parameters 
in the Dirac wave operator matrix (A7a) are as follows: 
0W  ,   , A Z , 0B V  and  22 2 1   .         (3.1.2) 
These parameter assignments are physically motivated and will be supported by the results 
obtained below. Additionally, to make the vector potential pure Coulombic and vanish at 
infinity we can freely choose 0 0V  . Substituting these parameters in (A7a), then the Dirac 
equation H     results in the following symmetric three-term recursion relation for the 
expansion coefficients of the wave function 
    2 20 2
2 2
1 12
22 12 1 4
1 ( ) ( 1)( 1)4
n n
n n
WZ MM f n f
M n n f n n f
    
    
             
             

           (3.1.3) 
where 2 2 20M M W  . Dividing by 
2 2
2
1
4
M

   and writing 0( ) ( ) ( )n nf f P   , makes this 
a recursion relation for ( )nP   with 0 ( ) 1P   . We compare it to that of the orthonormal version 
of the two-parameter Meixner-Pollaczek polynomial ( , )nP z   that reads 
   
1 1
1 12 2
sin ( , ) cos ( , )
( 2 1) ( , ) ( 1)( 2 ) ( , )
n n
n n
z P z n P z
n n P z n n P z
 
 
    
    
    
                (3.1.4) 
where the Meixner-Pollaczek polynomial is defined as 
 i 22 1 , i   2( 2 )(2 ) ( 1)( , ) 1n in n zn nP z e F e         ,          (3.1.5) 
with [ , ]z   , 0   and 0    . Thus, we conclude that ( ) ( , )n nP P z   where 
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12
1 , 0( 1) , 0
    
      
, 
2 2 2
2 2 2
1414
cos M
M
   
   

 ,         (3.1.6) 
and   02 2Z M Wz M
 

     requiring that 
2 2M   . The phase shift is obtained by using the 
asymptotics ( n   ) formula of the Meixner-Pollaczek polynomial. It reads ( )z   
 arg ( i ) 2z        giving 
  0
2 2
1 1( ) arg i ( )2 2 2
Z M W
M
      
              
,         (3.1.7) 
The continuous energy wavefunction becomes 0( ) ( ) ( , ) ( )n nnr f P z r      . On the other 
hand, the spectrum formula of the Meixner-Pollaczek polynomial that reads 2 2( )nz n     
gives the following relativistic energy spectrum 
  22 2 0
12
n
n
Z M W
M
n 
  
       
 ,                      (3.1.8) 
which is a quadratic equation that could easily be solved for n . With 0 0W  , it is identical to 
the energy spectrum of the spin-symmetric Dirac-Coulomb problem (i.e., with equal scalar and 
vector Coulomb potentials). The mth bound state energy wavefunction, will be written in terms 
of the Meixner polynomial  ;nM m  , which is the discrete version of the Meixner-Pollaczek 
polynomial, as  0( ) ( ) ; ( )m n nnr f M m r      . The orthonormal version of this polynomial 
is defined as 
   12 1 ,  2( 2 )(2 ) ( 1); 1n n mnn nM m F          ,                   (3.1.9) 
where 0 1   and 0  . It satisfies the following recursion relation 
     
   1 1
(1 ) ; (1 ) 2 ;
( 2 1) ; ( 1)( 2 ) ;
n n
n n
m M m n M m
n n M m n n M m
 
 
    
      
   
              (3.1.10) 
where 1 cosh   . 
 
For the second configuration,  2( ) 2y x x  and we can write 
4 2
0
1( ) 4V r V r   , and 
21( ) 2W r rr
   ,         (3.1.11) 
where we have also replaced x by the radial coordinate r and  is the spin-orbit coupling 
constant.  is the vector oscillator frequency whereas the pseudo-scalar oscillator frequency is 
. These parameter assignments are motivated by physical expectations as will be justified by 
the results obtained below. Without loss of generality, we can always choose 0 0V  . Therefore, 
the parameters in the Dirac wave operator matrix (A7a) are as follows: 
 2   , 12  , 0A  , 4 3B   and  22 12   .       (3.1.12) 
Substituting these parameters in (A7a), results in the following symmetric three-term recursion 
relation for the expansion coefficients of the wave function 
8 
 
   2 2 2 4 42 2 4 4
4 4
1 14 4
12
12 1 2 4
12 ( ) ( 1)( 1)4
n n
n n
M Mf n f
M n n f n n f
        
       
                 
               
       (3.1.13) 
Dividing by 
4 4
4 4
1 24
M 
  
    and writing 0( ) ( ) ( )n nf f P   , makes this a recursion 
relation for ( )nP   with 0 ( ) 1P   . Comparing with that of the Meixner-Pollaczek polynomial 
(3.1.4) dictates that ( ) ( , )n nP P z   with 
321 12 2 12
, 1, 1, 2,...( 1) , 1, 2, 3,...
    
           
,   
4 4 1 4
4 4 1 4
1414
2cos 2
M
M
       


        ,       (3.1.14) 
 and     
2 2 2
4 1 4
12
2 2
M
z
M
  
  
       . It is obvious that for positive energy where M  , these 
assignments violate reality since z becomes pure imaginary and cos 1  . Thus, we are forced 
to make the replacement iz z  and i   changing the trigonometric functions in (3.1.14) 
to hyperbolic and making the asymptotic wavefunction vanish since to the oscillation factor 
ine   in (3.1.5) changes into a decaying factor ne  . All of this imply that there are no continuous 
energy scattering states but only discrete energy bound states. This, of course, is an expected 
result for the isotropic oscillator whose energy spectrum is confirmed by using the spectrum 
formula of the Meixner-Pollaczek polynomial that gives 
     2 22 2 2 4 1 412 2 1 2n nM n M                    .       (3.1.15) 
With 0  , this is identical to the energy spectrum of the Dirac-oscillator problem. The 
corresponding mth bound state wavefunction will be written in terms of the discrete version of 
the Meixner-Pollaczek polynomial as  0( ) ( ) ; ( )m m n nnr f M m r      . 
 
3.2 The q = 1 scenario of (A6b): 
In this scenario, the vector potential is  2 2( ) aV y y A By   and the pseudo-scaler potential is 
 1( ) aW y y y     such that 2 14  . Moreover, the basis parameter  is to be determined 
later by physical constraints whereas 2 2 a    . There are two configurations in this 
scenario: one corresponds to 1a   where ( ) xy x e  with x    and the other 
corresponds to 12a   where  2( ) 2y x x . 
 
For the first configuration, we can write 
0 1( ) xV x V V e  , and 0 1( ) xW x W W e  ,          (3.2.1) 
To make the vector potential vanish at infinity we can freely choose 0 0V  . Therefore, the 
parameters in the Dirac wave operator matrix (A7b) are as follows: 
1W  , 0W  , 0A  , 1B V  and  221 2W  ,         (3.2.2) 
Substituting these parameters in (A7b), results in the following symmetric three-term recursion 
relation for the expansion coefficients of the wave function 
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     
   
2 2 2 20 01 1
2 2
0 01 1 1 1
1 12 2
14
222 1 1 1 12
2 22 21 1 ( 1)( 1) 1 ( )2 2
n n
n n
M W WV Wf n n M n f
W WV W V Wn M n n f n M n n f
     
         
                        
                                  
(3.2.3) 
Writing 0( ) ( ) ( )n nf f P   , makes this a recursion relation for ( )nP   with 0 ( ) 1P   . We 
compare it to that of the orthonormal version of the three-parameter continuous dual Hahn 
polynomial 2( ; , )nS z    that reads 
2 2
1
1
( )( ) ( 1)
( 1)( 1)( 1)
( 1)( )( )( )
n n
n
n
z S n n n n S
n n n n S
n n n n S
 


      
     
     


           
         
       
          (3.2.4) 
where the continuous dual Hahn polynomial is defined as  2 3 2( ) ( ) , i , i   ,!( )( ; , ) 1n n nn n z znS z F                  ,           (3.2.5) 
with  3 2
0
( ) ( ) ( ), ,
, ( ) ( ) !
n
n
n n n
n n
a b ca b c
d e d e
zF z
n


   and ( )( )( ) ( 1)( 2)...( 1)n n ccc c c c c n        . Thus, we 
conclude that 2( ) ( ; , )n nP S z    provided that 
12 ( 1)     ,   01 12 221 12
WV WM   
        ,          (3.2.6) 
and 
2 2
2
2
Mz  
  , which requires that 2 2M   . The phase shift is obtained using the 
asymptotics formula of the continuous dual Hahn polynomial. It reads ( )z   
 arg (2i ) ( i ) ( i ) ( i )z z z z          giving 
 
1 2 2 1 2 2
1 2 201 1
2
1( ) arg 2i 2arg i2
21 2arg 1 i2
M M
WV WM M
     
    
 

            
             
 

         (3.2.7) 
Now, the spectrum formula of the continuous dual Hahn polynomial reads  22nz n    , 
where 0,1,2,..,n N  and N is the largest integer less than or equal to  . Consequently, we 
obtain the following relativistic energy spectrum formula 
 
2
2 2 2 1 1 0
2
1 2 2 12n n
V W WM n M    
            
 ,          (3.2.8) 
which is a quadratic equation to be solved for n . With 0 0W  , it is identical to the energy 
spectrum of the spin-symmetric Dirac-Morse problem (i.e., with equal scalar and vector 
exponential potentials). Now, the continuous dual Hahn polynomial has a mix of continuous 
and discrete spectra for 0  , then the following wavefunction represents the system with a 
mix of continuous energy  and discrete energy m  
2 2
0 0( , ) ( ) ( ; , ) ( ) ( ) ( ; , ) ( )m n n m n m nn nx f S z x f S z x               ,         (3.2.9) 
The corresponding orthogonality relation, which is valid for this case, reads as follows 
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     
2 2
0
2 2
,
0
( ) ( )
( ) (1 2 )
( ) ( ) (1 2 )
( ) ( ) !
( ; , ) ( ; , ) ( ; , ) 2
( ) ; , ( ) ; ,
n n
N
n n n n
m
m m m
m m
m
m m m
z S z S z dz
m S m S m
  
 
   
  
    
   
      
       


 

   
   
   
   
 
      

        (3.2.10) 
 
For the second configuration,  2( ) 2y x x  and we can write 
1
0 2 2
4 1( ) VV r V
r  , and 
21( ) 2W r rr
   ,         (3.2.11) 
where we have replaced x by the radial coordinate r and  is the spin-orbit coupling constant. 
To avoid quantum anomalies in the inverse square potential, we demand that its coupling 
strength be larger than the critical value of 14  (i.e., 21 148V    ). Additionally,  is the 
pseudo-scaler oscillator frequency and without loss of generality we can always choose 0 0V 
. Therefore, the parameters in the Dirac wave operator matrix (A7b) are as follows: 
 2   , 12  , 1A V , 0B   and 2 212  .         (3.2.12) 
Substituting these parameters in (A7b), results in the following symmetric three-term recursion 
relation for the expansion coefficients of the wavefunction 
       
         
   
2 22 21
2 2
2 2 2 2
1 12 2
1 12 2
1 12 2
2 1 1 12 1 1 14 2 2 4
1 11 ( 1)( 1) ( )2 2 2 2
n n
n n
V MM f n n n f
M Mn n n f n n n f
      
        
                          
                        
  (3.2.13) 
Rewriting 0( ) ( ) ( )n nf f P   , makes this a recursion relation for ( )nP   with 0 ( ) 1P   . 
Comparing to that of the continuous dual Hahn polynomial (3.2.4) makes 2( ) ( ; , )n nP S z    
such that 
12 ( 1)     ,   2 22121 12 2 M      ,         (3.2.14) 
and    22 12 122 14Vz M         . However, this implies that z is pure imaginary and the 
system has only discrete bound states. The spectrum formula of the of the continuous dual Hahn 
polynomial,  22nz n    , results in the following relativistic energy spectrum 
      22 2212 21 12 22 1 1 14 2 2 nnV MM n               ,      (3.2.15) 
which is to be solved for n . With 1 0V  , this is identical to the energy spectrum of the Dirac-
oscillator problem for an oscillator frequency 2 212   and with  12     for 0  . 
The corresponding mth bound state wavefunction will be written in terms of the dual Hahn 
polynomial  ; ,NnR m   , which is discrete version of the continuous dual Hahn polynomial and 
defined as 
   3 2( 1) ( 1) , , 1   1,!( )!; , 1Nn n N n n m m Nn N nR m F             ,        (3.2.16) 
where , 0,1,2,..,n m N  and either , 1     or , N    . Therefore, the mth bound state 
wavefunction  is written as  0 0 1 12 2( ) ( ) ; , ( )N Nm m n nnr f R m r        . 
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4. Solution in the Jacobi basis 
 
Let y(x) be a coordinate transformation such that 1 1y    . A complete set of square 
integrable functions as basis in the new configuration space with the dimensionless coordinate 
y has the following elements 
( , )( ) (1 ) (1 ) ( )n n nx A y y P y       ,    (4.1) 
where ( , ) ( )nP y   is the Jacobi polynomial of degree n in y and the normalization constant is 
chosen as 1 ( 1) ( 1)2 1 ( 1) ( 1)2n n nn n nA                       . The real dimensionless parameters  ,   are 
greater than 1 whereas  ,   will be determined by square integrability and the tridiagonal 
requirement. Substituting (4.1) into Eq. (2.4) and using the differentiation chain rule d ddx dyy
, we obtain 
1 1
2
2 ( , )
( ) (1 ) (1 )
1(1 ) ( ) ( ) ( ) ( )
n
n
n
Ax y y y
M
d yy y W y P y
dy y
 
 
 
   
     
        
   (4.2) 
where the prime stands for the derivative with respect to x. It is required that in function space 
( )n x  must be nearest neighbor to ( )n x . The differential property of the Jacobi polynomial, 
 2 ( , ) ( , ) ( , )1( )( )2 2(1 ) 2n n nn nn ndy P n y P Pdy                     , and its recursion relation, 
2 2( , ) ( , ) ( , ) ( , )
1 1
2( )( ) 2( 1)( 1)
(2 )(2 2) (2 )(2 1) (2 1)(2 2)n n n n
n n n n
n n n n n nyP P P P
                       
     
                   , 
show that this could be achieved if we impose the constraint that 21 ( )yy W y   be a linear function 
in y. That is, 21 ( ) (1 ) (1 )yy W y y y        where  and  are dimensionless potential 
parameters. Thus, we can rewrite Eq. (4.2) as follows 
   
    
2 1
1 1 1
(1 ) ( )( ) ( )2
1 ( ) ( )
n n n
n n n n
y y nx n C x
M n
n D x n D x
            
           

 
 
  
                
            
 (4.3) 
where 2 2(2 )(2 2)n n nC           and ( 1)( 1)( 1)( 1)22 2 (2 1)(2 3)n n n n nn n nD                         . In the 
following two subsections, we consider the two physical scenarios found in Appendix B and 
correspond to equations (B8a) and (B8b), respectively. 
 
4.1 The ( , ) (0,0)p q  scenario of (B8a): 
In this scenario, the vector potential takes the form  2 1 2 1 0 1( ) (1 ) (1 )a bV y y y V V y     , and 
the pseudo-scalar potential reads ( ) (1 ) (1 ) 1 1
a b W WW y y y
y y
         , where  0 1, ,V V W  are 
real potential parameters. Moreover, the basis parameters are restricted to satisfy 2   
 22 1W a   ,  22 2 1W b    , 2 1 a    , and 2 1 b    , where a and b are either 
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 1 12 2( , ) ,a b   or  12( , ) 0,a b  . Additionally, the pseudo-scalar potential parameters become 
W   and W  . 
 
For the first case, the solution of 21y y    gives ( ) sin( )y x x  with 2 2x
 
    . The 
basis parameters become  22 2 12W   ,  22 2 12W   , 122    and 122   . The 
potential functions read as follows 
                      0 1( ) sinV x V V x   and      ( ) tan cos
W WW x W W x
x
 
 
 
   ,              (4.1.1) 
where we can always choose 0 0V  . The vector and scalar are potential boxes with sinusoidal 
bottom whereas the pseudo-scalar is a potential box with 1/x singularity of strength 2W   at 
the two edges of the box. This potential configuration was never reported in literature. Its 
solution here is a demonstration of the unique advantage of the TRA over other methods for 
enlarging the class of exactly solvable potentials. Substituting these results back in (B8a), we 
obtain the following three-term recursion relation for the expansion coefficients 
 
     
1 1 1 1 1
2 2 2 22
2
2 212
2 ( ) 2 ( ) ( )
4 2 1 2 1 ( )4
n n n n n n
n
W W
V C f V D f D f
Mn f
M  
  
      
  
 
 
              
          (4.1.2) 
where Cn and Dn are defined in Eq. (4.3). Introducing 0
0
( )( ) ( )
n
n
n
A fP
f A
    will transform 
(4.1.2) to the following recursion relation for ( )nP   
  
 
 
     
1
1 12 2 1 2 2
2 2 2 221
2
2 ( 1)2( )( )
(2 1)
2 212
( ) ( ) ( )
8 2 1 2 1 ( )4
n
n n n nn n n
n
nn n
n
W W
C P P P
V Mn P
M
     
  
 
 
  
      

        
 
   
   
              
,         (4.1.3) 
Comparing (4.1.3) with Eq. (8) in [9], we conclude that    , 1( ) ; ,n nP H z    , where 
   21 12 2 12W W            , 
1
cos 2
M
V
  , and  122 sinVz M   . Some of the 
properties of this new polynomial    , 1; ,nH z     were derived numerically in [9]. In contrast 
to the orthogonal polynomials of section 3, the analytical properties of this new polynomial are 
not yet known. Thus, the properties of the corresponding physical system (such as the phase 
shift and energy spectrum that would have been determined from the asymptotics of the 
polynomial [9]) could not be given analytically or in a closed form. In the absence of these 
analytic properties, we give in Table 1 numerical results for the lowest part of the positive 
energy relativistic spectrum for a chosen set of values of the physical parameters. In Appendix 
C, we give the details of the procedure used in this calculation. The upper component of the 
spinor wavefunction is written as ( )x    ( ) ( )n nn f x  , where 0
0
( )( )n nff AA
   
   , 1; ,nH z    . The lower component of the spinor wavefunction can be easily obtained by 
calculating ( )n x  using Eq. (4.3) with W   and W  . 
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For the second case where  12( , ) 0,a b  , the solution of 1y y    gives  2( ) 2 1y x x L   
with 0 x L   and 2 2 L  . The basis parameters become  22 1LW   , 2   
 212LW  , 2 1    and 122   , where we made the replacement 2W W  . The 
solvable potential configuration reads 
 
 
2
0 1
2
1 12 2( ) 1
V V x L
V x
x L
     ,   2( ) 1
xW L LWW x
xx L
   ,          (4.1.4) 
which are potential boxes with 1/x singularity at the edges of the box. Using Eq. (B8a), we write 
the three-term recursion relation associated with this relativistic system as follows 
  
        
 
2
1
2 22
0
1 1 1
12 32
2
2
2 2 1 22
n n
n
n n n n
LC f
M M V
L M M V n LW LW f
D f D f
 
       
  
   
                
 
   (4.1.5) 
Following the same procedure as in the previous example, we define 0
0
( )( ) ( )
n
n
n
A fQ
f A
  , 
which transforms (4.1.5) to the following form 
  
        
  
 
 
2
1
2 22
0
1
1 12 2 1 2 2
12
2 ( 1)2( )( )
(2 1)
32
2( ) 2
2 2 1 22
( ) ( )nn n n
n n
n
n n
nn n
n
LC Q
M M V
L M M V n LW LW Q
Q Q     
  
 
  
     
 
 

        
   
  
   
                
 
 (4.1.6) 
Thus, we conclude that    , 1( ) ; ,n nQ H z     where   2 1sin 28Lz M M V      , 
   21 12 2 314 2LW LW            and cos  0122M VM V     (see Ref. [9] for details). 
Again, in the absence of analytic properties of the orthogonal polynomials ( )nQ  , we give in 
Table 2 numerical results for the lowest part of the positive energy relativistic spectrum for a 
chosen set of values of the physical parameters. The spinor wavefunction components can be 
easily constructed using the same procedure followed in the previous problem.       
 
4.2 The ( , ) (1,0)p q  scenario of (B8b): 
In this scenario, the vector potential is  2 1 2 1 01( ) (1 ) (1 )a b V yV y y y V       and the pseudo-
scaler potential is  1 1( ) (1 ) (1 )a b WWy yW y y y        where W   and W  . 
Moreover, the basis parameters are  22 2 1W b    , 2 2 a     and 2 1 b    . The 
parameter  is fixed later by physical constraints including the (finite) number of bound states. 
There are three physical configurations associated with this scenario. The first one corresponds 
to  12( , ) 1,a b   where  2( ) 2 tanh 2 1y x x   and 0x  . The second corresponds to
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 1 12 2( , ) ,a b   where ( ) sin( )y x x  and 2 2x     . The third corresponds to ( , )a b   
 1,0  where ( ) 1 2 xy x e    and 0x  . 
 
For the first case and with 2  , the solvable potential configuration reads 
0
2
2( ) cosh ( )
VV x V
x   and 
2( ) tanh( ) sinh(2 )
WW x W x
x
 

  ,            (4.2.1) 
where we have also made the replacement 2W W  . To force the vector potential to vanish 
at infinity, we choose 0V  . The basis parameters become  22 12W   , 2 1    and 
122   . Substituting these quantities in Eq. (B8b) and after somewhat lengthy 
manipulations, we obtain the following three-term recursion relation  
  
   
2 2
2 2
2
2 2
1 1 1
2( )( ) 2( 1)( 1)
(2 )(2 1) (2 1)(2 2)
12
ˆ 2 ( )( ) 1 ( 1) ( )2 2
( ) ( )
n n n n
n n n n
n n n n
n n n n
M n nK B C K
n
B K B K          
      
                    
          
   
   (4.2.2) 
where 0
0
( )( ) ( )
n
n
n
A fK
f A
  , 
2 2 2Mˆ M W  , 2 1nB n      and  21214 W W         
   02 312 2V M       . Comparing this recursion relation with Eq. (10) in Ref. [9], gives 
( , ) 2( ) ( ; )n nK G z   , where ( , ) 2( ; )nG z    is a new orthogonal polynomial defined in [9] with 
2 2 2 2ˆ2 z M   . Some of the interesting properties of this polynomial are discussed in the 
same reference [9]. For example, if  is positive then this polynomial has only a continuous 
spectrum. However, if  is negative then the spectrum is a mix of continuous scattering states 
and a finite number of discrete bound states. Moreover, the corresponding bound state energies 
are obtained from the following spectrum formula of the polynomial 
 22 122nz n       ,             (4.2.3) 
where 0,1,.., 1n N   and N is the largest integer less than or equal to 12   . 
 
For the second configuration,  1 12 2( , ) ,a b  , which is equivalent to ( ) sin( )y x x  with 
2 2x
 
    , and the potential functions read 
                      0( ) 1 sin
VV x V
x
  , and      ( ) tan cos
W WW x W W x
x
 
 
 
   ,                  (4.2.4) 
where 0V   . It is interesting to note the difference between this case and the potential box in 
the first case of subsection 4.1 above. The basis parameters become  22 2 12W   , 
322    and 122   . Substitution in (B8b), we obtain a three-term recursion relation 
for this problem that resembles (4.2.2) above and reads as follows 
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  
   
2 2 2
2 2
1 1 1
2( )( ) 2( 1)( 1)
(2 )(2 1) (2 1)(2 2)
12
2 ( )( ) 1 ( 1) ( )2
( ) ( )
n n n n
n n n n
n n n n
n n n n
n nz T B C T
n
B T B T          
    
                    
         
   
      (4.2.5) 
where 0
0
( )( ) ( )
n
n
n
A fT
f A
   and again 2 1nB n
    . However, here  2 22Vz M      
 22 1212 W   and      2 2 202 2 2 2 312 22 1 14 W WV MM                 . Thus, we 
can write ( , ) 2( ) ( ; )n nT G z   . It should be noted that 2 0z   indicating that the problem has 
only bound states with energies that are obtained from the spectrum formula (4.2.3). However, 
the spectrum here is infinite since the spectral terminating condition is satisfied for all integers. 
 
For the last situation where  ( , ) 1,0a b  , we obtain ( ) 1 2 xy x e    as solution of  
(1 )y y    that satisfy [ 1, 1]y   , where 0x  . The basis parameters become 
 22 2 1W   , 2 1    and 2 1   . The solvable potential coupling now reads      
 0 121 1( ) xxeV V ex V     and ( ) 1xWW x W e    .          (4.2.6) 
The above potentials are in the form of a generalized Hulthén potential with x being replaced 
by the radial coordinate r. To force the vector potential to vanish at infinity, we must choose 
0V  . Substitution in Eq. (B8b) leads to the following three-term recursion relation for the 
expansion coefficients of the spinor wavefunction 
    
   
2 2 2 2
2
2 2
1 1 1
2( )( ) 2( 1)( 1)
(2 )(2 1) (2 1)(2 2)
12
2 2 ( )ˆ ( ) 1 ( 1) ( )2
( ) ( )
n n n n
n n n n
n n n n
n n n n
n nM R B C R
n
B R B R          
      
                    
          
   
      (4.2.7) 
where, again, 0
0
( )( ) ( )
n
n
n
A fR
f A
  , 
2 2 2Mˆ M W   and 2 1nB n     . However,    
     2 2 202 2 2 2 312 22 1 14 W WM V M                  which could be positive or 
negative depending on the sign of 0V . Therefore, ( , ) 2( ) ( ; )n nR G z    with 2 2z   
2 2ˆ2( )M   and for negative  the bound state energy spectrum is obtained from the spectrum 
formula (4.2.3). On the other hand, for positive  the system has only continuum scattering 
states with the two-component wavefunction  0 0( ) ( ) ( ) ( )n n nnx f A A R x       and where 
the scattering phase shift is obtained from the asymptotics of the polynomial ( )nR  , or 
equivalently ( , ) 2( ; )nG z   , which is unfortunately not yet know analytically. Consequently, one 
needs to resort to numerical means. 
 
 
5. Conclusion 
 
In this article, we have discussed different exactly solvable potentials for the Dirac equation 
that have never been reported in the literature. However, we did not exhaust all possible 
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solvable potentials in this manuscript. For example, we could have included a larger class of 
potentials by keeping 0V   in the potential V(x) of subsection 4.1 provided that the basis 
parameters become energy dependent and chosen such that 
   22 22 41W Va M        and    22 22 41W Vb M       .  (5.1) 
Additionally, we could have also kept 0V   in the potential V(x) of subsection 4.2 provided 
that the basis parameter  is chosen such that 
   22 22 41W Vb M       .     (5.2) 
Moreover, we did not include the possibility that the basis is neither orthogonal nor tri-thogonal 
(i.e., the basis overlap matrix n m     is not tridiagonal) but the Dirac wave operator is still 
tridiagonal. This is accomplished by the requirement that the matrix representation of the kinetic 
energy operator, 
  mn n
m
d
dx
d
dx
M
M
  

 

         
,     (5.3) 
contains a counter term that cancels the non-tridiagonal  n m n m        . 
 
We also hope that experts in orthogonal polynomials will soon derive the analytical properties 
of the two orthogonal polynomials mentioned in section 4, which will allow us to write different 
properties associated with the physical system in closed form, e.g. the energy spectrum and 
phase shift. 
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Appendix A: The Laguerre basis 
 
Substituting the Laguerre basis (3.1) into Eq. (2.7) and noting that the integral  ...f g   
   0... ...xx dyyf g dx f g 

  , the last term becomes 
 
     
2
2
2
2
2 1 2
2
2 2
2
22 2
( )( 1) 2
n m
y
n m n
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y
d dWW
dx dx
d dA A L y y e y y
dy dy
yy y L
y y
  
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        
 
  


      
   
            
  (A1) 
where  is a length scale parameter to be selected below by an appropriate and natural manner 
and we have used  yW y    and    2dW ydx y y y     . Imposing the differential 
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equation of the Laguerre polynomial,  22 1 ( ) 0md ddydyy y m L y        , on (A1) dictates 
that our choice of y(x) should result in 2yy y   being linear in y. That is, 2yy y a by    , 
where a and b are real dimensionless parameters. Writing z y , this requirement translates 
into the equation 2 ayz z b   . However, noting that dz dzdy dyz y z    we obtain dzdy ayz b   
whose solution is a byy z y e   , where  is the integration constant giving the natural length 
scale of the problem. Substituting this expression of y   into (A1) gives 
      
    
2
2
2
2 2 1 ( 2 ) 2 1 1 2
( )( 1) 2 2 ( ) ( )
n m
a b y
n m n
m
d dWW
dx dx
dA A L y e a y b
dy
a y b m a b L
y
  

 
   
             
 
  
      
         
               
(A2) 
Employing the differential property of the Laguerre polynomial, we obtain an off-diagonal 
matrix element that reads 
 2 2 2 (1 2 )( ) 2 1 1 2 1a b ym m n y e a y b m                     (A3) 
where we have defined 122 2 ( ) ( )yn n ny n A y e L y y x       . This term must be tridiagonal 
independent of all other terms or it should vanish. Thus, we must require that 2 1 b    and 
either (i) 2 2a    , or (ii) 2 1a    . Combining this with the tridiagonal requirement 
on the first two terms of Eq. (2.7), we end up with 0b  , 12   and the following two possible 
scenarios (with 2 1q a     ): 
0q  :  120,a   and  2 1( ) aV y y A By  .      (A4a) 
1q  :  121,a   and  2 2( ) aV y y A By  .      (A4b) 
where A and B are real potential parameters. With these results in (A2), we can write the matrix 
elements of the Dirac wave operator (2.7) as 
    
   
         
11 2 1 2 2 1
2 2
2 14
2 ( ) ( ) 1
2 1 4 1 2 1 24 2
q a q a q
nm
q
J n y V y m M n y m M q m m n y m
a q mq
n y y m q a m
y
   
     
          
                    
   (A5) 
Thus, it is tridiagonal and symmetric in the following two scenarios: 
0q  :  120,a  ,  22 2 1 a    and  2 1( ) aV y y A By  .   (A6a) 
1q  :  121,a  , 2 14   and  2 2( ) aV y y A By  .     (A6b) 
For both scenarios the pseudo-scalar potential is  1( ) aW y y y    . Finally, we obtain the 
following tridiagonal matrix representation of the Dirac wave operator corresponding to the 
two above scenarios: 
       
     
2
, ,2
2 2 2 2 1 2
2
14
2 1 2 1 22
2
n m n m
a
AM J M m a
B M n y m M n y m
      
   

 
          
        
 (A7a) 
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where 0a   or 12a  ,  22 2 1 a     and 2 1 a    . 
       
     
 
2 22
,2
2
2 2 2 2 2
, 1
1 12 4
2 1
2 1 2 2 22
( 1)( 1)
nm n m
a
n m
aAM J M m
B M m a n y m
n n M n y m
     
   
   

 

          
         
     
  (A7b) 
where 1a   or 12a  , 2 14   and 2 2 a    . In these expressions, the matrix n y m  
is obtained using the recursion relation of the Laguerre polynomial and its orthogonality 
relation, 2 0 ( ) ( )yn n m nmA y e L y L y dy   
   , as follows 
      , , 1 , 12 1 1 1n m n m n mn y m n n n n n               .  (A8) 
 
 
Appendix B: The Jacobi basis 
 
Substituting the Jacobi basis (4.1) into Eq. (2.7) and noting that the integral  ...f g   
   0... ...xx dyyf g dx f g 

  , the last term becomes 
    
   
 
2
2
2
2
( , ) 2 1 2 1 2 2
2 2
2
(1 ) (1 ) (1 ) 2 2 (1 )
2 ( 1) 2 ( 1) 2 ( 1) 2 ( 1)( )( 1) ( )( 1)1 1 1 1
n m
n m n
d dWW
dx dx
d y dA A P y y y y y y
dy y dy
y y y y
y
y
   
 
    
              
   
 
 
      
               
                    
       ( , )my P     
     
   (B1) 
where we have used  1 1y yW y      and    22 2 21 1 1 11yy y y yydWdx y              . 
Imposing the differential equation of the Jacobi polynomial, 
2
2 ( , )
2(1 ) ( )ndy P ydy
    
   ( , ) ( , )2 ( ) 1 ( )n ndy P y n n P ydy                   , on (B1) dictate that 2 2(1 )
yy
y
   
be linear in y. Thus, we may write 2 2(1 ) (1 ) (1 )yy a y b yy
       giving (1 )
ay y     
(1 )by  where a and b are real constants.  Substituting this expression of y   into (B1) gives 
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   
2
2
2
2 ( , ) 2 1 2 1 ( , )
2 ( , ) 2 1 2 1 ( , )
(1 ) (1 ) 2 2 2 2 2
( 1)( ) ( 1)( )2 (1 ) (1 ) 1 1
n m
a b
n m n m
a b
n m n m
d dWW
dx dx
dA A P y y b a y a b P
dy
a bA A P y y P
y y
     
     
 
        
       

 
   
   
      
                   
              
  2 ( , ) 2 1 2 1 ( , )(1 ) (1 ) ( 1)( ) ( 1)a bn m n mA A P y y a b m m P                               
 (B2) 
Employing the differential property of the Jacobi polynomial, we obtain an off-diagonal matrix 
element that reads 
 2 12 1 (1 ) (1 ) 11 1p qm
p qm D n y y m
y y
                 (B3) 
where 2 1p a     , 2 1q b     , ( 1)( 1)( 1)( 1)22 2 (2 1)(2 3)n n n n nn n nD                          and 
we have defined 2 2 ( , )(1 ) (1 ) ( )n ny n A y y P y      . This term must be tridiagonal 
independent of all other terms or it should vanish. This leads to three possibilities: 
( , ) (0,0)p q   or ( , ) (0,1)p q   or ( , ) (1,0)p q  . Combining this with the tridiagonal 
requirement on the first two terms of Eq. (2.7) dictates that 2 1 2 1( ) (1 ) (1 )a bV y y y     
0 11 1
V V V V y
y y
         and we end up with the following three possible scenarios: 
( , ) (0,0)p q  :  1 12 2( , ) ,a b   or  12 ,0  or  120,  and 0V  .    (B4a) 
( , ) (1,0)p q  :  12( , ) 1,a b   or  1,0  or  1 12 2,  and 1 0V V   .    (B4b) 
( , ) (0,1)p q  :  12( , ) ,1a b   or  1 12 2,  or  0,1  and 1 0V V   .    (B4c) 
where  0 1, ,V V V  are real potential parameters. For all three scenarios the pseudo-scalar 
potential is ( ) (1 ) (1 ) 1 1
a b W WW y y y
y y
          where W   and W  . With these 
results in (B2), we can write the matrix elements of the Dirac wave operator (2.7) as 
     
 
2 2 2 1 2 1 2 2 2 2 1 2 1
1
2
2 (1 ) (1 ) ( ) (1 ) (1 )
( )2 1 (1 ) (1 ) 1 (1 ) (1 )1 1 1 1 2
1 2(1 ) (1 )4 1
p a q b p a q b
nm
p q p q
m
p q W
M J M n y y V y m M n y y m
p q p q mm D n y y m n y y my m
y y y y m
n y y a
y 
     
    
          


        
                               
            
       
22 2 2
22 2 2
2
2 2
21 11
2 2 1 1
W
W W
p b q
y
p q a b m m

 
 
     

 
                
                
  (B5) 
We observe a symmetry in the three scenarios above that allows us to obtain the solution 
corresponding to an ( , )a b  case by a simple parameter map from another ( , )b a  case. One can 
show that any ( , )a b  case belonging to (B4c) is obtained from ( , )b a  case in (B4b) by the 
following simple map 
y y ,   , V V   , 1 1V V , W W   ,   , and   .  (B6) 
Additionally, any ( , )a b  case belonging to (B4a) is obtained from ( , )b a  case in (B4a) by the 
same map. Thus, we need to deal with only five cases in the following two scenarios: 
( , ) (0,0)p q  :  1 12 2( , ) ,a b   or  120,  and 0V  .      (B7a) 
( , ) (1,0)p q  :  12( , ) 1,a b   or  1,0  or  1 12 2,  and 1 0V V   .    (B7b) 
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Finally, we obtain the following tridiagonal matrix representation of the Dirac wave operator 
corresponding to the two scenarios of (B7) above: 
 
     
     
2
2 2 2 2 1 2 1 2
0 1
22 2 212
2 (1 ) (1 )
1 2 1 2 24
nm
a b
nm
W W
M J
M n V V y m M n y y m
n a b 
 
   
    

   
 
 
     
              
 (B8a) 
where     1 1 12 2 2( , ) , , 0,a b  ,  22 2 1W a    ,  22 2 1W b    , 2 1 a     and 
2 1 b    . 
   
 
     
     
       
2
2 2 2 2 2 2 1 2
0
22
1 , 1
22 2 2
2 2
22 2
2 (1 ) (1 ) (1 )
12 1 2 2 2( 1) 1 24
1 1 2 ( )1 1 2 1 22 2 2
nm
a b
m n m
n
W W
WW W
M J
M n V V y m M n y y m
m D m a b n y m
na n a b
n
 
  
 
   
      
     

   

 
 
  
 
      
                   
                       ,m
  (B8b) 
where       1 1 12 2 2( , ) 1, , 1,0 , ,a b  ,  22 2 1W b    , 2 2 a     and 2 1 b    . In 
these expressions, the matrix n y m  is obtained using the recursion relation of the Jacobi 
polynomial and its orthogonality relation, 12 ( , ) ( , ) ,1 (1 ) (1 ) ( ) ( )n n m n mA y y P y P y dy      

    , as 
follows 
, 1 , 1 , 1n n m n n m n n mn y m C D D        ,    (B9) 
where the coefficients nC  and nD  are defined below Eq. (4.3). 
 
 
Appendix C: Energy spectrum calculation in the Jacobi basis 
 
We choose the lower component of the spinor basis to be energy independent and be related to 
the upper component via a relation similar to the kinetic balance equation and as follows 
1( ) ( ) ( )n ndx W x xdx 
      ,    (C1) 
where  is a non-physical computational parameter of inverse length dimension. We expect that 
physical results will be independent of the choice of value of this parameter as long as that 
choice is either unique or natural. Since the choice of in the formulation of the problem above 
is M   (see below Eq. (2,6)), then we expect that this unique or natural choice of  will be 
different for each energy eigenvalue. If we designate the value of the mth bound state as a 
function of  as ( )m  , then the unique or natural choice of is m  at which ( ) 0
m
m
d
d       . 
That is, the energy spectrum as a function of  is at an extremum. Now, in this energy 
independent basis the matrix elements of the Dirac wave operator (2.6) become 
   2 2nm n m n m n mJ V M M                   .  (C2) 
Substituting for n  using (C1) and following the same procedure that lead to the matrix 
elements of the wav operator in Appendix B, we obtain 
21 
 
 
   
2 1 2 1 2 1 2 1
2
2 (1 ) (1 ) ( ) (1 ) (1 )
2
p a q b p a q b
nm
nm
J n y y V y m M n y y m
M

   
             
     (C3a) 
Where 
 
 
       
   
1
22 2 2
22
22
2 2
( )2 1 (1 ) (1 ) 1 (1 ) (1 )1 1 1 1 2
1 2 2(1 ) (1 ) 1 14 1 1
2 2
p q p q
nm m
p q WW
W W
p q p q mm D n y y m n y y my m
y y y y m
n y y a p b q
y y
p q a b m
 
 
    
 
   

 
 
                               
                     
            

   2 21 1 m     
(C3b) 
For the case corresponding to ( , ) (0,0)p q   the matrix elements of the wave operator becomes 
   
         
1 2 1 2
0 1
2 22 1 1 12 2 2 2
2 (1 ) (1 )
2 1
a b
nm
nm
W W a b
J n V V y m M n y y m
M n    

      
 
   
     
             
 (C4) 
On the other hand, the case corresponding to ( , ) (1,0)p q   the matrix elements of the wave 
operator becomes 
   
           
     
2 2 1 2
0
2222 2
,
22
1 , 1
12
2 2
1 12 4 2 2
2 (1 ) (1 ) (1 )
1 1 ( )2 1 1 12 2 2
2 1 ( 1) 1 1
a b
nm
n m
m n m
WW W a b
W W a b
J n V V y m M n y y m
nM a n
n
m D m n y m
 
  
 
 


     
    
 

 
  
 
  
 
      
                 
                   
(C5) 
Now, the energy spectrum is calculated using the wave equation H     as the 
generalized eigenvalues    of the matrix equation , ,n m m n m mm mH f f   , where the 
Hamiltonian matrix is obtained from the wave operator matrix (C4) or (C5) as 0H J    and  
the basis overlap matrix elements, ,n m n m   , are those that are proportional to   in (C4) 
or (C5). 
 
To test the procedure, we use (C5) to calculate the energy spectra for all three problems of 
subsection 4.2 and compare them to those obtained using the exact spectrum formula (4.2.3). 
Agreement is achieved to machine accuracy for large enough basis size. Consequently, we 
employ the same procedure but using (C4) to obtain the energy spectra for the two problems of 
subsection 4.1 that do not have an exact spectrum formula. Those results are shown in Table 1 
and Table 2. 
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Table Caption: 
 
Table 1: The lowest part of the energy spectrum associated with the potential configuration 
(4.1.1) for various basis sizes. We used the procedure outlined in Appendix C and took the 
following values of the physical parameters: 1M  , 1  , 0 0V  , 1 5V  , 2W   , and 
3W  . 
 
Table 2: The lowest part of the energy spectrum associated with the potential configuration 
(4.1.4) for various basis sizes. We took the following values of the physical parameters: 1M 
, 1L  , 0 5V  , 1 4V   , 2W   , and 3W  . 
 
 
 
 
 
Table 1 
 
n 10×10 20×20 50×50 100×100 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
3.4699133741 
4.9682581470 
6.3787433799 
7.7072983711 
8.9714973010 
10.2363637462 
11.6326442412 
13.2590559338 
15.1884790045 
17.6308087613 
3.4699133741
4.9682581410
6.3787403137
7.7069987810
8.9632791265
10.1585749545
11.3036671639
12.4087556852
13.4830950092
14.5346195400
3.4699133741 
4.9682581410 
6.3787403137 
7.7069987810 
8.9632791265 
10.1585749545 
11.3036671639 
12.4087556851 
13.4830950080 
14.5346194735
3.4699133741 
4.9682581410 
6.3787403137 
7.7069987810 
8.9632791265 
10.1585749545 
11.3036671639 
12.4087556851 
13.4830950080 
14.5346194735 
 
 
 
 
Table 2 
 
n 10×10 20×20 50×50 100×100 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
13.4190303994 
16.2519177286 
19.2243051783 
22.2642542944 
25.3441540571 
28.5842009466 
32.9359626980 
40.5489349697 
56.2347940964 
101.4111438243 
13.4190303994
16.2519177286
19.2243051756
22.2642446028
25.3408807911
28.4392304686
31.5512768056
34.6723962038
37.7997605078
40.9316226010
13.4190303994 
16.2519177286 
19.2243051756 
22.2642446028 
25.3408807911 
28.4392304686 
31.5512768056 
34.6723962033 
37.7997601910 
40.9315548628
13.4190303994 
16.2519177286 
19.2243051756 
22.2642446028 
25.3408807911 
28.4392304686 
31.5512768056 
34.6723962033 
37.7997601910 
40.9315548628 
 
 
