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1. Introduction
The HOMFLY polynomial [2,7,9] and the Kauffman polynomial [4] are well-known invariants for knots and links. They
are characterized by their own skein relations which give different topological properties. In this paper, we construct two
polynomial invariants for knots and links by using a diagram of a graph which can be regarded as a generalized link
diagram. Each of them looks like the above polynomials in point of having a similar skein relation, but it is distinct from
both of the above polynomials as we show later.
We begin with the deﬁnition of a graph diagram. An oriented 2-valent graph G in S3 is called magnetic if each com-
ponent of G has even vertices and edges of each component are oriented alternately. We allow G to have components
consisting of closed edges without vertices. A diagram of G as in Fig. 1 is called a magnetic graph diagram or an MG di-
agram [3,8]. This type of diagram is used to realize an oriented state model for the Jones polynomial of a classical link
in [5].
A local move on an MG diagram as in Fig. 2 is called a vertex slide at a crossing c.
According to the theory of spatial graphs, we deﬁne equivalence of MG diagrams as follows. Two MG diagrams are
equivalent if they are related by a ﬁnite sequence of ﬁve moves which are called Reidemeister moves. The moves of type I,
of type II and of type III are said to be classical Reidemeister moves. We are familiar with such moves. The moves of type IV
and of type V are as in Fig. 3. A Reidemeister move which does not increase the number of crossings is called a 1-sided
Reidemeister move.
Since a move of type V can be realized by two moves of type I and of type IV, in fact, we have four kinds of moves
except the move of type V. It is easy to see that a move of type IV can be realized by a move of type II and a vertex slide.
Since we ﬁnd that a vertex slide can be realized by two moves of type II and of type IV, two MG diagrams may be deﬁned
to be equivalent if they are related by a ﬁnite sequence of classical Reidemeister moves or vertex slides. A type of magnetic
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Fig. 2. A vertex slide.
Fig. 3. Reidemeister moves.
Fig. 4. A skein quadruple.
graph is deﬁned to be an equivalence class of MG diagrams. Such a deﬁnition does not come into conﬂict with that of a link
type.
If a crossing of an MG diagram D is composed of two arcs which belong to the same component, then it is said to be
a self crossing. An irregular crossing of D is detailed in the following section. An irregular self crossing of D means a self
and irregular crossing of D . The irregular self writhe of D is deﬁned to be the sum of signatures of irregular self crossings
of D . We denote it by isw(D). If a crossing of D is composed of two edges which belong to different components, then it
is called a mixed crossing. The mixed writhe of D means the sum of signatures of mixed crossings of D . We denote it by
mw(D).
An initial diagram is a trivial circle diagram with even vertices. We denote it by Um , where m,m 0, means the number
of vertices.
Theorem 1. Let D be an MG diagram. Then, there exists a polynomial invariant
RD = εisw(D)+mw(D)/2HD ∈ Z
[
z±1,w±1,h2,h4
]
for D, where ε = ±1 and HD = HD(z,w,h2,h4;ε) is a polynomial such that:
(1) HU0 = 1, HU2 = h2 and HU4 = h4 .
(2) HD is invariant under classical Reidemeister moves.
(3) For a skein quadruple (D+, D−, D0, D∞) as in Fig. 4,
HD+ + HD− + zHD0 + wHD∞ = 0.
(4) If two MG diagrams D and D ′ are related by a vertex slide at a crossing, then HD ′ = εHD .
Remark 2. Since ε is +1 or −1, Theorem 1 gives two polynomials. So, the H-polynomial for an MG diagram D should be
expressed as HD(z,w,h2,h4;ε) instead of HD . However, we denote it by HD unless such notation confuses us.
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Corollary 3. Let G be a magnetic graph and D its diagram. Then, RG , which is deﬁned by RD , is an invariant for G.
Theorem 1 implies the following.
Corollary 4. Let L be an oriented link and D its diagram. Then, HL , which is deﬁned by HD , is an invariant for L.
Remark 5. If D is a diagram of an oriented link L, then we see that isw(D) = 0 and mw(D) = 2 lk(L), where lk(L) means
the total linking number of L. Thus, we have RL = εlk(L)HL . If L is a knot, then the R-polynomial of L is equal to the
H-polynomial of L.
For an oriented link L, the M-polynomial and the N-polynomial for L are deﬁned to be HL(z,w,h2,h4;1) and
HL(z,w,h2,h4;−1) and are denoted by ML = ML(z,w,h2,h4) and NL = NL(z,w,h2,h4), respectively. Corollary 4 implies
that the M-polynomial and the N-polynomial are link invariants.
Remark 6. Corollary 42 implies that the M- and the N-polynomials for a knot are independent of the orientation of the
knot.
The M-polynomials for the four knots 88,10129,11255 and 11257 as in Fig. 5 are calculated as follows.
M88 = 1+
(−4+ 8z + 5z2 − 14z3 + 3z4 + 3z5 − z6)wh2 + (−2+ 5z − 7z3 + 5z4 − z5)w2h4,
M10129 = 1+
(
12− 8z − 19z2 + 10z3 + 12z4 − 6z5 − 2z6 + z7)wh2
+ (6− 7z − 6z2 + 8z3 + 2z4 − 4z5 + z6)w2h4,
M11255 = 5− 5z + z4 +
(
10− 25z − 32z2 + 83z3 + 11z4 − 91z5 + 43z6 + 10z7 − 11z8 + 2z9)wh2
+ (4− 14z − 8z2 + 45z3 − 17z4 − 37z5 + 40z6 − 15z7 + 2z8)w2h4,
and
M11257 = 5− 21z2 + 21z4 − 8z6 + z8 +
(
10− 9z − 40z2 + 67z3 + 19z4 − 87z5 + 41z6 + 10z7 − 11z8 + 2z9)wh2
+ (4− 6z − 12z2 + 37z3 − 13z4 − 35z5 + 39z6 − 15z7 + 2z8)w2h4.
We see that M88 = M10129 and M11255 = M11257 . The knots 88 and 10129 have the same HOMFLY polynomial and the
knots 11255 and 11257 have the same Kauffman polynomial [6]. These facts give the following.
Theorem 7. The M-polynomial is distinct from both the HOMFLY and the Kauffman polynomials.
If we calculate the N-polynomials for the four knots above, then we have
N88 = 1+
(−4− 8z + 5z2 + 14z3 + 3z4 − 3z5 − z6)wh2 + (−2− 5z + 7z3 + 5z4 + z5)w2h4,
N10129 = 1+
(
12+ 8z − 19z2 − 10z3 + 12z4 + 6z5 − 2z6 − z7)wh2
+ (6+ 7z − 6z2 − 8z3 + 2z4 + 4z5 + z6)w2h4,
N11255 = 5− 5z + z4 +
(
10+ 25z − 32z2 − 83z3 + 11z4 + 91z5 + 43z6 − 10z7 − 11z8 − 2z9)wh2
+ (4+ 14z − 8z2 − 45z3 − 17z4 + 37z5 + 40z6 + 15z7 + 2z8)w2h4,
and
N11257 = 5− 21z2 + 21z4 − 8z6 + z8 +
(
10+ 9z − 40z2 − 67z3 + 19z4 + 87z5 + 41z6 − 10z7 − 11z8 − 2z9)wh2
+ (4+ 6z − 12z2 − 37z3 − 13z4 + 35z5 + 39z6 + 15z7 + 2z8)w2h4.
Since we ﬁnd that N88 = N10129 and N11255 = N11257 , the following is easily obtained.
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Theorem 8. The N-polynomial is distinct from both the HOMFLY and the Kauffman polynomials.
In Section 2, we prepare some deﬁnitions and lemmas required for the proof of Theorem 1. In Section 3, we give the
deﬁnition of the H-polynomial and prove its invariance. We show some features of the polynomial in Section 4.
2. Preliminaries
Let D be a μ-component MG diagram. We explain some concepts about D and prepare terminologies or notations
expressing them. We also give some lemmas for the following sections.
D is said to be trivial if D is equivalent to a disjoint union of initial diagrams. A trivial MG diagram is called standard if
the number of crossings of the diagram is equal to zero, that is, the diagram itself is a disjoint union of initial diagrams.
D is deﬁned to be ordered if components of D are numbered from 1 to μ. If D is ordered, then we denote D by
D1 ∪ · · · ∪ Dμ , and vice versa.
A point on a component of D is directed if a direction along the component is given to the point. D is said to have a
directed basepoint if a directed point is speciﬁed on each component except crossings and vertices.
Let c be a crossing of D . A splice at c means a choice of smoothing at c. We deal with two types of splices at c as in
Fig. 6. They are called 0-splice and ∞-splice at c regardless of the signature of c.
A local move on a diagram like a Reidemeister move or a splice at a crossing can be regarded as being applied in a local
disk in S2. We call such a disk a stage for the local move.
Let λ = (λm, λm−1, . . . , λ1) be an ordered sequence of different crossings λ1, . . . , λm−1 and λm , m 1, of D . Then, a new
diagram can be obtained from D by changing those crossings. We denote it by D(λ) and λ is called a switching sequence
for D . We express the set of crossings λ1, . . . , λm−1 and λm as {λ} and the diagram obtained from D by switching λ1
as Sλ1D . We denote by Zλ1D and Iλ1D the diagrams obtained from D by doing 0-splice and ∞-splice at λ1 respectively.
For example, Zλ2 Sλ1D means the diagram obtained from D by applying 0-splice at λ2 after changing λ1. Thus, we see that
D(λ) = Sλm Sλm−1 . . . Sλ1D . We often write it as SmSm−1 . . . S1D for convenience of notation.
Suppose that D is ordered and have a directed basepoint. D is said to be descending if, when traveling D in the given
order and from the basepoints in their directions, every crossing is ﬁrst encountered as an over-crossing. Note that there
exists a switching sequence which changes a given diagram into a descending one. Such a sequence is called a descending
sequence.
An untying function for D is a real-valued function Γ on D , two-valued at the crossings, with the following properties:
(1) If a component Di precedes a component D j in the ordering, then Γ (xi) > Γ (x j) for any xi ∈ Di and x j ∈ D j .
(2) On each component Di , the function Γ is monotonically strictly descending from some initial point bi ∈ Di to some
terminal point ti ∈ Di , in both directions around Di .
(3) At a crossing the value of Γ on the overpath exceeds that on the underpath.
Remark 9. Any descending diagram has an untying function. If a diagram has an untying function, then it is a trivial MG
diagram.
Let e(D) be the set of edges of D . A weight map of D is a map f : e(D) → {±1} such that the product of images of any
two adjacent edges is −1. Note that the number of weight maps of D is equal to 2μ . For an edge e of D , the image of e by
a weight map f is called the weight of e with respect to f .
For a given weight map f , there exist two types of crossings on D . A crossing c of D is said to be regular (resp.
irregular) with respect to f if the product of weights of two edges constructing c is +1 (resp. −1). We denote by RCi j(D; f )
(resp. ICi j(D; f )), 1 i  j μ, the set of regular (resp. irregular) crossings of D each of which is composed of two edges
belonging to the components Di and D j .
We introduce integers denoted by ri j(D; f ) and ri j(D; f ), which are deﬁned to be ∑c∈RCi j(D; f ) sign(c) and∑
c∈ICi j(D; f ) sign(c) respectively, where sign(c) means the signature of c. We denote
∑
1i jμ ri j(D; f ) and∑
1i jμ ri j(D; f ) by r(D; f ) and r(D; f ) and call them the regular writhe and the irregular writhe of D with respect
to f respectively.
Remark 10. Whether or not a self crossing of D is regular does not depend on the choice of the weight map.
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Lemma 11. rii(D; f ) and rii(D; f ), 1 i μ, are independent of the weight map f of D.
By the above lemma, we may express rii(D; f ) and rii(D; f ), 1  i  μ, as rii(D) and rii(D) respectively. We denote∑
1iμ rii(D) by isw(D) and call it the irregular self writhe of D as we introduced in Section 1.
We also have the following lemma.
Lemma 12. Let D = D1 ∪ D2 be a diagram of a 2-component splittable magnetic graph and f a weight map of D. Then, r12(D; f )
coincides with r12(D; f ).
Proof. Let D ′i , i = 1,2, be an oriented knot diagram obtained from Di by reversing orientations of all edges with the
weight −1 and removing all vertices. By the hypothesis of the lemma, D ′ = D ′1 ∪ D ′2 can be regarded as a diagram of a
2-component splittable link. Thus, the linking number of D ′ , which is denoted by lk(D ′), is equal to zero. Since 2 lk(D ′) =
r12(D; f ) − r12(D; f ), we obtain r12(D; f ) = r12(D; f ). 
Lemma 12 provides the following assertion.
Lemma 13. Let D be a diagram of a magnetic graph whose any 2-component subgraph is splittable. Then, the regular and the irregular
writhes of D are independent of the weight map of D.
Proof. It is enough to consider the case that the number of components of the graph is two. We put D = D1 ∪ D2. Let f
be a weight map of D and f ′ the weight map of D as follows: If e is an edge of D1, then f ′(e) = f (e). If e is an edge
of D2, then f ′(e) = − f (e). Then, since a regular (resp. an irregular) mixed crossing of D with respect to f ′ is irregular
(resp. regular) one of D with respect to f , we obtain RC12(D; f ′) = IC12(D; f ) and IC12(D; f ′) = RC12(D; f ). By Lemma 12,
we have
r12(D; f ′) =
∑
c∈RC12(D; f ′)
sign(c) =
∑
c∈IC12(D; f )
sign(c) = r12(D; f ) = r12(D; f ),
and r12(D; f ′) = r12(D; f ) similarly. Lemma 11 and the above equalities complete the proof. 
The weight of D with respect to a weight map f is deﬁned to be εr(D; f ) denoted by WD( f ). If D satisﬁes the condition
in Lemma 13, then WD( f ) is independent of f . In such cases, we may write it as WD and call the value the weight of D .
Remark 14. The weight of D is given with no relation to its ordering and directed basepoint.
An arc with some vertices, each of which is not an endpoint of the arc, is called magnetic if it can be regarded as a part
of a magnetic graph.
Let F be a disk with 2l points x1, x2, . . . , x2l , l 0, on ∂ F . Let E be a diagram in F which represents properly embedded
magnetic arcs and magnetic graphs in a 3-ball with ∂E = E ∩ ∂ F = {xi | 1 i  2l}. We call it a tangle diagram.
Let B be a disk in S2. A tangle diagram D − B ⊂ S2 − B has magnetic arc components and MG diagram components. A
magnetic arc component consists of edges and arcs of D , where an arc of D means a part of an edge of D . Thus, a tangle
diagram D − B consists of edges and arcs of D . We denote the set of them by e(D − B). For a weight map f of D , there
exists a map f |D−B : e(D − B) → {±1} given by
f |D−B(t) =
{
f (t) if t is an edge of D,
f (e) if t is an arc of D which is a part of an edge e.
We call it the weight map of D − B induced from f . Note that the induced weight map f |D−B is uniquely determined by the
weight map f .
Lemma 15. Let D be a diagram of a magnetic graph with μ components whose any 2-component subgraph is splittable and c a self
crossing of D.
(1) If c is regular and ZcD is a diagram of a magnetic graph whose any 2-component subgraph is splittable, then WD = WScD =
WZcD = WIcD .
(2) If c is irregular and Ic D is a diagram of a magnetic graph whose any 2-component subgraph is splittable, then WD = WScD =
εWZcD = εWIcD .
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E0 ∪ E1 and put E j = D j , 2  j  μ, if μ  2. Then, ZcD = E0 ∪ E1 ∪ E2 ∪ · · · ∪ Eμ . Let B be a stage for splices at c.
Note that D − B = ZcD − B = Ic D − B . Let f be a weight map of D . Then, there exists a unique weight map f ′ of ZcD
such that the weight map of ZcD − B induced from f ′ coincides with that of D − B induced from f . Since IC11(D; f ) =
IC00(ZcD; f ′) ∪ IC11(ZcD; f ′) ∪ IC01(ZcD; f ′) and
ICi j(D; f ) =
{
IC0 j(ZcD; f ′) ∪ IC1 j(ZcD; f ′) if 1= i < j μ,
ICi j(ZcD; f ′) if 2 i < j μ,
by Lemma 13, we obtain r11(D) = r00(ZcD) + r11(ZcD) + r01(ZcD), r j j(D) = r j j(ZcD), 2 j μ, and
ri j(D) =
{
r0 j(ZcD) + r1 j(ZcD) if 1= i < j μ,
ri j(ZcD) if 2 i < j μ.
Hence, we have
r(D) =
μ∑
i=1
rii(D) +
∑
1i< jμ
ri j(D)
=
μ∑
i=0
rii(ZcD) + r01(ZcD) +
μ∑
j=2
(
r0 j(ZcD) + r1 j(ZcD)
)+ ∑
2i< jμ
ri j(ZcD)
=
μ∑
i=0
rii(ZcD) +
∑
0i< jμ
ri j(ZcD)
= r(ZcD).
It implies that WD = WZcD . For the weight map f ′ of ZcD , there exists a unique weight map f ∗ of ZcD satisfying the
following conditions: If e is an edge of E0, then f ∗(e) = − f ′(e). If e is an edge of ZcD − E0, then f ∗(e) = f ′(e). Since c
is regular, Ic D1 is a diagram of a 1-component magnetic graph. Thus, Ic D can be expressed as Ic D1 ∪ D2 ∪ · · · ∪ Dμ . For
convenience, we put F1 = Ic D1 and F j = D j , 2  j  μ, if μ  2. Thus, Ic D = F1 ∪ · · · ∪ Fμ . Then, there exists a unique
weight map g of Ic D such that the weight map of Ic D− B induced from g coincides with that of ZcD− B induced from f ∗ .
Since IC11(Ic D; g) = IC00(ZcD; f ′) ∪ IC11(ZcD; f ′) ∪ RC01(ZcD; f ′) and
ICi j(Ic D; g) =
{
RC0 j(ZcD; f ′) ∪ IC1 j(ZcD; f ′) if 1= i < j μ,
ICi j(ZcD; f ′) if 2 i < j μ,
by Lemmas 12 and 13, we obtain r11(Ic D) = r00(ZcD) + r11(ZcD) + r01(ZcD) = r00(ZcD) + r11(ZcD) + r01(ZcD),
r j j(Ic D) = r j j(ZcD), 2 j μ, and
ri j(Ic D; g) =
{
r0 j(ZcD) + r1 j(ZcD) = r0 j(ZcD) + r1 j(ZcD) if 1= i < j μ,
ri j(ZcD) if 2 i < j μ.
Since the assumption and Lemmas 12 and 13 give relations ri j(Ic D; g) = ri j(Ic D; g′), 1  i < j  μ, for any two weight
maps g and g′ of Ic D , the irregular writhe of Ic D is independent of the weight map of Ic D , and we have
r(Ic D) =
μ∑
i=1
rii(Ic D) +
∑
1i< jμ
ri j(Ic D)
=
μ∑
i=0
rii(ZcD) + r01(ZcD) +
μ∑
j=2
(
r0 j(ZcD) + r1 j(ZcD)
)+ ∑
2i< jμ
ri j(ZcD)
=
μ∑
i=0
rii(ZcD) +
∑
0i< jμ
ri j(ZcD)
= r(ZcD).
It implies that WIcD = WZcD . It is obvious that WScD = WD . The proof of case (1) is completed here. Next, we consider
the case of (2). The proof of case (2) is similar to that of case (1), except that the signature of c is needed to compute the
irregular writhe of D . Therefore, WD , which is equal to WScD , differs from WIcD = WZcD by ε. 
We put ρ = −2z−1, ξ = −z−1w and η = −w−1(z + 2ε).
Let α = (z + ε − 1)w−1 and β = −(z + ε + 1)w−1. Note that α and β are solutions of a quadratic equation
ξx2 + ρx− η = 0.
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polynomials are a−2 = (ξη)−1, a−1 = 0, a0 = 1 and a1 = ρ .
Lemma 16. For n−1, an ∈ Z[z±1].
Proof. If n 2, then an = z−n∑nj=0(z + ε − 1)n− j{−(z + ε + 1)} j , which is an element of Z[z±1]. 
Lemma 17. For n−2, an+2 − ρan+1 − ξηan = 0.
Proof. Since α + β = −ξ−1ρ and αβ = −ξ−1η, we obtain an+2 − ρan+1 − ξηan = (−ξ)n+2α−β {(αn+3 − βn+3) − (α + β)(αn+2 −
βn+2) + αβ(αn+1 − βn+1)} = 0. 
Lemma 18. For μ 1, {2(∑μ−2j=−1 ρμ−2− ja j) + z(∑μ−1j=−1 ρμ−1− ja j)}ξ + waμ−1 = 0.
Proof. Since
∑μ−1
j=−1 ρ
μ−1− ja j = ρ(∑μ−2j=−1 ρμ−2− ja j) + aμ−1, the left-hand side of the formula is equal to
(2+ zρ)(∑μ−2j=−1 ρμ−2− ja j) + (zξ + w)aμ−1. Deﬁnitions of ρ and ξ complete the proof. 
Let v(D) be the number of vertices of D . The determinant of D , which is denoted by dD , is a polynomial for D as follows:
If v(D) = 0, then
dD =
{
1 if μ = 1,
ρμ−1 + (∑μ−2j=−1 ρμ−2− ja j)ξh2 + (∑μ−3j=−1 ρμ−3− ja j)ξ2h4 if μ 2.
If v(D) > 0, then
dD =
{
ηv
∗−1(aμ−v∗h2 + aμ−v∗−1ξh4) if μ v∗,
ημ−1(−ξ)μ−v∗+1(−ηav∗−μ−2h2 + av∗−μ−1h4) if μ v∗,
where v∗ = v(D)/2.
Remark 19. If μ = v∗ , then ξηa−2 = 1= a0 and −ξa−1 = 0= a−1ξ . Thus, dD is well deﬁned.
Remark 20. The determinant of D is given with no relation to its ordering and directed basepoint.
Lemma 21. Let D be an MG diagram and c a positive self crossing of D. If c is regular, then dD + dSc D + zdZc D + wdIc D = 0.
Proof. We denote numbers of components of D , ScD , ZcD and Ic D by μ(D), μ(ScD), μ(ZcD) and μ(Ic D), respectively.
Let μ = μ(D) and v∗ = v(D)/2. Then, μ(ScD) = μ(Ic D) = μ(ZcD)− 1= μ and v(ScD)/2= v(ZcD)/2= v(Ic D)/2− 1= v∗ .
First, we consider the case v∗ = 0. If μ = 1, then the deﬁnition of the determinant of a diagram gives dD = dSc D = 1,
dZc D = ρ + ξh2 and dIc D = h2. Thus, we easily obtain dD + dSc D + zdZc D + wdIc D = 0. Suppose that μ 2. Since
dD = dSc D = ρμ−1 +
(
μ−2∑
j=−1
ρμ−2− ja j
)
ξh2 +
(
μ−3∑
j=−1
ρμ−3− ja j
)
ξ2h4,
dZc D = ρμ +
(
μ−1∑
j=−1
ρμ−1− ja j
)
ξh2 +
(
μ−2∑
j=−1
ρμ−2− ja j
)
ξ2h4,
and dIc D = aμ−1h2 + aμ−2ξh4, by Lemma 18, we have
dD + dSc D + zdZc D + wdIc D = ρμ−1(2+ zρ) +
{
2
(
μ−2∑
j=−1
ρμ−2− ja j
)
ξ + z
(
μ−1∑
j=−1
ρμ−1− ja j
)
ξ + waμ−1
}
h2
+
{
2
(
μ−3∑
j=−1
ρμ−3− ja j
)
ξ + z
(
μ−2∑
j=−1
ρμ−2− ja j
)
ξ + waμ−2
}
ξh4
= 0.
Next, we assume that v∗ > 0. The proof is given according to the value of k = μ − v∗ . If k  1, then we have
μ(ScD) − v(ScD)/2  1, μ(ZcD) − v(ZcD)/2  2 and μ(Ic D) − v(Ic D)/2  0. Since dD = dSc D = ηv∗−1(akh2 + ak−1ξh4),
dZc D = ηv∗−1(ak+1h2 + akξh4) and dIc D = ηv∗ (ak−1h2 + ak−2ξh4), Lemma 17 gives
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∗−1(2ak + zak+1 + wηak−1)h2 + ηv∗−1(2ak−1 + zak + wηak−2)ξh4 = 0.
If k = 0, then we have μ(ScD) − v(ScD)/2 = 0, μ(ZcD) − v(ZcD)/2 = 1 and μ(Ic D) − v(Ic D)/2 = −1. Since dD = dSc D =
ημ−1h2, dZc D = ημ−1(ρh2 + ξh4) and dIc D = ημ−1h4, we obtain
dD + dSc D + zdZc D + wdIc D = ημ−1
{
(2+ zρ)h2 + (zξ + w)h4
}= 0.
If k < 0, then, μ(ScD) − v(ScD)/2 < 0, μ(ZcD) − v(ZcD)/2 0 and μ(Ic D) − v(Ic D)/2 < 0. Since
dD = dSc D = ημ−1(−ξ)k+1(−ηa−k−2h2 + a−k−1h4),
dZc D = ημ(−ξ)k+2(−ηa−k−3h2 + a−k−2h4)
and dIc D = ημ−1(−ξ)k(−ηa−k−1h2 + a−kh4), by Lemma 17, we have
dD + dSc D + zdZc D + wdIc D = ημ−1(−ξ)kw
{−(a−k−1 − 2w−1ξa−k−2 + zw−1ξ2ηa−k−3)ηh2
+ (a−k − 2w−1ξa−k−1 + zw−1ξ2ηa−k−2)h4}
= 0.
This completes the proof. 
Lemma 22. Let D be an MG diagram and c a positive self crossing of D. If c is irregular, then ε(dD + dSc D) + zdZc D + wdIc D = 0.
Proof. Let μ = μ(D) and v∗ = v(D)/2. Note that v∗ > 0. It is clear that μ(ScD) = μ(ZcD) = μ(Ic D) − 1 = μ and
v(ScD)/2= v(ZcD)/2= v(Ic D)/2−1= v∗ . Thus, μ− v∗ = μ(ScD)− v(ScD)/2= μ(ZcD)− v(ZcD)/2= μ(Ic D)− v(Ic D)/2.
If k = μ − v∗  0, then we have dD = dSc D = dZc D = ηv∗−1(akh2 + ak−1h4) and dIc D = ηv∗ (akh2 + ak−1h4) = ηdD . Thus,
ε(dD + dScD) + zdZc D + wdIc D = (2ε + z + wη)dD = 0.
Suppose that k < 0. Since dD = dSc D = dZc D = ημ−1(−ξ)k+1(−ξa−k−2h2 + a−k−1h4) and dIc D = ημ(−ξ)k+1(−ξa−k−2h2 +
a−k−1h4) = ηdD , we obtain the same relation as the previous case. 
3. Deﬁnition and proof
The proof of Theorem 1 consists of two parts which are existence of the H-polynomial and invariance of the
R-polynomial. First, we provide the deﬁnition of the H-polynomial under an inductive assumption. Its well-deﬁnedness,
which is the independence of choices of the directed basepoint and the ordering, and invariance will be given by a com-
binatorial method based on an induction on the number of crossings of an MG diagram. It is similar to approach to the
Q -polynomial deﬁned by Brandt, Lickorish and Millett [1]. After that, we will show that the R-polynomial is invariant for
MG diagrams.
Let D be an MG diagram. We denote the number of crossings of D by cr(D).
If cr(D) = 0, then D is a standard trivial MG diagram and satisﬁes the condition in Lemma 13. HD is deﬁned to be
WDdD for any ordering and any directed basepoint.
If cr(D) = n 1, then we assume the following.
Inductive hypothesis (n − 1):
For all MG diagrams with less than n crossings:
(a) The H-polynomial is well deﬁned, that is independent of choices of the directed basepoint and the ordering.
(b) The H-polynomial has the properties (1) to (4) in Theorem 1.
(c) The H-polynomial is independent of the position of a disjoint component.
(d) The H-polynomial for an MG diagram with an untying function is the product of the weight and the determinant of
the diagram.
We deﬁne the H-polynomial for any MG diagram D with n crossings, which has a directed basepoint and an ordering, as
follows.
Recursive deﬁnition (n):
(a) If D is descending with respect to its ordering and directed basepoint, then HD = WDdD .
(b) If D is not descending, then by a descending sequence λ = (λm, . . . , λ1) for D , we deﬁne
HD = (−1)mHD(λ) +
m∑
k=1
(−1)k(zHAλk D + wHBλk D),
where AλD = Zk Sk−1 . . . S1D and BλD = Ik Sk−1 . . . S1D .k k
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by
∑
D λ. Thus, the H-polynomial of case (b) in Recursive deﬁnition (n) can be written as HD = (−1)mHD(λ) +
∑
D λ.
In the following nine steps, we will show that the H-polynomials for MG diagrams with at most n crossings satisfy
Inductive hypothesis (n). It completes the ﬁrst part of the proof of Theorem 1. Throughout steps, we suppose that MG
diagrams are ordered and Inductive hypothesis (n− 1) is true for MG diagrams with less than n crossings.
Step 1. The H-polynomial is independent of the choice of the descending sequence.
Lemma 23. Let D be an MG diagram with n,n  2, crossings. Let λ = (λ2, λ1) and ϕ = (λ1, λ2) be two switching sequences for D.
Then,
∑
D λ =
∑
D ϕ .
Proof. From the deﬁnition, we have
−
∑
D
λ +
∑
D
ϕ = −{(−1)(zHAλ1D + wHBλ1D) + (−1)2(zHAλ2D + wHBλ2D)}
+ {(−1)(zHAϕ1 D + wHBϕ1 D) + (−1)2(zHAϕ2 D + wHBϕ2 D)}
= zH Z1D + wHI1D − zH Z2 S1D − wHI2 S1D − zH Z2D − wHI2D + zH Z1 S2D + wHI1 S2D
= z(HZ1D + HZ1 S2D) + w(HI1D + HI1 S2D) − z(HZ2D + HZ2 S1D) − w(HI2D + HI2 S1D).
Since Zi S j D (resp. Ii S j D) and S j Zi D (resp. S j Ii D), 1 i = j  2, are the same diagrams, the last expression is equal to
z(HZ1D + HS2 Z1D) + w(HI1D + HS2 I1D) − z(HZ2D + HS1 Z2D) − w(HI2D + HS1 I2D)
= −z(zH Z2 Z1D + wHI2 Z1D) − w(zH Z2 I1D + wHI2 I1D) + z(zH Z1 Z2D + wHI1 Z2D) + w(zH Z1 I2D + wHI1 I2D)
= z2(HZ1 Z2D − HZ2 Z1D) + zw(HI1 Z2D − HZ2 I1D) + zw(HZ1 I2D − HI2 Z1D) + w2(HI1 I2D − HI2 I1D)
= 0. 
Lemma 24. Let λ = (λm, λm−1, . . . , λ1) be a switching sequence for an MG diagram D with n crossings and λ′ the switching sequence
obtained from λ by changing order of two crossings λ j and λ j+1 , 1 j <m, where 2m n. Then,
∑
D λ =
∑
D λ
′ .
Proof. Let λ′ = (λ′m, λ′m−1, . . . , λ′1). Since λk = λ′k , Aλk D = Aλ
′
k D and B
λ
k D = Bλ
′
k D , 1 k < j, j + 1< km, we have
(−1) j
(∑
D
λ −
∑
D
λ′
)
= (zHAλj D + wHBλj D) + (−1)(zHAλj+1D + wHBλj+1D)
− {(zHAλ′j D + wHBλ′j D) + (−1)(zHAλ′j+1D + wHBλ′j+1D)}.
Let E be the diagram obtained from D by switching crossings λ1, . . . , λ j−1. Let ϕ1 = (λ j+1, λ j) and ϕ2 = (λ j, λ j+1) be two
switching sequences for E . Since Aλj D = Aϕ11 E , Bλj D = Bϕ11 E , Aλj+1D = Aϕ12 E , Bλj+1D = Bϕ12 E , Aλ
′
j D = Aϕ21 E , Bλ
′
j D = Bϕ21 E ,
Aλ
′
j+1D = Aϕ22 E and Bλ
′
j+1D = Bϕ22 E , by these equalities and Lemma 23, we have
∑
D λ −
∑
D λ
′ = (−1) j(−∑E ϕ1 +∑
E ϕ2) = 0. 
Since two descending sequences for an ordered MG diagram with a directed basepoint produce the same descending
diagram, Lemma 24 implies Step 1.
Step 2. The H-polynomial is independent of the choice of the position of the directed basepoint.
We denote by D[P ] a diagram D with a directed basepoint P .
Lemma 25. Let D be a μ-component MG diagram with n crossings and P = (p1, p2, . . . , pμ) a directed basepoint on D. Let c denote
the ﬁrst crossing of D which is encountered when traveling from pi . Let qi be a new directed point on Di obtained by sliding pi just
past the crossing c and Q = (p1, . . . ,qi, . . . , pμ) a directed basepoint on ScD. Suppose that c is a self crossing and D is descending
with respect to P . Then, HD[P ] + HScD[Q ] + zH Zc D + wHIc D = 0.
Proof. Note that there may be vertices on Di between pi and qi . Since D is descending with respect to P , we have HD[P ] =
WDdD by Recursive deﬁnition (n). It is clear that ScD is descending with respect to Q . We obtain HScD[Q ] = WScDdSc D .
Y. Miyazawa / Topology and its Applications 157 (2010) 228–246 237We easily ﬁnd that ZcD and Ic D have untying functions. Since ZcD and Ic D have less than n crossings, Inductive hypothe-
sis (n− 1) gives HZcD = WZcDdZc D and HIc D = WIcDdIc D . If c is regular, then Lemmas 15 and 21 provide
HD[P ] + HScD[Q ] + zH Zc D + wHIc D = WD(dD + dSc D + zdZc D + wdIc D) = 0.
Suppose that c is irregular. By Lemmas 15 and 22, we have
HD[P ] + HScD[Q ] + zH Zc D + wHIc D = WZcD(εdD + εdSc D + zdZc D + wdIc D) = 0,
completing the proof. 
Lemma 26. Let D be an MG diagram with n crossings. Then, the H-polynomial of D is independent of the position of the directed
basepoint.
Proof. It is enough to show that HD does not depend on the position of the directed basepoint on a component
Dk , 1  k  μ = μ(D). We choose a directed basepoint q for Dk . Using the basepoint, we give a directed basepoint
Q = (p1, . . . ,q, . . . , pμ) to D . Let c be the last crossing to the basepoint q and p a new basepoint on Dk with the same
direction as q such that c is the ﬁrst crossing from p. We denote a new basepoint for D by P = (p1, . . . , p, . . . , pμ). Sup-
pose that two arcs constructing c are on different components. Let λ and λ′ be descending sequences with respect to P
and Q , respectively. Since {λ} = {λ′}, we have D(λ) = D(λ′) and, by Step 1, ∑D λ =∑D λ′ . Thus, the H-polynomial remains
unchanged. We assume that the two arcs belong to the same component. Let λ = (λm−1, . . . , λ1) be a descending sequence
with respect to Q . We have two cases. If c /∈ {λ}, then ϕ = (λm = c, λm−1, . . . , λ1) is a descending sequence with respect to
P . Then,
HD[Q ] = (−1)m−1HD(λ)[Q ] +
∑
D
λ
and
HD[P ] = (−1)mHD(ϕ)[P ] +
∑
D
ϕ
= (−1)mHD(ϕ)[P ] +
∑
D
λ + (−1)m(zHAϕmD + wHBϕmD)
= (−1)mHD(ϕ)[P ] +
∑
D
λ + (−1)m(zH Zc(D(λ)) + wHIc(D(λ))).
We denote D(ϕ) by E . Then, we see that D(λ) = Sc∗ E, Zc(D(λ)) = Zc∗ E and Ic(D(λ)) = Ic∗ E , where c∗ means the crossing
obtained by switching c. Since E is descending with respect to P , by Lemma 25, we have
HD[P ] − HD[Q ] = (−1)mHE[P ] + (−1)m(zH Zc∗ E + wHIc∗ E) − (−1)m−1HSc∗ E[Q ]
= (−1)m(HE[P ] + HSc∗ E[Q ] + zH Zc∗ E + wHIc∗ E) = 0.
Suppose that c ∈ {λ}. Let λi = c. Then, λ′ = (λi, . . . , λ1, λm−1, . . . , λi+1) is a descending sequence with respect to Q and
ϕ = (λi−1, . . . , λ1, λm−1, . . . , λi+1) is a descending sequence with respect to P . Then,
HD[P ] = (−1)m−2HD(ϕ)[P ] +
∑
D
ϕ
and
HD[Q ] = (−1)m−1HD(λ′)[Q ] +
∑
D
λ′
= (−1)m−1HD(λ)[Q ] +
∑
D
ϕ + (−1)m−1(zHAλ′m−1D + wHBλ′m−1D)
= (−1)m−1HD(λ)[Q ] +
∑
D
ϕ + (−1)m−1(zH Zc(D(ϕ)) + wHIc(D(ϕ))).
We denote D(ϕ) by E . Then, we see that D(λ) = Sc E . Since E is descending with respect to P , by Lemma 25, we have
HD[P ] − HD[Q ] = (−1)m−2HE[P ] − (−1)m−1(HSc E[Q ] + zH Zc E + wHIc E)
= (−1)m(HE[P ] + HSc E[Q ] + zH Zc E + wHIc E) = 0.
The above implies that the H-polynomial is not changed by sliding a directed basepoint just past a vertex. Thus, we com-
plete the proof. 
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Lemma 27. Let D be an MG diagram with n crossings and c a crossing of D. Suppose that D and ScD have the same directed base-
point P . Then, HD[P ] + HScD[P ] + zH Zc D + wHIc D = 0.
Proof. Let λ and λ′ be descending sequences for D and ScD with respect to P , respectively. There are two cases. First, we
consider the case c ∈ {λ}. We may assume that λ and λ′ are (λm = c, λm−1, . . . , λ1) and (λm−1, . . . , λ1), respectively. Let
ϕ = (λm−1, . . . , λ1, λm). Then,
HD[P ] = (−1)mHD(λ)[P ] +
∑
D
λ = (−1)mHD(λ)[P ] +
∑
D
ϕ
= (−1)mHD(λ)[P ] + (−1)(zHAϕ1 D + wHBϕ1 D) +
m−1∑
k=1
(−1)k+1(zHAλ′k (Sc D) + wHBλ′k (Sc D))
= (−1)mHD(λ)[P ] − (zH Zc D + wHIc D) −
∑
Sc D
λ′
and HScD[P ] = (−1)m−1HScD(λ′)[P ] +
∑
Sc D λ
′ . Since D(λ) = ScD(λ′), we have
HD[P ] + HScD[P ] + zH Zc D + wHIc D = (−1)mHD(λ)[P ] − zH Zc D − wHIc D −
∑
Sc D
λ′
+ (−1)m−1HScD(λ′)[P ] +
∑
Sc D
λ′ + zH Zc D + wHIc D
= 0.
Next, suppose that c /∈ {λ}. We may assume that λ and λ′ are (λm−1, . . . , λ1) and (λm = c∗, λm−1, . . . , λ1), respectively. Let
ϕ = (λm−1, . . . , λ1, λm). Then, HD[P ] = (−1)m−1HD(λ)[P ] +∑D λ and
HScD[P ] = (−1)mHScD(λ′)[P ] +
∑
Sc D
λ′ = (−1)mHScD(λ′)[P ] +
∑
Sc D
ϕ
= (−1)mHScD(λ′)[P ] + (−1)(zHAϕ1 (Sc D) + wHBϕ1 (Sc D)) +
m−1∑
k=1
(−1)k+1(zHAλk D + wHBλk D)
= (−1)mHScD(λ′)[P ] − (zH Zc D + wHIc D) −
∑
D
λ.
Since D(λ) = ScD(λ′), we have the desired formula as the previous case. This completes the proof. 
Step 4. The H-polynomial for an MG diagram with an untying function is determined by its weight and determinant.
Lemma 28. Let D be an MG diagram with n crossings. If D has an untying function, then HD = WDdD .
Proof. Note that WD and dD do not depend on the choice of the untying function for D . Let Γ be an untying function
for D . The proof is by an induction on the total number s(D;Γ ) of self crossings of all components from terminal points
to initial points with respect to Γ in the direction of a given directed basepoint. Let bi and ti , 1 i μ = μ(D), be initial
and terminal points on the component Di of D with respect to Γ . Let P = (b1, . . . ,bμ) be a new directed basepoint of
D with the same direction as a given directed basepoint. Step 2 ensures such a replacement of the directed basepoint. If
s(D;Γ ) = 0, then the claim is true because D is descending with respect to P . Let c be the ﬁrst self crossing on Di after
ti in the direction of bi . Suppose that, on traveling from ti , c is under crossing. Let t′i be a point on Di obtained by sliding
ti just past the crossing c. Then, we ﬁnd an untying function Γ ∗ for D which has the same initial and terminal points as
Γ except that the terminal point on Di is t′i . Since s(D;Γ ∗) = s(D;Γ ) − 1 < s(D;Γ ), the claim of the lemma is true by the
induction. Next, we assume that c is encountered as an over-crossing. Recall that Di can be divided into two parts by bi
and ti . The monotonicity property implies that two arcs constructing c belong to different parts of Di . We calculate HD by
using a skein relation proved in Lemma 27. We give ScD the same directed basepoint as D . It is easy to see that there exists
an untying function for ScD which has the same initial and terminal points as D . A similar argument to the previous case
provides that HSc D[P ] = WScDdSc D . If c is regular, then ZcD and Ic D have μ+ 1 and μ components respectively. We denote
ZcDi by Di1 ∪Di2 and may suppose that bi is on Di1 and ti is on Di2. We choose two points t′i and b′i in Di1 ∩ B and Di2 ∩ B
respectively, where B means a stage for 0-splice at c. Let ZcD = E1 ∪ · · · ∪ Eμ+1, where Ek = Dk , 1  k  i − 1, Ei = Di1,
Ei+1 = Di2 and Ek = Dk−1, i + 2 kμ+ 1. Then, we ﬁnd that there exists an untying function for ZcD with initial points
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′
i, ti, ti+1, . . . , tμ . Since the number of crossings of ZcD is
less than n, we have HZcD = WZcDdZc D by Inductive hypothesis (n − 1). By careful consideration, we see that there exists
an untying function for Ic D which has the same initial and terminal points as D . Since the number of crossings of Ic D is
less than n, we have HIc D = WIcDdIc D by Inductive hypothesis (n− 1). By Lemmas 15, 21 and 27, we obtain
HD[P ] = −HScD[P ] − zH Zc D − wHIc D
= −WScDdSc D − zW ZcDdZc D − wWIcDdIc D
= −WD(dSc D + zdZc D + wdIc D) = WDdD .
If c is irregular, then a similar argument as the above case by using Lemma 22 instead of Lemma 21 leads to the desired
formula. 
Step 5. The H-polynomial is independent of the choice of the directed basepoint.
By Step 2, we only have to show the following.
Lemma 29. Let D be an MG diagram with n crossings and P a directed basepoint on D. Let P ′ be a directed basepoint on D obtained
from P by reversing the direction of the basepoint on a component of D. Then, HD[P ′] = HD[P ] .
Proof. Let λ = (λm, . . . , λ1) be a descending sequence for D with respect to P . By Recursive deﬁnition (n), we have HD[P ] =
(−1)mHD(λ)[P ] +∑D λ. By using the skein relation in Lemma 27 repeatedly, we obtain HD[P ′] = (−1)mHD(λ)[P ′] +∑D λ.
Since D(λ)[P ] is descending with respect to P , D(λ)[P ] has an untying function. Lemma 28 gives HD(λ)[P ] = WD(λ)dD(λ) .
D(λ)[P ′] is not descending with respect to P ′ . But, it is the same diagram as D(λ). Thus, D(λ)[P ′] has an untying function.
It follows that HD(λ)[P ′] = WD(λ)dD(λ) = HD(λ)[P ] , and then HD[P ′] = HD[P ] . 
Step 5 implies that the skein relation shown in Lemma 27 in Step 3 holds regardless of the choice of the directed
basepoint of each diagram.
Step 6. The H-polynomial is independent of the position of a disjoint component.
Lemma 30. Let D be a disjoint union of MG diagrams D1 and D2 with cr(D) = n and D ′ a disjoint union of D1 and D2 obtained
from D by changing the position of D2 . Then, HD ′ = HD .
Proof. Let P be a directed basepoint on D . By Step 5, we may choose P as a directed basepoint on D ′ . Let λ = (λm, . . . , λ1)
be a descending sequence for D . Then, λ is also descending sequence for D ′ . By Recursive deﬁnition (n), we have
HD = (−1)mHD(λ) +
∑
D
λ and HD ′ = (−1)mHD ′(λ) +
∑
D ′
λ.
Since cr(Aλk D) = cr(Aλk D ′) = cr(Bλk D) = cr(Bλk D ′) < n,1  k  m, Inductive hypothesis (n − 1) gives HAλk D = HAλk D ′ and
HBλk D
= HBλk D ′ ,1 km. It follows that
∑
D λ =
∑
D ′ λ. Since D(λ) and D
′(λ) are descending, we have HD(λ) = WD(λ)dD(λ)
and HD ′(λ) = WD ′(λ)dD ′(λ) by Recursive deﬁnition (n). It is clear that WD(λ) = WD ′(λ) and dD(λ) = dD ′(λ) . Thus, we obtain
HD = HD ′ , completing the proof. 
Step 7. The H-polynomial is invariant under classical Reidemeister moves.
We begin with invariance of the Reidemeister move of type I.
Lemma 31. Let D be an MG diagram with n crossings and D ′ a diagram obtained from D by applying a 1-sided Reidemeister move of
type I. Then, HD ′ = HD .
Proof. Let c be the crossing of D eliminated by the Reidemeister move which changes D into D ′ and B a stage for the local
move. We choose a directed basepoint P on D outside B so that we can obtain a descending diagram without switching c.
Let λ = (λm, . . . , λ1) be a descending sequence for D with respect to P . λ is also a descending sequence for D ′ . Then,
HD = (−1)mHD(λ) +
∑
λ and HD ′ = (−1)mHD ′(λ) +
∑
′
λ.D D
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= HAλk D ′ and HBλk D = HBλk D ′ , 1 km, by Inductive hypothesis (n−1), we have
∑
D λ =
∑
D ′ λ. D(λ) and D
′(λ)
are descending diagrams. By Recursive deﬁnition (n), we have HD(λ) = WD(λ)dD(λ) and HD ′(λ) = WD ′(λ)dD ′(λ) . It is obvious
that dD(λ) = dD ′(λ) . Since c is a regular self crossing of D , we obtain WD(λ) = WD ′(λ) , which leads to HD = HD ′ . 
Next, we deal with the Reidemeister move of type II.
Lemma 32. Let D be an MG diagram with n crossings and D ′ a diagram obtained from D by applying a 1-sided Reidemeister move of
type II. Then, HD ′ = HD .
Proof. Let c1 and c2 be crossings of D eliminated by the Reidemeister move which changes D into D ′ and B a stage for the
local move. We choose a directed basepoint P on D outside B . Let λ = (λm, . . . , λ1) be a descending sequence for D with
respect to P . If c1 /∈ {λ}, then λ is also a descending sequence for D ′ . Thus,
HD = (−1)mHD(λ) +
∑
D
λ and HD ′ = (−1)mHD ′(λ) +
∑
D ′
λ.
Since HAλk D
= HAλk D ′ and HBλk D = HBλk D ′ ,1 km, by Inductive hypothesis (n− 1), we have
∑
D λ =
∑
D ′ λ. D(λ) and D
′(λ)
are descending diagrams. By Recursive deﬁnition (n), we have HD(λ) = WD(λ)dD(λ) and HD ′(λ) = WD ′(λ)dD ′(λ) . It is obvious
that dD(λ) = dD ′(λ) . Since the signature of c1 is different from that of c2 and c1 is regular if and only if c2 is regular, we
obtain WD(λ) = WD ′(λ) . It follows that HD(λ) = HD ′(λ) , and then HD = HD ′ . Suppose that c1 ∈ {λ}. Then, c2 is also an element
of {λ}. Note that the signatures of c1 and c2 are different. We may assume that c1 is positive. By Lemma 27, we have
HSc2 D + HD + zH Zc2 D + wHIc2 D = 0
and
HSc2 D + HSc1 Sc2 D + zH Zc1 Sc2 D + wHIc1 Sc2 D = 0.
Since Zc2D and Zc1 Sc2D are identical or they are related by Reidemeister moves of type I by which the numbers of crossings
of diagrams do not exceed n, HZc2 D and HZc1 Sc2 D coincide. By using Inductive hypothesis (n − 1), we obtain HIc2 D =
HIc1 Sc2 D . Thus, the result of the previous case gives HD = HSc1 Sc2 D = HD ′ . 
We focus on the Reidemeister move of type III. A Reidemeister move of type III as in Fig. 3 can be regarded as a passage
of one arc over a crossing c between the others. The arc which pass over c is called the top arc and the remaining arcs
are called the middle and the bottom arcs, where the middle arc and the bottom arc correspond to the overpath and the
underpath at c, respectively.
Lemma 33. Let D be an MG diagram with n crossings and D ′ a diagram obtained from D by applying a Reidemeister move of type III.
Then, HD ′ = HD .
Proof. Let B be a stage for the Reidemeister move which changes D into D ′ . Let c1, c2 and c3 be crossings of D in B which
are composed of the top and the middle arcs, the top and the bottom arcs, and the middle and the bottom arcs, respectively.
We denote three crossings of D ′ in B by c′1, c′2 and c′3, similarly. We choose a directed basepoint P on D outside B . Let
λ = (λm, . . . , λ1) be a descending sequence for D with respect to P . If D is descending in B , then λ is also a descending
sequence for D ′ . Then,
HD = (−1)mHD(λ) +
∑
D
λ and HD ′ = (−1)mHD ′(λ) +
∑
D ′
λ.
Since HAλk D
= HAλk D ′ and HBλk D = HBλk D ′ ,1 km, by Inductive hypothesis (n− 1), we have
∑
D λ =
∑
D ′ λ. D(λ) and D
′(λ)
are descending diagrams. Since we see that WD(λ) = WD ′(λ) and dD(λ) = dD ′(λ) , we obtain HD(λ) = HD ′(λ) , which implies
HD = HD ′ . Suppose that D is not descending in B . We will show the claim by an induction on the number of exchanges of
crossings in B required to deform the diagram into a descending one. It is enough to check the following two cases. First,
we consider the case that c1 and c′1 are changed. By Steps 3 and 5, we have
HD + HSc1 D + zH Zc1 D + wHIc1 D = 0
and
HD ′ + HSc′1 D ′ + zH Zc′1 D ′ + wHIc′1 D ′ = 0.
Note that cr(Zc1D) = cr(Ic1D) = cr(Zc′1D ′) = cr(Ic′1D ′) < n. Since Zc1D and Zc′1D ′ are identical or they are related by two
Reidemeister moves of type II by which the numbers of crossings of diagrams do not exceed n, we obtain HZc D = HZ ′ D ′ .1 c1
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Since Ic1D and Ic′1D
′ are related by vertex slides and, if necessary, Reidemeister moves of type II by which the numbers
of crossings of diagrams do not exceed n, we see that HIc1 D = HIc′1 D ′ . The equality HSc1 D = HSc′1 D ′ , which comes from
the inductive hypothesis, and the above results provide HD = HD ′ . Next, we consider the case that c3 and c′3 are changed.
We may assume that HSc3 D = HSc′3 D ′ by the inductive hypothesis. The rest of the proof is similar to that of the previous
case. 
Step 8. A vertex slide at a crossing changes the H-polynomial by ε.
Let D be a μ-component MG diagram and c a crossing of D which is composed of the components Di and D j , 1 i 
j μ. If Di is the overpath at c, then c is said to be orderly. Otherwise, c is said to be disorderly.
Lemma 34. Let D be an MG diagram with n crossings and c a crossing of D. Let D ′ be a diagram obtained from D by applying a vertex
slide at c. If c is an orderly crossing, then HD ′ = εHD .
Proof. Let B be a stage for the vertex slide at c which changes D into D ′ . We can choose a directed basepoint outside B and
a descending sequence λ = (λm, . . . , λ1) with respect to the directed basepoint such that c /∈ {λ}. Then, λ is also a descending
sequence for D ′ . By Recursive deﬁnition (n), we have
HD = (−1)mHD(λ) +
∑
D
λ and HD ′ = (−1)mHD ′(λ) +
∑
D ′
λ.
Since HAλk D ′
= εHAλk D and HBλk D ′ = εHBλk D ,1 k m, by Inductive hypothesis (n − 1), we have
∑
D ′ λ = ε
∑
D λ. D(λ) and
D ′(λ) are descending diagrams. HD(λ) and HD ′(λ) are deﬁned to be WD(λ)dD(λ) and WD ′(λ)dD ′(λ) , respectively. It is clear
that dD(λ) = dD ′(λ) . Since ri j(D ′(λ)) = ri j(D(λ)) − sign(c), we have WD ′(λ) = εWD(λ) . It follows that HD ′(λ) = εHD(λ) . This
completes the proof. 
We introduce an MG diagram with just two crossings as in Fig. 7, where Ti , i = 1,2, means a magnetic arc diagram.
Such a diagram is said to be of Hopf type with positive (resp. negative) crossings if the diagram has positive (resp. negative)
crossings.
Lemma 35. Let E0 be a standard trivial MG diagram. Let E1 be an MG diagram of Hopf type with positive crossings and E2 an MG
diagram of Hopf type with negative crossings obtained from E1 by reversing orientations of all edges of a component of E1 . If D is a
disjoint union of E0 and E1 and D ′ is a disjoint union of E0 and E2 , then HD = HD ′ .
Proof. By Step 6, we may assume that E0 in D (resp. D ′) is outside a disk which contains E1 (resp. E2). Note that D
has just two mixed crossings. We choose a directed basepoint on D . Then, we have a unique descending sequence λ
for D with respect to the directed basepoint. λ consists of one mixed crossing. We denote it by c. By Steps 3 and 5, we
obtain HD = −HScD − zH Zc D − wHIc D . We give D ′ the same directed basepoint as D . Then, λ is also a unique descending
sequence for D ′ with respect to the directed basepoint. Steps 3 and 5 provide HD ′ = −HSc D ′ − zH Zc D ′ − wHIc D ′ . Let k and l
be numbers of vertices of components of E1. By Step 7 and Inductive hypothesis (1), we have HScD = HUkunionsqUlunionsqE0 = HScD ′ ,
HZcD = HUk+lunionsqE0 = HZcD ′ and HIcD = εHUk+l+2unionsqE0 = HIc D ′ , where F1 unionsq F2 means a disjoint union of F1 and F2. These
relations show that HD = HD ′ . 
Remark 36. Lemma 35 is true for E0 = ∅.
Lemma 37. Let D be an MG diagram with just two mixed crossings one of which is denoted by c and D ′ a diagram obtained from D by
applying a vertex slide at c. If c is a disorderly crossing, then HD ′ = εHD .
Proof. Let q be the other crossing of D . We may assume that both c and q are composed of the components Di and D j ,
1 i < j  μ = μ(D). Thus, D − (Di ∪ D j), which is denoted by E0, is a standard trivial MG diagram. By Step 6, we may
assume that E0 is outside a disk which contains Di ∪ D j . Let B be a stage for the vertex slide at c which changes D into
D ′ . We may choose a directed basepoint P = (p1, . . . , pi, . . . , p j, . . . , pμ) on D such that pi ∈ Di ∩ ∂B and p j ∈ D j ∩ ∂B . We
242 Y. Miyazawa / Topology and its Applications 157 (2010) 228–246also give the directed basepoint P to D ′ . Suppose that D − B , which is identical with D ′ − B , is descending with respect
to P . If c is positive, then we can change D (resp. D ′) into a disjoint union, which is denoted by E (resp. E ′), of E0 and
an MG diagram of Hopf type with positive (resp. negative) crossings by applying some vertex slides at q. Since the number
of vertex slides at q required to change D into E differs from that of vertex slides at q required to change D ′ into E ′ only
by one, by Lemmas 34 and 35, we obtain HD ′ = εHD . We also ﬁnd that the claim is true even if c is negative. Next, we
suppose that D − B is not descending with respect to P . Then, we have a unique descending sequence λ = (q) for D − B
and two equalities HD = −HSqD − zH ZqD − wHIqD and HD ′ = −HSqD ′ − zH ZqD ′ − wHIqD ′ . By Inductive hypothesis (1), we
see that HZqD ′ = εHZqD and HIqD ′ = εHIqD . Since SqD − B which is the same diagram as SqD ′ − B is descending, we ﬁnd
that HSqD ′ = εHSqD by the result of the previous case. It follows that HD ′ = εHD . 
From the deﬁnition of a tangle diagram, it has two kinds of components. One is the magnetic arc component. The other
is the MG diagram component. We can deﬁne an ordering for a tangle diagram by giving an order to all components. We
can also give a basepoint on the diagram, provided that a basepoint on each magnetic arc component is one of its endpoints.
A descending diagram and a descending sequence can be deﬁned as those of a MG diagram.
A tangle diagram is said to have minimal crossing if any crossing is on different two magnetic arcs which intersect at
most once.
Let D1 and D2 be tangle diagrams in a disk with ∂D1 = ∂D2. D2 is said to be a reduced diagram of D1 if D1 can
be changed into D2 by a sequence of 1-sided classical Reidemeister moves and vertex slides at orderly crossings and the
number of crossings of D1 is strictly greater than the number of crossings of D2.
Lemma 38. Let F be a disk and D a connected ordered tangle diagram in F . If D is not a digram of minimal crossing, then there exists
a local curl or 2-gon in F . Moreover, with some choices of the basepoint and the descending sequence λ, there exists a reduced diagram
of D(λ).
Proof. The proof of the lemma is similar to that of [10, Lemma 3] except to apply vertex slides at orderly crossings of D(λ)
before doing 1-sided classical Reidemeister moves. 
Lemma 39. Let D be an MG diagram with n, n 3, crossings one of which is a mixed crossing c and D ′ a diagram obtained from D by
applying a vertex slide at c. If c is a disorderly crossing, then HD ′ = εHD .
Proof. Since D consists of some connected components, we denote by s the number of connected components of D and
put D = E1 unionsq · · · unionsq Es , where El , 1  l  s, means a connected component. We may assume that c is composed of the
components Di and D j , 1  i < j  μ = μ(D), and that Di and D j belong to E1. Let B be a stage for the vertex slide at
c which changes D into D ′ . Since the number of crossings of D − B is greater than 1, D − B is not a diagram of minimal
crossing. Thus, there exists a positive integer k, 1  k  μ, such that Ek − B has not minimal crossing. First, we suppose
that k 2. Note that Ek − B = Ek . Then, we can change D into a disjoint union of E1, . . . , Es−1 and Es , which is denoted by
E , so that there exist disjoint disks F and F ′ satisfying Ek ⊂ F and D − Ek ⊂ F ′ . Let E ′ be a diagram obtained from E by
applying a vertex slide at c. Step 6 ensures that HD = HE and HD ′ = HE ′ . We only have to show that HE ′ = εHE . Since Ek
is not a diagram of minimal crossing, by Lemma 38, there exist a descending sequence λ = (λm, . . . , λ1) for Ek with respect
to some directed basepoint and a reduced diagram Jk of E(λ). Then, by Steps 3 and 5, we have
HE = (−1)mHE(λ) +
∑
E
λ and HE ′ = (−1)mHE ′(λ) +
∑
E ′
λ.
Since HAλi E ′
= εHAλi E and HBλi E ′ = εHBλi E ,1  i m, by Inductive hypothesis (n − 1), we see that
∑
E ′ λ = ε
∑
E λ. Let J
(resp. J ′) be a diagram obtained from E(λ) (resp. E ′(λ)) by replacing Ek(λ) with Jk . It is clear that J and J ′ are reduced
diagrams of E(λ) and E ′(λ) respectively. Since local moves changing E(λ) into J also changes E ′ into J ′ , we obtain HE ′(λ) =
εHE(λ) by Lemmas 31–34 and the equality H J ′ = εH J which comes from Inductive hypothesis (n − 1). It follows that
HE ′ = εHE . Next, we suppose that k = 1, that is, E1 − B is not a diagram of minimal crossing. Then, we can change D into
a disjoint union of E1, . . . , Es−1 and Es , which is denoted by E , such that there exists a disk F satisfying E2unionsq· · ·unionsq Es ⊂ F ⊂ B
and F ∩ E1 = ∅. Let E ′ be a diagram obtained from E by applying a vertex slide at c. By Step 6, we only have to show that
HE ′ = εHE . The rest of the proof in this case is similar to that of the previous case. Thus, we have the result. 
Step 9. The H-polynomial is independent of the choice of the ordering.
Lemma 40. Let D be anMG diagramwith n crossings and D ′ the same diagram as D with a different ordering from D. Then, HD ′ = HD .
Proof. If n = 0, then the lemma is true by the deﬁnition of the H-polynomial. Suppose that n  1. Let D = E1 unionsq · · · unionsq Es ,
where El , 1  l  s, means a connected component of D . Then, we can change D into a disjoint union of E1, . . . , Es−1
and Es , which is denoted by E , so that there exist mutually disjoint disks F1, . . . , Fs−1 and Fs satisfying Ei ⊂ Fi , 1 i  s.
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Since the number of crossings of E is greater than or equal to 1, E has not minimal crossing. Thus, there exists a connected
component of E which is not a diagram of minimal crossing. We may assume that E1 is not a diagram of minimal crossing.
Then, by Lemma 38, there exist a descending sequence λ = (λm, . . . , λ1) for E1 with respect to some directed basepoint and
a reduced diagram J1 of E1(λ). By Steps 3 and 5, we have
HE = (−1)mHE(λ) +
∑
E
λ and HE ′ = (−1)mHE ′′ +
∑
E ′
λ,
where E ′′ is the same diagram as E(λ) except the ordering. Since HAλi E ′ = HAλi E and HBλi E ′ = HBλi E , 1 i m, by Inductive
hypothesis (n − 1), we see that ∑E ′ λ = ∑E λ. Let J be the diagram obtained from E(λ) by replacing E1(λ) with J1. It
is easy to see that J is a reduced diagram of E(λ). Local moves changing E(λ) into J also change E ′′ into E∗ , where E∗
means the same diagram as J except the ordering. Since Inductive hypothesis (n − 1) ensures that HE∗ = H J , we obtain
HE ′′ = HE(λ) by Lemmas 31–34, 37 and 39. It follows that HE ′ = HE . This completes the proof. 
Proof of Theorem 1. Steps 1, 2, 5 and 9 give condition (a) of Inductive hypothesis (n). The deﬁnition of the H-polynomial
for a standard trivial MG diagram and Steps 2, 3, 5, 7 and 8 provide condition (b). Conditions (c) and (d) are shown by
Steps 6 and 4, respectively. Hence, we ﬁnd that Inductive hypothesis (n) is true for MG diagrams with at most n crossings.
We ﬁnish the proofs of existence and invariance of the H-polynomial. Since the irregular self writhe and the mixed writhe
of an MG diagram are invariant under classical Reidemeister moves, by Step 7, we see that the R-polynomial is invariant
under those moves. A vertex slide at a crossing of an MG diagram changes the irregular writhe or half of the mixed writhe
by one. If we combine it with Step 8, then we conclude that the R-polynomial is invariant under the vertex slide. The above
two facts give the proof of invariance of the R-polynomial. 
4. Features of polynomials
We show some features of the polynomials in this section.
For an MG diagram D , the diagram obtained from D by reversing orientations of all edges of D is said to be the
orientation opposite diagram of D . We denote it by −D . For a magnetic graph G , the orientation opposite graph of G is deﬁned
similarly.
Proposition 41. Let D be an MG diagram and −D the orientation opposite diagram of D. Then, H−D = HD .
Proof. The proof of the proposition is by a double induction on the number of crossings of D and the minimal number
of crossings of D switched to change D into a trivial MG diagram. If cr(D) = 0, then the claim is true by the deﬁnition
of the H-polynomial. Suppose that cr(D) > 0. Let t(D) be the minimal number of crossings of D switched to change D
into a trivial MG diagram. Note that t(D) = t(−D). If t(D) = 0, then D and −D are trivial MG diagrams. D can be changed
into a standard trivial MG diagram U by applying classical Reidemeister moves or vertex slides. Then, −D can be changed
into −U by applying corresponding local moves. Since cr(U ) = cr(−U ) = 0, we have HU = H−U . The number of vertex
slides applied to change D into U is equal to that of vertex slides applied to change −D into −U . The fourth property of
the H-polynomial in Theorem 1 gives HD = H−D . If t(D) > 0, then there exist t(D) crossings of D so that D can be changed
into a trivial MG diagram by switching these crossings. Let c be one of them and c′ a crossing of −D corresponding to c.
Then, we have HD = −HSc D − zH Zc D − wHIc D and H−D = −HSc′ (−D) − zH Zc′ (−D) − wHIc′ (−D) . Since Sc′ (−D) = −ScD ,
Zc′ (−D) = −ZcD , Ic′ (−D) = −Ic D , t(ScD) < t(D) and cr(ZcD) = cr(Ic D) < cr(D), by the inductive hypothesis, we obtain
HScD = HSc′ (−D) , HZcD = HZc′ (−D) and HIc D = HIc′ (−D) . These equalities complete the proof. 
For an MG diagram D and its orientation opposite diagram −D , there are two relationships isw(D) = isw(−D) and
mw(D) =mw(−D) which induce the following.
Corollary 42. The R-polynomial of a magnetic graph coincides with that of its orientation opposite graph.
Proposition 43. Let D be an MG diagram and D! the mirror image of D. Then, HD! = HD .
Proof. The proof of the proposition is similar to that of Proposition 41. 
For an MG diagram D and its mirror image D!, there are two relationships isw(D!) = −isw(D) and mw(D!) = −mw(D).
The following corollary comes from these relationships.
Corollary 44. The R-polynomial of a magnetic graph coincides with that of its mirror image.
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Proposition 45. Let D be an MG diagram and v(D) the number of vertices of D. Then, HD has the form
f0(D; z) + f2(D; z)w1−v(D)/2h2 + f4(D; z)w2−v(D)/2h4,
where f2 j(D; z) ∈ Z[z±1] for 0 j  2. Moreover, f0(D; z) = 0 if v(D) > 0.
Proof. The proof of the proposition is by a double induction on the number of crossings of D and the minimal number
of crossings of D switched to change D into a trivial MG diagram. If cr(D) = 0, then HD = WDdD . By Lemma 16 and the
deﬁnition of the determinant of D , we see that the claim is true. Suppose that cr(D) > 0. Let t(D) be the minimal number
of crossings of D switched to change D into a trivial MG diagram. If t(D) = 0, then D is a trivial MG diagram. D can be
changed into a standard trivial MG diagram U by applying classical Reidemeister moves or vertex slides. Since cr(U ) = 0, by
the inductive hypothesis, the claim is true for U . By the second and the fourth properties of the H-polynomial in Theorem 1,
we ﬁnd that the H-polynomial of D is of the desired form. If t(D) > 0, then there exist t(D) crossings of D so that D can
be changed into a trivial MG diagram by switching these crossings. Let c be one of them. By the third property of the
H-polynomial in Theorem 1, we have HD = −HScD − zH Zc D − wHIc D . Since t(ScD) < t(D) and cr(ZcD) = cr(Ic D) < cr(D),
the inductive hypothesis gives the following expressions:
HScD = f0(ScD; z) + f2(ScD; z)w1−v(Sc D)/2h2 + f4(ScD; z)w2−v(Sc D)/2h4,
HZcD = f0(ZcD; z) + f2(ZcD; z)w1−v(Zc D)/2h2 + f4(ZcD; z)w2−v(Zc D)/2h4
and
HIc D = f0(Ic D; z) + f2(Ic D; z)w1−v(Ic D)/2h2 + f4(Ic D; z)w2−v(Ic D)/2h4.
Since v(D) = v(ScD) = v(ZcD) = v(Ic D) − 2, we obtain
HD =
(− f0(ScD; z) − zf0(ZcD; z) − wf0(Ic D; z))+ (− f2(ScD; z) − zf2(ZcD; z) − f2(Ic D; z))w1−v(D)/2h2
+ (− f4(ScD; z) − zf4(ZcD; z) − f4(Ic D; z))w2−v(D)/2h4.
If v(D) = 0, then v(Ic D) > 0. By the inductive hypothesis, f0(Ic D; z) is equal to zero. Thus, the H-polynomial of D is of
the desired form. If v(D) > 0, then v(Ic D) > v(ScD) = v(ZcD) > 0. Since f0(ScD; z) = f0(ZcD; z) = f0(Ic D; z) = 0 by the
inductive hypothesis, we have f0(D; z) = 0. This completes the proof. 
Corollary 46. Let G be a magnetic graph and v(G) the number of vertices of G. Then, RG has the form
g0(G; z) + g2(G; z)w1−v(G)/2h2 + g4(G; z)w2−v(G)/2h4,
where g2 j(G; z) ∈ Z[z±1] for 0 j  2. Moreover, g0(G; z) = 0 if v(G) > 0.
Corollary 47. Let G be a magnetic graph and g2 j(G; z), 0 j  2, the polynomial given in Corollary 46. Then, g2 j(G; z), 0 j  2, is
a magnetic graph invariant.
Let L be an oriented link. By Proposition 45, we can express the M- and the N-polynomials of L as
ML = M0(L; z) + M2(L; z)wh2 + M4(L; z)w2h4
and
NL = N0(L; z) + N2(L; z)wh2 + N4(L; z)w2h4
respectively, where M2 j(L; z),N2 j(L; z) ∈ Z[z±1] for 0 j  2. Since ML and NL are link invariants, we have the following.
Corollary 48. M2 j(L; z) and N2 j(L; z), 0 j  2, are link invariants.
The HOMFLY polynomial of L denoted by PL(v, z) is deﬁned by PD(v, z), where D is a diagram of L and PD(v, z) ∈
Z[v±1, z±1] is a polynomial for D determined by the following properties:
(1) For an initial diagram U0, PU0 (v, z) = 1.
(2) The P -polynomial is invariant under classical Reidemeister moves.
(3) For a skein triple (D+, D−, D0) as in Fig. 4,
v−1PD+(v, z) − v PD−(v, z) = zPD0(v, z).
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Proposition 49. Let D be a diagram of an oriented link. Then, f0(D; z) = PD(
√−1,√−1z).
Proof. Since the H-polynomial is a link invariant, the f0-polynomial is invariant under classical Reidemeister moves. For an
initial diagram U0, we have f0(U0; z) = 1, which comes from Proposition 45 and the ﬁrst property of the H-polynomial in
Theorem 1. If we combine Proposition 45 and the third property of the H-polynomial in Theorem 1, the f0-polynomials for
a skein triple of oriented link diagrams D+, D− and D0 as in Fig. 4 have a relation f0(D+; z)+ f0(D−; z)+ zf0(D0; z) = 0. Let
P∗(D; z) = PD(
√−1,√−1z). Since the P∗-polynomial comes from the HOMFLY polynomial, it is invariant under classical
Reidemeister moves and P∗(U0; z) = 1. From the skein relation for the HOMFLY polynomial, we see that the P∗-polynomials
for the skein triple (D+, D−, D0) has a relation of the same type as the f0-polynomial. Thus, two polynomials have the
same three properties. Since the P∗-polynomial is determined by the three properties, we ﬁnd that the f0-polynomial is
also determined by them and the two polynomials coincide. 
Corollary 50. For an oriented link L,
M0(L; z) = N0(L; z) = PL(
√−1,√−1z).
Let {bn}, n  −1, be a sequence of polynomials with a variable γ deﬁned by a recursive formula bn − γ bn−1 +
(γ − 1)bn−2 = 0, n 1, and initial conditions b−1 = 0 and b0 = 1. It is easy to see the following.
Lemma 51. For n 0, bn − bn−1 = (γ − 1)n and bn − (γ − 1)bn−1 = 1.
Lemma 52. Let D be a μ-component standard trivial MG diagram. Then, HD(−x,−x,1,1;1) = (2x−1 − 1)μ−1 .
Proof. Note that the H-polynomial of a standard trivial MG diagram is equal to the determinant of the diagram. If we put
z = w = −x, h2 = h4 = 1 and ε = 1, then ρ = 2x−1, ξ = −1, η = 2x−1 − 1= ρ − 1 and, for the sequence of polynomials {an}
deﬁned in Section 2, we have a relation an −ρan−1 + (ρ − 1)an−2 = 0, n 1, from Lemma 17. Let XD = HD(−x,−x,1,1;1).
First, we suppose that v(D) = 0. If μ = 1, then the claim is true because dD = 1. If μ 2, then by Lemma 51, we obtain
XD = ρμ−1 −
μ−2∑
j=−1
ρμ−2− ja j +
μ−3∑
j=−1
ρμ−3− ja j = ρμ−1 −
μ−2∑
j=0
ρμ−2− j(a j − a j−1)
= ρμ−1 −
μ−2∑
j=0
ρμ−2− j(ρ − 1) j = (ρ − 1)μ−1.
Next, we suppose that v(D) > 0. Let v∗ = v(D)/2. If μ v∗ , then by Lemma 51, we obtain
XD = ηv∗−1(aμ−v∗ − aμ−v∗−1) = (ρ − 1)v∗−1(ρ − 1)μ−v∗ = (ρ − 1)μ−1.
If μ v∗ , then by Lemma 51, we obtain
XD = ημ−1(av∗−μ−1 − ηav∗−μ−2) = (ρ − 1)μ−1
{
av∗−μ−1 − (ρ − 1)av∗−μ−2
}= (ρ − 1)μ−1.
Since ρ = 2x−1, we have the result. 
The Q -polynomial of an unoriented link |L| denoted by Q |L|(x) is deﬁned by Q |D|(x), where |D| is a diagram of |L| and
Q |D|(x) ∈ Z[x±1] is a polynomial for |D| determined by the following properties:
(1) For an unoriented initial diagram |U0|, Q |U0|(x) = 1.
(2) The Q -polynomial is invariant under classical Reidemeister moves.
(3) For a usual skein quadruple of unoriented diagrams |D|+, |D|−, |D|0 and |D|∞ ,
Q |D|+(x) + Q |D|−(x) = x
(
Q |D|0(x) + Q |D|∞(x)
)
.
For example, the Q -polynomial of a μ-component unoriented trivial link diagram is (2x−1 − 1)μ−1. It is well known that
the Q -polynomial is specialization of the Kauffman polynomial. The following proposition shows a relationship between the
H-polynomial and the Q -polynomial.
Proposition 53. Let D be an MG diagram and |D| the unoriented link diagram obtained from D by ignoring orientations of all edges
of D and removing all vertices of D. Then, HD(−x,−x,1,1;1) = Q |D|(x).
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of crossings of D switched to change D into a trivial MG diagram. Let μ be the number of components of D . We denote
HD(−x,−x,1,1;1) by XD . If cr(D) = 0, then Lemma 52 shows that XD = (2x−1 − 1)μ−1 which is coincident with the
Q -polynomial of a μ-component trivial link diagram. Since |D| is a μ-component trivial link diagram, we have the desired
formula. Suppose that cr(D) > 0. Let t(D) be the minimal number of crossings of D switched to change D into a trivial MG
diagram. If t(D) = 0, then D is a trivial MG diagram. D can be changed into a standard trivial MG diagram U by applying
classical Reidemeister moves or vertex slides. Since the X-polynomial is invariant under such moves, by Lemma 52, we
have XD = XU = (2x−1 − 1)μ−1. Since |D| is a μ-component trivial link diagram, Q |D| is equal to (2x−1 − 1)μ−1. It follows
that XD = Q |D| . If t(D) > 0, then there exist t(D) crossings of D so that D can be changed into a trivial MG diagram
by switching these crossings. Let c be one of them. By using the third property of the H-polynomial in Theorem 1, we
have XD = −XSc D + xXZc D + xXIc D . Since t(ScD) < t(D) and cr(ZcD) = cr(Ic D) < cr(D), the inductive hypothesis gives
XSc D = Q |Sc D| , XZcD = Q |Zc D| and XIc D = Q |Ic D| . Thus, we obtain XD = −Q |Sc D| + x(Q |Zc D| + Q |Ic D|) = Q |D| by the skein
relation for the Q -polynomial. 
Corollary 54. Let L be an oriented link and |L| the unoriented link obtained from L by ignoring orientations of L. Then,
ML(−x,−x,1,1) = Q |L|(x), that is, the M-polynomial dominates the Q -polynomial.
Remark 55. Corollary 54 indicates that the Q -polynomial is constituted of three oriented link invariants.
We can consider a similar reduced polynomial obtained from the N-polynomial of an oriented link. The details of the
polynomial and related results will be revealed in a forthcoming paper.
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