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Abstract. We classify absolutely split vector bundles on proper k-schemes. More precise,
we prove that the closed points of the Picard scheme are in one-to-one correspondence
with indecomposable absolutely split vector bundles. Furthermore, we apply the obtained
results to study the geometry of (generalized) Brauer–Severi varieties.
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1. Introduction
The goal of this paper is to classify absolutely split vector bundles on arbitrary proper
k-schemes X. An absolutely split vector bundle on a proper k-scheme X is a locally free
sheaf of finite rank that splits as a direct sum of invertible sheaves after base change to
the algebraic closure k¯. For simplicity, we call such sheaves AS-bundles. It is a classical
theorem of Grothendieck [16] that the AS-bundles on P1 are just the locally free sheaves.
Biswas and Nagaraj [7], [8], [9] and the author [27], [28] classified AS-bundles on certain
Brauer–Severi varieties. To be precise, AS-bundles were completely classified in dimension
one and for Brauer–Severi varieties over R. Since Brauer–Severi varieties are twisted forms
of projective spaces, the results in loc.cit. are generalizations of Grothendieck’s theorem
for P1. In order to study AS-bundles on arbitrary Brauer–Severi varieties X, we consider
the general case where X is an arbitrary proper k-scheme. Our first main result is the
following:
Theorem (Theorem 4.6). Let X be a proper k-scheme with H0(X,OX) = k. Then the
closed points of the Picard scheme PicX/k are in one-to-one correspondence with isomor-
phism classes of indecomposable AS-bundles on X.
Notice that Theorem 4.6 is a direct generalization of the fact that the twisted Picard
group equals the set of k-rational points in the Picard scheme (see [24], (7.4)). Since
AS-bundles are given by the direct sum of indecomposable AS-bundles, we have a one-
to-one correspondence of finite closed subschemes of PicX/k and isomorphism classes of
AS-bundles. In the case where the proper scheme X⊗k k¯ has infinite cyclic Picard group,
we obtain:
1
2Theorem (Theorem 5.1). Let X be a proper k-scheme with Pic(X ⊗k k¯) ≃ Z and period
r and let J be a generator of Pic(X). Denote by L the generator of Pic(X ⊗k k¯) ≃ Z
satisfying J ⊗k k¯ ≃ L⊗r. Assume there is an indecomposable pure bundle ML of type L.
Then all indecomposable AS-bundles E are of the form
J⊗a ⊗ML⊗j
with unique a ∈ Z and 0 ≤ j ≤ r − 1.
See Remark 5.2 for an argument why the indecomposable AS-bundles in Theorem 5.1
do not depend on the choice of the generator of Pic(X). Notice that for coherent sheaves
on proper k-schemes the Krull–Schmidt Theorem holds (see [5]). Therefore, any coherent
sheaf can uniquely be decomposed as a direct sum of indecomposables (up to isomorphism
and permutation). It is easy to see that all AS-bundles on proper k-schemes are obtained
as a direct sum of the indecomposable AS-bundles.
For a more deeper understanding of the AS-bundles it is important to determine the
ranks of ML⊗j . If H0(X,OX) = k, an easy computation shows that the endomorphism
algebra End(ML) is central simple. One therefore has the notion of the index of End(ML).
Under the assumption that the Picard group is infinite cyclic, we have the following
concrete description of the ranks of ML⊗j .
Proposition (Proposition 5.3). Let X be a proper k-scheme with H0(X,OX) = k and
Pic(X ⊗k k¯) ≃ Z. Denote by L the generator of Pic(X ⊗k k¯) and assume there is an
indecomposable vector bundle ML satisfying ML⊗k k¯ ≃ L⊕d. Then for all j ∈ Z one has
rk(ML⊗j ) = ind(End(ML)⊗j).
Applying the above results to the case where X is a (generalized) Brauer–Severi variety
we obtain a complete classification of AS-bundles on arbitrary (generalized) Brauer–Severi
varieties (see Theorem 6.5 and Corollary 6.6). This gives the results of Biswas and Na-
garaj [7], [8], [9] and of the author [27], [28] as corollaries. We also consider the sequence
of natural numbers (dj)j∈Z with dj = rk(ML⊗j ). In fact, for a Brauer–Severi variety of
period p it is enough to consider the p+1-tupel (d0, d1, ..., dp−1, dp) (see Proposition 5.4).
This p + 1-tupel will be called the AS-type. We determine the AS-type and study the
relation between the AS-types of Brauer equivalent and birational Brauer–Severi varieties.
Moreover, we will show that the AS-type is a birational invariant (see Proposition 6.12).
Finally, as consequences of the Horrocks criterion and a result of Ottaviani [30], we obtain
cohomological criteria for a vector bundle on a (generalized) Brauer–Severi variety to be
a AS-bundle (see Theorem 6.14 and Theorem 7.7).
Acknowledgement. This paper is an improvement of the first two chapters of my
Ph.D. thesis which was supervised by Stefan Schro¨er whom I would like to thank for a lot
of comments and fruitful discussions.
Conventions. Throughout this work k denotes an arbitrary ground field and ksep
and k¯ a separable respectively algebraic closure. Furthermore, any locally free sheaf is
assumed to be of finite rank and will be called vector bundle.
2. Generalities on Brauer–Severi varieties and simple algebras
Throughout the paper k denotes an arbitrary field, unless stated otherwise. We recall
the basics of Brauer–Severi varieties and central simple algebras and refer to [4], [15], [33]
and [34] for details. For the more general notions of Brauer–Severi schemes and Azumaya
algebras we refer the reader to [17] and [18]. A Brauer–Severi variety of dimension n is a
scheme X of finite type over k such that X ⊗k L ≃ Pn for a finite field extension k ⊂ L.
Such a field extension k ⊂ L is called splitting field of X. Clearly, the algebraic closure
k¯ is a splitting field for any Brauer–Severi variety. One can show that a Brauer–Severi
3variety always splits over a finite separable field extension of k (see [15], Corollary 5.1.4).
By embedding the finite separable splitting field into its Galois closure, a Brauer–Severi
variety splits over a finite Galois extension of the base field k (see [15], Corollary 5.1.5).
It follows from [19], IV, Chapter II, Theorem 2.7.1 that X is projective, integral and
smooth over k. There is a well-known one-to-one correspondence between Brauer–Severi
varieties and central simple k-algebras. Recall that an associative k-algebra A is called
central simple if it is an associative finite-dimensional k-algebra that has no two-sided
ideals other than 0 and A and if its center equals k. If the algebra A is a division algebra,
it is called central division algebra. Such central simple k-algebras can be characterized
by the following well-known fact (see [15], Theorem 2.2.1): A is a central simple k-algebra
if and only if there is a finite field extension k ⊂ L such that A⊗k L ≃Mn(L) if and only
if A⊗k k¯ ≃Mn(k¯).
The degree of a central simple algebra A is now defined to be deg(A) :=
√
dimkA.
According to the Wedderburn Theorem, for any central simple k-algebra A there is an
integer n > 0 and a division algebra D such that A ≃ Mn(D). The division algebra
D is also central and unique up to isomorphism. Now the degree of the unique central
division algebra D is called the index of A and is denoted by ind(A). It can be shown
that the index is the smallest among the degrees of finite separable splitting fields of A
(see [15], Corollary 4.5.9). Two central simple k-algebras A ≃ Mn(D) and B ≃ Mm(D′)
are called Brauer equivalent if D ≃ D′. Brauer equivalence is indeed an equivalence
relation and one defines the Brauer group Br(k) of a field k as the group whose elements
are equivalence classes of central simple k-algebras and group operation being the tensor
product. It is an abelian group with inverse of the equivalence class of A given by the
equivalence class of Aop. The neutral element is the equivalence class of k. The order of
a central simple k-algebra A in Br(k) is called the period of A and is denoted by per(A).
It can be shown that the period divides the index and that both, period and index, have
the same prime factors (see [15], Proposition 4.5.13). Denoting by BSn(k) the set of all
isomorphism classes of Brauer–Severi varieties of dimension n and by CSAn+1(k) the set
of all isomorphism classes of central simple k-algebras of degree n+1, there is a canonical
identification
CSAn+1(k) = BSn(k)
via non-commutative Galois cohomology (see [4], [15] and [35] for details). Hence any
n-dimensional Brauer–Severi variety X corresponds to a central simple k-algebra of de-
gree n+1. In view of the one-to-one correspondence between Brauer–Severi varieties and
central simple algebras one can also speak about the period of a Brauer–severi variety X.
It is defined to be the period of the corresponding central simple k-algebra A.
We also need some facts concerning simple and semisimple rings in general (see [2], [11]
for details). Recall that for a ring R with unity, a R-module M is called simple if M has
no non-trivial submodules. A R-module M is called semisimple if M is isomorphic to the
direct sum of simple modules (see [2], Chapter 3, § 9). Note that a ring R is called simple
(semisimple) if it is a simple (semisimple) left module over itself. Clearly, a simple ring R
is of course semisimple. The Jacobson radical of a ring R is by definition the intersection
of all maximal left ideals in R and is denoted by rad(R). For semisimple rings one has the
following well-known characterization: Assume R is left artinian, then R is semisimple if
and only if rad(R) = 0 (see [2], Proposition 15.16). In particular R/rad(R) is semisimple.
Since central simple k-algebras A are isomorphic to Mn(D), they are simple in the above
sense (see [2], § 13, Example 13.1) and one therefore has rad(A) = 0. This fact is needed
in the next section (see Proposition 3.2).
43. Pure vector bundles
In this section we study a certain class of vector bundles. We follow the work of Arason,
Elman and Jacob [3] and call them pure.
Definition 3.1. A vector bundle E on a proper k-scheme X is called pure of type W if
there is an indecomposable vector bundle W on X ⊗k k¯ such that E ⊗k k¯ ≃ W⊕m. If the
indecomposable vector bundle W is invertible, we say E is pure of rank one.
Example 3.2. Let X be a n-dimensional Brauer–Severi variety over k. We consider the
Euler sequence on X ⊗k k¯ ≃ Pn (see [21], II Theorem 8.13):
0 −→ Ω1Pn −→ OPn(−1)⊕(n+1) −→ OPn −→ 0.(1)
This short exact sequence does not split since OPn(−1) has no global sections. Applying
Hom(OPn ,−) to this sequence gives Ext1(OPn ,Ω1Pn) ≃ k¯. Therefore, the middle term of
the Euler sequence is unique up to isomorphism. Furthermore, since OX and Ω1X/k exist
on X and Ext1(OX ,Ω1X/k) ≃ k, there is also a non-split short exact sequence on X
0 −→ Ω1X/k −→ V −→ OX −→ 0,(2)
where the vector bundle V is unique up to isomorphism. After base change to k¯ one gets
back the sequence (1) on Pn. Therefore V ⊗k k¯ ≃ OPn(−1)⊕(n+1). This shows that V is
pure of type OPn(−1).
The vector bundle V from sequence (2) has an interesting property. Consider the endo-
morphism algebra End(V) which is a finite-dimensional associative k-algebra. After base
change to k¯, we find End(V) ⊗k k¯ ≃ End(OPn(−1)⊕(n+1)) ≃ End(O⊕(n+1)Pn ) ≃ Mn+1(k¯).
We see that End(V) is a central simple k-algebra. More generally, we make the following
observation.
Proposition 3.3. Let X be a geometrically integral and proper k-scheme and E pure of
rank one. Then End(E) is a central simple k-algebra. If furthermore E is indecomposable,
End(E) is a division algebra.
Proof. By definition there exists an invertible sheaf L onX⊗k k¯ such that E⊗kk¯ ≃
⊕n
i=0 L.
Let us denote Xk¯ for the scheme X ⊗k k¯. We have E ⊗k k¯ ⊗ L∨ ≃ O⊕(n+1)Xk¯ . Since X is
supposed to be proper, the endomorphism algebra End(E) is a finite-dimensional k-algebra.
Furthermore, since X is geometrically integer we have End(OXk¯) ≃ H0(Xk¯,OXk¯) ≃ k¯ and
therefore we obtain
End(E)⊗k k¯ ≃ End(
n⊕
i=0
L)
≃ Hom(L ⊗ (
n⊕
i=0
OXk¯),L ⊗ (
n⊕
i=0
OXk¯))
≃ Hom((
n⊕
i=0
OXk¯ ),L∨ ⊗ L⊗ (
n⊕
i=0
OXk¯))
≃ End(O⊕(n+1)Xk¯ )
≃ Mn+1(k¯).
This implies that End(E) has to be a central simple k-algebra. Now suppose that E is
indecomposable. According to [3], p.1324 on a proper k-scheme X a vector bundle E is
indecomposable if and only if End(E)/rad(End(E)) is a division algebra over k. Since
End(E) is a central simple k-algebra we have rad(End(E)) = 0. Hence End(E) is a central
division algebra. 
5Note that the rank of a pure sheaf as in Proposition 3.3 is equal to the degree of the
central simple k-algebra End(E). Indeed, the above proof shows
rk(E) = n+ 1 = deg(End(E)).(3)
Now let X be a geometrically integral and proper k-scheme. Assume E is pure of rank one.
Suppose furthermore, we are given an indecomposable direct summand F of E . We want
to understand the relation between the central simple k-algebras End(E) and End(F).
The following result is very useful and will be needed later on quite frequently.
Proposition 3.4. Let X be a proper k-scheme and F and G two coherent sheaves. If
F ⊗k k¯ ≃ G ⊗k k¯, then F is isomorphic to G.
Proof. Wiegand [37], Lemma 2.3 proved this in the case X is projective over k, but the
proof remains valid for proper k-schemes. For convenience to the reader we reproduce the
proof and follow exactly the lines of the proof given in [37]. Since the extension k ⊂ k¯ is a
direct limit of finite extensions, it suffices to prove the statement for finite field extensions.
Now suppose k ⊂ L is a finite field extension and pi : X ⊗k L→ X the projection. Choose
a basis {α1, ..., αd} for L over k. By assumption we have pi∗F ≃ pi∗G. For the coherent
sheaf A = pi∗pi∗F we have over any affine open set U ⊂ X, A(U) = F(U) ⊗k L and
there is a unique OX(U)-module isomorphism from A(U) to F(U)⊕d, assigning m ⊗ αi
to (0, 0, ..., m, ..., 0), where m is located at the ith entry. This yields pi∗pi
∗F ≃ F⊕d and
obviously the same holds for pi∗pi
∗G. Hence pi∗pi∗F ≃ F⊕d ≃ pi∗pi∗G ≃ G⊕d and we
conclude from Krull–Schmidt Theorem that F ≃ G. 
Notice that the statement of Proposition 3.4 also holds if one considers the base change
to the separable closure ksep instead of the base change to k¯ (see [3], p.1325). A simple
consequence of Proposition 3.4 is the following:
Proposition 3.5. Let X be a proper and geometrically integral k-scheme. If E and E ′
are two indecomposable pure sheaves of same type, then E ≃ E ′.
We are now able to understand the relation between the central simple k-algebras
End(E) and End(F) from above.
Proposition 3.6. Let X be a proper and geometrically integral k-scheme. Let E be in-
decomposable and pure of rank one and F an indecomposable direct summand of E . Then
End(E) ≃Mn(End(F)) and hence End(E) and End(F) are Brauer equivalent.
Proof. Since X is geometrically integral and proper, Proposition 3.3 yields that End(E) is
a central simple k-algebra. Furthermore, since X is proper we can decompose E as a direct
sum of indecomposable vector bundles according to the Krull–Schmidt Theorem. Now let
E =⊕ni=1 Ei be the Krull–Schmidt decomposition of E . Since E is pure of rank one, there
is an invertible sheaf L such that E ⊗k k¯ ≃
⊕r
j=1 L. In view of E ⊗k k¯ ≃
⊕n
i=1(Ei ⊗k k¯),
we have an isomorphism
r⊕
j=1
L ≃ E ⊗k k¯ ≃
n⊕
i=1
(Ei ⊗k k¯).
Therefore, by the Krull–Schmidt Theorem for vector bundles on X⊗k k¯, we obtain that Ei
is also pure of type L. Since all the bundles Ei are indecomposable, Proposition 3.5 yields
that they are all isomorphic. Hence E ≃ ⊕ni=1 E1 and thus F ≃ E1 by Krull–Schmidt
Theorem. By Proposition 3.3, the endomorphism algebra End(F) is a central division
algebra and therefore End(E) ≃ End(⊕ni=1 F) ≃ Mn(End(F)). This shows that End(F)
and End(E) are Brauer equivalent. 
Remark 3.7. The proof of the above proposition shows that all the indecomposable
direct summands in the Krull–Schmidt decomposition of a vector bundle which is pure
6of rank one are isomorphic. In particular, End(F) is isomorphic to the unique central
division algebra D with Mn(D) ≃ End(E).
4. AS-bundles on proper k-schemes
In this section we prove the first main result of the present paper. We start with the
main definition.
Definition 4.1. Let X be a k-scheme. A vector bundle E on X is called absolutely split
(separably split) if it splits after base change as a direct sum of invertible sheaves on X⊗k k¯
(resp. X ⊗k ksep). For an absolutely split locally free sheaf we shortly write AS-bundle.
Proposition 4.2. Let X be a proper k-scheme and E a vector bundle on X. Then E is
absolutely split if and only if it is separably split.
Proof. If E is separably split, then it is also absolutely split. For the other implication,
assume E is not separably split. Then after base change to ksep we obtain from the
Krull–Schmidt decomposition
E ⊗k ksep ≃
r⊕
i=1
Ei
that at least one of the indecomposable Ei on X ⊗k ksep has rank > 1. According to [31],
Proposition 3.1, the locally free sheaves Ei remain indecomposable after base change to k¯.
Therefore, there exists at least one Ei ⊗ksep k¯ with rk(Ei ⊗ksep k¯) > 1. This implies that
E ⊗k k¯ ≃ (E ⊗k ksep)⊗ksep k¯ ≃
r⊕
i=1
(Ei ⊗ksep k¯)
is not absolutely split. This contradicts the assumption and completes the proof. 
For the proof of Theorem 4.5 we need the following generalization of [3], Proposition
3.4.
Proposition 4.3. Let X be a smooth projective variety over k. Let E be an indecomposable
vector bundle on X ⊗k ks and suppose {E1, ..., Er} is the Gal(ks|k)-orbit of E . Then
there is an up to isomorphism unique indecomposable vector bundle F on X such that
F ⊗k ks ≃
⊕r
i=1 E⊕di for a unique positive integer d > 0.
Proof. The vector bundle V := E1 ⊕ E2 ⊕ ...⊕Er is by assumption Galois invariant. Since
E is indecomposable, it follows that any Ei is indecomposable, too. To get our assertion,
we proceed as in the proof of Proposition 3.4 in [3] to obtain a vector bundle M on X
satisfying M⊗k ks ≃ V⊕m =
⊕r
i=1 E⊕mi for a suitable positive integer m > 0. Take
any direct summand W of M and observe that W ⊗k ks ≃ V⊕r for some positive integer
r ≤ m. In fact this follows from the assumption that {E1, ..., Er} is the Gal(ks|k)-orbit of
the indecomposable bundle E and because⊕ri=1 E⊕mi is the Krull–Schmidt decomposition
of M⊗k ks. Now choose among the direct summands of M a bundle F with smallest
rank. Denote this rank by d. Now one proceeds as in the proof of Proposition 3.4 in
[3] to conclude with Krull–Schmidt Theorem and Proposition 3.4 that F is unique up to
isomorphism. 
For G = Gal(ksep|k) we denote by PicG(X ⊗k ksep) ⊂ Pic(X ⊗k ksep) the subgroup
of isomorphism classes of G-invariant invertible sheaves. An immediate consequence of
Proposition 4.3 is:
Corollary 4.4. Let X be a proper k-scheme. For all L ∈ PicG(X ⊗k ksep) there is an up
to isomorphism unique indecomposable ML on X such that ML ⊗k k¯ ≃ L⊕n.
More general, we have:
7Theorem 4.5. Let X be a proper k-scheme and M an indecomposable separably split
vector bundle. Then there is a unique positive integer d > 0 such that M ⊗k ksep ≃
L⊕d1 ⊕· · ·⊕L⊕dm , where {L1, ...,Ll} is the Gal(ksep|k)-orbit of a unique L ∈ PicG(X⊗kksep).
Proof. LetM be an indecomposable separably split vector bundle. By definition we have
M⊗k ksep ≃
n⊕
i=1
L⊕mii ,
for suitable invertible sheaves Li on X ⊗k ksep. Since M⊗k ksep is Gal(ksep|k) invari-
ant, the set {L1, ...,Ln} decomposes as the disjoint union of Gal(ksep|k)-orbits. Let us
denote by Bl = {M(l)1, ...,M(l)sl} the respective orbits. Without loss of generality,
B1 = {L1, ...,Lr} = {σ∗(L1) | σ ∈ Gal(ksep|k)}. We claim that m1 = m2 = ... = mr.
Assume by contradiction that there is a j > 0 such that m1 6= mj , j = 1, ..., r. Again,
without loss of generality j = 2. Now there is a σ ∈ Gal(ksep|k) with σ∗(L1) ≃ L2. We
then must have
σ∗(L1)⊕m1 ⊕ σ∗(L2)⊕m2 ⊕ · · · ⊕ σ∗(Lr)⊕mr ≃ L⊕m11 ⊕ L⊕m22 ⊕ · · · ⊕ L⊕mrr .
It follows from the fact that all Li are indecomposable and Krull–Schmidt Theorem that
m1 = m2. This contradicts the assumption m1 6= m2. The corresponding statement
applies for any Bl.
Now by Proposition 4.3 it follows that for any Bl there is a unique dl and a unique Fl
such that
Fl ⊗k ksep ≃M(l)⊕dl1 ⊕ · · · ⊕M(l)⊕dlsl .
We denote by d the least common multiple of all the dl. By definition, there are integers
nl ∈ Z such that nl · dl = d. We find
(M⊕d)⊗k ksep ≃
r⊕
l=1
sl⊕
j=1
(M(l)⊕blj )⊕d
≃
r⊕
l=1
sl⊕
j=1
(M(l)⊕bl·dj )
≃
r⊕
l=1
sl⊕
j=1
(M(l)⊕dlj )⊕nl·bl
≃ (
r⊕
l=1
F⊕nl·bll )⊗k ksep.
Now Proposition 3.3 shows
M⊕d ≃
r⊕
l=1
F⊕nl·bll .
The Krull–Schmidt Theorem implies that M must be isomorphic to some Fl. Hence the
assertion. 
Theorem 4.5 has a interesting geometric consequence which is the content of the main
theorem of this section. To prove this theorem, we first have to look more closely at the
Hochschild–Serre spectral sequence for Galois coverings (see [26] for details). In general,
for a proper k-scheme X with H0(X,OX) = k one has the four-term exact sequence for
the Galois covering Spec(ksep)→ Spec(k) with X ′ = X ⊗k ksep:
0 −→ H1(G,H0(X ′et,Gm)) −→ H1(Xet,Gm) −→ H0(G,H1(X ′et,Gm)) −→
−→ H2(G,H0(X ′et,Gm)).
8Assuming H0(X,OX) = k one has H2(G,H0(X ′et,Gm)) = Br(k) and the above exact
sequence becomes
0 −→ Pic(X) −→ PicG(X ′) −→ Br(k).(4)
In order to get a more geometric interpretation of the group PicG(X ′) we recall the basics
of the Picard scheme. The main references for the Picard scheme are [19], [20] and [23].
For a scheme X, the Picard group Pic(X) is the same as H1(X,O∗X) (see [21], p.224).
This group is also called the absolute Picard group. To get some relative version of this
group we fix a S-scheme X with structural morphism f : X → S. Now for a S-scheme T
one has the following base change diagram
XT = X ×S T //
fT

X
f

T // S
and one can form the presheaf T 7→ H1(XT ,O∗XT ) whose associated sheaf is R1fT∗O∗XT
(see [21], Proposition 8.1, p.250). In the Zariski topology one then defines the relative
Picard functor simply as Pic(X/S)(Zar)(T ) = H
0(T,R1fT∗O∗XT ). One now can imitate this
for the fppf-topology and define Pic(X/S)(fppf)(T ) = H
0(T,R1fT∗Gm). Again the Leray
spectral sequence
Epq2 = H
p(T,RqfT∗FXT ) =⇒ Hp+q(XT ,FXT ),
provides us with the exact sequence of low degree
0 −→ H1(T, fT∗F) −→ H1(XT ,F) −→ H0(T,R1fT∗F) −→ H2(T, fT∗F).
The cohomology groups occurring in the exact sequence are meant with respect to the
fppf-topology. Now for the sheaf Gm in the fppf-topology, that is also a sheaf in the
e´tale-topology, the above exact sequence becomes:
0 −→ H1(T, fT∗Gm) −→ H1(XT ,Gm) −→ H0(T,R1fT∗Gm) −→ H2(T, fT∗Gm).
Assuming f∗OX ≃ OS one obtains fT∗Gm = Gm and hence H1(T, fT∗Gm) = H1(T,Gm),
what by [20], p.190-216 implies H1(T, fT∗Gm) = Pic(T ). Thus the above exact sequence
becomes
0 −→ Pic(T ) −→ Pic(XT ) −→ H0(T,R1fT∗Gm) −→ H2(T, fT∗Gm).
One defines the relative Picard functor Pic(X/S)(et)(T ) in the e´tale-topology simply as
H0(T,R1fT∗Gm) since the above exact sequence also exists in this topology. It is a very
delicate problem under what kind of assumptions the Picard functor is representable in
dependence of the given topology. We refer to [20] and [23] for details. The main theorem
of Grothendieck about the Picard functor is that under the assumption that f : X → S is
projective and flat and its geometric fibers are integral, the Picard functor Pic(X/S)(et) is
representable (see [23], Theorem 4.8). The object that represents the Picard functor is a
separated scheme locally of finite type over S, called the Picard scheme ofX and is denoted
by PicX/S. In particular, for a proper k-scheme X the Picard functor Pic(X/k)(et) is also
representable (see [23], Theorem 4.18.2, Corollary 4.18.3 or [20] p.236 ff.). Specializing
further, the above exact sequence becomes for S = Spec(k) = T and H0(X,OX) = k:
0 −→ Pic(Spec(k)) −→ Pic(X) −→ Pic(X/k)(fppf)(k) −→ Br(k).
As mentioned above, ifX is supposed to be proper over S = Spec(k) = T andH0(X,OX) =
k, the above sequence also holds in the e´tale-topology and we consider the Picard functor
H0(T,R1fT∗Gm) as given in this topology. This gives us the following exact sequence:
0 −→ Pic(Spec(k)) −→ Pic(X) −→ Pic(X/k)(et)(k) −→ Br(k).(5)
This means that we can represent elements of Pic(X/k)(et)(k) by invertible sheaves on X
that become zero in the Brauer group Br(k). If X has a k-rational point, one can show
9that Pic(X) = Pic(X/k)(et)(k) and therefore the k-rational points of PicX/k are in one-to-
one correspondence with invertible sheaves on X. The question arises what happens if X
does not admit a k-rational point. It is a well known fact that elements of Pic(X/k)(et)(k)
are in one-to-one correspondence with so called twisted line bundles on X (see [24], (7.4)).
A generalization of this fact is the following theorem.
Theorem 4.6. Let X be a proper k-scheme with H0(X,OX) = k. Then the closed points
of PicX/k are in one-to-one correspondence with isomorphism classes of indecomposable
AS-bundles on X.
Proof. We denote by ASX the set of isomorphism classes of indecomposable AS-bundles
on X. In view of Proposition 4.2, we can restrict ourselves to consider separably split
bundles. Let y ∈ PicX/k be a closed point. Then k(y) is a finite extension of k. The
closed point y corresponds to a Gal(ksep|k)-orbit {y1, ..., yr} of points in PicX/k(ksep).
Recall the sequence (5) for Xsep := X ⊗k ksep
0 −→ Pic(Spec(ksep)) −→ Pic(Xsep) −→ Pic(Xsep/ksep)(et)(ksep) −→ Br(ksep).
Since PicX/k(k
sep) = Pic(Xsep/ksep)(k
sep) and Br(ksep) = 0, we see that Pic(Xsep) is
isomorphic to PicX/k(k
sep). Notice that this isomorphism is compatible with the action of
Gal(ksep|k). So for any Gal(ksep|k)-orbit {y1, ..., yr} of points in PicX/k(ksep), there is a
unique Gal(ksep|k)-orbit {L1, ...,Lr} of line bundles in Pic(Xsep). By Proposition 4.2 and
Proposition 4.3, there is a uniquely determined indecomposable AS-bundleMy satisfying
My ⊗k ksep ≃ L⊕dy1 ⊕ · · · ⊕ L⊕dyr .
So there is a well defined map
φ : {closed points in PicX/k} −→ ASX ,
assigning to each closed point y the AS-bundle My as described above. From Theorem
4.5 it follows that φ is surjective. It remains to show that φ is injective. For this, let y
and y′ be closed points andMy andMy′ the corresponding indecomposable AS-bundles.
Assume My ≃My′ . From Theorem 4.5 we conclude
My ⊗k ksep ≃ L⊕d1 ⊕ · · · ⊕ L⊕dr ≃ N⊕d
′
1 ⊕ · · · ⊕ N⊕d
′
s ≃My′ ⊗k ksep
The Krull–Schmidt Theorem implies r = s and d = d′. Moreover, we have Li ≃
Nj . Therefore, the Galois orbits {y1, ..., yr} and {y′1, ..., y′s} corresponding to the orbits
{L1, ...,Lr} and {N1, ...,Ns} are the same. By descent, this gives y = y′. 
5. AS-bundles on proper k-schemes with cyclic Picard group
In this section we prove the second main theorem of the present paper. The results of
this section will be applied in Section 6 to study Brauer–Severi varieties.
We start by fixing some notation and stating some facts. From Proposition 3.4 we
conclude that Pic(X) is a subgroup of Pic(X ⊗k k¯). In particular, if Pic(X ⊗k k¯) ≃ Z, we
have Pic(X) ≃ rZ. We call the integer |r| the period of X. Let us fix a generator J of
Pic(X). Now let L ∈ Pic(X ⊗k k¯) be the generator satisfying J ⊗k k¯ ≃ L⊗|r|. Assume
there is a pure bundleM of type L ∈ Pic(X⊗k k¯). We know from Proposition 3.5 that the
bundle M is unique up to isomorphism. We use the notation ML. It is easy to see that
for any invertible sheaf L⊗j ∈ Pic(X⊗k k¯) there is an indecomposable pure bundle of type
L⊗j . This is due to the following fact: Let s = rk(ML) and consider (L⊕s)⊗j ≃ (L⊗j)⊕sj .
From this one obtains M⊗jL ⊗k k¯ ≃ (L⊕s)⊗j ≃ (L⊗j)⊕s
j
. Considering the Krull–Schmidt
decomposition ofM⊗jL and taking into account that all indecomposable direct summands
are isomorphic (see proof of Proposition 3.6 and Remark 3.7), we get a up to isomorphism
unique indecomposable locally free sheaf ML⊗j such thatML⊗j ⊗k k¯ ≃ (L⊗j)⊕sj , where
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sj is the rank of ML⊗j .
With the above notation we can prove the following result.
Theorem 5.1. Let X be a proper k-scheme with Pic(X ⊗k k¯) ≃ Z and period r and let
J be a generator of Pic(X). Denote by L the generator of Pic(X ⊗k k¯) ≃ Z satisfying
J ⊗k k¯ ≃ L⊗r. Assume there is an indecomposable pure bundle ML of type L. Then all
indecomposable AS-bundles E are of the form
J⊗a ⊗ML⊗j
with unique a ∈ Z and 0 ≤ j ≤ r − 1.
Proof. Let E be an arbitrary, not necessarily indecomposable AS-bundle and pi : X⊗k k¯ →
X the projection. By assumption, there is an indecomposable pure vector bundle ML of
type L. We have shown above that there exist up to isomorphism unique indecomposable
pure vector bundles of type L⊗j for all j ∈ Z. We denote them by ML⊗j . Now consider
ML⊗j only for j = 0, ..., r− 1. Let d = lcm(rk(MOX
k¯
), rk(ML), ..., rk(ML⊗(r−1))) be the
least common multiple and consider the vector bundle pi∗(E⊕d). Since E is an AS-bundle,
the vector bundle E⊕d is an AS-bundle, too. Therefore pi∗(E⊕d) decomposes into a direct
sum of invertible sheaves and we find after reordering mod r that pi∗(E⊕d) is isomorphic
to (
s0⊕
i=0
(L⊗ai0 ·r)⊕d
)
⊕
(
s1⊕
i=0
(L⊗ai1 ·r+1)⊕d
)
⊕ · · ·
⊕
(sr−1⊕
i=0
((L⊗air−1 ·r+(r−1)))⊕d
)
.
By definition of d, there are hj such that hj ·rk(ML⊗j ) = d for 0 ≤ j ≤ r−1. Furthermore,
the sheavesML⊗j satisfy pi∗ML⊗j ≃ (L⊗j)⊕dj , where dj = rk(ML⊗j ). Now for the direct
summands (L⊗aij ·r+j)⊕d we have(
L⊗aij ·r+j
)⊕d
=
((
L⊗aij ·r+j
)⊕dj)⊕hj
.
By considering the vector bundle (J⊗aij ⊗ML⊗j )⊕hj on X, we find
pi∗
(
J⊗aij ⊗ML⊗j
)⊕hj ≃ (L⊗aij ·r+j)⊕d .
For the vector bundle
R =
(
r0⊕
i=0
(J⊗ai0 )⊕d
)
⊕
(
r1⊕
i=0
(J⊗ai1 )⊗M⊕h1L
)
⊕ · · ·
⊕
(rp−1⊕
i=0
(J⊗aip−1 )⊗M⊕hr−1
L⊗(r−1)
)
we therefore have pi∗R ≃ pi∗(E⊕d). Applying Proposition 3.4 shows that E⊕d is isomorphic
to R. Because Krull–Schmidt Theorem holds for vector bundles on X, we conclude that E
is isomorphic to the direct sum vector bundles of the form J⊗a⊗ML⊗j with unique a ∈ Z
and 0 ≤ j ≤ r− 1. Furthermore, since all these bundles are indecomposable by definition,
we finally get that all the indecomposable AS-bundles are of the form J⊗a ⊗ML⊗j with
unique a ∈ Z and 0 ≤ j ≤ r − 1. This completes the proof. 
Remark 5.2. If we take the other generator J ∨ of Pic(X), we must take L∨ as the
generator of Pic(X ⊗k k¯) to have J ∨ ⊗k k¯ ≃ (L∨)⊗r. Imitating the proof of Theorem 5.1
get that all indecomposable AS-bundles are of the form (J⊗a⊗ML⊗j )∨ with unique a ∈ Z
and −r+ 1 ≤ j ≤ 0. Now Proposition 5.4 below shows that these bundles are isomorphic
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to the indecomposable AS-bundles from Theorem 5.1. Therefore, the isomorphism classes
of indecomposable AS-bundles do not depend on the choice of the generator of Pic(X).
Now we want to determine the ranks of the sheaves ML⊗j . If H0(X,OX) = k, we
obtain from Proposition 3.3 that End(ML) is central simple. One therefore has the
notion of the index of End(ML).
Proposition 5.3. Let X be a proper k-scheme with H0(X,OX) = k and Pic(X⊗k k¯) ≃ Z.
Denote by L a generator of Pic(X⊗k k¯) and assume there is an indecomposable pure vector
bundle ML of type L. Then for all j ∈ Z
rk(ML⊗j ) = ind(End(ML)⊗j).
Proof. Let pi : X ⊗k k¯ → X denote the projection. For the bundle M⊗jL we have
pi∗M⊗jL ≃ (L⊕rk(ML))⊗j ≃ (L⊗j)⊕rk(ML)
j
.
This shows that M⊗jL is pure of type L⊗j . In general, M⊗jL need not to be indecom-
posable. Since H0(X,OX) = k, Proposition 3.3 implies that the endomorphism algebra
End(ML⊗j ) is a central division algebra. Applying the Krull–Schmidt Theorem forM⊗jL
on X we get a decomposition
M⊗jL ≃
m⊕
i=1
Ei,
where all Ei are indecomposable. After base change to the algebraic closure we have
(L⊕rk(ML))⊗j ≃ (M⊗jL )⊗k k¯ ≃
m⊕
i=1
Ei ⊗k k¯.
Applying Krull–Schmidt Theorem for any Ei on X⊗k k¯ shows that Ei are pure of type L⊗j .
According to Proposition 3.5 and Remark 3.7, all Ei are isomorphic to ML⊗j . Proposi-
tion 3.6 implies that End(M⊗jL ) is a matrix algebra over the central division algebra
End(ML⊗j ). By (3), the rank ofML⊗j equals deg(End(ML⊗j )). But deg(End(ML⊗j )) =
ind(End(M⊗jL )). Now it is an easy exercise to show End(M⊗jL ) ≃ End(ML)⊗j as central
simple algebras. Finally, it follows rk(ML⊗j ) = deg(End(ML⊗j )) = ind(End(ML)⊗j).

Let X be as in Theorem 5.1 and consider the sequence (rk(ML⊗j ))j∈Z. Since Pic(X⊗k
k¯) is infinite cyclic one has a periodicity in the above sequence with respect to the period
r of X.
Proposition 5.4. Let X be a proper k-scheme of period r with Pic(X ⊗k k¯) ≃ Z and
H0(X,OX) = k and let L, J and ML⊗j be as in Theorem 5.1. Then for all j ∈ Z the
following hold:
(i) M∨L⊗j ≃ML⊗(−j) .
(ii) ML⊗(j+ar) ≃ J⊗a ⊗ML⊗j .
In particular one has rk(ML⊗j ) = rk(ML⊗(−j)) and rk(ML⊗(j+ar)) = rk(ML⊗j ).
Proof. For the invertible sheaf L there is are indecomposable vector bundles ML and
ML∨ . Since ML is pure of type L, we conclude that M∨L is pure of type L∨. According
to Proposition 3.5, M∨L is isomorphic to ML∨ . The same argument shows M∨L⊗j ≃
ML⊗(−j) . This proves (i). To prove (ii), we apply the same argument. For this, let
J be the generator of Pic(X) and note that by the definition of the period of X we
have J ⊗k k¯ ≃ L⊗r. Now consider the bundle ML⊗(j+ar) and note that it is pure of
type L⊗(j+ar). The vector bundle J⊗a ⊗ML⊗j is indecomposable and also pure of type
L⊗(j+ar). Again with Proposition 3.5 we conclude ML⊗(j+ar) ≃ J⊗a ⊗ ML⊗j . This
completes the proof. 
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Remark 5.5. Under the assumption of the above proposition we see that the sequence
(rk(ML⊗j ))j∈Z is completely determined by the tupel (1, rk(ML), ..., rk(ML⊗r−1), 1).
Note that rk(MOX⊗kk¯ ) = rk(ML⊗r ) = 1, since both, the structure sheaf and L
⊗r,
descent.
In view of Proposition 5.4 and Remark 5.5 we define the AS-type of X to be the
r+1-tupel (1, rk(ML), ..., rk(ML⊗r−1), 1). It is interesting to study the relation between
the AS-types of proper k-schemes X and Y which are related by certain morphisms
f : X → Y . Moreover, for the central simple k-algebras End(ML) one also has the notion
of period as invariant and it is reasonable to study which geometric properties of X are
reflected by the AS-type and the periods of End(ML).
6. AS-bundles on Brauer–Severi varieties
In this section we describe the structure of AS-bundles on Brauer–Severi varieties.
Furthermore, we study the AS-type and find a relation between the AS-types of Brauer
equivalent and birational Brauer–Severi varieties.
As mentioned in Section 2, the n-dimensional Brauer–Severi varieties over k are in
one-to-one correspondence with central simple k-algebras of degree n + 1. As mentioned
above, the period of a Brauer–Severi variety X is the order of the corresponding central
simple k-algebra A in Br(k). But there is also a geometric interpretation of the period.
Hochschild–Serre spectral sequence for Galois coverings applied to a Brauer–Severi variety
X yields the following exact sequence (see [4]):
0 −→ Pic(X) deg−−→ Z −→ Br(k).
A Theorem due to Lichtenbaum (see [15], Theorem 5.4.10.) states that the boundary
map δ : Z → Br(k) is given by sending 1 to the class of X in Br(k). Here by class of
X we mean that of the corresponding central simple k-algebra. It follows that Pic(X) is
identified with some subgroup rZ of Z. So |r| is the order of A in Br(k), where A is the
central simple k-algebra corresponding to X. Hence the period of X can also be thought
of as the smallest positive integer s such that OX(s) exists in Pic(X). Therefore, the
period of a Brauer–Severi variety equals the period as defined in Section 5. For further
investigations we need the following result contained in [33], Theorem 5.5. Denote by
(m,n) the greatest common divisor of the natural numbers m and n.
Theorem 6.1. Let A be a central simple k-algebra of index i. Then for r ≥ 0 one has:
(i) The index of A⊗r divides (
(
i
r
)
, i).
(ii) Suppose i and r are coprime. Then A⊗r has index i.
(iii) Let e be (r, i). Then A⊗r has index dividing i/e.
Notice that for Brauer–Severi varieties X over k one has H0(X,OX) = k and Pic(X) ≃
Z. Since X ⊗k k¯ ≃ Pn, one also has Pic(X ⊗k k¯) ≃ Z. To apply Theorem 5.1 we have to
show that for the generator OPn(1) ∈ Pic(X ⊗k k¯) there exists an indecomposable pure
vector bundle of type OPn (1).
Proposition 6.2. Let X be a n-dimensional Brauer–Severi variety over k and OPn(1)
the generator of Pic(X⊗k k¯) ≃ Z. Then there exists an indecomposable pure vector bundle
W1 on X of type OPn(1).
Proof. We have seen that the vector bundle V of Example 3.2 satisfies pi∗V ≃ OPn (−1)⊕(n+1),
where pi denotes the projection pi : X⊗kk¯ → X. Hence pi∗V∨ is isomorphic toOPn (1)⊕(n+1)
and therefore V∨ is pure of type OPn(1). Let us denote the vector bundle V∨ by W. We
decompose W according to the Krull–Schmidt Theorem and write W ≃⊕mi=1Wi. Since
all the Wi have to be isomorphic (see Remark 3.7), it follows W ≃ W⊕m1 , where W1 is
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unique up to isomorphism. From Krull–Schmidt Theorem it follows that W1 is also pure
of type OPn(1). This completes the proof. 
We saw that the period p of a Brauer–Severi variety X can be thought of as the smallest
positive integer r such that OX(r) exists in Pic(X). Hence the period defined for Brauer–
Severi varieties equals the period defined for arbitrary proper k-schemes in Section 5. Now
we write Wj for the vector bundles ML⊗j of Section 5 with L = OPn(1). Then Theorem
5.1 applies and we obtain:
Corollary 6.3. Let X be a Brauer–Severi variety over a field k of period p. Then all
AS-bundles E are of the form
E ≃
p−1⊕
j=0
( rj⊕
i=0
OX(aijp)⊗Wj
)
with unique aij ∈ Z and rj > 0.
As mentioned in Section 5, for a complete understanding of the AS-bundles on Brauer–
Severi varieties one has to determine the ranks of the Wj . So consider the sequence of
natural numbers (dj)j∈Z, with dj = rk(Wj). Proposition 5.4 and Remark 5.5 show that we
do not have to consider the hole sequence (dj)j∈Z. Furthermore, we note that W0 = OX
andWp = OX(p), where p is the period of X. This implies that rk(W0) = 1 = rk(Wp). In
fact, for the vector bundle W of the proof of Proposition 6.2 one can show End(W) ≃ A,
where A is the central simple algebra corresponding to X (see [32], p.144 or [36], §3, 3.6).
Applying Proposition 5.3 implies:
Corollary 6.4. Let X be a n-dimensional Brauer–Severi variety over a field k corre-
sponding to a central simple k-algebra A. Then for every j ∈ Z one has
rk(Wj) = ind(A⊗j).
Theorem 6.5. Let X be a Brauer–Severi variety over k and A the corresponding central
simple k-algebra of period p. Then the AS-type of X is given by dj = ind(A
⊗j) for
0 ≤ j ≤ p.
Corollary 6.4 together with Theorem 6.5 now give a complete classification of AS-
bundles on Brauer–Severi varieties and thus the results of Biswas and Nagaraj [7], [8], [9]
and the author [27], [28] as corollary.
Corollary 6.6. ([28], Theorem 5.1 and [8], Theorem 1.1) Let X be a n-dimensional
Brauer–Severi variety over k of index two. Then the AS-bundles are of the form
E ≃
(
r⊕
i=1
OX(2ai)
)
⊕
(
s⊕
j=1
OX(2bj)⊗W1
)
with unique r, s, ai and bj. The vector bundle W1 satisfies W1 ⊗k L ≃ OPn(1)⊕2, where
k ⊂ L is a degree two Galois extension that splits X.
Proof. Since the index of X is two and the period divides the index (see [15], Proposition
4.5.13), we conclude that the period is also two. Note that the period cannot be one, since
this would imply that X is the projective space, contradicting the fact that the index of X
is two. Hence the AS-type of X is (1, 2, 1) according to Theorem 6.5. Now the assertion
follows from Corollary 6.3 and [15], Corollary 4.5.9. 
Note that the results in [7], [9] and [27] concern the case of non-trivial one-dimensional
Brauer–Severi varieties and therefore follow directly from Corollary 6.6 since non-split
Brauer–Severi varieties of dimension are of index two.
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In the case where the Brauer–Severi variety corresponds to a central simple k-algebra
with period equals index, the AS-type can be stated very explicitly. We first need the
following facts.
Lemma 6.7. Let A be a central simple k-algebra of period p. Then one has p/(p, r) =
per(A⊗r).
Proposition 6.8. Let A be a central simple k-algebra with period p and index i. Then
for all r ≥ 0 one has that p/(p, r) divides ind(A⊗r) and ind(A⊗r) divides i/(i, r). In
particular one has p/(p, r) ≤ ind(A⊗r) ≤ i/(i, r).
Proof. By Lemma 6.7 we have p/(p, r) = per(A⊗r), and since the period always divides
the index (see [15], Proposition 4.5.13) we find that p/(p, r) divides ind(A⊗r). The second
inequality ind(A⊗r) ≤ i/(i, r) and the fact that ind(A⊗r) divides i/(i, r) is (iii) of Theorem
6.1. 
The last proposition enables us to determine the AS-type of Brauer–Severi varieties
with same period and index.
Proposition 6.9. Let X be a Brauer–Severi variety over k corresponding to a central
simple k-algebra A such that the period p equals the index i. Then the AS-type of X is
given by
rk(Wj) = p/(p, j)
for 0 ≤ j ≤ p.
Proof. Since the period p equals the index i, we conclude from Proposition 6.8 that
p/(p, j) = ind(A⊗j) for 0 ≤ j ≤ p. The assertion then follows from Corollary 6.4. 
Remark 6.10. The problem for which fields k the period equals the index is called period-
index problem and is highly non-trivial. For further discussion on this problem we refer
the reader to [6] and to the work of de Jong [12].
If k is local or global, any central division algebra over k is cyclic and the period
equals the index (see [33], Theorem 10.7). In this case Proposition 6.9 applies and we
can determine the AS-type . The next observation shows that it is enough to consider
minimal linear subvarieties to determine the AS-type.
Proposition 6.11. Let X and Y be Brauer–Severi varieties over k which are Brauer
equivalent. Then X and Y have the same AS-type.
Proof. Let A be the central simple k-algebra corresponding to X and B the central simple
k-algebra corresponding to Y . Since A and B are Brauer equivalent, there is a unique
central division algebra D such that A ≃ Mn(D) and B ≃ Mm(D) for suitable n and
m. Hence ind(A⊗j) = ind(D⊗j) = ind(B⊗j) for all j ∈ Z. Since Brauer equivalent
Brauer–Severi varieties have the same period, Theorem 6.5 yields the assertion. 
Interestingly, it turns out that the AS-type is also a birational invariant for Brauer–
Severi varieties.
Proposition 6.12. Let X and Y be two birational Brauer–Severi varieties. Then they
have the same AS-type.
Proof. Let A be the central simple k-algebra corresponding to X and B the algebra
corresponding to Y . Since X and Y are supposed to be birational, [15], Corollary 5.4.2
implies that A and B generate the same cyclic subgroup in Br(k). Denoting by i the
index of A, Proposition 6.8 shows that ind(A⊗r) divides i/(i, r). Since i/(i, r) divides i, we
conclude that ind(A⊗r) divides i = ind(A). The same holds for B and we see that ind(B⊗s)
divides ind(B). In what follows we show that ind(A⊗r) = ind(B⊗r) for all r. Since A and
B generate the same cyclic subgroup in Br(k), we know that A is Brauer equivalent to B⊗l
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and B to A⊗m for suitable l and m. Therefore ind(A⊗m) = ind(B) divides ind(A) and
ind(B⊗l) = ind(A) divides ind(B). This shows that ind(B) divides ind(A) and vice verse.
Thus ind(B) = ind(A). The same argument applied to ind(A⊗r) and ind(B⊗r) yields
that ind(A⊗rm) = ind(B⊗r) divides ind(A⊗r) and that ind(B⊗rl) = ind(A⊗r) divides
ind(B⊗r). This shows ind(A⊗r) = ind(B⊗r) for all r. As mentioned above, A and B
generate the same cyclic subgroup and therefore have the same period. Now Theorem 6.5
implies that X and Y have the same AS-type. 
Remark 6.13. Note that the other implication in Proposition 6.11 and 6.12 does not hold.
Indeed, by [15], Theorem 1.4.2, two non-split one-dimensional Brauer–Severi varieties X
and Y are birational if and only if they are isomorphic. But according to Theorem 6.5
and Corollary 6.6 any one-dimensional Brauer–Severi variety has the same AS-type. So
indeed there are Brauer–Severi varieties which are not Brauer equivalent (respectively not
birational) but have the same AS-type.
As a consequence of the Horrocks criterion on Pn (see [29]) we can state a cohomological
criterion for a vector bundle on a Brauer–Severi variety to be a AS-bundle.
Theorem 6.14 (AS-criterion). Let X be a n-dimensional Brauer–Severi variety over k
and period p. A vector bundle E is a AS-bundle if and only if for 0 < i < n one has
Hi(X, E ⊗OX(ap)⊗Wj) = 0
for every a ∈ Z and every 0 ≤ j ≤ p− 1.
We end up this section mentioning that the duals of the indecomposable AS-bundles
Wj with j ≥ 0 on a Brauer–Severi variety X generate the Grothendieck group K0(X).
This follows directely from [32], Section 8, Theorem 4.1 or [22], Theorem 3.1.
7. AS-bundles on generalized Brauer–Severi varieties
In this section we will see that nearly all results stated in the last section for Brauer–
Severi varieties also hold for generalized Brauer–Severi varieties.
Let A be a central simple k-algebra of degree n and 1 ≤ d ≤ n. Now consider the subset
of Grassk(d · n, A) consisting of those subspaces of A that are left ideals L of dimension
d · n. This subset of Grassk(d · n,A) can be given a structure of a projective scheme over
k, defined by the relations stating that the L are left ideals (see [10], p.100 for details).
This scheme is denoted by BS(d,A) and is called generalized Brauer–Severi variety. It is
a closed subscheme of the Grassmannian Grassk(dn,A). For a field extension k ⊂ E one
has BS(d,A⊗k E) ≃ BS(d,A)⊗k E (see [10]). As in the case of Brauer–Severi varieties,
there is always a finite separable and therefore a finite Galois extension k ⊂ K such that
BS(d,A) ⊗k K ≃ GrassK(d, n). Clearly, the generalized Brauer–Severi variety becomes
isomorphic to the Grassmannian after base change to the algebraic closure k¯. Note that for
d = 1 one obtains the usual Brauer–Severi variety as defined in Section 2. Unfortunately,
there is no one-to-one correspondence between generalized Brauer–Severi varieties and
central simple k-algebras (see [10], Theorem 1). Nonetheless, it is easy to classify all
AS-bundles on generalized Brauer–Severi varieties (see Theorem 7. and Proposition 7.2
below). Recall the tautological exact sequence on X = Grassk(d, n)
0 −→ S −→ O⊕nX −→ Q −→ 0
with tautological sheaf S which is a vector bundle of rank d. On the generalized Brauer–
Severi variety BS(d,A) one has also a tautological short exact sequence
0 −→ I −→ O⊕n2BS(d,A) −→ R −→ 0.
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This short becomes after base change BS(d,A)⊗kL ≃ GrassL(d, n) to some splitting field
L of A (see [25], Section 4):
0 −→ S⊕n −→ O⊕n2GrassL(d,n) −→ Q
⊕n −→ 0.
The vector bundle I is called tautological sheaf on Y = BS(d,A). Recall that for
Grass(d, n) the Picard group coincides with its first Chow group (see [14], Example 15.3.6).
By Proposition 14.6.6 in [14] we have Pic(Grass(d, n)) ≃ Z, where the ample generator can
be taken to be L = det(S∨). Proposition 3.3 now implies Pic(BS(d,A)) ≃ Z. In order to
apply Theorem 5.1, we have to show that there is a up to isomorphism unique pure vector
bundle of type L on Y . For this, let Σλ be the Schur functor associated with the partition
λ = (λ1, λ2, ..., λd), where 0 ≤ λi ≤ n − d (see [1], [13] for details). Levine, Srinivas and
Weyman [25], Section 4 proved that for the tautological sheaf S on Grass(d, n) the vector
bundles Σλ(S)⊕n·|λ| descent to vector bundles Nλ on BS(d,A). Note that these vector
bundles are unique up to isomorphism by Proposition 3.3. In particular, for the ample
generator L = det(S∨) of Pic(Grass(d, n)) there is a up to isomorphism unique indecom-
posable vector bundle WL satisfying WL ⊗k ksep ≃ L⊕rk(WL). As explained in Section
5, for all L⊗j ∈ Pic(Grass(d, n)) there exist up to isomorphism unique indecomposable
vector bundles WL⊗j with WL⊗j ⊗k ksep ≃ (L⊗j)⊕rk(WL⊗j ). Let M be the generator of
Pic(BS(d,A)) satisfying M⊗k ksep ≃ L⊗r, where r > 0 denotes the period of BS(d,A).
Now Theorem 5.1 immediately implies:
Theorem 7.1. Let X = BS(d,A) be a generalized Brauer–Severi variety of period r for the
central simple k-algebra A andM the generator of Pic(BS(d,A)). Then all indecomposable
AS-bundles of finite rank are of the form:
M⊗a ⊗WL⊗j
with unique a ∈ Z and unique 0 ≤ j ≤ r − 1.
An immediate consequence of Proposition 5.3 is the following:
Proposition 7.2. Let X = BS(d,A) be a generalized Brauer–Severi variety over k for
the central simple k-algebra A of degree n. Then for all j ∈ Z one has:
rk(WL⊗j ) = ind(A⊗j·d).
Proof. Let λ = (λ1, λ2, ..., λd) be a partition with 0 ≤ λi ≤ n− d and S the tautological
sheaf on BS(d,A) ⊗k ksep ≃ Grass(d, n). As mentioned above, in [25], Section 4 it is
proved that the vector bundles Σλ(S)n·|λ| descent to vector bundles Nλ which are unique
up to isomorphism according to Proposition 3.4. In particular, det(S)⊕n·d descents to
a vector bundle which we denote by N . For the endomorphism algebra of N∨ one has
End(N∨) ≃ A⊗d (see also [25]). Since N∨ is pure of type det(S∨), but in general not
indecomposable, we conclude that A⊗d is a matrix algebra over End(WL) (see Proposition
3.6). Proposition 5.3 gives rk(WL⊗j ) = ind(End(WL)⊗j). But the index of End(WL)⊗j
is the same as the index of A⊗j·d. This completes the proof. 
Remark 7.3. Let G = Gal(ksep|k) be the absolute Galois group and Y the generalized
Brauer–Severi variety BS(d,A). With a result of Blanchet [10], Theorem 7, the exact
sequence
0 −→ Pic(Y ) −→ PicG(Y ⊗k ksep) δ−→ Br(k) res−→ Br(F (Y ))
and the arguments of the proof of Theorem 5.4.1 of [15] one directly see that the period
of Y (as defined in Section 5) is equal to the period of A⊗d.
Now we prove Propositions 6.11 and 6.12 for generalized Brauer–Severi varieties.
Proposition 7.4. Let D be a central division algebra over k of degree n and A =Mm(D).
Then BS(d,D) and BS(d,A) have the same AS-type.
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Proof. SinceD and A are Brauer equivalent, we conclude that ind(D⊗i) = ind(A⊗i) for all
i ∈ Z. Thus ind(D⊗d·i) = ind(A⊗d·i) for all i ∈ Z. Furthermore, the period of D⊗d equals
the period of A⊗d. Applying Proposition 7.2 and Theorem 7.1 yields the assertion. 
Proposition 7.5. Let X = BS(d,A) and Y = BS(d,B) be two birational generalized
Brauer–Severi varieties over k, then they have the same AS-type.
Proof. As a consequence of [10], Theorem 7, the period of A⊗d equals the period of B⊗d
and hence the period of X equals the period of Y . Now the same arguments as in the
proof of Proposition 6.12 show that ind(A⊗d·j) = ind(B⊗d·j). From Theorem 7.1 and
Proposition 7.2 we conclude that both have the same AS-type. 
Ottaviani [30], Theorem 2.1 proved a splitting criterion for vector bundles on Grass(d, n),
at least if char(k) = 0. As a consequence of this result we obtain a criterion for a vector
undle on BS(d,A) to be a AS-bundle. We first cite Ottaviani’s result.
Theorem 7.6. Let k be a field of characteristic zero and n ≥ 3. Then a locally free sheaf
E of finite rank on X = Grassk(d, n) splits as a direct sum of invertible sheaves if and only
if for 0 < r < dim(X) and all t ∈ Z one has
Hr(X,
i1∧
(Q∨)⊗ · · · ⊗
is∧
(Q∨)⊗ E(t)) = 0
for all i1, ..., is such that 0 ≤ i1, ..., is ≤ n− d and s ≤ d.
Now denote by M the (ample) generator of Pic(BS(d,A)). Considering the above
i1, ..., is, we note that for a fixed s-tupel i1, ..., is the is can be ordered in a weakly de-
creasing way. We denote the reordering by λ1 ≥ λ2 ≥ ... ≥ λs. So in this way we get a
partition λ = (λ1, ..., λs) and we can associate a Young diagram to it with at most d rows
and n−d columns. Now let µ′ be the conjugate of the partition µ = (λi) (we have exactly
λi boxes). Then we have Σ
µ′ (Q∨) = ∧λi(Q∨) on BS(d,A) ⊗k k¯ ≃ Grassk¯(d, n). In [25],
Section 4 it is shown that (Σµ
′
(Q∨))⊕n·|µ′| descents to a vector bundle Pλi on BS(d,A).
From Proposition 3.4 we know that these vector bundles are unique up to isomorphism.
We simply write F(m) for F ⊗M⊗m, where M ∈ Pic(BS(d,A)) denotes the generator.
With this notation we have the following result:
Theorem 7.7 (AS-criterion). Let BS(d,A) be the generalized Brauer–Severi variety of
period r for the central simple k-algebra A of degree n ≥ 3 and Pλi the vector bundles
from above. A vector bundle E is a AS-bundle if and only if for 0 < r < dim(BS(d,A))
and all t ∈ Z one has
Hr(BS(d,A),Pλ1 ⊗ · · · ⊗ Pλs ⊗ E(t)) = 0
for all λ1 ≥ λ2 ≥ ... ≥ λs such that 0 ≤ λ1, ..., λs ≤ n− d and s ≤ d.
We note that Levine, Srinivas and Weyman [25] calculated the K-theory of generalized
Brauer–Severi varieties and showed that the Grothendieck group is generated by Nλ,
where Nλ are the vector bundles obtained by descent from Σλ(S)⊕n·|λ|. Therefore, as
distinguished from the case of Brauer–Severi varieties, the AS-bundles on generalized
Brauer–Severi varieties do not generate the Grothendieck group of BS(d,A) for d > 1.
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