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Abstract
Orthogonal time-frequency space (OTFS) scheme, which transforms a time and frequency selective
channel into an almost non-selective channel in the delay-Doppler domain, establishes reliable wire-
less communication for high-speed moving devices. This work designs and analyzes low-complexity
zero-forcing (LZ) and minimum mean square error (LM) receivers for multiple-input multiple-output
(MIMO)-OTFS systems with perfect and imperfect receive channel state information (CSI). The pro-
posed receivers provide exactly the same solution as that of the conventional counterparts, and reduce the
complexity by exploiting the doubly-circulant nature of the MIMO-OTFS channel matrix, the block-wise
inverse, and Schur complement. We also derive, by exploiting the Taylor expansion and results from
random matrix theory, a tight approximation of the post-processing signal-to-noise-plus-interference-
ratio (SINR) expressions in closed-form for both LZ and LM receivers. We show that the derived SINR
expressions, when averaged over multiple channel realizations, accurately characterize their respective
bit error rate (BER) of both perfect and imperfect receive CSI. We numerically show the lower BER
and lower complexity of the proposed designs over state-of-the-art exiting solutions.
Index Terms
Message passing (MP), orthogonal time-frequency space (OTFS), low complexity, linear receivers.
I. INTRODUCTION
A practical wireless channel, due to multiple propagation paths and Doppler shift, is both time-
and frequency-selective [1]. Cyclic prefix (CP)-aided orthogonal frequency division multiplexing
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2(OFDM) is commonly used to combat the frequency-selectivity [1]. The high Doppler shift,
due to high-speed relative movement between transmitter and receiver, however, disturbs inter-
subcarrier orthogonality in an OFDM system, which significantly degrades its performance [2].
The recently-proposed, orthogonal time frequency space (OTFS) scheme [3], [4] tackles this
impairment by multiplexing transmit symbols in the delay-Doppler domain. This is unlike the
OFDM system which multiplexes them in the time-frequency domain.
OTFS scheme uses inverse symplectic finite Fourier transform (ISFFT) to map transmit
symbols in the delay-Doppler domain on to a set of two-dimensional time-frequency orthogonal
basis functions. This transform converts a time- and frequency-selective channel for each transmit
symbol in an OTFS frame into an almost flat-faded delay-Doppler channel. This can be exploited
for reducing both bit error rate (BER) and the pilot overhead required to estimate a rapidly
time-varying channel. Furthermore, the delay-Doppler domain channel, due to small number of
reflectors, is sparse [5], which can be leveraged to reduce channel estimation and data detection
complexity [6], [7]. For communication between vehicles with speeds ranging from 30 km/h to
500 km/h, OTFS scheme is shown to have significantly lower BER than the OFDM scheme [4].
Designing computationally-efficient receivers for OTFS systems, which is also one of our
objectives, has attracted significant research attention [4], [7]–[14]. Hadani et al. in [4] nu-
merically investigated the block error rate of sphere decoding (SD) in single-input single-output
(SISO)-OTFS systems. Reference [8] derived the diversity of SISO/multiple-input multiple-output
(MIMO)-OTFS systems with maximum-likelihood (ML) decoding. Raviteja et al. in [9], [10],
by assuming perfect receive channel state information (CSI), proposed a reduced complexity
iterative message passing (MP)-aided data detection algorithm for SISO-OTFS systems. This
algorithm exploits the inherent OTFS channel sparsity by using sparse factor graphs.
Ramachandran et al. in [11] investigated a MP receiver for MIMO-OTFS systems. Reference
[12] numerically investigated the BER of an MP detector in mmWave SISO-OTFS systems in
presence of phase noise. Reference [13] modeled the equivalent channel matrix in vector form,
and proposed a low-complexity Markov chain Monte Carlo sampling (MCMCS) detector for
SISO-OTFS systems. Surabhi et al. in [7], by exploiting the inherent OTFS circulant channel
structure, proposed reduced complexity zero-forcing (ZF) and minimum mean square error
(MMSE) receivers for SISO-OTFS systems. Tiwari et al. in [14], by using sparsity and quasi-
banded structure of matrices involved in the demodulation process, investigated a low-complexity
linear MMSE (LMMSE) receiver for SISO-OTFS systems. Cheng et al. in [15], by using two-
3dimension fast Fourier transform, proposed reduced complexity ZF and MMSE equalizers for
SISO-OTFS systems. The authors in [16] developed low-complexity ZF/MMSE receivers for 2×2
MIMO-OTFS systems. Table-I summarizes the aforementioned low-complexity OTFS designs.
TABLE I: Summary of literature focusing on data detection in OTFS
Ref. Scenario CSI Scheme Analytical BER Complexity Analysis
[4] SISO Perfect SD × ×
[9], [10] SISO Perfect MP × ✔
[12] SISO Perfect MP × ×
[13] SISO Imperfect MCMCS × ×
[7], [14], [15] SISO Perfect ZF, MMSE × ✔
[16] 2× 2 MIMO Perfect ZF, MMSE × ✔
[8] SISO, MIMO Perfect ML × ×
[11] MIMO Perfect MP × ×
Proposed MIMO Perfect, Imperfect ZF, MMSE ✔ ✔
We see from Table-I that the existing OTFS literature has not yet investigated computationally-
efficient receivers for MIMO-OTFS systems, exception being the MP algorithm in [11] and
ZF/MMSE receivers for 2 × 2 MIMO-OTFS systems in [16]. Also these works, except [13],
consider perfect receive CSI, an assumption which is usually not applicable in practice. Conven-
tional ZF and MMSE receivers, due to inherent matrix inversion, has O(N3t M
3N3) complexity
for MIMO-OTFS systems [7], where Nt, M and N denote the number of transmit antennas,
delay bins and Doppler bins, respectively. For practical systems, the parameters M,N,Nt take
large values, which radically increases the complexity of conventional ZF and MMSE receivers
for MIMO-OTFS systems [7], [9]. The MP receiver, which reduces complexity by using the
Gaussian approximation of interference, and by exploiting sparsity in the OTFS channel, is
widely used for MIMO-OTFS systems [6], [11]. The MP receiver, however, as shown later in
Section-VI, has significantly higher complexity than the low-complexity designs proposed in
this work. Moreover, the existing literature has not yet analytically derived BER for MIMO-
OTFS systems with imperfect receive CSI. In the light of above observations, this work focuses
on designing low-complexity receivers for MIMO-OTFS systems, and deriving their analytical
BER expressions. Towards achieving these aims, the main contributions of this work can be
summarized as follows.
• The ZF and MMSE receivers invert the matrices DHD and DHD + ρI, respectively.
4Here D ∈ CNrMN×NtMN , which consists of eigenvalues of MIMO-OTFS channel matrix
H, unlike the SISO works in [7], [14], [15], is a non-diagonal matrix. The challenge is
to invert extremely large-dimensional non-diagonal matrices DHD and DHD + ρI in a
computationally-efficient manner. We propose a novel computationally-efficient algorithm
to invert them by exploiting i) the inherent doubly-circulant structure of H, block-wise
inverse property of block matrices and Schur complement; and ii) a recursive structure
which iterates between matrix partitioning and backtracking phases. To perform block-wise
inverse of a block matrix, we need to prove that its sub-matrix and its Schur complement
are always invertible. We prove this by using intricate ideas from matrix theory.
• We use the proposed algorithm to construct low-complexity ZF (LZ) and MMSE (LM)
receivers for MIMO-OTFS systems, which yield exactly the same solution, and consequently
the same BER, as that of the conventional ZF and MMSE receivers for both perfect and
imperfect receive CSI. The BER of proposed receivers is further reduced by integrating them
with likelihood ascent search (LAS) technique [17]. We analytically and numerically show
that the proposed LZ and LM receivers have significantly lower computational complexity
than conventional ZF and MMSE receivers with O(N3t M
3N3) complexity [18], and the
MP-based scheme with O(NINtNrMNSQ) complexity [9]. Here NI is the number of
iterations required for convergence of MP algorithm, Q is the number of constellation
points, and S is the number of non-zero elements in a row or column of OTFS channel
matrix Hr,t ∈ CMN×MN between the tth transmit and rth receive antenna.
• We derive tight closed-form approximate expressions for SINR of LM and LZ receivers,
and use the proposed algorithm for their low-complexity implementation. Recall that the
proposed algorithm computes low-complexity inverse of DLM = D
HD + ρI and DLZ =
DHD matrices. To use the algorithm, the challenge is to show that the SINR expressions
indeed invert DLM/DLZ matrix. We show this by using i) ideas from random matrix theory;
ii) Taylor series expansion; and iii) properties of block matrices described in the sequel.
• We numerically show that the proposed designs, for both perfect and imperfect receive
CSIs, have significantly lower BER and complexity than the existing designs [8], [9], [11].
We also show that the BERs derived using the SINR expressions, match the simulated ones.
Notations: Lower and upper case bold face letters a and A denote vectors and matrices. The
superscript (·)H and (·)T denote Hermitian and transpose operators respectively, and A ⊗ B
5denotes Kronecker product of the matrices A and B. The operator vec(A) vectorises the matrix
A and the operator E[·] represents the expectation of a random variable. The operation [A](p,q)
extracts the (p, q)th element of the matrix A, and [D]p,q extracts the (p, q)th block of the matrix
D. The notations diag[a1, a2, . . . , aN ] and blkdiag[A1,A2, . . . ,AN ] denote a diagonal matrix
and a block diagonal matrix, respectively. The notations IN , 0M×N and [m− n]M represent an
N ×N identity matrix, M ×N zero matrix and modulo-M operation, respectively.
II. MIMO-OTFS SYSTEM MODEL
For a better understanding of MIMO-OTFS system model, we first explain the SISO-OTFS
system model, and then extend it to its MIMO counterpart. We begin by considering an OTFS
frame in the delay-Doppler domain with N Doppler bins and M delay bins [9]. Let x [k, l] be
a QAM symbol, which is to be transmitted on the kth Doppler and the lth delay bin in the
delay-Doppler frame, where k = 0, 1, . . . , N − 1 and l = 0, 1, . . . ,M − 1. The MN symbols
in the delay-Doppler domain in the OTFS scheme are first transformed to MN symbols in the
time-frequency domain by using ISFFT. The transformed symbol at the time index n and the
frequency index m, for 0 ≤ m ≤M − 1 and 0 ≤ n ≤ N − 1, is given as follows [9]
xTF [n,m] =
1
MN
N−1∑
k=0
M−1∑
l=0
x [k, l] exp
{
j2pi
(nk
N
−
ml
M
)}
.
With the subcarrier spacing of ∆f = 1/T , the time-frequency frame has a duration of NT and
a bandwidth of M∆f [9]. The time-frequency domain symbols are then pulse-shaped using the
Heisenberg transformation to yield the time domain signal x(t) as [9]
x(t) =
N−1∑
n=0
M−1∑
m=0
xTF[n,m]ptx(t− nT )e
j2pim∆f(t−nT ).
Here ptx(t) is the impulse response of the pulse-shaping filter. The time-domain transmit signal
x(t), after passing through a time-varying wireless channel, is received as [9]
y(t) =
∫
ν
∫
τ
h (τ, ν) x(t− τ)dτdν.
The delay-Doppler domain wireless channel h (τ, ν), with delay parameter τ and Doppler pa-
rameter ν, is [9]
h (τ, ν) =
Lh∑
i=1
hiδ (τ − τi) δ (ν − νi) . (1)
Here Lh is the number of channel paths due to Lh clusters of reflectors, where each cluster
introduces a delay and a Doppler shift [10]. The three-tuple (hi, τi, νi) denotes complex channel
6gain hi ∼ CN (0, σ
2
Lhi
) [8], delay τi and the Doppler νi for the ith cluster. The delay and Doppler
taps for the ith path are obtained as
τi =
li
M∆f
, νi =
ki
NT
, (2)
where li and ki are integer indices corresponding to the delay τi and Doppler νi, respectively. Both
delay and Doppler values need not be integer multiple of taps li and ki [8]; their discretization,
however, allows us to model the channel with fewer delay and Doppler taps [19].
The receiver, on its received signal y(t), performs Wigner transform [8], which uses a receive
pulse shape which is matched to the transmit pulse shape ptx(t). We consider, as commonly
assumed in the literature [7], [8], a MIMO OTFS system with ideal waveform, which satisfies
bi-orthogonality and robustness conditions [4]. The proposed receivers thus lower bound the
performance of OTFS system with practically realizable waveforms. The time-frequency domain
signal, after sampling Wigner transformed signal at t = nT and f = m∆f , is given as [8]
yTF[n,m] = H [n,m]xTF[n,m] + V [n,m]. (3)
Here V [n,m] is the additive white Gaussian noise at the output of Wigner transform, and
H [n,m] =
∫
ν
∫
τ
h (τ, ν) ej2piνnT e−j2pi(ν+m∆f)τdτdν.
Finally, the time-frequency signal yTF[n,m] is transformed to the delay-Doppler domain using
SFFT as follows [9]
y [k, l] =
N−1∑
n=0
M−1∑
m=0
yTF[n,m] exp
{
−j2pi
(nk
N
−
ml
M
)}
.
By substituting the expression for yTF[n,m] and xTF[n,m] in the above expression, the delay-
Doppler domain receive signal y[k, l] is re-expressed as follows [8]
y [k, l] =
N−1∑
k¯=0
M−1∑
l¯=0
x
[
k¯, l¯
]
hc
(
k − k¯
NT
,
l − l¯
M∆f
)
+ v[k, l].
Here hc(ν¯, τ¯), with ν¯ = (k − k¯)/(NT ) and τ¯ = (l − l¯)/(M∆f), is the output of circular
convolution between channel h(ν, τ) and the windowing function w(ν, τ), and is given as [8]
hc(ν¯, τ¯ ) =
∫
ν
∫
τ
h (τ, ν)w (ν¯ − ν, τ¯ − τ) dτdν.
The windowing function w(ν¯, τ¯) is calculated using the SSFT of transmit and receive time-
frequency windowing functions Wtx[n,m] and Wrx[n,m] as [4]
w(ν¯, τ¯ ) =
N−1∑
n=0
M−1∑
m=0
Wtx[n,m]Wrx[n,m]e
−j2pi(ν¯nT−τ¯m∆f).
7By assuming ideal transmit and receive windowing functions [8], the input-output relation for
the channel model in (1), similar to [10], can be expressed as follows
y [k, l] =
Lh∑
i=1
h′ix [(k − ki)N , (l − li)M ] + v [k, l] . (4)
Here v [k, l] is the circularly symmetric zero mean complex Gaussian noise with variance σ2v ,
and h′i = hi exp (−j2piνiτi). Note that since hi ∼ CN (0, σ
2
hi
), so is h′i. The SISO-OTFS receive
signal in (4), for mathematical brevity, is expressed in vector form as follows [7], [20]
ys = Hsxs + vs, (5)
where, for k = 0, . . . , N − 1 and l = 0, . . . ,M − 1, the (k +Nl)th element of xs ∈ CMN×1 is
xk+Nl = x [k, l]. The received vector ys ∈ CMN×1 and noise vector vs ∈ CMN×1 also have the
same structure.
Observation 1: Here Hs ∈ CMN×MN is a doubly-block circulant matrix, i.e., it is a block
circulant matrix with M circulant blocks, each of size N ×N [20].
The SISO-OTFS system model in (5) can now be extended to the MIMO scenario. We consider a
spatially-multiplexed MIMO-OTFS system with Nt transmit antennas transmits Nt data streams,
and has Nr ≥ Nt receive antennas. The signal at the rth receive antenna, using (5), is given as
yr =
Nt∑
t=1
Hr,txt + v˜r. (6)
Here xt ∈ CNM×1 and yr ∈ CNM×1 are transmit and receive vectors for the tth transmit and
rth receive antenna, respectively. Each element of xt is independent and identically distributed
(i.i.d.) with mean zero and variance Px [1]. Each element of the noise vector v˜r ∈ CNM×1 at
the rth receive antenna follows circularly-symmetric complex Gaussian distribution with mean
zero and variance σ2v , given as CN (0, σ
2
v). The matrix Hr,t ∈ C
NM×NM represents the OTFS
channel in the delay-Doppler domain between the tth transmit and the rth receive antenna.
Observation 2: The matrix Hr,t, similar to Hs, is a doubly-block circulant matrix, i.e., it is a
block circulant matrix with M circulant blocks, each of size N ×N [9].
We concatenate receive vectors in (6) as y = [yT1 ,y
T
2 , . . . ,y
T
Nr ]
T ∈ CNrMN×1 to obtain
y = Hx+ v˜. (7)
8Here x = [xT1 ,x
T
2 , . . . ,x
T
Nt ]
T ∈ CNtMN×1 is transmit symbol vector and v˜ = [v˜T1 , v˜
T
2 , . . . , v˜
T
Nr ]
T ∈
CNrMN×1, with probability density function (pdf) CN (0, σ2vINrMN), denotes noise vector. The
block channel matrix H ∈ CNrMN×NtMN for MIMO-OTFS system in (7) is given as follows
H
∆
=


H1,1 H1,2 · · · H1,Nt
H2,1 H2,2 · · · H2,Nt
...
...
. . .
...
HNr,1 HNr,2 · · · HNr,Nt

 . (8)
Let GA ∈ CNrMN×NtMN , with A ∈ {ZF,MMSE}, be the receiver matrix for detecting the
transmit vector x, whose estimate is xˆ = GHA y. For the conventional ZF and MMSE receivers,
the matrix GA can be expressed as [21]
GA =

H
(
HHH
)−1
for ZF
H
(
HHH+ ρINtMN
)−1
for MMSE,
(9)
where ρ = σ2v/Px = 1/SNR. These receivers invert a matrix of size NtMN × NtMN with
O(N3t M
3N3) complexity. The number of delay bins M , Doppler bins N and transmit antennas
Nt for practical systems take large values [10]. The conventional ZF and MMSE receivers for
MIMO-OTFS systems are thus computationally inefficient. We propose low-complexity ZF (LZ)
and MMSE (LM) receivers, which exploit the inherent structure of the MIMO-OTFS channel
matrix H, and have significantly-reduced O(MN) +O(MN log2MN) complexity.
III. PROPOSED LOW-COMPLEXITY RECEIVERS FOR MIMO-OTFS SYSTEMS
The proposed LZ and LM receivers use the following key ideas: a) split MIMO-OTFS channel
H in terms of DFT and diagonal block matrices by exploiting its inherent circulant structure; and
b) invoke block-wise inverse property for inverting the matrix in the MMSE and ZF receivers.
Preliminaries: Before discussing the proposed receivers, we define in Table II, various sets
of matrices which will be used frequently in the sequel. We see from Table-II that the set BM,N
TABLE II: Definition of different sets used in the work.
Set Definition
BM,N Set of circulant matrices with M circulant blocks, each of size N ×N .
CNrNt,MN Set of block matrices with NrNt blocks of MN ×MN diagonal matrices
Ct2,MN Set of block square matrices with t
2 blocks of MN ×MN diagonal matrices
9denotes a set of circulant matrices with M circulant blocks, each of size N × N . If a matrix
B ∈ BM,N , it can be represented as B = CIRC(B1,B2, . . . ,BM), where CIRC(·) is circulant
operation and Bi ∈ CN×N is the ith circulant block of B. We now state a lemma from [22].
Lemma 1: If a matrix B ∈ BM,N , it can be diagonalized using the DFT matrices FM ∈ C
M×M
and FN ∈ CN×N as B = (FM⊗FN )HΛ(FM⊗FN ). The diagonal matrix Λ ∈ CMN×MN , which
consists of the eigenvalues λ1, λ2, . . . , λMN of the matrix B, can be expressed as
Λ =
M−1∑
i=0
ΩiM ⊗Λ
i. (10)
The diagonal matrix Λi ∈ CN×N consists of the eigenvalues of the ith circulant block Bi and
ΩM = diag[1, e
j2pi/M , ej4pi/M , . . . , ej2pi(M−1)/M ].
We recall from Observation 2 that each sub-matrix of the MIMO-OTFS channel matrix H in
(8) belongs to the set BM,N . Using Lemma 1, the (r, t)th sub-matrix Hr,t ∈ C
MN×MN of H can,
therefore, be decomposed as Hr,t = (FM ⊗ FN )HDr,t(FM ⊗ FN ), where the diagonal matrix
Dr,t = diag[λ
r,t
1 , λ
r,t
2 , . . . , λ
r,t
MN ] ∈ C
MN×MN consists of eigenvalues of Hr,t. From (10), we have
Dr,t =
∑M
i=1Ω
i
M ⊗D
i
r,t, where diagonal matrix D
i
r,t consists of eigenvalues of the ith circulant
block of Hr,t. The MIMO-OTFS channel in (8), using this decomposition, can be partitioned as
H = ΨHRDΨT. (11)
Here ΨR ∈ CNrMN×NrMN = INr ⊗FM ⊗FN and ΨT ∈ C
NtMN×NtMN = INt⊗FM ⊗FN . Since
FM and FN are DFT matrices, ΨRΨ
H
R = Ψ
H
RΨR = INrMN and ΨTΨ
H
T = Ψ
H
T ΨT = INtMN .
The block matrix D ∈ CNrMN×NtMN , which consists of eigenvalues of H, is given as
D =


D1,1 D1,2 · · · D1,Nt
D2,1 D2,2 · · · D2,Nt
...
...
. . .
...
DNr ,1 DNr ,2 · · · DNr,Nt

 . (12)
We see that the eigenvalue matrix D, unlike its counterpart in SISO-OTFS channel matrix, is
not diagonal, which is a key difference between the SISO- and MIMO-OTFS system models. We
also note that due to highly time-varying nature of channel, MIMO-OTFS and MIMO-OFDM
system models are completely different [23]. Recalling the definition of the set CNrNt,MN from
Table II, we see that the matrix D belongs to the set CNrNt,MN . Using the decomposition in (11),
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and the properties ΨRΨ
H
R = Ψ
H
RΨR = INrMN and ΨTΨ
H
T = Ψ
H
T ΨT = INtMN , the equivalent
combiner matrices for the proposed LZ and LM receivers are derived from (9) as follows
GA =

Ψ
H
RD
(
DHD
)−1
ΨT for LZ
ΨHRD
(
DHD+ ρINtMN
)−1
ΨT for LM.
(13)
Observation 3: The proposed LZ and LM receivers in (13) yield exactly the same solutions
as that of the conventional ZF and MMSE receivers in (9). This is because, to derive (13) from
(9), we replace the MIMO-OTFS channel matrix H by its decomposition in (11).
For the sets CNrNt,MN and Ct2,MN in Table-II, we now state the following lemma from [24].
Lemma 2: If X,Y ∈ CNrNt,MN , the matrices obtained using operationsX
T ,XH ,XY(= YX),
a1X+ a2Y and
∑N
n=1 anXn also belong to the set CNrNt,MN , where a1, a2, . . . , an are scalars.
Additionally, if X, Y ∈ CNrMN×NtMN , the matrices XYH and XHY belong to the set CN2r ,MN
and CN2t ,MN , respectively.
We see from (9) that the conventional ZF and MMSE receivers invert matrices HHH and
HHH + ρINtMN respectively with O(N
3
t M
3N3) complexity [18]. The proposed LZ and LM
receivers use the equivalent formulation in (13), and therefore, invert DLZ = D
HD and DLM =
DHD + ρINtMN respectively. By exploiting the properties of sets CNrNt,MN and Ct2,MN , and
Lemma 2, we now propose a low-complexity algorithm for computing D−1LZ and D
−1
LM, which as
shown later in this section, has O(MN) complexity.
A. Proposed low-complexity ZF (LZ) and MMSE (LM) receivers
It follows from Lemma 2 that the matrix DA ∈ CNtMN×NtMN , for A ∈ {LZ, LM}, belongs to
the set Ct2,MN , where t = Nt. The matrix DA, thus consists of blocks of MN ×MN diagonal
matrices, and therefore, it can always be partitioned as follows
DA =


DA1,1 DA1,2 · · · DA1,Nt−1 DA1,Nt
DA2,1 DA2,2 · · · DA2,Nt−1 DA2,Nt
...
...
. . .
...
...
DANt−1,1 DANt−1,2 · · · DANt−1,Nt−1 DANt−1,Nt
DANt,1 DANt,2 · · · DANt,Nt−1 DANt,Nt


. (14)
Here each DAi,j , for 1 ≤ i, j ≤ Nt, is a diagonal matrix of size MN ×MN . If a matrix X can
be partitioned in to four sub-matrices A, B, C and D, it can be inverted block-wise as [25]:
A B
C D


−1
=

 S−1 −S−1BD−1
−D−1CS−1 D−1+D−1CS−1BD−1

 . (15)
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This holds provided the matrix D and its Schur complement S = A−BD−1C are invertible.
Observation 4: We observe from (14) and (15) that the inverse of the matrix DA can be
performed block-wise, provided sub-matrix DANt,Nt in (14) and its Schur complement are always
invertible. This is a key design aspect of the proposed low-complexity receivers for MIMO-OTFS
systems. To perform block-wise inverse of the matrix DA using (15) for reducing complexity, we
next prove that the sub-matrix DANt,Nt in (14) and its Schur complement are always invertible.
To this end, we state the next lemma whose proof is relegated to Appendix A.
Lemma 3: If a matrix X ∈ Ct2,MN , then its inverse X
−1 ∈ Ct2,MN , and it always exists.
To prove Lemma 3, we exploit i) the property from (14) that the matrix X can be partitioned
in terms of the diagonal blocks Xi,j for 1 ≤ i, j ≤ t, since X belongs to the set Ct2,MN ; and ii)
Lemma 2 that the Schur complement of the diagonal matrix Xt,t belongs to the set C(t−1)2,MN ,
and therefore, inverse of the Schur complement can also be calculated using the block-wise
inverse property from (15).
We now use Lemma 2, Lemma 3 and the results given in (14) and (15) to design a low-
complexity Algorithm-1 for computing the inverse D−1A , i.e., D
−1
LZ and D
−1
LM, for the proposed
LM and LZ receivers. The proposed Algorithm-1 operates in two steps: a) matrix partitioning;
and b) backtracking. We first explain the key ideas:
• Matrix partitioning (lines 4 − 7): The matrix DA is initially partitioned using (14). Sub-
sequently, for i = 2, 3, . . . , Nt − 1, we exploit Lemma 2 and (14) to partition the Schur
complement of DNt−i. These partitions are stored in the corresponding matrices PNt−i.
• Backtracking phase (lines 9−13): Using the matrix partitions obtained from the first phase,
the backtracking phase, as the name suggests, recursively computes the inverse of the matrix
DA by exploiting Lemma 3 and the block-wise inverse property from (15).
We next explain the detailed operation of the proposed Algorithm-1.
a) Matrix Partitioning (lines 4−7): It is an iterative process. Initially (for i = 1), by using
(14), we partition DA ∈ CN2t ,MN in terms of the sub-matrices ANt−i ∈ C
(Nt−i)MN×(Nt−i)MN ,
BNt−i ∈ C
(Nt−i)MN×MN , CNt−i ∈ C
MN×(Nt−i)MN and DNt−i ∈ C
MN×MN , and store these
partitions in the matrix PNt−1. For the block-wise inversion of DA according to (15), we now
need to invert the Schur complement SNt−1 = (ANt−1 − BNt−1D
−1
Nt−1
CNt−1). We know from
Lemma 2 that SNt−1 belongs to the set C(Nt−1)2,MN . It can therefore be inverted block-wise
using (14) and (15). We, thus, partition SNt−1 in terms of ANt−2, BNt−2, CNt−2 and DNt−2
using (14), and subsequently evaluate SNt−2 = (ANt−2 − BNt−2D
−1
Nt−2
CNt−2), which, from
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Algorithm 1: Pseudo-code for computing the inverse of matrix DA ∈ CN2
t
,MN , where A ∈ {LZ, LM}
Input: Matrix D ∈ CNrNt,MN
Output: Matrix D−1A ∈ CN2t ,MN
1 Compute DA = D
HD, if A ∈ LZ; otherwise DA = DLM = DHD+ ρINtMN
2 Initialization: PNt−1 = [ ],PNt−2 = [ ], . . . ,P1 = [ ] and P0 = DA ∈ Ct2,MN
3 */ Matrix Partitioning */
4 for i = 1 : 1 : Nt − 1 do
5 Partition P0 using (14) and store in PNt−i as PNt−i =

ANt−i BNt−i
CNt−i DNt−i

 .
6 Replace P0 by the Schur complement of DNt−i as P0 = ANt−i−BNt−iD
−1
Nt−i
CNt−i.
7 end
8 */ Backtracking */
9 Compute S−11 = P
−1
0 = (A1 −B1D
−1
1 C1)
−1
10 Initialize the matrix F using (15) as F =

 S−11 −S−11 B1D−11
−D−11 C1S
−1
1 D
−1
1 +D
−1
1 C1S
−1
1 B1D
−1
1

 .
11 for i = 2 : 1 : Nt − 1 do
12 Compute block-wise inverse using (15) as
S−1i+1 =

 F −FBiD−1i
−D−1i CiF D
−1
i +D
−1
i CiFBiD
−1
i

.
13 Replace F = S−1i+1
14 end
15 return: D−1A = F
Lemma 2, belongs to the set C(Nt−2)2,MN . We, therefore, next split SNt−2 in terms of the sub-
matrices ANt−3, BNt−3, CNt−3 and DNt−3 for computing SNt−3 and so on. To summarize, for
i = 2, . . . , Nt−1, we partition the Schur complement SNt−i using (14), and store these partitions
in the corresponding matrices PNt−i. With i = Nt − 1, we reach S1 which is an MN ×MN
diagonal matrix, and therefore, S−11 does not require further partitioning.
b) Backtracking (lines 9 − 13): The partitioned matrix obtained in the first phase is now
used to calculate D−1A by exploiting Lemma 3 and the result from (15). As shown in the line-
10, we initialize backtracking process by the matrix F, which is obtained using S−11 and the
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sub-matrices {A1,B1,C1,D1} stored in the matrix P1. Note that F is the inverse of the Schur
complement S2. We know from Lemma 3 that if Si belongs to the set Ci2,MN , its inverse S
−1
i also
belongs to the same set Ci2,MN . Exploiting this property and the block-wise inverse from (15), in
the lines 11−13, we recursively compute S−1i+1 using S
−1
i and the sub-matrices {Ai,Bi,Ci,Di}
stored in Pi. We see that, when i = Nt− 1, the inverse S
−1
Nt
in the line 12 is computed with the
help of Schur complement F = S−1Nt−1 and the sub-matrices {ANt−1,BNt−1,CNt−1,DNt−1} as
S−1
Nt
=

 S−1Nt−1 −S−1Nt−1BNt−1D−1Nt−1
−D−1Nt−1CNt−1S
−1
Nt−1
D−1Nt−1 +D
−1
Nt−1
CNt−1S
−1
Nt−1
BNt−1D
−1
Nt−1

 . (16)
By comparing (16) with (15), we see that S−1
Nt
= D−1A . In other words, in the final step of the
backtracking phase, the matrix F returns D−1A . The proposed LZ and LM receivers thus give
exactly the same solution as that the conventional ZF and MMSE receivers. Their complexity,
as shown next , due to Algorithm 1, which computes the inverse, is significantly lower than their
conventional counterparts.
IV. COMPLEXITY OF THE PROPOSED LOW-COMPLEXITY ZF AND MMSE RECEIVERS
We compute the computational complexity by considering multiplication/division and addi-
tion/subtraction as operations [7]. Note that the operations of the proposed receivers remain same
regardless of perfect/imperfect CSIs, so is the computational complexity.
1) Computation of D−1A : For evaluating the complexity of the operation D
−1
A , we state the
following lemma, which is proved in Appendix B.
Lemma 4: Total number of operations required for computing D−1A , for A ∈ {LZ, LM}, is
µDLZ = [2N
3
t − 3N
2
t +Nt + 2N
2
t Nr]MN and µDLM = [2N
3
t − 3N
2
t + 3Nt + 2N
2
t Nr]MN.
We see that the computational complexity for calculating D−1A with Algorithm-1 is O(MN),
since in practice Nt, Nr ≪ MN . This is unlike conventional ZF and MMSE receivers which
calculate their respective inverse operations with O(N3t M
3N3) complexity. We now evaluate the
complexity of the proposed LZ and LM receivers in (13) for processing the received vector y,
i.e., the operation GHA y for A ∈ {LZ, LM}.
2) Computation of GHA y: We state the following lemma which is proved in Appendix C.
Lemma 5: Total number of operations required for GHA y operation is given as follows
µGA =
[
2N2t Nr +NtNr −Nt
]
MN +
[
Nt +Nr
]
O(MN log2MN). (17)
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Also i) calculation of the matrix Dir,t in the expression Dr,t =
∑M
i=1Ω
i
M ⊗ D
i
r,t requires
O(MN log2N) operations [8]; and ii) O(MN log2M) operations are needed to compute the
eigenvalue matrixDr,t of the matrixHr,t [8]. The complexity of computing the eigenvalue matrix
D for the MIMO-OTFS channel matrix H is thus NrNtO(MN log2MN). By exploiting this
result, Lemma 4 and Lemma 5, we calculate the overall receiver complexity as
µLZ = µDLZ + µGA =
[
2N3t − 3N
2
t + 4N
2
t Nr +NtNr
]
MN
+
[
Nt +Nr +NtNr
]
O(MN log2MN)
µLM = µLZ + 2NtMN. (18)
We observe from (18) that the complexity of LZ and LM receivers is significantly lower than
the conventional ZF and MMSE receivers, which have O(N3t M
3N3) complexity. Further, the
complexity of the MP-based receiver in SISO-OTFS systems varies as O(NIMNSQ) [9], where
NI is the number iterations required for the MP algorithm to converge, Q is the constellation size,
and S is the number of non-zero elements in each row or column of SISO-OTFS channel matrix
Hs ∈ CMN×MN . Since there are NrNt number of links between the MIMO-OTFS transmitter
and receiver, the complexity of the MP algorithm for data detection in MIMO-OTFS systems
can be obtained as O(NINrNtMNSQ), which is significantly higher than the proposed LZ and
LM designs, as also shown numerically in Section-VI.
V. BER DERIVATION FOR LZ AND LM RECEIVERS WITH IMPERFECT RECEIVE CSI
Recall that the SINR expressions of the conventional ZF and MMSE receivers for MIMO-
OTFS systems will invert HHH and HHH + ρI matrices respectively, with an extremely high
computational complexity of O(N3t M
3N3) [7]. We now propose a low-complexity method for
calculating the SINR of the proposed LM and LZ receivers with imperfect CSI using Algorithm 1
. We achieve this goal by first deriving a tight approximation of their SINR expressions in closed-
form and later showing that the Algorithm 1 can be used to calculate them. We begin by modeling
the estimate of MIMO-OTFS channel H, denoted as Ĥ [26], as follows
Ĥ = H+∆H. (19)
The matrix ∆H ∈ CNrMN×NtMN is the CSI error, which is independent of H [26]. Since H
belongs to the set CNrNt,MN , ∆H also belongs to the set CNrNt,MN . It follows from Lemma 2 that
Ĥ also belongs to the set CNrNt,MN . Let ∆Hr,t ∈ C
MN×MN be the error matrix corresponding to
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the channel Hr,t between the tth transmit and rth receive antennas. Since ∆Hr,t belongs to the
set BM,N , it consists of M circulant blocks, each of size N ×N . We assume that the non-zero
entries in a row or column of the block ∆Hr,t of channel matrix ∆H are i.i.d. as CN (0, σ2e)
[26]. The variance σ2e captures the accuracy of a channel estimator. The error matrix ∆H, similar
to the decomposition of H in (11), can be decomposed as
∆H = ΨHR ∆DΨT, (20)
where block matrix ∆D ∈ CNrMN×NtMN contains eigenvalues of the error matrix ∆H. Using
(11) and (20), the MIMO-OTFS channel estimate Ĥ in (19) can be re-written as
Ĥ = ΨHR D̂ΨT. (21)
Here D̂ = D+∆D is the estimate of D. We next derive the SINR of LZ and LM receivers.
A. SINR calculation for the proposed LM receiver with imperfect receive CSI
We first tightly approximate the SINR expression in closed-form for the proposed LM receiver
in terms of interference, and noise-plus-distortion due to channel estimation error. We then derive
a tractable SINR expression for the proposed LM receiver by exploiting the Taylor expansion,
decompositions in (11) and the properties of the sets defined in Table-II. We begin by substituting
(21) in (13) to express the proposed LM receiver with CSI error as follows
ĜLM = Ψ
H
R D̂
(
D̂HD̂+ ρINtMN
)−1
ΨT = GLM +∆GLM. (22)
The ∆GLM expression is calculated later in the sequel. The LM estimate of the transmit vector
x with CSI error can now be obtained using (7) as follows
xˆLM = Ĝ
H
LMy = G
H
LMHx+ v.
Here v = GHLMv˜ + ∆G
H
LMHx + ∆G
H
LMv˜ is the noise-plus-distortion due to channel estimation
errors. The estimated vector xˆLM ∈ CNtMN×1 consists of NtMN symbols. Let xˆ
mtk
LM denotes
the estimate of k-th symbol of the t-th stream (antenna), where mtk = MN(t − 1) + k with
1 ≤ k ≤ MN and 1 ≤ t ≤ Nt. It implies that 1 ≤ mtk ≤ NtMN . The xˆ
mtk
LM is therefore
xˆmtkLM = [G
H
LMH](mtk ,mtk)x
mtk +
tMN∑
i=(t−1)MN+1,i 6=k
[GHLMH](mtk,i)x
i
︸ ︷︷ ︸
inter-symbol interference
+
NtMN∑
j=1,j 6=k
[GHLMH](mtk,j)x
j + vmtk
︸ ︷︷ ︸
inter-stream interference
.
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We see that the estimated symbol xˆmtkLM experiences inter-stream interference from (Nt− 1)MN
symbols of other antennas [27] and inter-symbol (intra-stream) interference from MN − 1
symbols of the same antenna [9]. The inter-symbol interference occurs because of non-zero
delay and Doppler spreads [9]. The SINR of the kth symbol of tth stream, by using the property
E[xxH ] = PxINtMN , can be expressed as
γmtkLM =
Px
∣∣∣[GHLMH](mtk ,mtk)
∣∣∣2
Px
tMN∑
i=(t−1)MN+1,i 6=k
∣∣∣[GHLMH](mtk,i)
∣∣∣2 + Px NtMN∑
j=1,j 6=i
∣∣∣[GHLMH](mtk ,j)
∣∣∣2 + [Rv](mtk ,mtk)
.
By substituting the expressions of GLM = Ψ
H
RD
(
DHD+ ρINtMN
)−1
ΨT from (13) and H from
(11), the above SINR expression can be re-expressed as follows
γmtkLM =
Px
∣∣∣[ΨHT D−1LMDlcZFΨT
]
(mtk,mtk)
∣∣∣
2
Px
tMN∑
i=(t−1)MN+1,i6=k
∣∣∣∣
[
Ψ
H
T D
−1
LMDlcZFΨT
]
(mtk,i)
∣∣∣∣
2
+ Px
NtMN∑
j=1,j 6=i
∣∣∣∣
[
Ψ
H
T D
−1
LMDlcZFΨT
]
(mtk,j)
∣∣∣∣
2
+
[
Rv
]
(mtk,mtk)
.
(23)
The first and second terms in the denominator of γmtkLM denote the power of inter-symbol and
inter-stream interferences, respectively. We note that DLM = D
HD+ρINtMN and DLZ = D
HD.
Remark 1: Recall that Algorithm 1 calculates low-complexity inverse of DLM with O(MN)
complexity. To use it, we need to show that the SINR expressions invertDLM matrix. We see from
(23) that all the terms of LM SINR expression, except the noise-plus-interference covariance
matrix Rv, invert DLM matrices. We next simplify Rv using results from random matrix theory,
and show that the simplified expression inverts DLM matrix. This enables us to apply Algorithm
1 for calculating SINR.
For a fixed channel realization, the covariance matrix Rv = E
[
vvH
]
can be evaluated as follows
Rv = PxE
[
∆GHLMHH
H∆GLM
]
+ σ2vG
H
LMGLM + σ
2
vE
[
∆GHLM∆GLM
]
. (24)
Since Rv is a function of the matrix ∆GLM, we first calculate the ∆GLM expression, and then
use it for simplifying both first and third terms in (24).
1) Expression for ∆GLM: The matrix Ĝ
H
LM, as shown in Appendix D, is a function of the
matrix (S−1 + T)−1, where S−1 = DLM = D
HD + ρINtMN and T = ∆D
HD +DH∆D. The
matrix ∆D in T consists of eigenvalues of the error matrix ∆H. Let λTSmax be the maximum
eigenvalue of the matrix TS. As shown in Fig. 1(a), the probability that λTSmax > 1 is close to
zero. The expression (S−1 + T)−1 can thus be approximated using its first order Taylor series
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Fig. 1: (a) Empirical CCDF of absolute value of maximum eigenvalue λTSmax of TS with M = N = 8 and different SNR
values; and (a) Empirical CDF of Frobenius norm of the matrix ∆DH∆D and ∆DHD for M = N = 8 and SNR = 10 dB.
expansion [24]. Also, as shown in Fig. 1(b), the probability that ||∆DH∆D||F ≪ ||∆D
HD||F ,
is close to one. The matrix ∆DH∆D can thus be neglected. Fig. 1(a) and Fig. 1(b) also imply
that our approximate SINR expression is tight. The matrix ∆GLM expression, derived using
above properties in Appendix D, is given as follows
∆GHLM ≈ −Ψ
H
T
[
S
(
∆DHD+DH∆D
)
SDH − S∆DH
]
ΨR. (25)
We next use the above expression for ∆GLM to calculate covariance matrix Rv in (24).
18
2) Expression for Rv: The first and third terms of Rv in (24) are derived by substituting
∆GLM from (25), and by using the decomposition from (11) as
E
[
∆GHLMDD
H∆GLM
]
≈ ΨHT
{
SE
[
∆DHD2D1D
H
2 ∆D
]
SH − SE
[
∆DHD2D1∆D
]
SH
−DH3 E
[
∆DDH3 D1∆D
]
SH + SE
[
∆DHD1∆D
]
SH +DH3 E
[
∆DDH3 D1D
H
2 ∆D
]
SH
− SE
[
∆DHD1D
H
2 ∆D
]
SH + SE
[
∆DHD2D1D3∆D
H
]
D3 +D
H
3 E
[
∆DDH3 D1D3∆D
H
]
D3
− SE
[
∆DHD1D3∆D
H
]
D3
}
ΨT and (26)
E
[
∆GHLM∆GLM
]
≈ ΨHT
{
SE
[
∆DHD2D
H
2 ∆D
]
SH − SE
[
∆DHD2∆D
]
SH
−DH3 E
[
∆DDH3 ∆D
]
SH + SE
[
∆DH∆D
]
SH +DH3 E
[
∆DDH3 D
H
2 ∆D
]
SH
− SE
[
∆DHDH2 ∆D
]
SH + SE
[
∆DHD2D3∆D
H
]
D3 +D
H
3 E
[
∆DDH3 D3∆D
H
]
D3
− SE
[
∆DHD3∆D
H
]
D3
}
ΨT. (27)
Here D1 ∈ CNrMN×NrMN , D2 ∈ CNrMN×NrMN and D3 ∈ CNrMN×NtMN are defined as D1 =
DDH , D2 = DSD
H and D3 = DS
H . For evaluating the expectation operations in (26) and
(27), we state the following lemmas.
Lemma 6: Elements of all the NrNt blocks of the matrix ∆D ∈ CNrNt,MN are i.i.d. as
CN (0, σ2d), where σ
2
d = σ
2
e
∑M
i=1 L
i
h with L
i
h being the number of non-zero elements in a row
or column of the ith circulant block of the (r, t)th sub-matrix ∆Hr,t of ∆H.
Proof: Refer to Appendix E.
To prove Lemma 6, we exploit the i) error matrix decomposition in (20); ii) result in (10) for
deriving the eigenvalues for (r, t)th block ∆Hr,t of the error matrix ∆H; and iii) property of
Kronecker product of a Gaussian distributed matrix and a deterministic matrix [24].
Lemma 7: For a random matrix X ∈ CNrNt,MN and deterministic matrices Y ∈ CN2r ,MN and
Z ∈ CN2t ,MN , if elements in all the NrNt blocks of X are i.i.d. with mean zero and variance σ
2
x,
E[XHYX] = σ2xY¯ and E[XZX
H ] = σ2xZ¯. (28)
Here Y¯ =
∑Nr
i=1(INt ⊗ Yi,i) and Z¯ =
∑Nt
i=1(INr ⊗ Zi,i) are block diagonal matrices of size
NtMN × NtMN and NrMN × NrMN respectively, where Yi,i ∈ C
MN×MN and Zi,i ∈
CMN×MN are ith diagonal block of the matrices Y and Z, respectively.
Proof: Refer to Appendix F.
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Lemma 8: For a random matrixX ∈ CNrNt,MN and deterministic matricesA,B ∈ CNrNt,MN , if
elements in all the NrNt blocks of X are i.i.d. with mean zero and variance σ
2
x, then E[XAX] =
0NrMN×NtMN and E[X
HBXH] = 0NtMN×NrMN .
Proof: Proof follows from Lemma 2 and the properties of complex random matrices.
For deriving the results in Lemma 7 and Lemma 8, we use Lemma 2, statistical characteristics
of the matrix X, and the properties of the sets CNrNt,MN , CN2r ,MN and CN2t ,MN .
3) Simplification of (26) and (27): We use the below observations to simplify (26) and (27).
Observation 5: Since the matrices D1,D2 ∈ CN2r ,MN and D3 ∈ CNrNt,MN , it follows from
Lemma 2 that, in (26), the equivalent matrix i) multiplied by ∆D from both sides belongs to
the set CNrNt,MN ; ii) multiplied by ∆D
H from both sides also belongs to the set CNrNt,MN ; iii)
sandwiched between ∆D and ∆DH belongs to the set CN2t ,MN ; and iv) sandwiched between
∆DH and ∆D belongs to the set CN2r ,MN .
Applying Lemma 6, Lemma 7, Lemma 8 and Observation 5, as shown in Appendix G, the
expression for E
[
∆GHLMDD
H∆GLM
]
and E
[
∆GHLM∆GLM
]
can be obtained as
E
[
∆GHLMDD
H∆GLM
]
= σ2dΨ
H
T
{
S(D¯1 − D¯2 + D¯4 − D¯6)S
H +DH3 D¯8D3
}
ΨT, (29)
E
[
∆GHLM∆GLM
]
= σ2dΨ
H
T
{
SD˜1S
H − SD˜2S
H +NrSS
H − SD˜6S
H +DH3 D˜8D3
}
ΨT. (30)
Here the block diagonal matrices {D¯1, D¯2, D¯4, D¯6} ∈ CNtMN×NtMN , D¯8 ∈ CNrMN×NrMN ,
{D˜1, D˜2, D˜6} ∈ CNtMN×NtMN and D˜8 ∈ CNrMN×NrMN are defined in Appendix G. Using
(13), the proposed LM receiver matrix can also be written as GHLM = Ψ
H
T SD
HΨR = Ψ
H
T D
H
3 ΨR.
Thus, the second term of the covariance matrix Rv in (24) can be evaluated as σ
2
vG
H
LMGLM =
σ2vΨ
H
T D
H
3 D3ΨT. Substituting (29), (30) and the above expression in (24), we get
Rv = Pxσ
2
dΨ
H
T
{
S(D¯1 + ρD˜1)S
H − S(D¯2 + ρD˜2)S
H + S(D¯4 + ρNrINtMN)S
H
− S(D¯6 + ρD˜6)S
H +DH3 (D¯8 + ρD˜8)D3 + (ρ/σ
2
d)D
H
3 D3
}
ΨT. (31)
For a fixed channel realization, the SINR of the kth symbol can now be obtained by substituting
Rv in (23). We see that the SINR expression in (23) calculates S = D
−1
LM = (D
HD+ρINtMN)
−1.
This inverse can be calculated using the proposed Algorithm-1 with a computational complexity
of O(MN), as derived in Lemma 4. Multiplication with matrices ΨT and Ψ
H
T can be performed,
as explained shortly in the paragraph below (39), with O(MN log2MN) complexity. SINR
calculation in (23) for the LM receiver has thus O(MN) +O(MN log2MN) complexity.
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B. SINR calculation for the proposed LZ receiver with imperfect receive CSI
The LZ receiver with CSI error, by substituting (21) in (13), is given as follows
ĜHLZ = Ψ
H
T (D+∆D)
†ΨR. (32)
Here (·)† is the pseudo-inverse. By expanding (D+∆D)† using first-order Taylor series [24]:
ĜHLZ
∼= ΨHT D
†(INrMN −∆DD
†)ΨR. (33)
The LZ estimate of transmit vector x, with CSI errors, is now calculated using (7) and (33) as
xˆLZ = Ψ
H
T D
†(INrMN −∆DD
†)ΨR(Hx+ v˜)
(a)
= x+ v¯. (34)
Equality in (a) follows by substituting the decomposition of H from (11). The vector
v¯ = −ΨHT D
†∆DΨTx+Ψ
H
T D
†ΨRv˜ −Ψ
H
T D
†∆DD†ΨRv˜
is the noise-plus-distortion caused by channel estimation error matrix ∆H. The SINR of the kth
symbol, using (34), is given as
γkLZ =
Px
[Rv¯](k,k)
, for k = 1, 2, . . . , NtMN. (35)
Using the property that the noise vector v and the error matrix ∆D are independent with zero
mean [26], the covariance matrix Rv¯ = E[v¯v¯
H ], for a fixed channel realization, is given as
Rv¯ = Ψ
H
T
{
σ2vD
−1
LZ + PxD
−1
LZD
H
E
[
∆D∆DH
]
DD−1LZ
+ σ2vD
−1
LZD
H
E
[
∆DD−1LZ∆D
H
]
DD−1LZ
}
ΨT. (36)
Recall that DLZ = D
HD. Using Lemma 6, we get E
[
∆D∆DH
]
= Ntσ
2
dINrMN . Exploiting this
result and Lemma 7, the final expression for Rv¯ can be obtained from (36) as
Rv¯ = Pxσ
2
dΨ
H
T
{
ρD−1LZD
HD¯LZDD
−1
LZ +
(ρ+Ntσ
2
d)
σ2d
D−1LZ
}
ΨT. (37)
Here the matrix D¯LZ ∈ CNrMN×NrMN is D¯LZ =
∑Nt
i=1
(
INr ⊗
[
D−1LZ
]
i,i
)
. Finally, the SINR
for the kth symbol of the LZ receiver is obtained by substituting [Rv¯](k,k) in (35). Note that
the inverse D−1LZ in (37) can be obtained using Algorithm-1 with a computational complexity
of O(MN). Furthermore, multiplication with the matrices ΨT and Ψ
H
T has O(MN log2MN)
complexity. Thus, similar to the SINR of the LM receiver, complexity for calculating the SINR
of the proposed LZ receiver in (23) is also O(MN) +O(MN log2MN).
With the SINR γkA, for A ∈ {LZ, LM}, in (23) and (35) for the LM and LZ receivers
respectively, their BER with imperfect CSI can now be found by plugging γkA in the following
expression k0Q
(√
k1γkA
)
, where constants k0 and k1 depend on the constellation order.
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VI. SIMULATION RESULTS
We now investigate the BER of proposed designs for a spatially-multiplexed MIMO-OTFS
system with an ideal pulse which satisfies the bi-orthogonality property. Such ideal pulses are
commonly used in OTFS systems [7], [8]. We consider two MIMO configurations viz Nr×Nt =
4 × 2 and Nr ×Nt = 4× 4, with either BPSK or QPSK constellation. We assume the number
of delay bins M and the Doppler bins N as M = N = 32, carrier frequency of 4 GHz, and a
subcarrier spacing of 15 KHz. We use a 5-tap delay-Doppler channel with its parameters given
in Table- III, and define SNR as Px/σ
2
v . For each SNR point, BER is numerically computed by
TABLE III: Delay-Doppler channel parameters
Channel tap no. 1 2 3 4 5
Delay (µs) 2.08 5.20 8.328 11.46 14.80
Doppler shift (Hz) 0 470 940 1410 1851
Power of channel tap (dB) 1 -1.804 -3.565 -5.376 -8.860
averaging over 100 i.i.d. channel realizations. We abbreviate the i) conventional ZF/MMSE as
cZF/cMMSE; ii) perfect and imperfect receive CSI scenarios as PCSI and ICSI, respectively.
BER comparison of conventional and proposed ZF and MMSE receivers: Fig. 2(a) and
Fig. 2(b) show the BER of conventional and proposed ZF/MMSE receivers for a MIMO-OTFS
system with QPSK constellation, integer Doppler shift, and with perfect and imperfect receive
CSI, respectively. For imperfect receive CSI, channel estimation error variance σ2e in (19) is set as
ρ/Nt [28]. We see that for both MIMO configurations, BER of the proposed LZ and LM receivers
exactly match their conventional counterparts. This is because the proposed designs do not make
any approximation and exploit the following inherent properties i) doubly-circulant structure of
the MIMO-OTFS channel matrix H by decomposing it as shown in Eq. (11) as H = ΨHRDΨT;
ii) fact that D ∈ CNrNt,MN (set of block matrices with NrNt blocks of MN ×MN diagonal
matrices); and iii) block-wise inverse of matrices and Schur Complement. We note that it is not
unusual for a design to have lower complexity without degrading in performance [7].
Fig. 2(c) compares the BER of OTFS- and OFDM-based MIMO systems with M = 1024 and
M = 2048. The model in [23] is used to implement the OFDM-MIMO system for time-varying
channels. We see that the MIMO-OTFS systems have significantly lower BER. This is because
the former, due to delay-Doppler domain transmission, is robust to time-varying channels. We
again observe that the proposed receivers BER match their conventional counterparts.
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Fig. 2: BER of the proposed LZ and LM receivers and their conventional counterparts for 4 × 2 and 4 × 4 MIMO-OTFS
systems with integer Doppler and QPSK modulation for (a) perfect CSI; and (b) Imperfect CSI. (c) BER of OTFS (integer
Doppler) and MIMO-OFDM systems with Nt = Nr = 2, N = 6, M ∈ {1024, 2048}, QPSK modulation and perfect CSI.
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Fig. 3: (a) BER comparison of the proposed LZ and LM with the conventional receivers for 4× 2 and 4× 4 MIMO-OTFS
systems with QPSK and fractional Doppler. (b) BER comparison of proposed LZ, LM receivers, with and without LAS technique,
and MP receiver for 4× 4 MIMO-OTFS systems with BPSK and integer Doppler.
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Fig. 3(a) compares the BER of the proposed LZ and LM receivers and their conventional
counterparts for a fractional Doppler shift instead of the integer one, the rest of system settings
being same. We observe that the behavior is similar to that of Fig. 2(b). Fig. 3(b) compares
the BER of proposed receivers and the widely-used non-linear MP-based receiver for a 4 × 4
MIMO-OTFS system with BPSK modulation, and perfect receive CSI. For a fair comparison with
non-linear MP receiver, we also plot the BER of LZ-LAS and LM-LAS receivers wherein the
proposed LZ and LM receivers are followed by low-complexity local-search-based non-linear
likelihood ascent search (LAS) operation. The LAS receiver begins with an initial solution
provided by the LZ or LM receiver, and searches for good solutions in the neighborhood until
a local optimum is reached [17]. We see that the i) proposed LM receiver comprehensively
outperforms the MP receiver at the low SNR; ii) LM-LAS receiver has significantly lower BER
than the MP receiver for all SNR values. The complexity of the LM-LAS scheme, as shown in
the next subsection, is almost similar to that of the proposed LM design.
Complexity comparisons: We now compare the computational complexity of the proposed
LZ and LM receivers with the conventional MMSE and MP receivers [6], [11]. Total number
of operations for the proposed LZ and LM receivers, as shown in (18), are related as µLM =
µLZ+2NtMN . The proposed designs, therefore, have similar complexities. Conventional ZF and
MMSE receiver in MIMO-OTFS, as mentioned in Section-IV-1, have O(N3t M
3N3) complexity.
As the LAS operation has O(NtMN) complexity, the LM-LAS receiver has µLM +O(NtMN)
complexity. The MP receiver complexity in MIMO-OTFS systems, as discussed in Section-IV,
varies as O(NINrNtMNSQ), where S =
∑Lh
i=1(2Ni + 1) with Ni = 10 [9].
Fig. 4(a) shows the number of operations for varying M = N , where M and N are the
number of delay and Doppler bins, respectively. We use NI = 20 iterations to evaluate MP
receiver complexity, within which it typically converges [9]. We see that the complexity of
LM and LM-LAS receivers is almost similar. Their complexity is, however, significantly lower
than the MP and conventional MMSE receivers. This is because the proposed designs exploit
doubly-circulant channel structure. We also note that it is not unusual for a design to have lower
complexity without degrading the performance [7]. We see a similar behavior in Fig. 4(b), where
we plot the number of operations versus Nr = Nt antennas.
Fig. 4(c) shows the complexities of four receivers as a function of number of iteration NI .
For this study, we fix M = N = 32 and Nr = Nt = 8 antennas. We once again observe
that the complexity of the proposed LM and LM-LAS receivers is significantly lower than the
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Fig. 4: Complexity comparison of the proposed and the existing techniques: (a) number of operation versus M = N with
Nr = Nt = 8 and NI = 20 iterations for the MP receiver; (b) number of operation versus the number of receive antennas
Nr = the number of transmit antennas Nt with M = N = 32 and NI = 20 iterations for the MP receiver; and (c) number of
operation versus the number of iterations NI with M = N = 32 and Nr = Nt = 8.
conventional MMSE and the MP receivers. Since the proposed and conventional MMSE receivers
are not iterative, their complexities remain constant with NI . Understandably, the computational
cost of the MP receiver, due to its iterative nature, increases with NI .
Analytical and simulated BER comparisons: We now validate the BER expressions derived
in Section-V for the proposed LZ and LM receivers with imperfect CSI. For this study, we first
make the channel estimation error variance σ2e a function of the SNR and vary it as σ
2
e = ρ/(Nt)
[28], where ρ = σ2v/Px = 1/SNR. We later make σ
2
e , and hence σ
2
d = σ
2
e
∑M
i=1 L
i
h, independent
of SNR. Fig. 5(a) shows analytical and simulated BER for the proposed receivers with channel
estimation error variance σ2e = ρ/(Nt). We see that the analytical BER of both the proposed
receivers, derived using corresponding SINR expressions in (23) and (35), closely match the
simulated ones. This study validates that the derived SINR expressions accurately model the
BER of ZF and MMSE receivers for MIMO-OTFS systems. Fig. 5(b) compares analytical and
simulated BER values for 4×2MIMO-OTFS system with the same system settings as in Fig. 5(a)
but σ2e now being independent of SNR. The analytical and simulated counterparts again match.
Also, the channel estimation error dominates in high SNR, which is not surprising.
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Fig. 5: BER versus SNR comparison of the simulated and analytical expressions for the proposed LZ and LM receivers
with integer Doppler and QPSK modulation: (a) for 4 × 2 and 4 × 4 MIMO-OTFS systems with σ2e = ρ/Nt; and (b) 4 × 2
MIMO-OTFS systems with σ2e being independent for the SNR.
VII. CONCLUSIONS
We proposed novel low-complexity ZF (LZ) and MMSE (LM) receivers, which exploit inherent
characteristics of MIMO-OTFS channel and the properties of block matrices, to achieve lower
complexity than the conventional ZF, MMSE and message passing (MP) receivers. We showed
that the BER of i) both LZ and LM receivers, for perfect and imperfect receive CSI, have
exactly the same BER as that of their conventional counterparts; and ii) LM receiver at low
SNR values is lower than the non-linear MP receiver. The LM receiver, when combined with
non-linear likelihood ascent search technique, outperforms the MP receiver at all SNR values. We
derived analytical BER expressions for LZ and LM receivers and showed that, when averaged
over multiple channel realizations, they precisely match their respective simulated BERs. The
current receivers did not exploit OTFS channel sparsity. Future work can exploit circulant channel
structure and its sparsity to further reduce the complexity. Future work can also develop low
complexity receivers by considering practical pulses. The low-complexity receivers proposed
herein with ideal pulse can serve as a starting point for design of their counterparts with non-
ideal pulse, and benchmark their performance.
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APPENDIX A
To begin with, let t = Nt. The matrix X, similar to (14), can always be partitioned into
four sub-matrices, namely ANt−1 ∈ C
(Nt−1)MN×(Nt−1)MN , BNt−1 ∈ C
(Nt−1)MN×MN , CNt−1 ∈
CMN×(Nt−1)MN and DNt−1 ∈ C
MN×MN . With the above partitioning of X, it follows from (15),
that X−1 can be computed block-wise, provided the matrix DNt−1 and its Schur complement
SNt−1 = ANt−1 −BNt−1D
−1
Nt−1
CNt−1 are invertible. Since X ∈ CN2t ,MN , the sub-matrix DNt−1
is always an MN × MN diagonal matrix with all its elements are > 0 [7]. Thus, D−1Nt−1
always exists. For X−1 to exist, we have to next prove that S−1Nt−1 exists. We see that from
Lemma 2, the Schur complement SNt−1 ∈ C(Nt−1)2,MN . This is because all the matrices ANt−1,
BNt−1, CNt−1 and DNt−1 comprise blocks of MN ×MN diagonal matrices. Thus, similar to
(14), S−1Nt−1 can be calculated block-wise by partitioning SNt−1 in terms of the sub-matrices
ANt−2, BNt−2, CNt−2 and DNt−2, and by imposing the conditions that DNt−2 and its Schur
complement SNt−2 = ANt−2 − BNt−2D
−1
Nt−2
CNt−2 are invertible. Proceeding in this way, let
SNt−i = ANt−i−BNt−iD
−1
Nt−i
CNt−i be the Schur complement of the matrix DNt−i at the ith step
with the corresponding sub-matrices ANt−i ∈ C
(Nt−i)MN×(Nt−i)MN , BNt−i ∈ C
(Nt−i)MN×MN ,
CNt−i ∈ C
MN×(Nt−i)MN andDNt−i ∈ C
MN×MN , where the index i = 1, . . . , Nt−1. Since all the
matrices ANt−i, BNt−i, CNt−i and DNt−i consist of blocks of MN ×MN diagonal matrices,
it follows from Lemma 2 that at the ith step, SNt−i ∈ C(Nt−i)2,MN . Therefore, D
−1
Nt−i
always
exists and the inverse of SNt−i can always be computed by employing the results in (15). At
the final step when i = Nt − 1, S1 = (A1−B1D
−1
1 C1) ∈ C1,MN , and computation of S
−1
1 does
not need any further partitioning, because S1 reduces to a diagonal matrix. This completes the
proof that inverse of matrix X ∈ Ct2,MN always exists. The property that the Schur complement
SNt−i ∈ C(Nt−i)2,MN ensures that the inverse X
−1 ∈ Ct2,MN .
APPENDIX B
Since the matrix D ∈ CNrNt,MN , computing DA = D
HD for A ∈ {LZ}, and DA = DHD +
ρINtMN for A ∈ {LM} requires
[N2t Nr +N
2
t (Nr − 1)]MN and [N
2
t Nr +N
2
t (Nr − 1) + 2Nt]MN
operations, respectively. After that for calculating D−1A , as shown in Algorithm-1, for 1 ≤ i ≤
Nt− 1, we need to compute D
−1
Nt−i
and the corresponding Schur complement SNt−i = ANt−i−
BNt−iD
−1
Nt−i
CNt−i. This is followed by the computation of S
−1
Nt−i
using the result in (15) and
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the backtracking. Independent of the index i, DNt−i is always an MN ×MN diagonal matrix.
Computing of D−1Nt−i, for each i, requires MN multiplications. Since all matrices ANt−i ∈
C(Nt−i)MN×(Nt−i)MN , BNt−i ∈ C
(Nt−i)MN×MN ,CNt−i ∈ C
MN×(Nt−i)MN andDNt−i ∈ C
MN×MN
comprise blocks of MN ×MN diagonal matrices, we see that the computation of SNt−i costs
(Nt − i)MN + (Nt − i)2MN + MN multiplications and (Nt − i)2MN additions. Following
the result in (15), we now need to compute four sub-matrices in terms of the matrices S−1Nt−i,
ANt−i, BNt−i, CNt−i and DNt−i. Let αNt−i be the number of operations required for computing
S−1Nt−i. By using the fact from Lemma 3 that S
−1
Nt−i
∈ C(Nt−i)2,MN , we see that computing
S−1Nt−iBNt−iD
−1
Nt−i
and D−1Nt−iCNt−iS
−1
Nt−i
require (Nt − i)2MN + (Nt − i − 1)(Nt − i)MN
operations each. Computing D−1Nt−i + D
−1
Nt−i
CNt−iS
−1
Nt−i
BNt−iD
−1
Nt−i
requires (Nt − 1)MN +
(Nt − i− 1)MN +MN operations. For each i, total operations µNt−i are
µNt−i = (4(Nt − i)
2 + 3(Nt − i) + 2(Nt − i− 1)(Nt − i) + (Nt − i− 1) + 2)MN + αNt−i
= (1 + 2Nt + 6N
2
t )MN + (6i
2 + 12Nti− 2i)MN + αNt−i. (38)
We now need to calculate αNt−i which is the number of operations required for computing the
inverse of Schur complement SNt−i. As S
−1
Nt−i
∈ C(Nt−i)2,MN , we compute S
−1
Nt−i
, as shown in
Algorithm-1, using the result in (15) and backtracking. Thus, αNt−i can also be calculated by
using the procedure explained in the previous paragraph. Consequently, the number of operations
required for computing D−1A can be evaluated as
Nt−1∑
i=1
µNt−i =
Nt−1∑
i=1
MN
[
(1 + 2Nt + 6N
2
t ) + (6i
2 + 12Nti− 2i) + 1
]
= [2N3t − 2N
2
t +Nt]MN.
Finally, the total number of operations µDLZ required for computing D
−1
A , for A ∈ {LZ}, can
now be evaluated by adding [N2t Nr + N
2
t (Nr − 1)]MN and
∑Nt−1
i=1 µNt−i, which yields the
desired result for µDLZ in Lemma 4. Next, the addition of [N
2
t Nr +N
2
t (Nr − 1) + 2Nt]MN and∑Nt−1
i=1 µNt−i gives the desired result for µDLM in Lemma 4.
APPENDIX C
Let the matrix D˜A be defined as D˜A = DD
−1
A . Since D ∈ CNrNt,MN and, we know from
Lemma 3 thatD−1A ∈ CN2t ,MN , calculation of D˜A requires [N
2
t Nr+(Nt−1)NtNr]MN operations.
It follows from Lemma 2 that the matrix D˜A ∈ CNrNt,MN . The receiver matrix GA in (13) can
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now be decomposed as GA = Ψ
H
R D˜AΨT. For performing G
H
A y, we first compute y˜ = ΨRy.
Since ΨR is a block diagonal matrix whose each block is FM ⊗ FN , vector y˜ is expressed as
y˜ =
[
((FM ⊗ FN )y1)
T , . . . , ((FM ⊗ FN )yNr)
T
]T
. (39)
Let Y˜r, for 1 ≤ r ≤ Nr, be the matrices such that vec(Y˜r) = y˜r. The vector (FM ⊗FN )yr can
then be rewritten as vec(FNY˜rF
H
M ), and can be evaluated by computing M-point IDFT along
the rows of Y˜r and N-point IDFT along the columns of Y˜r. Computing y˜ in (39) thus requires
NrO(MN log2MN) operations [7]. Computing vector z = D˜
H
A y˜ requires NtNrMN +Nt(Nr−
1)MN operations. After this,ΨHT z can be computed usingNtO(MN log2MN) operations. Thus,
the number of operations required to process y are
µGA =
[
N2t Nr +NtNr(Nt− 1)+NtNr +Nt(Nr− 1)
]
MN +
[
Nt+Nr
]
O(MN log2MN). (40)
By solving (40), we get the desired result stated in Lemma 5.
APPENDIX D
Using the relation D̂ = D+∆D, we expand the proposed LM receiver matrix, with channel
estimation error, in (22) as
ĜHLM ≈ Ψ
H
T
(
DHD+ ρINtMN +∆D
HD+DH∆D
)−1
(D+∆D)HΨR. (41)
(a)
= ΨHT (S
−1 +T)−1(D+∆D)HΨR. (42)
The approximation in (41) is due to the fact that we neglect the term ∆DH∆D. This is justified
because, as shown in Fig. 1(b), the probability P (||∆DH∆D||F ≪ ||∆D
HD||F ) is close to 1.
This happens because the error variance σ2e of ∆H is small [26], [27]. Equality in (a) follows
by substituting S−1 = DLM = D
HD+ρINtMN and T = ∆D
HD+DH∆D. It follows from [24,
Eq. (191)] that for high SNR the matrix S can be approximated as S ≈
(
DHD
)−1
−ρ
(
DHD
)−2
.
Each term of the matrix TS is thus a function of the matrix ∆D. Let λTSmax be the maximum
eigenvalue of the matrixTS. Fig. 1(a) shows the empirical complimentary cumulative distribution
function (CCDF) of |λTSmax|. We see that the probability of the random variable |λ
TS
max| ≥ 1 is close
to zero. Thus, (S−1 +T)−1 = S(I+TS)−1 can be expanded using Taylor series as [24]
(S−1 +T)−1 = S− STS+ S(TS)2 − S(TS)3 + · · · . (43)
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We see from Fig. 1(a) that the P (|λTSmax| < 1) is close to 1. Therefore, it follows from [24] that
(S−1 +T)−1 ≈ S− STS. The expression of ĜHLM in (42) can now be simplified as
ĜHLM
∼= ΨHT SD
HΨR −Ψ
H
T
[
S
(
∆DHD+DH∆D
)
SDH
− S∆DH + S
(
∆DHD+DH∆D
)
S∆DH
]
ΨR. (44)
The first term in (44) is the proposed LM receiver matrixGHLM (see (13)). We see that in each part
of the fourth term, the matrix ∆D is multiplied twice. However, in the second and third terms,
it is multiplied only once. Since as shown in Fig 1(b) that P (||∆DH∆D||F ≪ ||∆D
HD||F )
is close to 1, fourth term in (44) can be ignored when compared with the first, second and
third terms. Using the above observations, and by comparing (22) and (44), we have ĜHLM
∼=
GHLM +∆G
H
LM, where the matrix ∆GLM is given in (25).
APPENDIX E
The (r, t)th block ∆Dr,t ∈ CMN×MN of ∆D ∈ CNrNt,MN , by using(10), can be expressed as
∆Dr,t =
M∑
k=1
ΩkM ⊗∆Λ
k
r,t. (45)
Here ∆Λkr,t ∈ C
N×N consists of eigenvalues of the kth N ×N circulant block of the sub-matrix
∆Hr,t ∈ C
MN×MN of the error matrix ∆H. We know that a circulant matrix can be diagonalized
using the DFT matrices. Its eigenvalues can therefore be computed using the DFT of the first
row of the circulant matrix [29]. Using this property, the lth diagonal entry of ∆Λkr,t is
∆λkr,t,l =
N−1∑
n=0
∆hkr,t,n exp{j2piln/N}, (46)
where ∆hkr,t,n denotes the nth entry of the first row in the kth circulant block of the error sub-
matrix ∆Hr,t. Let L
k
h be the number of non-zero entries in each row of the kth circulant block
of the error sub-matrix ∆Hr,t. Since these non-zero entries are i.i.d. with pdf CN (0, σ2e), we
see that ∆λkr,t,l also obeys complex Gaussian distribution with mean E[∆λ
k
r,t,l] = 0 and variance
E
[
|∆λkr,t,l|
2
]
= σ2eL
k
h. In other words, each diagonal entry of ∆Λ
k
r,t obeys CN (0, σ
2
eL
k
h). Since
ΩkM = diag[1, e
j2pik/M , ej4pik/M , . . . , ej2pik(M−1)/M ], it readily follows from (45) and the properties
of matrix Kronecker product that each diagonal element of the eigenvalue matrix ∆Dr,t also
follows the complex Gaussian distribution with mean zero and variance σ2d = σ
2
e
∑M
k=1L
k
h. The
use of the above solutions and the fact that the non-zero entries of error matrix ∆H are spatially
independent, i.e. independent across the indices r, t, yield the desired result in Lemma 6.
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APPENDIX F
Let (i, j)th block of matrices X ∈ CNrNt,MN , Y ∈ CN2r ,MN and Z ∈ CN2t ,MN be represented
as Xi,j , Yi,j and Zi,j , respectively. Since the matrices X and Y belong to the sets CNrNt,MN
and CN2r ,MN , respectively, it follows from Lemma 2 that X
HYX belongs to the set CN2t ,MN . The
(k, l)th block of size MN ×MN of the matrix XHYX, for 1 ≤ k, l ≤ Nt, can be computed as
[XHYX]k,l =
Nr∑
j=1
Nr∑
i=1
XHi,kYi,jXj,l. (47)
Since each of the sub-matricesYi,j andXj,l isMN×MN diagonal matrix, we get E
[
XHi,kYi,jXj,l
]
=
Yi,jE
[
XHi,kXj,l
]
. Since all the elements in each block of the matrix X are zero mean i.i.d with
variance σ2x, we get E
[
XHi,kXj,l
]
= σ2xδijδkl, where δij denote a Kronecker delta function defined
as δij = 1 if i = j and zero otherwise. Thus, expected value of [X
HYX]k,l can be evaluated as
E
[
[XHYX]k,l
]
= σ2xδk,l
Nr∑
i=1
Yi,i. (48)
On similar lines, for 1 ≤ k, l ≤ Nr,
E
[
[XZXH ](k,l)
]
= σ2xδk,l
Nt∑
i=1
Zi,i. (49)
By using (48) and (49) to evaluate E
[
XHYX
]
and E
[
XZXH
]
respectively, we obtain (28).
APPENDIX G
Simplification of (26) and (27): Using Observation 5 in (26) along with Lemma 6, Lemma
8, we observe that the third, fifth, seventh and ninth terms in (26) are zero. By evaluating the
first, second, fourth, sixth and eighth terms in (26) using Lemma 6, Lemma 7, the expression
for E
[
∆GHLMDD
H∆GLM
]
can be obtained as
E
[
∆GHLMDD
H∆GLM
]
= σ2dΨ
H
T
{
S(D¯1 − D¯2 + D¯4 − D¯6)S
H +DH3 D¯8D3
}
ΨT,
where the block diagonal matrices {D¯1, D¯2, D¯4, D¯6} ∈ CNtMN×NtMN and D¯8 ∈ CNrMN×NrMN
corresponding to the first, second, fourth, sixth and eighth terms of (26) are computed as D¯1 =∑Nr
i=1
(
INt ⊗
[
D2D1D
H
2
]
i,i
)
, D¯2 =
∑Nr
i=1
(
INt ⊗ [D2D1]i,i
)
, D¯4 =
∑Nr
i=1
(
INt ⊗ [D1]i,i
)
, D¯6 =∑Nr
i=1
(
INt ⊗
[
D1D
H
2
]
i,i
)
and D¯8 =
∑Nt
i=1
(
INr ⊗
[
DH3 D1D3
]
i,i
)
, respectively. On the similar
lines, the expression of E
[
∆GHLM∆GLM
]
in (27) can be derived as
E
[
∆GHLM∆GLM
]
= σ2dΨ
H
T
{
SD˜1S
H − SD˜2S
H +NrSS
H − SD˜6S
H +DH3 D˜8D3
}
ΨT.
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The block diagonal matrices {D˜1, D˜2, D˜6} ∈ C
NtMN×NtMN and D˜8 ∈ C
NrMN×NrMN , corre-
sponding to the first, second, sixth and eighth terms of (27), are given as D˜1 =
∑Nr
i=1
(
INt ⊗[
D2D
H
2
]
i,i
)
, D˜2 =
∑Nr
i=1
(
INt ⊗ [D2]i,i
)
, D˜6 =
∑Nr
i=1
(
INt ⊗
[
DH2
]
i,i
)
and D˜8 =
∑Nt
i=1
(
INr ⊗[
DH3 D3
]
i,i
)
.
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