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 要  旨 
近年、GPUを利用して一般的な並列プログラミングを行う手法は、高性能コンピューティング
でよく見られる方法である。また、NVIDIA社のCUDAに代表されるGPU向けの開発環境が整備され、
元々汎用的なプログラムの記述が困難であるGPU向けのプログラミングも手軽に行えるようにな
った。しかし、GPUで演算するためには、CPUとGPU間のデータ転送が必要であり、計算時間よりも
データの転送時間が大きい場合がある。 
CUDA2.2では、Memory Copy以外のデータ転送方式Zero Copy方式を用意した。データがCPU上の
Mapped Memoryに保存され、メモリのアドレス空間をCPUとGPU間でマッピングすることにより、GPU
がCPUのメモリ上のデータを直接アクセスすることができ、CPUとGPU間のデータ転送時間の短縮が
期待される。しかし、Zero Copy方式を使う際に、GPU側のメモリ内に保存されていないデータへ
のアクセス回数が多い場合、逆に性能が落ちる可能性がある。 
本研究では、CPUとGPU間のデータ転送時間の短縮を目指し、データアクセス回数を基づいて適
切なデータ転送方式の選択手法を提案する。アクセス回数が2回以上のデータだけGPU側のメモリ
にMemory Copyにより転送してアクセスし、アクセス回数が1回のデータについてはZero Copy方式
により転送する。 
さらに本研究では、Zero Copy方式のメモリ領域確保の方法と通常のデータ転送と違うため、コ
ードの変更が必要となり、プログラマの負担となっている一点に着目し、より容易にデータ転送
方式を変更できるCUDA APIを提案する。APIはプログラマの選択により、各データのメモリ領域申
請や、必要に応じてデータ転送や、メモリ領域の解放などを自動的に行う。 
k-Nearest Neighbors問題の評価実験によって実行時間の比較を行った結果、提案したデータ
転送方式と従来データ転送方式に比べて12%の実行時間の短縮ができた。また、API使用前後の
実行時間の比較により、API使用時のオーバーヘッドは十分小さいことが示した。 
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?????????Memory Copy??? Zero Copy????????????
???
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? 3.2: DeviceQuery???????GPU????Tesla S2050?
?????? ?
CUDA Driver Version 5.0/5.0
CUDA Capability Major/Minor 2.0
Total amount of global memory 2687 Mbyte
(14) Multiprocessors * (32)CUDA Cores/MP 448 CUDA Cores
GPU Clock rate 1147MHz(1.15GHz)
Memory Clock rate 1546 MHz
Memory Bus width 384-bit
L2 Cache Size 786432 bytes
Total amount of constant memory 65536 bytes
Total amount of shared memory per block 49152 bytes
Total number of registers available per block 32768
Warp size 32
Maximum number of threads per multiprocessor 1536
Maximum number of threads per block 1024 * 1024 * 64
Maximum sizes of each dimension of a grid 65535 * 65535 * 65535
Maximum memory pitch 2147483647 bytes
Support host page-locked memory mapping Yes
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????????????????? CUDA 5???? nvprof?????? [2]
??????CUDA???Clock???CUDA API??????????????
???????????????????????????API????????
?????????????API???????????????????????
???????????????????????CUDA 5?? nvprof?????
?????????????????????????????????????
???????????????????????????????????
??????????????
????????????????????????????? c = a + b???
??????
????a?b?c? Float??? 128M?????????Float????????
4B?????????????? 512M????
Memory Copy??? Zero Copy??????????????????? 3.1?
???
? 3.1: ??????????????
Zero Copy??????????????CPU?? Pinned??????????
??????Memory Copy???Malloc???????? Pinned???????
???????? (? 2.1???)?Memory Copy????????? Pinned???
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?????? Pinned??????????????????????? 3.1???
?Memory Copy???? (? Pinned?????????????)?Memory Copy
???? (Pinned?????????????)?Zero Copy??????????
??? (??ms)????
???Zero Copy????????????????????????????
???????????????????????????????????
??????????????????????Memory Copy?? (Pinned)?
Memory Copy?? (? Pinned)?????????????????Memory Copy
?? (Pinned)?Memory Copy?? (?Pinned)?????????????????
2.1???????Pinned????????????? Pinned?????????
????????????????Zero Copy????????Memory Copy??
(Pinned)???? 3?????????cudaMemcpy??????????????
???????????????????????????????? Zero Copy
?? (Pinned)??????Memory Copy?? (Pinned)?????????????
?????
????????????????????????????????????
??????????n?????????????????????Memory Copy
??? Zero Copy?????????????Memory Copy??? Zero Copy??
??????????? n???????????? 3.2????
? 3.2???????????????????????? (??ms)?????
????????????????????????????????L1?????
? 1024???????????????????? L1????????????
??L1????????? 100%????L1????????? nvprof?????
? [2]???????L1???????? (l1 global load miss)?L1???????
?? (l1 global load hit)????????????????Memory Copy????
??????GPU??????????????????????L1??????
??? 100%????????????????????????Zero Copy???
?GPU??????????????????????????CPU?????
PCI Express????????????????????????????????
???????Zero Copy??????????????????
???????????????????????? 1?????? Zero Copy
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? 3.2: ????????? n??????????
??????????????????????????????? 2?????
??????????????????Zero Copy??? CPU?? PCI Express?
????????????????????????????Memory Copy???
????????????
????????????????????????????????????
???Zero Copy??? CPU?????? PCI Express????????????
???????????Zero Copy???Memory Copy????????????
?????????????????????
????????????
???????????????????????????? c = a * b?????
????????????????????????????GPU???????
?????????????????????????????????????
????????????????????????????????GPU???
?????????????????????? 1K????Memory Copy???
Zero Copy?????????????????????? 3.3????
???Memory Copy??? Zero Copy????????? CPU?? GPU??
?????????????????GPU??CPU????????? (??ms)
?????????????? 1K??????CPU?GPU??????????
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? 3.3: ???????????? (??? 1K)
????ms??????????? 3.3?Memory Copy??? CPU?GPU??
??????????????????????Zero Copy??????????
??????????????????????CPU? GPU?????????
?Zero Copy??????????????????????????Zero Copy?
??Memory Copy??????????????????????Zero Copy??
?Memory Copy??????????????????????Zero Copy???
??L1????????????????GPU????????????????
??????????CPU?GPU??????????????????????
??? L1????????????????????????????????
?? 256?512?1K??????????Memory Copy??? Zero Copy????
??????????????? 3.4??L1??????????????? 3.5?
???
????????????? 256*256?? 1024*1024?????L1??????
???????????????????Zero Copy??????????????
??L1?????????????? 256*256???Memory Copy??? 1.26ms
?????????Zero Copy???????? 6?? 6.81ms????
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? 3.4: ???????????? (??????? 256?512?1K)
? 3.5: ???????????????????? (??????? 256?512?1K)
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?????????????????????? 2??????????????
??????Zero Copy???????????????????????????
?????????????????????????????????????
??????????????????????????????????????
?????????? 2???????????????????????????
Memory Copy?????????????
3.1.2 ??????????????????Zero Copy????????????
????????????????????????????????????
? Zero Copy??????????????????
L1?????????????????? SM?? 32???????????
??????????????????????????????????????
?????????????????????????????????????
??L1???????????????????????3.1.1?????????
?????????Zero Copy???????? L1??????????????
??????????????????????????????????????
????????????? Zero Copy??????????????
???????????????? c = a + b?????L1?????????
100%??????????? a???????????????????? c[i] =
a[i + 1] + b[i + 1]?????????? Float??? 128M????? a?b?c??
??Float???????? 4B?????????????? 512M??????
???????????????????????????????????Zero
Copy???????????? c[i] = a[i + 1] + b[i + 1]? L1??????????
????????????????????? 3.6????
?3.6????????????????L1????????? (l1 global load hit)
? L1???????? (l1 global load miss)??????? (hit?miss???)??
?????????????????????????????????????
?????????L1?????????????
?????????? 1M????????????????????????
?????????????????????Zero Copy???????????
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? 3.6: ????????? c[i] = a[i + 1] + b[i + 1]? L1????????????
? (?????????)
??????????? c[i] = a[i + 1] + b[i + 1]? L1?????????????
?? 3.7????
? 3.7?? 3.6????????????????????? L1???????
?? (l1 global load hit)? L1???????? (l1 global load miss)???????
(hit?miss???)?????????Zero Copy????????????????
??????????????????????????????????????
??????????
c[i] = a[i + 1] + b[i + 1]??????????????????????????
??????????????????????????????????????
????????????????Zero Copy????????????????
??????????c[i] = a[i + j] + b[i + j]???????j???????????
??????????????????????????????
????a?b?c? Float??? 128M????????????????? 512?
???????? 32678?????????? c[i] = a[i + j] + b[i + j]? j?????
?????Zero Copy???????????? c[i] = a[i + j] + b[i + j]? L1???
???????????? 3.8????
? 3.8???? j??????? L1????????? (l1 global load hit)? L1
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? 3.7: ????????? c[i] = a[i + 1] + b[i + 1]? L1????????????
? (????????)
? 3.8: ?????????????????????????? L1??????
??? j?????
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???????? (l1 global load miss)??????? (hit?miss???)????
????????j? 32?????????L1?????????? 0????
?????L1?????????????????? 32????????????
???
? 3.8????????L1????????????????Memory Copy??
? Zero Copy?????????????????Memory Copy??? Zero Copy
???????????? c[i] = a[i + j] + b[i + j]??????? 3.9????
? 3.9: ??????????????????????????????? j??
???
? 3.9???? j???????Memory Copy? Zero Copy?????????
????j???????Memory Copy???????????????????
??Memory Copy?????????????????????Memory Copy?
?????????????GPU??????????????????????
L1?????????????????????GPU???????GB/s???
????????????????Zero Copy???? L1???????????
????????? PCI Express???????????????????????
?????j? 32???????????????????????????
??? 3.8? 3.9?????????Zero Copy??????????????L1
????????????????????
? 3.6?3.7?3.8??????????j? 32????????L1???????
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??????????????????????????????????? 3.10
????
? 3.10: ??????????????????????????L1???????
???????????????
???????????? 128B????Float???????? 4B??????
?????????? 32?? Float????????????????
CUDA???1?????????????????????????????
?????????????????? 1??? 1????????????? 1
???????????????????????? 2??? 1????????
????? 2????????????????????L1??????????
L1????????????? 2?????j? 32?????? 1???????
???????? 1????????????????????L1???????
??? L1?????????????????
???????? 512????????? 32678??????????????
?????????????????????????????????????
???????????????????? 1024????????? 32678???
??? L1??????????????? 3.11????
? 3.11?????????L1?????????????? j=32??????
3.2 ??????? 1?????? Zero Copy???????????????33
? 3.11: ??????????????????????????????????
?????????????
???????? j=32???????? 0??????????????????
??? 3.10???????????
?????????????????????????????????????
?????????????????????????????????????
???
3.2 ???????1??????Zero Copy??????????
?????
3.1??????????????CUDA?????????????????
?Memory Copy??? Zero Copy?????????????????
Memory Copy?????CPU???GPU?????????????????
??GPU??????????????????????????GPU?????
?????????????????????????
????Zero Copy???????????????CPU?? Pinned?????
??????????????????????????????????????
??????????????????????? (3GB??)?????????
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?????????????????????????????????????
??????Zero Copy???? CPU????????????????????
?????????????????????Memory Copy????????
????Zero Copy?????GPU????????????????????
????????????CPU???????????????????????
??????????????????
????????????????????????????????????
??????????????????????????????? 3.1????
??????????????????????????
??????? 1??????Memory Copy???CPU??Mapped Memory?
????Zero Copy????????????????????????? 2???
????GPU???????????Memory Copy?????????????
?????????????????????????????????????
?????
3.3 ?????????????????????????API
Memory Copy???Zero Copy???????????????????????
?????????????????????????????????????
??????????API??????
3.3.1 API???
?API????????????????????????????????API
??????API?????????????????????????????
?Memory Copy??? Zero Copy???????????????
API?????????????????
??? 1: Pkernel.h
1 typedef void(*PvectorAdd)(float *,float *,float *);
2 typedef void(*PmatrixMul)(float *,float *,float *);
3
4 union Pkernel
5 {
6 PvectorAdd fun1;
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7 PmatrixMul fun2;
8
9 };
??? 2: cudaAPI.h
1 #include <stdio.h>
2 #include <stdarg.h>
3 #include "Pkernel.h"
4
5 #define MEMORY_ALIGNMENT 4096
6 #define ALIGN_UP(x,size) ( ((size_t)x + (size -1))&(~(size -1)) )
7
8 enum cudaTran{normalHtoD ,normalDtoH ,normal,zerocopy};
9
10 void cuda(Pkernel p,int KernelNumber ,cudaTran tran[],dim3 grid_size ,dim3 block_size ,int
11 arg_num ,...)
12 {
13 cudaSetDevice(0);
14
15 cudaSetDeviceFlags(cudaDeviceMapHost);
16
17 va_list args;
18 va_start(args,arg_num);
19 int count = 0;
20
21 float *h_UA[10];
22 float *h[10];
23 float *d[10];
24
25 printf("Begin to prepare data.\n");
26
27 for (count = 0 ; count < arg_num ; count++){
28
29 h_UA[count] = va_arg(args,float*);
30 h[count] = (float *) ALIGN_UP(h_UA[count], MEMORY_ALIGNMENT);
31
32 if (tran[count] == normalHtoD || tran[count] == normal){
33 cudaMalloc((void**)&d[count], malloc_usable_size(h_UA[count]) - MEMORY_ALIGNMENT);
34
35 cudaMemcpy(d[count], h[count], malloc_usable_size(h_UA[count]) -
36 MEMORY_ALIGNMENT ,cudaMemcpyHostToDevice);
37 }
38
39 else if (tran[count] == zerocopy){
40 cudaHostRegister(h[count],malloc_usable_size(h_UA[count]) -
41 MEMORY_ALIGNMENT ,cudaHostRegisterMapped);
42 cudaHostGetDevicePointer((void **)&d[count], (void *)h[count], 0);
43 }
44
45 else if (tran[count] == normalDtoH){
46 cudaMalloc((void**)&d[count], malloc_usable_size(h_UA[count]) - MEMORY_ALIGNMENT);
47 }
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48 }
49
50 va_end(args);
51
52 printf("Data preparing is over.\n");
53
54 printf("Kernel begins to start.\n");
55
56 switch(KernelNumber){
57 case 1: p.fun1<<<grid_size ,block_size >>>(d[0],d[1],d[2]);
58 break;
59
60 case 2: p.fun2<<<grid_size ,block_size >>>(d[0],d[1],d[2]);
61 break;
62 }
63
64 cudaDeviceSynchronize();
65
66 printf("Kernel is over.\n");
67
68
69 printf("Return data to CPU.\n");
70 for (count = 0 ; count < arg_num ; count++){
71 if (tran[count] == normalHtoD){
72 cudaFree(d[count]);
73 }
74 else if(tran[count] == normalDtoH || tran[count] == normal){
75 cudaMemcpy(h[count], d[count], malloc_usable_size(h_UA[count]) -MEMORY_ALIGNMENT ,
76 cudaMemcpyDeviceToHost);
77
78 cudaFree(d[count]);
79 }
80 else if(tran[count] == zerocopy){
81 cudaHostUnregister(h[count]);
82 }
83 }
84
85 }
3.3.2 API???
API?????????????
void cuda(Pkernel p,int KernelNumber,cudaTran tran[],int grid_size,int
block_size,int arg_num,...)
Pkernel p
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??? p????????????????????????????????
?????????????????????????????????????
?????????1???????????????????????????
???
??? p??????????????????????????????? p
??????????????????????????????????????
Int KernelNumber
???? Int?KernelNumber?????????????????????? p
??????????????????????????????????????
?????????????????????????????????????
????????????
cudaTran tran[]
?????????????????? tran???????? normal?normalH-
toD?normalDtoH?zerocopy(HtoD?HostToDevice???,DtoH?DeviceToHost?
??)4?????normal?????????????????????????
??normalHtoD????????????????CPU???????GPU??
????normalDtoH?????????????????GPU?? CPU????
zerocopy?????Zero Copy??????????????
Grid size?block size
??????????????????????????????
Int? arg num
????????????????????????????????API??
?????????
?
???????????
3.3.3 API???
API???????????????????????????????????
??????????????????? p??????????????????
??? p????????????????????? Pkernel.h?????? p?
?????????????cudaAPI.h???????????????????
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?????????????????????????????????????
?????????? tran[]????????????????????????
?????????????????API?????????? p????????
?????????????????????????????????????
???????????API?????GPU?????????????????
??????????????????
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4 ????
?????3??????????????????????????????
????API???????????????????????????
4.1 ????
???? 4.1?????????????????????GPU??? 4???
???????????????? Tesla S2050? 1?????????
? 4.1: ????????????
CPU Intel Xeon X5660(4Core) 2.80GHz * 2
Memory DDR3-1333-4GB * 6
GPU NVIDIA Tesla S2050(1GPU) Core Clock 1.15GHz
Global Memory GDDR3 3072MB
CUDA Version 5.0
CUDA Compiler NVCC Version 5.0
4.2 ?????????????????????????
????????????????????????????????????
???????????? Rodinia2.4[9]????
Rodinia????????????????????????????????
?????????????Rodinia??????CPU?GPU?????????
?????????????????????????????
????????????????????????????????????
???????????????????
k-Nearest Neighbors
??? 3: k-Nearest Neighbors???????????
1 __global__ void euclid(LatLong *d_locations , float *d_distances , int numRecords ,float lat,
2 float lng)
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3 {
4 int globalId = blockDim.x * ( gridDim.x * blockIdx.y + blockIdx.x ) + threadIdx.x;
5 LatLong *latLong = d_locations+globalId;
6 if (globalId < numRecords) {
7 float *dist=d_distances+globalId;
8 *dist = (float)sqrt((lat-latLong->lat)*(lat-latLong->lat)+(lng-latLong->lng)*(lng-
9 latLong->lng));
10 }
11 }
k-Nearest Neighbors?????????cudaMemcpy??? 2????????
????????????CPU??GPU??? d distance????? cudaMemcpy
?????????GPU??CPU??? d locations????? cudaMemcpy??
????????????????? d distance??? d locations???????
????????????????????? d distance?CPU??Malloc???
?????????????????????????Zero Copy????Mapped
Memory????????????????????d distance??????Memory
Copy???? Zero Copy????????????????????? d distance
? Zero Copy??? GPU?? CPU??????? d locations?????Memory
Copy???CPU??GPU?????????????????????????
???? 4.1????
? 4.1: k-Nearest Neighbors?????
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? 4.1??????????? (?)???????? (?)???????CPU?
?GPU???????????????????GPU??CPU????????
? (?? us)????
?????????????? 96.26us?????????? 84.96us????
12%???????????????????????????????????
???????????? Zero Copy????????????????????
????????????Pinned????????????Memory Copy???
? Pinned???????????????????cudaMemcpy???????
?????????????????????????????????????
cudaMemcpy?????????? 1????????????????????
????????????????????
4.3 API??????????????????
API??????Memory Copy??? Zero Copy??????????????
?????????????????????????????????????
?????API???????????????????????????????
???????????API????????????????????????
GPU?????????????? c = a + b????????a?b?c? Float??
? 128M?????????Float???????? 4B????????????
?? 512M????Memory Copy??? Zero Copy???API???????API
??????????????? 4.2????
? 4.2?API?????Memory Copy?????????Memcpy(API)?API?
???? Zero Copy????????? Zero Copy(API)????????????
?????????API??????Memory Copy???API?????Memory
Copy???API?????? Zero Copy???API????? Zero Copy????
?????? a?b?c???????????????????Zero Copy????
????? a?b?c????????????????????????
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? 4.2: ??????????????
API????????????????Memory Copy??? Zero Copy????
???????????????????API????????????????
???????????????
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5 ????
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???????????????? (Memory Copy?????Zero Copy??)??
??????????????????????????????API??????
GPU???????????????CPU?GPU?????????????
???????????????
?????????????????Shuai Che??Dymaxion[10]???API?
?????Cuda?????????????32?????Warp????????
?????????????? (16????)??????Cuda Coalescing???
?????????????????????????????????????
?????????????????????????Remapping???????
???????????????
? 5.1???????Remapping????????? CPU? GPU??????
????????????????????????
? 5.1: Remapping?Memory Copy?????????? [?? 10]
????????????????????????Zero Copy???????
?????????????????Zero Copy????????????????
?????????????API??????????????????????
?????????????????????????????????????
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1????????????????? 2??????????????????
??????????Michela Becchi???Data-Aware?????????? [11]
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?????????????????????????????????????
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6.1 ???
??????Zero Copy?????????????CPU?GPU???????
?????????????????????????????????????
????????? 1?????????? Zero Copy?????????? 2?
????????GPU???????????Memory Copy?????????
????????????????????Rodinia2.4? k-nn?????????
?????????????????????????????????????
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???????????????????????????????API????
??API?????????????????????????????????
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