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Algebraicity of metaplectic L-functions
Salvatore Mercuri
Abstract
Notable results on the special values of L-functions of Siegel modular forms were ob-
tained by J. Sturm in the case when the degree n is even and the weight k is an integer.
In this paper we extend this method to half-integer weights k and arbitrary degree n,
determining the algebraic field in which they lie. This method hinges on the Rankin-
Selberg method; our extension of this is aided by the theory of half-integral modular
forms developed by G. Shimura. In the second half, an analogue of P. B. Garrett’s
conjecture is proved in this setting, a result that is of independent interest but that
bears direct applications to our first results. It determines exactly how the decomposi-
tion of modular forms into cusp forms and Eisenstein series preserves algebraicity and,
ultimately, the full range of special values.
1. Introduction
In the philosophy of the oft-touted Langlands program L-functions associated to motives on
one side are paired off with L-functions attached to automorphic forms on the other. When it
comes to Siegel modular forms of integral weight k and arbitrary degree n, through Deligne’s
conjecture results on the motivic side are known to such an extent that the special values of their
automorphic L-functions are at this point expected. However, in the case that k is a half-integral
weight, the corresponding motives are not even known to exist, so that results on special values
of automorphic L-functions are in this case less expected.
Of primary interest in this paper are L-functions that we associate to Siegel modular forms
of half-integral weight – sobriquet metaplectic modular forms – and their special values, with the
aim here being a precise determination of the number field in which these values lie. Prior work
by Shimura in [Sh00] established that these values belonged to the algebraic closure Q, with
the Siegel modular forms being defined over an arbitrary totally real number field. In [Boug18],
Bouganis works further to specify the exact algebraic number field in which they lie, which
kind of precision this paper also pursues, but in so doing some additional conditions on the
characters of the modular forms were required (Theorem 6.2 (i)-(ii) of [Boug18]) which we avoid.
For concreteness, we limit ourselves to Siegel modular forms defined over Q, though it is believed
that these results would easily generalise at least to the case of totally real number fields of class
number one.
This is a paper of two halves. In the first, Sections 2 – 5, the method employed by Sturm
in [St81] is extended to the present case which is facilitated (the extension) by the integral
expression (4.1) of Shimura’s paper [Sh96]. This uses the Rankin-Selberg method to express the
L-function of an eigenform f as an integral 〈f, θE〉 of f against a theta series multiplied by
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a non-holomorphic Eisenstein series. Holomorphic projection is applied to this latter form to
produce a holomorphic cusp form K and a subsequent expression of the L-function in terms
of 〈f,K〉; this projection is given in Sect. 3 and the altered integral expression in Sect. 4. The
special values determined by this method are precisely those values of the Eisenstein series at
which holomorphic projection to a cusp form is applicable. Finally, algebraicity of quotients of
the form
〈f, g〉µ(f)−1,
where g is a holomorphic form and µ(f) is a non-zero constant dependent only on the eigenclass
of f , is proved. This yields algebraicity of these special values.
Though the algebraicity of the values in the first half is very strong, the actual set of values
produced is not optimal; it is smaller than the full range given in Theorem 28.8 of [Sh00]. The set
of values has been constrained by the requirement that holomorphic projection produce a cusp
form the removal of which is the focus of the second half, Sections 6–7. Most of this is taken up
by a proof of a particular case of Paul B. Garrett’s conjecture that if f has algebraic coefficients
then its Klingen Eisenstein series E(f) does too, [Garr84]. This is done by a non-trivial extension
of Harris’ method found in [Harr81], whose setting is integral weight and full level Siegel modular
forms, and which was futher extended to more general automorphic forms that are associated to
Shimura varieties in [Harr84]. Metaplectic modular forms do not associate to Shimura variety,
hence the non-triviality and, in Sect. 6, a precise field extension of Q is given through which the
conjecture holds. The relevant corollary of this work is the means through which to specify an
extension L /Q whereby the well-known decomposition Mk = Sk ⊕ Ek preserves algebraicity of
the Fourier coefficients of the forms involved; notationally:
Mk = Sk(L )⊕ Ek(L ). (1.1)
Such a decomposition was already shown by Shimura in [Sh00] when L = Q. As has been
alluded to supra, such a decomposition allows the determination of the full set of special values
by stipulating that the projection of θE need only be a holomorphic modular form. In splitting
up K = KS + KE per the decomposition 1.1 we are left with 〈f,KS〉 by orthogonality. The
methods of the first half now follow giving the full set of special values, but with the slightly
weaker algebraicity caused by the addition of L .
2. Modular forms of half-integral weight
To begin with, we run through some general groundwork and notation. Let AQ and IQ denote
the adele ring and idele group, respectively, of Q. The set of Archimedean places is denoted by
∞ and the non-Archimedean places by f . For any fractional ideal r of Q and any element t ∈ IF
we denote by tr the fractional ideal of Q such that (tr)p = tvrp for any p ∈ f . We recall the adelic
norm
|t|A =
∏
v
|tv|v
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where the valuations | · |v are normalised. Let T denote the unit circle; define three characters on
C, Qp, and AQ respectively, with images in T, by
e : z 7→ e2πiz ,
ep : x 7→ e(−{x}),
eA : x 7→ e(x∞)
∏
p∈f
ep(xp),
where {x} denotes the fractional part of x ∈ Qp. If x ∈ AQ then we also put ef (x) = eA(xf )
and e∞(x) = e (x∞). For any matrix x ∈ Mn(C) write x > 0 (x > 0) to mean that x is positive
definite (respectively positive semi-definite); |x| = det(x) and ‖x‖ = |det(x)|; and x˜ = (xT )−1.
If α ∈ GL2n(F ) then put
α =
(
aα bα
cα dα
)
where aα, bα, cα, dα ∈ Mn(F ). We define an algebraic group G, subgroups P,Ω 6 G, and the
generalised upper half-plane Hn by
G : = Spn(Q) = {α ∈ GL2n(Q) | αT ια = ι} ι :=
(
0 −In
In 0
)
P : = {α ∈ G | cα = 0}
Ω : = {α ∈ GA | det(cα) ∈ IQ}
Hn : = {z = x+ iy ∈Mn(C) | zT = z, y > 0}
where GA := Spn(AQ) denotes the adelization of G = Spn(Q).
A half-integral weight is an element k ∈ Q such that k− 12 ∈ Z. The factor of automorphy of a
half-integral weight will involve taking a square root, and to choose such a root satisfactorily we
make use of the metaplectic group. This is understood as the double cover of Spn and is denoted
Mpn. Set Mp :=Mpn(Qp) for all p and MA to be the adelization.
We have natural projections prA :MA → GA and prp :Mp → Gp which are both denoted by
pr when the context is clear. There is a natural lift r : G → MA through which we can and do
view G as a subgroup of MA. There exist further lifts rP : PA → MA and rΩ : Ω → MA which
are equal to r on P and G ∩Ω respectively, and such that
rΩ(αβγ) = rP (α)rΩ(β)rP (γ)
for α, β ∈ PA and β ∈ Ω, [Sh95b, p. 24].
Recall that there is a natural action of Spn(R) on Hn given by
γ · w := (aγw + bγ)(cγw + dγ)−1
for γ ∈ Spn(R), w ∈ Hn, and further define
∆(w) : = |Im(w)|,
j(γ,w) : = |cγw + dγ |.
If, now, z ∈ Hn, and α ∈ GA then α∞ ∈ Spn(R), so we naturally extend the above
α · z : = α∞ · z,
∆(z) : = ∆(z∞),
j(α, z) : = j(α∞, z∞).
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For any two fractional ideals x, y of F such that xy ⊆ Z, congruence subgroups are defined by
the following subsets of Gp, GA, and G respectively, by
Dp[x, y] : = {x ∈ Gp | ax, dx ∈Mn(Z), bx ∈Mn(xp), cx ∈Mn(yp)},
D[x, y] : = Spn(R)
∏
p
Dp[x, n],
Γ[x, y] : = G ∩D[x, y].
Typically these will take the form Γ[b−1, bc] for certain fractional ideals b and integral ideals c.
Take a half-integral weight k and put [k] := k − 12 ∈ Z; if ℓ ∈ Z then [ℓ] := ℓ. Our factor
of automorphy for modular forms of half-integral weight will come in two parts, one of which is
the familiar factor of weight [k] and the other acts as a factor of automorphy of weight 12 . The
major caveat in this setting is that the factor of weight 12 is only definable for a particular subset
M ⊆MA given by
Cθp = {ξ ∈ Dp[1, 1] | (αξbTξ )ii ∈ 2Zp, (cξdTξ )ii ∈ 2Zp, 1 6 i 6 n},
Cθ = Spn(R)
∏
p
Cθp ,
M = {σ ∈MA | α = pr(σ) ∈ PACθ}.
So in considering modular forms of half-integral weight, we must ensure that D[b−1, bc] ⊆M.
For any σ ∈MA we set xσ = xα where x ∈ {a, b, c, d} and α = pr(σ) ∈ GA; define σ · z = α · z
for z ∈ Hn. If σ ∈M then we may define a holomorphic function hσ = h(σ, ·) : Hn → C satisfying
the following properties, the proofs for which we refer the reader to [Sh85, pp. 294–295]:
h(σ, z)2 = ζj(pr(σ), z) for a constant ζ ∈ T; h(σ, z) ∈ T if pr(σ)∞ = I2n; (2.1)
h(trP (γ), z) = t
−1‖(dγ)∞‖
1
2
A if t ∈ T and γ ∈ PA; (2.2)
h(ρστ, z) = h(ρ, z)h(σ, τz)h(τ, z) if pr(ρ) ∈ PA,pr(τ) ∈ Cθ. (2.3)
The factor of automorphy is then given as
jkσ(z) = j
k(σ, z) = hσ(z)j(α, z)
[k]
where σ ∈M, α = pr(σ) ∈ GA, and z ∈ Hn. Given a function f : Hn → C and a ξ ∈M we define
the slash operator as
(f ||kξ)(z) = jkξ (z)−1f(ξ · z)
for z ∈ Hn. If Γ 6 G is a congruence subgroup such that Γ 6 M, then let C∞k (Γ) denote the set
of analytic functions Hn → C that satisfy f ||kξ = f for any ξ ∈ Γ. Let Mk(Γ) ⊆ C∞k (Γ) be the
subspace of holomorphic functions, Sk(Γ) be the subspace of cusp forms, and write
Mk =
⋃
Γ
Mk(Γ) Sk =
⋃
Γ
Sk(Γ)
where the union is taken over all congruence subgroups of G.
Take a Hecke character ψ : IQ/Q
× → T of Q such that ψp(a) = 1 if a ∈ Z×p and a−1 ∈ cp, and
such that ψ∞(x) = sgn(x∞)
[k]. Assume that b−1 ⊆ 2Z and bc ⊆ 2Z, then Γ = Γ[b−1, bc] 6 M.
Let C∞k (Γ, ψ) denote the space of all g ∈ C∞k such that
g||kγ = ψc(|aγ |)g
for all γ ∈ Γ, where ψc =
∏
p|c ψp. PutMk(Γ, ψ) = Ck(Γ, ψ)∩Mk and Sk(Γ, ψ) = Ck(Γ, ψ)∩Sk.
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Given g ∈ Mk(Γ, ψ) define its adelisation gA :MA → C by
gA(αw) = ψc(|dw|)(g||kw)(i)
where α ∈ G,w ∈ pr−1(D[b−1, bc]), and i = iIn ∈ Hn. We have that
gA(αxw) = ψc(|dw|)jk(w, i)−1gA(x)
if w · i = i,pr(w) ∈ D[b−1, bc], and α ∈ G; the above goes conversely ([Sh94, p. 537]).
We define spaces of symmetric matrices as follows
S = {ξ ∈Mn(Q) | ξT = ξ} S+ = {ξ ∈ S | ξ > 0}
S(r) = S ∩Mn(r) Sf (r) =
∏
p
S(r)p
for any fractional ideal r of Q.
With Γ = G ∩ D[b−1, bc] ⊆ M, f ∈ Mk(Γ, ψ), q ∈ GLn(AQ), and s ∈ SA, then the adelic
Fourier expansion is given as
fA
(
rP
(
q sq˜
0 q˜
))
= |q∞|[k]‖q∞‖
1
2
∑
τ∈S+
µf (τ, q)e∞(tr(iq
T τq))eA(tr(τs))
for some µf (τ, q) = µ(τ, q; f) ∈ C satisfying the following properties:
(i) µf (τ, q) 6= 0 only if eA(tr(qT τqs)) = 1 for all s ∈ Sf (b−1);
(ii) µf (τ, q) = µf (τ, qf );
(iii) µf (b
T τb, q) = |b|[k]‖b‖12µf (τ, bq) for any b ∈ GLn(Q);
(iv) ψf (|a|)µf (τ, qa) = µf (τ, q) for any diag[a, a˜] ∈ D[b−1, bc];
(v) if β ∈ G ∩ diag[r, r˜]D[b−1, bc] and r ∈ GLn(AF ), then
jk(β, β−1z)f(β−1z) = ψc(|dβr|)
∑
τ∈S+
µf (τ, r)e∞(tr(τz)).
The proof of this expansion and the subsequent properties can be found in Proposition 1.1 of
[Sh95b]. The coefficients µf (τ, 1) correspond to the usual Fourier coefficients of f .
For any two f, g ∈ Mk(Γ, ψ) define the Petersson inner product
〈f, g〉 = Vol(Γ\Hn)−1
∫
Γ\Hn
f(z)g(z)∆(z)kd×z
in which
d×z = ∆(z)−n−1
∧
p6q
(dxpq ∧ dypq)
for z = (xpq + iypq)
n
p,q=1 ∈ Hn.
The elements of Aut(C) act on the space of modular forms in the usual way. That is, if
f ∈ Mk(Γ, ψ) has Fourier coefficients µf (τ, 1) for τ ∈ S+ then fσ ∈ Mk(Γ, ψσ) is the modular
form whose Fourier coefficients are µf (τ, 1)
σ for all τ ∈ S+.
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3. Holomorphic projection
Assume that (b−1, bc) ⊆ 2Z × 2Z and put Γ = G ∩D[b−1, bc]. Suppose that F ∈ C∞k (Γ, ψ); we
say that F is of bounded growth if for all ε > 0 we have∫
X
∫
Y
|F (z)|∆(z)k−1−ne−ε tr(Im(z))dydx <∞
where
dy =
∧
p6q
dypq, dx =
∧
p6q
dxpq, d
×y = ∆(z)−
n+1
2 dy,
Y = {y ∈Mn(R) | y = yT , y > 0},
X = {x ∈Mn(R) | x = xT , |xij | 6 12 ∀ i, j}.
Let A be the set of symmetric and half-integral elements of Mn(R), and let B,C ⊆ A be the
subset of positive semi-definite and positive definite elements respectively. If F ∈ C∞k (Γ) then it
has an absolutely convergent Fourier expansion of the form
F (z) =
∑
τ∈bA
a(τ, y)e(tr(sx)),
whereas if f is holomorphic then it has a Fourier expansion of the form
f(z) =
∑
τ∈b⋆
µf (τ, 1)e(tr(sz))
with ⋆ = C or B according to whether f is a cusp form or not. The following theorem extends
to half-integral k the notion of holomorphic projection given in Theorem 1 of [St81] when k is
integral.
Theorem 3.1. Let F ∈ C∞k (Γ, ψ) have Fourier coefficients a(τ, y) for τ ∈ bA. Assume that
k > 2n and that F is of bounded growth. For any τ > 0 set
c(k, n) = Γn
(
k − n+ 1
2
)
π−n(k−
n+1
2 ),
a(τ) = c(k, n)−1 |4τ |k−n+12
∫
Y
a(τ, y)e−2π tr(τy)|y|k−1−ndy.
Then define the holomorphic projection map
P : C∞k (Γ, ψ)→ Sk(Γ, ψ);
F 7→
∑
τ∈C
a(τ)e(tr(τz)).
Furthermore, the projection map satisfies 〈F, g〉 = 〈P (F ), g〉 for any g ∈ Sk(Γ′, ψ) and Γ′ 6 Γ of
finite index.
To prove this we introduce the half-integral weight Poincare´ series. Let Γ and k > 2n be as
above, fix τ ∈ bC, and then define this series by
Gτ (z) :=
∑
M∈P∩Γ\Γ
ψ−1c (|aM |)jkM (z)−1e(tr(τM · z)).
Proposition 3.2. (i) The sum defining Gτ converges absolutely and uniformly on compact
subgroups of Hn and we have Gτ ∈ Sk(Γ, ψ).
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(ii) If F ∈ C∞k (Γ, ψ) is as in Theorem 3.1 then
N(b)
n(n+1)
2 Vol(Γ\Hn)〈F,Gτ 〉 =
∫
Y
a(τ, y)e−2π tr(τy)|y|k−1−ndy,
with the integral being absolutely convergent.
(iii) If f ∈ Sk(Γ, ψ) then
N(b)
n(n+1)
2 Vol(Γ\Hn)〈f,Gτ 〉 = µf (τ, 1)|4τ |
n+1
2
−kc(k, n).
Proof. (i) To show Gτ ∈ Sk(Γ, ψ) we show Gτ ||kγ = ψc(|aγ |)Gτ (z) for all γ ∈ Γ. We have
h(Mγ, z) = h(M,γz)h(γ, z) by property 2.3 of the function h and, combined with the usual
cocyle relation on j(Mγ, z), we obtain
jkM (γz) = j
k
γ (z)
−1jkMγ(z).
Write γ = βα with β ∈ P ∩ Γ and α ∈ P ∩ Γ\Γ. Then for any M ∈ P ∩ Γ\Γ we have Mγ =Mα
in P ∩ Γ\Γ, and further M 7→ Mα is both a bijection and well-defined on P ∩ Γ\Γ. With this,
and noting aMγ ≡ aMaγ (mod c), we get
Gτ (γ · z) = jkγ (z)ψc(|aγ |)
∑
M∈P∩Γ\Γ
ψ−1c (|aMγ |)jkMγ(z)−1e(tr(τ(Mγ)z))
= jkγ (z)ψc(|aγ |)
∑
Mα∈P∩Γ\Γ
ψ−1c (|aMα|)jkMα(z)−1e(tr(τ(Mα)z))
= jkγ (z)ψc(|aγ |)Gτ (z).
For convergence, the integral case was proved in [CG58] and, by property 2.1 of the function h,
we have
|j(γ, z)k′ | < |jkM (z)| < |j(γ, z)k
′′ |
where k′ = [k] and k′′ = k′ + 1 if |j(γ, z)| > 1 and k′ = [k] + 1, k′′ = k′ − 1 if |j(γ, z)| < 1. So
absolute convergence, uniformly on compact subgroups of Hn, follows from the integral case.
(ii) and (iii) can be proven in precisely the same manner as the integral case in [St81, p.
332] using this adapted Poincare´ series in place of the one appearing there. Note that for (iii) we
require boundedness of |y|k2 |f(z)|, something which is clarified for the half-integral case later on
in the proof of Corollary 3.4 (i).
With Proposition 3.2 above the proof of Theorem 3.1 follows by setting
K(z, w) := N(b)
n(n+1)
2 Vol(Γ\Hn)c(k, n)−1
∑
τ∈bC
|4τ |k−n+12 Gτ (z)e(− tr(τw¯))
and proceeding as in [St81, pp. 332–333].
In the rest of the section we extend some bounds found in [St81, pp. 335–336] to our setting;
these bounds shall govern when holomorphic projection is applicable in certain cases. Let κ ∈ 12Z
and Γ0 be a congruence subgroup that is contained in M if κ /∈ Z. Define, for a variable z ∈ Hn
and b ∈ R such that b > n+1−k2 , the following majorant of the non-holomorphic Eisenstein series
Hκ(z, b; Γ0) = Hκ(z, b) := |y|b
∑
α∈P∩Γ0\Γ0
‖cαz + dα‖−κ−2b.
Let Ω be a fundamental domain for Spn(Z)\Hn chosen so that z = x + iy ∈ Ω implies that
y > εIn for some ε > 0 independent of z.
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Proposition 3.3. Let c0, a ∈ R be given with c0 > 0 and a > 0. Let ϕ : Hn → C be such that
|ϕ2(g · z)| 6 c0|y|a
for all z ∈ Ω and g ∈ Spn(Z). Then, taking only positive square roots, we have
|ϕ(z)| 6 c1
n∏
j=1
(λ
a
2
j + λ
− a
2
j )
for some constant c1 > 0, dependent only on ϕ, and for the eigenvalues λj of y.
Proof. Let z ∈ Hn and choose g =
(
a b
c d
) ∈ Spn(Z) such that g · z ∈ Ω. Then
|ϕ2(z)| = |ϕ2(g−1(g · z))| 6 c0|Im(g · z)|a = c0|y|a‖cz + d‖−2a. (3.1)
Let r be the rank of c; as in [St81, p. 334] there exist U1, U2 ∈ GLn(Z) such that
c = U1
(
c1 0
0 0
)
UT2 , d = U1
(
d1 0
0 In−r
)
U−12
where c1, d1 ∈Mr(Z) are such that |c1| 6= 0 and c1dT1 is symmetric. For i = 1, 2 put Ui =
(
Qi Q
′
i
)
where Qi ∈ Mn×r(Z), Q′i ∈ Mn×(n−r)(Z). Then we have ‖cz + d‖ > ‖Q1yQT2 ‖ so that, from 3.1
above,
|ϕ2(z)| 6 c0|y|a|y0|−2a
where y0 = Q1yQ
T
2 . Sturm shows, in [St81, p. 334], that there exist 1 6 j1 < j2 < · · · < jr 6 n
such that
|y0| > α
r∏
ν=1
λjν .
Now we have λj > 0 for all j and so
∏r
ν=1 λ
−a
jν
6
∏n
j=1(1 + λ
−a
j ) – the left-hand side is just one
term in the expansion on the right-hand side, all terms of which are > 0. So for c1 =
√
c0α
−a we
do get
|ϕ(z)| 6 c1
n∏
j=1
λ
a
2
j (1 + λ
−a
j ) = c1
n∏
j=1
(λ
a
2
j + λ
− a
2
j ).
Corollary 3.4. Let f ∈ Sk(Γ, ψ); g ∈ Mℓ(Γ, ψ); ℓ, κ ∈ 12Z; and b > n+1−κ2 . Then there exists
a constant 0 < c1 ∈ R such that
(i)
|f(z)| 6 c1|y|−
k
2 ;
(ii)
|g(z)| 6 c1
n∏
j=1
(1− λ−ℓj );
(iii)
|Hκ(z, b)| 6 c1
n∏
j=1
(λbj + λ
−b−κ
j )
for all z ∈ Hn.
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Proof. (i) Consider f2 – a cusp form of integral weight 2k and level Γ. Apply the above Propo-
sition 3.3 to the function ϕ(z) = |y|k2 f(z) with a = 0.
(ii) We take ϕ(z) = |y| ℓ2 |g(z)| then ϕ2 is of integral weight 2ℓ and satisfies the conditions of
Proposition 3.3 with a = 2ℓ2 = ℓ.
(iii) H2 is a constant multiple of H2κ(z, 2b) which is of integral weight 2κ. Sturm shows, in
[St81, p. 335], that |y|κ|H2κ(g ·z, 2b)| 6 c0|y|2b+κ. Hence ϕ(z) := |y|κ2H(z) satisfies the conditions
of Proposition 3.3 with a = 2b+ κ.
Let k be a half-integral weight and ℓ ∈ 12Z; take a ∈ R such that
a >
ℓ− k + n+ 1
2
.
Corollary 3.5. Let g ∈ Mℓ(Γ, ψ) and put F ∗(z) := g(z)Hk−ℓ(z, a). Then F ∗ is of bounded
growth provided we have
ℓ− k + n+ 1
2
< a <
{
−n+ ℓ2 if g ∈ Sℓ(Γ, ψ),
−n otherwise.
The proof of the above corollary is precisely as it appears in [St81, pp. 335–336], since we
have the same setup with Corollary 3.4.
4. Integral expressions for the standard metaplectic L-function
The main object of study – the standard, twisted L-function Lψ(s, f, η) of an eigenform f – is
introduced here and an integral expression, from [Sh96], is taken and modified for our purposes.
Throughout let δ := n (mod 2) ∈ {0, 1}.
Though the integral expression we obtain can be stated for any half-integral weight k, for ease
of notation we take k > n+1 – we shall be making this assumption later on anyway. For a prime
p, the association of an n-tuple (λp,1, . . . , λp,n) ∈ Cn to a non-zero Hecke eigenform f ∈ Sk(Γ, ψ)
is well-known; this process is briefly outlined later in Sect. 6.1. Then for a Hecke character η of
Q we define our L-function by
Lp(t) =

n∏
i=1
(1− pnλp,it) if p | c,
n∏
i=1
(1− pnλp,it)(1− pnλ−1p,i t) if p ∤ c;
Lψ(s, f, η) =
∏
p
Lp
(
ψc(p)η(p)p−s
)−1
where
ψc(x) =
(
ψ
ψc
)
(x).
Fix τ ∈ S+ such that µf (τ, 1) 6= 0 and let ρτ be the quadratic character associated to the
extension Q(i[n/2]
√|2τ |); choose µ ∈ {0, 1} such that (ψη)∞(x) = sgn(x∞)[k]+µ. The integral
expression (4.1) in [Sh96, p. 342] is stated there in immense generality and a lot of this simplifies
in this setting; in the notation of [Sh96] we can just take p = In and DF = 1. The key ingredients
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of the integral are three modular forms: the eigenform f , a theta series θ, and a normalised
Eisenstein series E(z, s). The definition of the theta series θ, taken from [Sh96, (2.1)], is
θ(z) = θ(µ)η (z; τ) :=
∑
x∈Mn(Z)
(η∞η
∗)−1(|x|)|x|µe∞(tr(xT τxz))
where η∗(p) = η∗(pZ) is the ideal Hecke character associated to η. This has weight n2 + µ, level
determined by Proposition 2.1 of [Sh96], character ρτη
−1, and coefficients in Q(η).
We define the Eisenstein series in a little more generality. Let Γ′ = Γ[x−1, xy] be a congruence
subgroup and let ϕ be a Hecke character such that ϕ∞(x) = sgn(x∞)
[κ] and ϕp(a) = 1 if
a ∈ 1 + ypZ×p . Then the non-holomorphic Eisenstein series is defined as
E(z, s;κ, ϕ,Γ′) :=
∑
α∈P∩Γ′\Γ′
ϕy(|aγ |)(∆s−
κ
2 ||κα)(z)
for a congruence subgroup Γ′ (contained in M if κ /∈ Z) and variables z ∈ Hn, s ∈ C. This sum
is convergent for Re(s) > n and can be continued analytically to all of s ∈ C by a functional
equation in s 7→ n+1−k2 −s. This series has weight κ, level Γ′, and character ϕ−1, and is normalised
by a product of Dirichlet L-functions as follows. Let a be any integral ideal and define
La(s, ϕ) =
∏
p∤a
(1− ϕ∗(p)p−s)−1;
Λn,κa (s, ϕ) =

La(2s, ϕ)
[n
2
]∏
i=1
La(4s − 2i, ϕ2) if κ ∈ Z;
[n−1
2
]∏
i=1
La(4s− 2i+ 1, ϕ2) if κ /∈ Z.
(4.1)
The normalised Eisenstein series is given by
E(z, s;κ, ϕ,Γ′) := Λn,κy (s, ϕ¯)E(z, s¯;κ, ϕ,Γ′).
Then the integral expression of [Sh96, (4.1)] is:
Lψ(s, f, η) =
[
Γn
(
s−n−1+k+µ
2
)
2µf (τ, 1)
]−1
N(b)
n(n+1)
2 |4πτ | s−n−1+k+µ2
×
(
Λc
Λy
) (
2s−n
4
)∏
p∈b
gp
(
(ψcη)(p)p−s
) 〈f, θE (·, 2s−n4 )〉V (4.2)
where Λa(s) = Λ
n,k−n/2−µ
a (s, χ); y = c ∩ c′; b is a finite set of primes and gp ∈ Q[t] is such that
gp(0) = 1;
E(z, s) := E(z, s; k − n2 − µ, χ¯,Γ[b−1, by])
where χ = ψηρτ ; and V := Vol(Γ[b
−1, by]\Hn).
Notice, by the definitions of 4.1 above, that
(
Λc
Λy
)
(2s−n4 ) is just a finite product of Euler
factors twisted by χ and denote it by ǫy(s, χ) = ǫ
n
k,y(s, χ). We have ǫy(s, χ)
σ = ǫy(s, χ
σ) for any
σ ∈ Aut(C).
We need some knowledge of algebraicity of our Eisenstein series; this is given by Theorem
3.2 in [Boug18] and is restated next. Define the set
Ω0 :=
{
s ∈ 12Z
∣∣∣∣ ∣∣s− n+14 ∣∣+ n+14 − k−ℓ2 ∈ Z, n+1−k+ℓ2 6 s 6 k−ℓ2 }
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and, for any Hecke character ϕ of conductor f, its Gauss sum to be
G(ϕ) :=
N(f)∑
a=1
ϕ−1f (a)e
2πia
N(f) .
There are exceptional cases where the Eisenstein series has different behaviour. The relevant ones
are:
m = n+ 1 and ϕ2 = 1; (X)
n = 1,m = 32 , and ϕ = 1; (R1)
n > 1,m = n+ 32 , and ϕ
2 = 1. (R2)
None of these cases affect the first result in algebraicity since the set of special values does not
include them. They will affect the second result, of Sect. 7, in which the full range of special
values is considered.
Theorem 4.1 (Bouganis, [Boug18], Th. 3.2). Fix a half-integral weight k, let ℓ ∈ 12Z satisfy
k − ℓ > n+12 , and let ϕ be a Hecke character. Exclude case (X). If 2m−n4 ∈ Ω0 we have
Eϕ(z, 2m−n4 ) := E(z, 2m−n4 ; k − ℓ, ϕ,Γ) = |y|−r
∑
τ∈B
P (τ, ϕ, y)e(tr(Tz))
where r = k−ℓ2 − 2m−n4 + 1 in cases (R1) and (R2), otherwise r = k−ℓ2 − |2m−2n−14 | − n+14 , and
P (τ, ϕ, y) is a polynomial with complex coefficients in πyij for 1 6 i 6 j 6 n. Put
β(m) = β :=
{
n
2 (k − ℓ+m− n− 2) +m if n is even and m > n;
n
2 (k − ℓ+m− n) + δ4 otherwise;
and define a period ωℓ(m,ϕ) = ωℓ(ϕ) = ω(ϕ) by
ω(ϕ) :=

in|
2k−2ℓ−2m+n
4
|+mn− 3n
2
−1
4 G(ϕ)G(ϕn−1) if k − ℓ ∈ Z and m > n;
in|
2k−2ℓ−3n−2+2m
4
|−n
2
(3n+2−2m)G(ϕ)n if k − ℓ ∈ Z and m 6 n;
in|
2k−2ℓ−2m+n
4
|−n(k−ℓ)G(ϕζ)nµ8 if k − ℓ /∈ Z, n ∈ 2Z, m > n;
in|
2k−2ℓ−2m+n
4
|−n(k−ℓ)+δ4(2i)
3n
2
−mG(ϕζ)nG(ρ)µ8 if k − ℓ /∈ Z, n /∈ 2Z, m > n;
in|
2k−2ℓ−3n−2+2m
4
|−n
2
(3n+2−2m)G(ϕζ)nµ8 if k − ℓ /∈ Z and m 6 n
where µ8 is a fixed eighth root of unity, ζ is the character induced by hγ(z)
2 = ζ(γ)j(γ, z), and
δ4 = 1 if n ≡ 1 (mod 4) but δ4 = 0 otherwise. Then we have[
P (τ, ϕ, y)
πβω(ϕ)
]σ
=
P (τ, ϕσ , y)
πβω(ϕσ)
for any σ ∈ Gal(Qab/Q).
Now fix g ∈ Mℓ(Γ, ψ′) where ℓ is a either an integral or half-integral weight. Let k be a
half-integral weight and set
Ω′(g) =
{{
m ∈ R | n−2m+2k−2ℓ4 ∈ Z, 3n2 + 1 < m < k − ℓ− 3n2
}
if g /∈ Sℓ;{
m ∈ R | n−2m+2k−2ℓ4 ∈ Z, 3n2 + 1 < m < k − 3n2 ,m 6 k − ℓ+ n2
}
if g ∈ Sℓ.
If f ∈ Mk(Γ, ψ) then put χ = ψ(ψ′)−1 – assuming as usual that ψ∞(x) = sgn(x∞)[k] and
ψ′∞(x) = sgn(x∞)
[ℓ] – and recall δ = n (mod 2) ∈ {0, 1}.
11
Salvatore Mercuri
Proposition 4.2. Let k > 2n, ℓ, and g be as above. Set m0 :=
2k+2ℓ+2m−n
4 − n+12 . For every
m ∈ Ω′(g) there exists K(m, g) ∈ Sk(Γ, ψ) whose Fourier coefficients lie in Qab(g) such that
(4π)nm0
πβ(m)ωℓ(m, ψ¯ψ′)
Γn(m0)
−1
〈
f, gEψ¯ψ′
(·, 2m−n4 )〉 = πnk− 3n2+2n+δ4 〈f,K(m, g)〉
for all f ∈ Sk(Γ, ψ), and we also have K(m, g)σ = K(m, gσ) for all σ ∈ Aut(C).
Before proving this, we require the following lemma, whose statement and proof is adapted
from [St81, p. 343].
Lemma 4.3. Let τ ∈ bC and P (y) ∈ Q[yij | i 6 j]. If ν ∈ 12Z \ Z such that ν > n, then we have
|τ |n2 Γn
(
ν − n+12
)−1 ∫
Y
P (y)e− tr(τy)|y|ν−n+12 d×y ∈ Q.
Proof. We can assume that P (y) =
∏
i6j y
aij
ij where 0 6 aij ∈ Z. If U = (Uij) ∈ Y then by
definition ∫
Y
|y|ν−n+12 e−tr(Uy)d×y = Γn(ν − n+12 )|U |
n+1
2
−ν
and apply
∏
i6j
(
∂
∂Uij
)aij |Uij=Tij to both sides. This gives∫
Y
P (y)e− tr(Ty)|y|ν−n+12 d×y ∈ Γn(ν − n+12 )|T |
n+1
2
−νQ
which, since 12 − ν ∈ Z, gives the lemma.
Proof of Proposition 4.2. The function F(z) = g(z)E(z, 2m−n4 ) ∈ C∞k (Γ, ψ) has bounded growth
if and only if F (z) := g(z)E(z, 2m−n4 ; k − ℓ, ψ¯ψ′,Γ) does. If m ∈ Ω′(g) and r = n−2m+2k−2ℓ4
then |E(z, 2m−n4 ; k− ℓ, ψ¯ψ′,Γ)| 6 Hk−ℓ(z,−r). Checking further that −r satisfies the inequalities
needed for Corollary 3.5 is easy. So we indeed get bounded growth of F .
Therefore apply Theorem 3.1; set K˜(m, g) = (4π)
nm0
πβω(ψ¯ψ′)
Γn(m0)
−1P (F) ∈ Sk(Γ, ψ) and we get
(4π)nm0
πβ(m)ωℓ(m, ψ¯ψ′)
Γn(m0)
−1
〈
f, gEψ¯ψ′(·, 2m−n4 )
〉
= 〈f, K˜(m, g)〉.
The Fourier coefficients a(τ, y) for each τ ∈ bA of F are given, by Lemma 4.1, as
a(τ, y) =
∑
τ1+τ2=τ
µg(τ1, 1)P (τ2, ψ¯ψ
′, y)|y|−re−2π tr(τy)
and so by Theorem 3.1 we obtain the Fourier expansion
K˜(m, g) =
∑
τ∈bC
( ∑
τ1+τ2=τ
a(τ1, τ2)
)
e(tr(τz))
a(τ1, τ2) = c(k, n)
−1µg(τ1, 1)|4τ |k−
n+1
2
(4π)nm0
πβ(m)ωℓ(m, ψ¯ψ′)
Γn(m0)
−1
×
∫
Y
P (τ2, ψ¯ψ
′, y)e−4π tr(τy)|y|k−r−n+12 d×y.
The polynomial P (τ2, ψ¯ψ
′, y) has the form
P (τ2, ψ¯ψ
′, y) =
∑
16i6j6n
∑
αij
cij(τ2, ψ¯ψ
′)
∏
i,j
(πyij)
αij
12
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for cij(τ2) = cij(τ2, ψ¯ψ
′) ∈ C satisfying cij(τ1, ψ¯ψ′)σ = cij(τ2, ψ¯σ(ψ′)σ), and αij summing over
some finite set of non-negative integers. We have that c(k, n)−1 ∈ πnk− 3n
2+2n+δ
4 Q and that
|4τ |k−n+12 ∈ |τ |n2Q. Note also that m0 = k − r − n+12 , that k − r > n, and that the substi-
tution y 7→ (4π)−1y gives us
a(τ1, τ2) ∈ µg(τ1, 1)π
nk− 3n
2+2n+δ
4
πβ(m)ωℓ(m, ψ¯ψ′)
∑
i,j,αij
cij(τ2)
|τ |n2 Γn(m0)−1 ∫
Y
∏
ij
y
αij
ij
 e− tr(τy)|y|m0
Q
∈ µg(τ1, 1)πnk−
3n2+2n+δ
4
P (τ2, ψ¯ψ
′, w)
πβ(m)ωℓ(m, ψ¯ψ′)
Q
for some n × n matrix w which, by Lemma 4.3, has rational entries. We then obtain the result
by putting K(m, g) = π
3n2+2n+δ
4
−nkK˜(m, g) and directly applying Theorem 4.1.
Now if m ∈ Ω′(θ) then we can make some simplifications to our integral expression. By
putting ℓ = n2 + µ into the notation of Proposition 4.2 we get m0 =
m−n−1+k+µ
2 ∈ n2 + Z. Note
that |τ | 12 ∈ 2 12 |2τ |− 12Q. Then from the integral expression of 4.2 we obtain
Lψ(m, f, η) ∈2−
δ
2µf (τ, 1)
−1|2τ |− δ2 ǫy(m,χ)
∏
p∈b
gp
(
(ψcη)(p)p−m
)
× (4π)nm0Γn(m0)−1〈f, θE(·, 2m−n4 )〉Q.
Since k − ℓ ∈ Z if and only if n is odd we can relabel ωδ(ρ) := ωℓ(ρ) whenever ℓ = n2 + µ. With
χ = ηψρτ , multiplying both sides by π
−β(m)ωδ(m, χ¯)
−1, and then applying Proposition 4.2 gives
2
δ
2 |2τ | δ2µf (τ, 1)Lψ(m, f, η)
πβ(m)+nk−
3n2+2n+δ
4 ωδ(m, χ¯)
∈ ǫy(m,χ)
∏
p∈b
gp
(
(ψcη)(p)p−m
) 〈f,K(m, θ)〉Q. (4.3)
5. Algebraicity of the inner product
The algebraicity of the right-hand side of the integral expression 4.3, and subsequently of the
special values, is immediate except for the inner product 〈f,K(m, θ)〉 – hence this section. For
a system of eigenvalues Λ : R0 → C, where R0 is the space of Hecke operators (defined in the
next section or in [Sh95b, pp. 39–41]), let Sk(Γ, ψ,Λ) denote the eigenforms in Sk(Γ, ψ) whose
eigenvalues are given by Λ. Let ρ ∈ Aut(C) denote the complex conjugation automorphism.
Theorem 5.1. Assume that n > 1 and that k > 9n2 + 1. If f ∈ Sk(Γ[b−1, bc], ψ,Λ) is a Hecke
eigenform for ideals (b−1, bc) ⊆ 2Z × 2Z, a Hecke character ψ, and a system of eigenvalues Λ,
then there exists a non-zero constant µ′(Λ, k, ψ) – dependent only on Λ, k, and ψ – such that( 〈f, g〉
µ′(Λ, k, ψ)
)σ
=
〈fσ, gρσρ〉
µ′(Λσ, k, ψσ)
for any g ∈ Sk(Γ[(b′)−1, b′c′], ψ), ideals ((b′)−1, b′c′) ⊆ b−1 × bc, and σ ∈ Aut(C/Q).
Proof. Take a Hecke character ϕ such that ϕ∞(p) = (−1)δ (for example ϕ∗(pZ) :=
(
−1
p
)δ
where
ϕ∗ is the ideal character associated to ϕ). Then (ϕψ)∞(x) = sgn(x∞)
[k]+δ. The constant to use
is
µ′(Λ, k, ψ) := 2
δ
2π−ai−
n2
2 ωδ(k − 3n,ϕψ)−1Lψ(k − 3n, f, ϕ)
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where a = β(k−3n)+nk− 3n2+2n+δ4 . This constant is non-zero as the Euler product of Lψ(s, f, ϕ)
is absolutely convergent for values s with Re(s) > 3n2 +1 – [Sh96, p. 332] – of which s = k−3n is
such a value by our choice of k. If m is an integral ideal let ϕ∗m denote the ideal Hecke character
such that ϕ∗m(dZ) = ϕ
∗(dZ) for any (d,N(m)) = 1, and let θϕm denote the theta series that we
have been using, from [Sh96, (2.1)], but with ϕ∗m in place of η
∗.
If m = |2τ |bc, then Proposition 2.1 [Sh96] gives the level Γ[2, 2|2τ |3(bc)2] of θχm . Hence, we
have θχm ∈ Mn2+δ(Γ[b−1, bc′], ϕ−1m ρτ ) and f ∈ Sk(Γ[b−1, bc
′], ψ) where c′ := 2|2τ |3b3c2. Since
Ω′(θϕm) = {m ∈ 12Z | k−m−δ2 ∈ Z, 3n2 + 1 < m < k − 2n− δ}.
then we can take m = k − 3n ∈ Ω′n,k and apply Proposition 4.2 with g = θϕm to obtain the
integral expression 4.3.
Notice that
G(χ)G(χn−1) = G(ηψ)G(ηψn−1)
G(ρτ )
n
J(ρτ , ρτ )n−1J(ηψ, ρτ )J(ηψn−1, ρ
n−1
τ )
where J(χ1, χ2) =
∑
a χ1(a)χ2(1 − a) is the Jacobi sum. In the case of n odd and s > n this
gives
ω(ηψ) = ω(χ)G(ρτ )
−nJ(ρτ , ρτ )
n−1J(ηψ, ρτ )J(ηψ
n−1, ρn−1τ ).
The other cases are simpler and give ω(ηψ) = ω(χ)G(ρτ )
−nJ(ηψ, ρτ )
n. Denote these products
of Jacobi sums by Jn(s, χ) and evidently Jn(s, χ)σ = Jn(s, χσ). So the integral expression 4.3
becomes
〈f,K(k − 3n, θϕm)〉
µ′(Λ, k, ψ)
∈ µf (τ, 1)
[
i
n
2 |2τ | 12
G(ρτ )
]n Jn(k − 3n, χ¯)
ǫy(k − 3n, χ)
∏
p∈b
gp
(
(ψcϕm)(p)p
3n−k
)−1
Q
the σ-equivariance of which is evident. So
[〈f,K(k − 3n, θϕm)〉µ′(Λ, k, ψ)−1]σ = 〈fσ,K(k − 3n, θσϕm)〉µ′(Λσ, k, ψσ)−1.
For any congruence subgroup Γ = Γ[x−1, xy] let
Γ0 := {γ ∈ Γ | aγ ≡ dγ ≡ 1 (mod y)}.
Suppose that Γ2 6 Γ1 6 M are two congruence subgroups, then decompose Γ1 =
⊔d
i=1 Γ
0
2gi. The
trace map is defined, for a Hecke character ϕ, by
TrΓ2Γ1,ϕ :Mk(Γ02)→Mk(Γ1, ϕ)
h 7→
d∑
i=1
ϕc1(|agi |)−1h||kgi
where Γ1 = Γ[b
−1
1 , b1c1]. By Lemma 5.4 of [Boug18] we have that Tr
Γ2
Γ1,ϕ
(h)σ = TrΓ2Γ1,ϕσ(h
σ) for
any h ∈ Mk(Γ02) and any σ ∈ Aut(C)
Therefore TrΓ
′
Γ,ψ(K(k − 3n, θϕm)) ∈ Sk(Γ, ψ) and so far we have obtained
[〈f, g〉µ′(Λ, k, ψ)−1]σ = 〈fσ, gσ〉µ′(Λσ, k, ψσ)−1
for all g ∈ {TrΓ2Γ1,ψ(K(k − 3n, θϕm)) | τ ∈ bC,m = |2τ |bc}. The rest of the proof follows just
as in [St81, p. 350] – by extending the above set of g into a basis for Sk(Γ, ψ,Λ) and using the
orthogonal decomposition of Sk(Γ, ψ) into such eigenspaces.
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Remark 5.2. The above theorem reads almost exactly the same for n = 1 but with the different
bound k > 11n2 + 1 =
13
2 . The method above works as well for n = 1 but only by using a smaller
special value k− 4 (instead of k− 3) in the definition of the constant µ(Λ, k, ψ). This is because
k − 3 /∈ Ω′(θϕm) here.
Theorem 5.3. If n = 1 assume that k > 132 , otherwise k >
9n
2 + 1. Let f ∈ Sk(Γ, ψ,Λ), η be a
Hecke character, and choose µ ∈ {0, 1} such that (ψη)∞(x) = sgn(x∞)[k]+µ. Define the set
Ω′n,k :=
{
m ∈ 12Z
∣∣k−m−µ
2 ∈ Z, 3n2 + 1 < m < k − 2n− µ
}
.
Now if τ ∈ S+ is such that µf (τ, 1) 6= 0 and m ∈ Ω′n,k then define
Yψ(m, f, η) := |τ |
δ
2π−bµ′(Λ, k, ψ)−1ωδ(m, χ¯)
−1Lψ(m, f, η)
where b = β(m) + nk − 3n2+2n+δ4 . We have Yψ(m, f, η)σ = Yψσ(m, fσ, ησ) for all σ ∈ Aut(C/Q)
and hence
Yψ(m, f, η) ∈ Q(f, ψ, η).
Proof. Noting that |τ | δ2 ∈ 2 δ2 |2τ | δ2Q and Ω′(θ) = Ω′n,k we use the integral expression 4.3 to get
Yψ(m, f, η) ∈ µf (τ, 1)−1ǫy(m,χ)
∏
p∈b
gp(
(
ψcη)(p)p−m
) 〈f,K(m, θ)〉
µ′(Λ, k, ψ)
Q
which, once we consider Theorem 5.1, we see is σ-equivariant for all of Aut(C/Q).
6. Algebraicity of metaplectic Eisenstein series
So far we have determined the specific algebraicity for only some of the special values given in
[Sh00]. The aim of this lengthy section is to investigate and establish the precise algebraicity of
the well-known decomposition Mk = Sk ⊕ Ek which will allow the determination of the rest of
these special values. Such a algebraicity is equivalent to proving Garrett’s conjecture that the
Klingen Eisenstein series E(f) of a cusp form f preserves algebraicity, see [Garr84].
Due to its length, this section is split up into two subsections. The first is preliminary and the
main aim is to relate the standard L-function of Φf with f where Φ is the Siegel Phi operator.
This relation will be useful in the second subsection, which is the proof of Garrett’s conjecture
and the desired decomposition.
6.1 Hecke eigenforms and the Siegel Phi operator
For a real variable ρ the Siegel Phi operator is defined as
Φ :Mnk →Mn−1k
f(z) 7→ lim
ρ→∞
f
(
w 0
0 iρ
)
for z ∈ Hn, w ∈ Hn−1.
In order to establish the desired relation of L-functions of Φf and f we need to relate the
15
Salvatore Mercuri
Satake parameters. Define
×p : =Mn(Zp) ∩GLn(Qp), ×̂ := GLn(Q)f
∏
p
×p,
#p : = GLn(Zp), #̂ :=
∏
p
#p,
Z0 : = {diag[q˜, q] | q ∈ ×̂}, Z := D[2, 2]Z0D[2, 2],
and certain metaplectic lifts
D[2, 2] : = pr−1(D[2, 2]), D := {α ∈ D[2, 2] | pr(α) ∈ Gf ∩D},
Z : = pr−1(Z), Z0 := {α ∈ Z | pr(α) ∈ Gf ∩DZ0D},
Ẑ0 : = {(α, t) | t ∈ T, α ∈ Z0}, D̂ := {(α, 1) ∈ Ẑ0 | α ∈ D}.
where D = D[b−1, bc] for ideals (b−1, bc) ⊆ 2Z × 2Z. For any prime p we use the subscript p
to denote the pth local component of any of the above adelic groups. All of the above sets are
dependent on n and, when we wish to distinguish this, we shall use n as a superscript e.g. ×np .
The abstract Hecke ring R(D̂, Ẑ0) comprises all formal, finite sums∑
σ
cσD̂σD̂
with cσ ∈ C and σ ∈ Ẑ0.
This abstract Hecke ring has a representation on the space of modular forms in Mk(Γ, ψ),
where Γ = G∩D, which we now describe. For integral weight forms one decomposes the double
cosets into single cosets and let the representatives act on f by the usual slash operator. This no
longer quite works here due to the weak automorphic propert 2.3 of the factor of automorphy. In
[Sh95b, p. 32] Shimura defines a new factor of automorphy Jk which extends the original jk to
Z and has strong automorphic properties. Now consider the element D̂(rP (σ), 1)D̂ ∈ R(D̂, Ẑ0)
where σ = diag[q˜, q] for q ∈ ×̂, then we have the decomposition G ∩ (DσD) = ΓξΓ = ⊔α Γα for
some α, ξ ∈ G ∩ Z. The representation of this element, denoted Tq,ψ, on f ∈ Mk(Γ, ψ) is given
by
(f |Tq,ψ)(z) =
∑
α
ψc(|aα|)−1Jk(α, z)−1f(α · z).
Let R0 be the factor ring of R(D̂, Ẑ0) modulo the ideal
〈D̂(α, 1)D̂ − tD̂(α, t)D̂ | (α, t) ∈ Ẑ0〉.
Since the action of this ideal is trivial on Mk(Γ, ψ) we have an action of this factor ring on
modular forms defined as before. Then denote the element represented by D̂(rP (σ), 1)D̂ in R0
by Aq where σ = diag[q˜, q] with q ∈ ×̂, that is Aq is the image of Tq,ψ in R0. Finally we denote
by R0p the subalgebra of R0 that is generated by the Aq for all q ∈ ×p. As in [Sh95b, pp. 41–42]
we can define a map
ωp := ω0p ◦ Φp : R0p → C[x±11 , . . . , x±1n ]
as follows. If σ = diag[q˜, q] with q ∈ ×p, then Aq ∈ R0p and we have a decomposition of the form
DpσDp =
⊔
x∈X
⊔
s∈Yx
⊔
d∈Rx
Dpαd,s, αd,s =
(
d˜ sd
0 d
)
(6.1)
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with X ⊆ GLn(Qp), Rx ⊆ x#p representing #p\#px#p, and Yx ⊆ Sp. Then extend to all of R0p
by C-linearity the following map
Φp(Aq) :=
∑
d,s
J(rP (αd,s))
−1
#pd ∈ R(#p, GLn(Qp))
where J(α) = J
1
2 (α, i) for α ∈ Z. For the second map ω0p, note that any coset #pd with
d ∈ GLn(Qp) contains an upper triangular matrix of the form
pad1 ⋆ · · · ⋆
0 pad2 · · · ⋆
...
...
. . .
...
0 0 · · · padn
 (6.2)
with adi ∈ Z, and then define
ω0p(#pd) =
n∏
i=1
(p−ixi)
adi
which, via decompositions #px#p =
∑
d #pd and C-linearity, we extend to obtain the map
ω0p : R(#p, GLn(Qp))→ C[x±11 , . . . , x±1n ].
Assume that p ∤ c. For an independent variable u define a map Ψ(·, u) : Rn0p → Rn−10p [u±1]
as follows. Consider the generators Aq ∈ R0p for q ∈ ×p, with DpσDp having the decomposition
6.1 and each d having the form 6.2, and put
Ψ(Aq, u) =
∑
x,d,s
J(rP (αd′,s′))J(rP (αd,s))
−1(up−n)adnDp
(
d˜′ s′d′
0 d′
)
where A′ denotes the upper left n− 1 block of A ∈Mn. Extend this to all of R0p by C-linearity.
The map ωn−1p × 1 acts as ωn−1p on Rn−10p and as the identity on u. Then
(ωn−1p × 1)(Ψ(Aq, u)) =
∑
d,s
J(rP (αd′,s′))J(rP (αd,s))
−1(up−n)adn
n−1∏
i=1
(p−ixi)
adi .
So by defining φn,u(xi) = xi for 1 6 i 6 n − 1 and φn,u(xn) = u, extending C-linearly to all of
C[x±11 , . . . , x
±1
n ], we get the commuting square
Rn0p C[x±11 , . . . , x±1n ]
Rn−10p [u±1] C[x±11 , . . . , x±1n−1, u±1]
Ψ(·,u)
ωnp
φn,u
ωn−1p ×1
(6.3)
By [Sh94, Lemma 2.6] we are able to choose αd,s of the form
αd,s =
(
g−1h g−1σh˜
0 gT h˜
)
where g, h ∈ ×p, and σ ∈ gSf (b−1)gT . We have Jk(rP (α), z) = J
1
2 (rP (α), z)j(α, z)
[k] by (2.1c)
of [Sh95b], and by Lemma 2.4 of that same paper J
1
2 (αd,s, z) is independent of z. So we see that
Jk(αd,s, z) = J(rP (αd,s))J(rP (αd′,s′))
−1padn [k]Jk(αd′,s′, z). (6.4)
17
Salvatore Mercuri
Proposition 6.1. If f ∈Mk(Γ, ψ) and p ∤ c then
Φ(f |Aq) = (Φf)|Ψ(Aq, ψ−1p (p)pn−[k])
Proof. Firstly, since ψc(p) = ψ
−1
p (p), we have
f |Aq =
∑
x,d,s,τ
ψ−1p (|d|)Jk(αd,s, z)−1µf (τ, 1)e(d−1τ d˜ · z + τs)
and apply Φ to the above expression. If τ =
(
τ ′ ⋆
⋆ t
)
with τ ′ ∈ Sn−1+ and 0 6 t ∈ Z, then we know
that the last diagonal entry of d−1τ d˜ is p−2adn t. Thus by writing z =
(
z′ 0
0 iλ
)
and letting λ→∞,
any terms involving τ for t > 0 will tend to 0 and we are left only with terms involving τ ∈ Sn+
with t = 0 – these are precisely the elements of Sn−1+ . So for τ =
(
τ ′ 0
0 0
)
we have
d−1τ d˜ · z + τs =
(
(d′)−1τ ′d˜′ · z′ + τ ′s′ 0
0 0
)
.
By the identity 6.4 of J we get
Φ(f |Aq) =
∑
x,d,s
J(rP (αd′,s′))J(rP (αd,s))
−1ψ−1p (p
adn )p−adn [k]
×
ψc(|d′|)Jk(αd′,s′, z′)−1 ∑
τ ′∈Sn−1+
µf
((
τ ′ 0
0 0
)
, 1
)
e(τ ′(d˜′ · z′ + s′d′)(d′)−1)

which is exactly (Φf)|Ψ(Aq, ψ−1p (p)pn−[k]) as Φf has Fourier coefficients µf
((
τ ′ 0
0 0
)
, 1
)
for all
τ ′ ∈ Sn−1+ .
For each prime p an element of Cn – the Satake p-parameters – is associated to a Hecke
eigenform in Snk and this process, taken from [Sh95b], we outline briefly. In doing so, we are able
to see how the elements of Cn−1 and Cn for Φf and f , respectively, are related.
Assume that p ∤ c. Define the operator
T np :=
∞∑
m=0
Anψ(p
m)tm
where Aψ(p
m) is the sum of all Aq with |q| = pm. If f be a Hecke eigenform of degree n with
f |Anψ(pm) = Λ(pm)f then
Φ(f |T np ) =
∞∑
m=0
Λ(pm)tmΦf. (6.5)
Extend the definitions of Ψ, ωnp , and ω
n−1
p to Tp by letting them act linearly on the coefficients.
For any 1 6 ℓ ∈ Z, Theorem 4.4 in [Sh95b, p. 42] gives
ωℓp(T ℓp ) =
ℓ∏
i=1
1− p2i−1t2
(1− pℓxit)(1− pℓx−1i t)
and hence, for an ℓ-degree eigenform g, the existence of the Satake p-parameters (λp,1, . . . , λp,ℓ)
such that
g|T ℓp =
ℓ∏
i=1
1− p2i−1t2
(1− pℓλp,it)(1− pℓλ−1p,i t)
g.
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Assume that 0 6= Φf has Satake p-parameters (λp,1, . . . , λp,n−1) for p ∤ c. By the commuting
square 6.3 we have
ωn−1p (Ψ(T np , u)) = φn,u(ωnp (T np ))
=
[
n−1∏
i=1
1− p2i+1t2
(1− pnxit)(1− pnx−1i t)
]
1− p2n−1t2
(1− pnut)(1− pnu−1t)
so that
(Φf)|Ψ(T np , u) =
[
n−1∏
i=1
1− p2i−1t2
(1− pnλp,it)(1− pnλ−1p,i t)
]
1− p2n−1t2
(1− pnut)(1− pnu−1t)Φf (6.6)
On the other hand Proposition 6.1 with the identity 6.5 above gives
f(Φf)|Ψ(Tp, ψ−1p (p)pn−[k]) = Φ(f |T np )f = (f |T np )Φf (6.7)
So equating 6.6 and 6.7 with u = ψ−1p (p)p
n−[k] we have proved the following.
Proposition 6.2. Let f ∈ Mnk(Γ, ψ) be a non-zero eigenform such that Φf 6= 0. Then Φf is
an eigenform of degree n − 1. If Φf has Satake p-parameters (λp,1, . . . , λp,n−1) then the Satake
p-parameters of f are (λp,1, . . . , λp,n−1, ψ
−1
p (p)p
n−[k]).
Let η := ψ−2. We can use the above proposition 6.2 to obtain a relation between Lnψ(s, f, η)
and Ln−1ψ (s− 1,Φf, η). Assume that Φf 6= 0 has Satake p-parameters (λp,1, . . . , λp,n−1) then, by
Proposition 6.2 above, the local Euler factor of f at p ∤ c is
Lnp
(
(ψcη)(p)p−s
)
= Ln−1p
(
(ψcη)(p)p−s+1
)
(1− η(p)p2n−[k]−s)(1− p[k]−s)
and the Euler factors at p | c are just 1 by definition of η. Therefore
Lnψ(s, f, η) = L
n−1
ψ (s− 1,Φf, η)L(s + [k]− 2n, η)ζc(s − [k])
where ζc is the Riemann zeta function with the Euler factors at p | c removed. So then, by
induction, for any 0 6 r′ 6 n such that Φn−r
′
f 6= 0 we get
Lnψ(s, f, η) = L
r′
ψ (s− n+ r′,Φn−r
′
f, η)
n−r′−1∏
i=0
L(s+ [k]− 2n + i, η)ζc(s− [k]− i). (6.8)
6.2 Klingen Eisenstein series
Let G′ denote the image of G under the embedding
G→ GA
x 7→ (xv)v
where x∞ = x and xp = I2n for all primes p. Let G = pr
−1(G′) 6 MA and we have G 6 M.
By [Sh95a, p. 554] the group G can be identified with the group of couples (α, p) where α ∈ G
and p : Hn → C is a holomorphic function such that p(z)2/jα(z) ∈ T is a constant, with group
law (α, p)(α′, p′) = (αα′, p(α′z)p′(z)). This identification is given by α 7→ (α, hα) and G acts on
f : Hn → C as
(f ||kξ)(z) = p(z)j(α, z)[k]f(αz)
where ξ = (α, p) ∈ G.
We have previously been considering congruence subgroups Γ of G that are contained in M,
and to such a congruence subgroup we define the group Γ̂ = {(α, hα) | α ∈ Γ} 6 G. Indeed,
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the definition of a congruence subgroup of G is given in such a way – it is a subgroup ∆ 6 G
that is isomorphic under projection to a congruence subgroup Γ 6 G such that ∆ = Γ̂. As such,
congruence subgroups of G and G are one and the same and identify Γ = Γ̂ 6 G.
For an integer r such that 0 6 r 6 n and for any α ∈Mn(AQ) we write
α =

(
a1 a2
a3 a4
) (
b1 b2
b3 b4
)
(
c1 c2
c3 c4
) (
d1 d2
d3 d4
)
 (6.9)
where, for x ∈ {a, b, c, d}, we have x1 ∈ Mr(AQ), x2 ∈ Mr,n−r(AQ), x3 ∈ Mn−r,r(AQ), and
x4 ∈Mn−r(AQ). Also write
xα =
(
x1 x2
x3 x4
)
=
(
x1(α) x2(α)
x3(α) x4(α)
)
when we wish to emphasis the matrix α to which these blocks belong. If r = n then we make
the natural understanding that xα = x1(α) and likewise, for r = 0, we have xα = x4(α). Now for
such an n, r we define the following parabolic subgroup Pn,r 6 Spn(Q) by
Pn,r : = {α ∈ Spn(Q) | a2(α) = c2(α) = 0, c3(α) = d3(α) = 0, c4(α) = 0} if 0 < r < n
with Pn,0 = Pn and Pn,n = Spn(Q). With α of the form in 6.9 we have some maps:
πr :M2n(AQ)→M2r(AQ)
α 7→
(
a1(α) b1(α)
c1(α) d1(α)
)
λr :M2n(AQ)→ AQ
α 7→ |d4(α)|.
These define respective homomorphisms Pn,rA → Spr(AQ) and Pn,rA → IQ. On the metaplectic
side let Pn,r = {(α, p) ∈ G | α ∈ Pn,r} and extend πr, λr to Pn,r by letting
πr((α, p)) = (πr(α), |λr(α)|−
1
2p′) ∈ Gr
λr((α, p)) = λr(α∞) ∈ Q×
where p′(z) = p (( z wwT z′ )) does not depend on the choice of w, z
′.
Supposing 0 6 r 6 n, Γ 6 Gn is a congruence subgroup, ψ is a Hecke character, and K is
some number field, then for X ∈ {M,S} we denote
X rk (Γ ∩Pn,r, ψ) = {f ∈ X rk | f ||kπr(γ) = (sgn[k] ψ−1c )(λr(γ))f for all γ ∈ Γ ∩Pn,r}
and by X rk (Γ∩Pn,r, ψ,K) to be forms of the above set with coefficients in K. We are now ready
to define a certain class of Eisenstein series, the so-called Klingen Eisenstein series. If 0 6 r 6 n
and f ∈ Srk(Γ ∩ Pn,r, ψ) then in [Sh95a, pp. 547, 554] the Eisenstein series En,rk (z, s; f, ψ,Γ) is
defined for z ∈ Hn and s ∈ C, and is convergent for Re(2s) > n+ r + 1. Of more interest to us
are the series
En,rk (z; f, ψ,Γ) := E
n,r
k (z,
k
2 ; f, ψ,Γ) =
∑
γ∈(Γ∩Pn,r)\Γ
ψc(|aγ |)f
(
z(r)
) ∣∣∣∣
k
γ
where z(r) is the upper left r × r block of z, and this is convergent provided k > n + r + 1. In
[Sh96, p. 356] this was extended to all k > n+r+32 . Put E
n,r
k (z; f,Γ) := E
n,r
k (z; f, 1,Γ). By Lemma
8.11 of [Sh95a] these are holomorphic if k > 2n.
20
Algebraicity of metaplectic L-functions
Assume that k > 2n. The span of all such Eisenstein series is a space that will play a large
role in this section and is denoted
En,rk : = spanC{En,rk (z; f,Γ)||kα | α ∈ Gn, f ∈ Srk(Γ ∩Pn,r, 1),Γ}.
As En,nk (z; f,Γ) = f , we have En,nk = Snk . Set En,rk (Γ, ψ) = En,rk ∩Mnk(Γ, ψ) for any congruence
subgroup Γ and Hecke character ψ. Their eminence in this section comes from a convenient
decomposition, in their terms, of the space of modular forms.
Theorem 6.3 (Shimura, [Sh95a], pp.581–582). Let k > 2n be a half-integral weight. Then we
have the decompositions
Mnk =
n⊕
r=0
En,rk
Mnk(Γ, ψ) =
n⊕
r=0
En,rk (Γ, ψ).
Remark 6.4. Originally in [Sh95a] the above theorem was proven for the bound k > 2n; this
bound was further improved in [[Sh96], p.346]. We retain those of the former as later results will
require us to take this bound regardless.
For any integral ideal a we letRa0 (resp.Ra(D̂, Ẑ0)) denote the subspace ofR0 (resp.R(D̂, Ẑ0))
generated by all Aq (resp. Tq,ψ) with qp ∈ ×p for all p and qp ∈ #p if p | a.
Theorem 6.5. Let r, r′ ∈ Z, 0 6 r′ 6 r 6 n, and assume [k] > n2 + r′+1. Consider two non-zero
Hecke eigenforms f ∈ En,rk (Γ, ψ), f ′ ∈ En,r
′
k (Γ, ψ) with the same eigenvalues for Rc0. Then r = r′.
Proof. As in [Harr81, p. 309] we may assume that r = n and therefore that f is a cusp form.
Assume for a contradiction that r′ < r. Since f and f ′ share the same eigenvalues for Ra0 we
have Lnψ(s, f, η) = L
n
ψ(s, f
′, η) where we have set η := ψ−2. The relation 6.8 obtained at the end
of the last subsection then gives
Lnψ(s, f, η) = L
r′
ψ (s − n+ r′,Φn−r
′
f ′, η)
n−r′−1∏
i=0
L(s+ [k]− 2n+ i, η)ζc(s− [k]− i).
Plug s = [k] + n − r′ into this; for i = n − r′ − 1 we have that ζc(s − [k] − i) = ζc(1) is a pole;
ζc(s − [k] − i) 6= 0 for all other i and L(s + [k] − 2n + i, η) 6= 0 for all i. By Theorem A in
[Sh96, p. 332] Lnψ(s, f, η) is absolutely convergent for Re(s) >
3n
2 + 1 and by our choice of s and
k we indeed have this. So the left-hand side is finite. In the same manner Lr
′
ψ (s
′,Φn−r
′
f ′, η) is
absolutely convergent for all Re(s′) > 3r
′
2 + 1, which inequality s
′ = s − n + r′ satisfies by our
choice of s and k. Thus Lr
′
ψ (s−n+ r′,Φn−r
′
f ′, η) is non-zero. We arrive then at a contradiction,
as the right-hand side of this expression contains a pole, yet the left does not. So r′ = r.
For any 0 6 r 6 n we let Xr = P
n,r\Gn/Γ be representatives for the r-dimensional cusps.
For notational purposes let
Φξf = Φ(f ||kξ−1)
for any ξ ∈ Xn−1 and f ∈ Mnk(Γ). Then we define
Φ⋆ :Mnk(Γ, ψ)→
∏
ξ∈Xn−1
Mn−1k (ξΓξ−1 ∩Pn,n−1, ψ)
f 7→ (Φξf)ξ
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and by definition ker(Φ⋆) = Snk (Γ, ψ).
Lemma 6.6. If f ∈ Mk(Γ, ψ) then (f ||kξ−1)|Aq = (f |Aq)||kξ−1 for any ξ ∈ Xn−1 and any
Aq ∈ Rc0.
Proof. Since ξ is the identity at finite places we have, for σ = diag[q˜, q] with q ∈ ×̂,
(ξDξ−1)σ(ξDξ−1) = ξSpn(R)ξ
−1 ×
∏
p∤c
DpσpDp.
From this G∩ (ξDξ−1)σ(ξDξ−1) = ξGξ−1∩ (DσD) = ξ(ΓβΓ)ξ−1 for some β ∈ G∩Z. Supposing
that Γα are the single cosets in ΓβΓ, then we see that (ξΓξ−1)(ξαξ−1) are the single cosets of
G ∩ (ξDξ−1)σ(ξDξ−1). Note that ξ ∈ D[2, 2] and that
(f ||kξ−1)|Aq =
∑
α
jk(ξ−1, ξαξ−1z)−1Jk(ξαξ−1, z)−1f((αξ−1) · z)
(f |Aq)||kξ−1 = jk(ξ−1, z)−1
∑
α
Jk(α, ξ−1z)−1f((αξ−1) · z).
So all that remains is to show that
jk(ξ−1, ξαξ−1z)−1Jk(ξαξ−1, z)−1 = jk(ξ−1, z)−1Jk(α, ξ−1z)−1,
and this follows by various properties of the factors of automorphy involved ([Sh95b, (1.9c),
(2.1a)] and the usual cocycle relation).
Proposition 6.7. The space Mk(Γ, ψ) has a basis consisting of eigenforms for the space Rc0.
Proof. This is adapted from [And74], Theorem 1.3.4. By [Sh95b, Lemma 4.5] we have that Tq,ψ
(or Aq) is Hermitian on cusp forms provided qp ∈ #p for p | c. From this it follows immediately
that Snk (Γ, ψ) has a basis of eigenforms for Rc0.
For the Eisenstein series part Enk (Γ, ψ) we use induction on n. By [Kob84, p. 210] the space
M1k(Γ, ψ) has a basis of eigenforms for Rc0.
We make three claims, which hold for all 1 6 n ∈ Z.
(1) The space Enk (Γ, ψ) is invariant under (Rn0 )c.
(2) There exists an epimorphism (Rn0 )c → (Rn−10 )c;A 7→ A∗ such that Φξ(f |A) = (Φξ)|A∗ for
all ξ ∈ Xn−1, f ∈ Mnk(Γ).
(3) The space ΦξEnk (Γ, ψ) is invariant under (Rn−10 )c for all ξ ∈ Xn−1.
Claim (1) follows from the self-adjointness cited in the first paragraph combined with the
fact that cusp forms are readily seen to be preserved. Claim (2) is given by the local maps
Ψ(·, ψp(p)−1pn−[k]) combined with Lemma 6.6 above. Claim (3) follows from the previous two
claims; indeed let A = A∗0 for A ∈ (Rn−10 )c and A0 ∈ (Rn0 )c, then
(ΦξEnk (Γ, ψ))|A = Φξ(Enk (Γ, ψ)|A0) ⊆ ΦξEnk (Γ, ψ).
So assume the proposition holds for n − 1. By the induction hypothesis we obtain, for each
ξ ∈ Xn−1, a basis of eigenforms for Mn−1k (ξΓξ−1 ∩Pn,n−1, ψ). Call this Bξ. Since the subspace
ΦξEnk (Γ, ψ) ⊆ Mn−1k (ξΓξ−1 ∩ Pn,n−1, ψ) is invariant under (Rn−10 )c we can obtain (from Bξ) a
basis Cξ for ΦξEnk (Γ, ψ) consisting of eigenforms of (Rn−10 )c. Let CX denote the resultant product
basis of Φ⋆Enk (Γ, ψ). As ker(Φ⋆) = Snk (Γ, ψ) we have that Φ⋆ is injective on Enk (Γ, ψ) so that the
inverse image of CX , call it C⋆, gives a basis for Enk (Γ, ψ).
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Finally if E ∈ C⋆ then we claim that it is an eigenform for (Rn0 )c. By definition Φ⋆E is 0
at all places except one ξ0, at which it is some eigenform, say Fξ0 with eigenvalues Λ. Then if
Aq ∈ (Rn0 )c we have
Φξ0(E|Aq) = (Φξ0E)|A∗q = Fξ0 |A∗q = Λ(A∗q)Fξ0
so that Φ⋆(E|Aq) = Λ(A∗q)Φ⋆(E). By injectivity of Φ⋆ we are done.
Proposition 6.8. Let V ⊆Mk(Γ, ψ) be an eigenspace for Rc0 with eigenvalues given by Λ, then
it is spanned by V ∩Mnk(Q(ψc,Λ)).
Proof. Write
V =Mnk(Γ, ψ,Λ) := {f ∈ Mnk(Γ, ψ) | f |A = Λ(A)f for all A ∈ Rc0}
From Theorem 10.7 of [Sh00, p. 64] we have Mnk (Γ, ψ) =Mnk(Γ, ψ,Q(ψc))⊗Q C and by Lemma
5.1 in [Boug18] the action of Rc0 preserves Mnk(Γ,Q(ψc)). So using this rational basis we can see
that Mnk(Γ, ψ,Λ)σ = Mnk(Γ, ψ,Λσ) for any σ ∈ Aut(C/Q(ψc)). It follows that any C-basis of
V will be fixed pointwise by any element σ ∈ Aut(C/Q(ψc,Λ)), and so each basis element has
coefficients in Q(ψc,Λ).
So, if k > 2n, we obtain an equality of two different direct sums forMnk(Γ, ψ). From Proposi-
tion 6.7 one of these consists of eigenspaces for Rc0, and by Theorem 6.3 the other one consists of
En,rk (Γ, ψ). By Theorem 6.5 we have that En,rk (Γ, ψ) contains entire eigenspaces for Rc0. So by the
basic properties of direct sums we see that each En,rk (Γ, ψ) is itself a direct sum of eigenspaces.
For any character ψ let Λk,ψ = Λ
n
k,ψ ⊆ Hom(Rc0,C) be the finite subset such that
Mnk(Γ, ψ) =
⊕
Λ∈Λk,ψ
Mnk (Γ, ψ,Λ),
let Q(Λk,ψ)/Q be the field generated by all the values of Λ, for all Λ ∈ Λk,ψ. The above discussion
in conjunction with Proposition 6.8 gives the following result for 0 6 r 6 n − 1 (the cusp form
case r = n is already known).
Corollary 6.9. Let 0 6 r 6 n be integers and assume that k > 2n. Then En,rk (Γ, ψ) is spanned
by En,rk (Γ, ψ,Q(ψc,Λk,ψ)) := En,rk (Γ, ψ) ∩Mnk(Q(ψc,Λnk)).
We need such an algebraic basis at other cusps as well. Let ζm := e
2πi 1
N(m) denote the N(m)th
root of unity for an integral ideal m and recall ζ : M → T as the character, see property 2.1,
such that h(σ, z)2 = ζ(σ)j(pr(σ), z). Let ζ⋆ = ζ|X where X =
⋃
rXr.
Theorem 6.10. Let K/Q be an algebraic field extension and let f ∈ Mnk(Γ,K). Then for all
0 6 r 6 n and all ξ ∈ Xr we have f ||kξ−1 ∈ Mnk(ξΓξ−1,K(ζc, ζ⋆)).
Proof. In the integral weight case – ℓ ∈ Z and g ∈ Mℓ(Γ,K) – Proposition 1.8 in [FC80, p. 146]
gives g||ℓξ−1 ∈ Mℓ(ξΓξ−1,K(ζc)). The half-integral case can be deduced from this via the use of
the theta series θ(z) :=
∑
a∈Zn e(
aT za
2 ). This belongs to M 12 (Q) and, by the second equation of
Proposition 1.3 in [Sh93], we have that θ|| 1
2
ξ−1 = θ has rational coefficients for each ξ.
Take f as stated in the theorem, then θf has integral weight k + 12 = [k + 1] and it has
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coefficients in K. So (θf)||[k+1]ξ−1 has coefficients in K(ζc) for any ξ ∈ Xr. We get
((θf)||[k+1]ξ−1)(z) = j(ξ−1, z)−[k+1]θ(ξ−1z)f(ξ−1z)
= j(ξ−1, z)−1h(ξ−1, z)2(θ|| 1
2
ξ−1)(z)(f ||kξ−1)(z)
= ζ(ξ−1)θ(z)(f ||kξ−1)(z)
using property 2.1 of the factor h(σ, z) in the last line, and the definition of the slash operator
for half-integral k along the way. Considering θ as an element of Q[[q]] with q = e2πi then it is
an invertible power series since it has a non-zero constant coefficient. So considering θ−1 ∈ Q[[q]]
we have
f ||kξ−1 = ζ(ξ)θ−1(θf)||[k+1]ξ−1 ∈ Mk(ξΓξ−1,K(ζc, ζ⋆)).
Remark 6.11. For certain congruence subgroups one can remove the ζ⋆. For example, if Γ has
cusps only at 0 and∞ then X = {I2n, ι}. In this case ζ(ι) = (−i)n by Proposition 1.1R of [Sh93]
and we see that Q(ζ⋆) ⊆ Q(ζc) since 4 | c. In general, however, it seems to be a necessary addition –
something which can be seen by Proposition 1.4 of [Sh93] and the subsequent paragraph detailing
this proposition’s non-triviality in contrast to the integral weight case.
Corollary 6.12. Let 0 6 r 6 n be integers and k > 2n. Then En,rk (ξΓξ−1, ψ) is spanned by
En,rk (ξΓξ−1, ψ,Q(Λk,ψ, G(ψ), ζ⋆)).
Proof. As En,rk (ξΓξ−1, ψ) = En,rk (Γ, ψ)||kξ−1 then this follows from Corollary 6.9 and Theorem
6.10 above.
The previously defined map Φ⋆ provides a useful isomorphism from which we can determine
the rationality of the of Φ⋆f , given that of f .
Theorem 6.13 ([Sh95a], p. 582; [Sh96], p. 347). Let k > 2n and fix r < n. Then
Φn−r⋆ : En,rk (Γ, ψ)→
∏
ξ∈Xr
Srk(ξΓξ−1 ∩Pn,r, ψ)
is a C-linear isomorphism.
Corollary 6.14. If f ∈ En,rk (Γ, ψ) with k > 2n, then f ∈ Mk(Γ,Q(Λk,ψ, G(ψ), ζ⋆)) if and only
if
Φn−r⋆ f ∈
∏
ξ∈Xr
Srk(ξΓξ−1 ∩Pn,r, ψ,Q(Λk,ψ , G(ψ), ζ⋆)).
Proof. Theorem 6.10 and the fact that Φn−r(Mnk (Γ, ψ, L)) ⊆Mrk(Γ, ψ, L) for any subfield L ⊆ C
gives necessity.
For sufficiency, let {gn1 , . . . , gnm} be a Q(Λk,ψ, G(ψ), ζ⋆)-rational basis for En,rk (Γ, ψ). By Corol-
lary 6.12 there also exists a Q(Λk,ψ, G(ψ), ζ⋆)-rational basis for each Srk(ξΓξ−1 ∩Pn,r, ψ), so let
{gr1, . . . , grm} be the product basis for
∏
ξ Srk(ξΓξ−1∩Pn,r, ψ) obtained out of this. Thus gr1 is 0 for
all of Xr except for one ξ whereby it is some element of Srk(ξΓξ−1 ∩Pn,r, ψ,Q(Λk,ψ, G(ψ), ζ⋆)).
Assume further that it is ordered so that Φn−r⋆ (g
n
i ) = g
r
i for all i. Writing f =
∑m
i=1 αig
n
i then
we claim that αi ∈ Q(Λk,ψ, G(ψ), ζ⋆). By assumption
Φn−r⋆ f =
m∑
i=1
αig
r
i ∈
∏
ξ∈Xr
Srk(ξΓξ−1 ∩Pn,r, ψ,Q(Λk,ψ, G(ψ), ζ⋆)).
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If m = 1 and assuming f 6= 0 then by Lemma 8.2 (2) and Lemma 8.11 (4) in [Sh95a] there exists
ξ ∈ Xr whereby Φn−r(f ||kξ−1) 6= 0 and thus Φn−r(gn1 ||kξ−1) 6= 0. Then as α1 = (gr1)−1Φn−r⋆ f we
immediately see that α1 ∈ Q(Λk,ψ, G(ψ), ζ⋆). The rest follows by induction on m.
All of the above results allow us to now prove a particular case of Garrett’s conjecture in
Theorem 6.17 below.
Lemma 6.15 (Shimura, [Sh95a], p.578). If f ∈ Srk(ξΓξ−1 ∩Pn,r, ψ), ξ ∈ Xr, and k > n + r + 1
then we have
Φn−r[En,rk (z; f, ψ, ξΓξ
−1)||kξν−1] =
{
f if ν = ξ
0 if ν ∈ Xr and ν 6= ξ.
Remark 6.16. The above lemma is given in [Sh95a] with trivial character and the proof then
follows directly from Lemma 8.5 of that paper. This lemma (8.5) clearly applies for non-trivial
character Klingen Eisenstein series, hence the above formulation.
For any f ∈ En,rk (Γ, ψ) and any 0 6 r 6 n define
F
n,r
k (z; f, ψ,Γ) :=
∑
ξ∈Xr
En,rk (z; Φ
n−r
ξ f, ψ, ξΓξ
−1)||kξ ∈ En,rk (Γ, ψ).
Theorem 6.17. Let 0 6 r 6 n and f ∈ En,rk (Γ, ψ,Q(Λk,ψ , G(ψ), ζ⋆)) with k > n + r + 1. Then
F
n,r
k (z; f, ψ,Γ) ∈ En,rk (Γ,Q(Λk,ψ, G(ψ), ζ⋆)).
Proof. For any ν ∈ Xr we have Φn−rη Fn,rk (z; f, ψ,Γ) = Φn−rν f by Lemma 6.15. By Theorem
6.10 Φn−rν f has coefficients in Q(Λk,ψ, G(ψ), ζ⋆) for each ν ∈ Xr. If 0 6 r 6 n − 1 then by
Corollary 6.14 Fn,rk (z; f, ψ,Γ) also has coefficients in Q(Λk,ψ, G(ψ), ζ⋆). If r = n then this is
given immediately by Theorem 6.10.
Let Enk :=
∏n−1
r=0 En,rk . The decomposition Mnk (Γ, ψ) = Snk (Γ, ψ)⊕ Enk (Γ, ψ) of Theorem 6.3 is
proven inductively and each step involves the use of the Eisenstein series Fn,rk . Observing this
proof along with Theorem 6.17 gives the following corollary.
Corollary 6.18. Assume that k > 2n. Then
Mnk(Γ, ψ,Q(Λk,ψ , G(ψ), ζ⋆)) = Snk (Γ, ψ,Q(Λk,ψ , G(ψ), ζ⋆))⊕ Enk (Γ, ψ,Q(Λk,ψ , G(ψ), ζ⋆)).
Proof. That follows easily from Theorem 6.17 above will be clear after outlining the proof, taken
from [Sh95a, pp. 581 – 582] of the decomposition of Theorem 6.3. Let f ∈ Mk(Γ, ψ) such that
λr(Γ ∩Pn,r)[k] = 1 for all r. Put f0 = Fn,0k (z; f, ψ,Γ). Then Φn⋆ (f − f0) = 0 by Lemma 6.15 so
that Φn−1ν (f − f0) is a cusp form for each ν. Then put f1 := Fn,1k (z; f − f0, ψ,Γ) and repeat the
above procedure to get f2 = F
n,2
k (z; f − f0 − f1, ψ,Γ) and so on. At the final step we obtain
0 = Φ0(f − f0 − f1 − · · · − fn) = f − f0 − · · · − fn and this gives Theorem 6.3. So we see that if
f has coefficients in Q(Λnk , G(ψ), ζ⋆) then, by Theorem 5.3, so do each of f0, f1, . . . , fn.
7. Special values
The results of the previous section allow more special values to be determined via the method
used earlier. This is done by relaxing growth conditions on holomorphic projection. We make use
of the notation z−k−|2s| := z−k|z|−2s.
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Definition 7.1. If F ∈ C∞k (Γ, ψ) then we say that F is of moderate growth if, for all z ∈ Hn
and sufficiently large Re(s)≫ 0, we have that the integral∫
Hn
f(w)|w¯ − z|−k−|2s|∆(w)k+sd×w
is absolutely convergent and admits an analytic continuation over s to the point s = 0.
Now forms of moderate growth are sent by the projection of Theorem 3.1 to Mk instead of
Sk.
Theorem 7.2. Let F ∈ C∞k (Γ, ψ) have Fourier coefficients a(τ, y) for τ ∈ bA, where k > 2n.
Assume that F is of moderate growth. Then with c(k, n), a(τ), and the projection map defined as
in Theorem 3.1, we have P (F ) ∈ Mk(Γ, ψ). Furthermore 〈F, g〉 = 〈P (F ), g〉 for any g ∈ Sk(Γ′, ψ)
and Γ′ 6 Γ such that [Γ : Γ′] <∞.
The proof of this is also given by the study of a certain Poincare´ series which is defined for
variables z, w ∈ Hn and s ∈ C as
P (z, w, s) := (∆(z)∆(w))s
∑
γ∈Γ
ψ−1c (|aγ |)jkγ (z)−1|j(γ, z)|−2s|γz + w|−k−|2s|.
This converges absolutely and uniformly on products V (d) × V (d) for Re(2s) > 2m − k + 1,
d > 0, and V (d) := {z ∈ Hn | y > dIn, tr(xTx) 6 d−1}, see [Pan91, p. 72]. This series has been
altered from the definition of the integral weight version found in [Pan91] only by the change in
the factor of automorphy jkγ (z)
−1. Once it is shown that this series exhibits the analogous three
properties to (4.9), (4.10), and (4.12) of [Pan91, p. 72], then the proof of Theorem 7.2 follows
precisely as is found there.
Proposition 7.3. For any γ ∈ Γ let γ′ := ( In 00 −In )γ−1( In 00 −In ). Then
jkγ (z)|γz + w|k = jkγ′(w)|γ′w + z|k.
Proof. It is easy to see that
∣∣j(γ, z)|γz + w|κ∣∣ = ∣∣j(γ′, w)|γ′w + z|κ∣∣ for any κ ∈ 12Z. We claim
that
hγ′(w)
|hγ′(w)|
=
hγ(z)
|hγ(z)| ∈ T.
These are constants independent of w and z respectively. Lemma 2.2 of [Sh93] tells us that
lim
z→0
hγ(z)
|hγ(z)| = g(d
−1
γ cγ)
lim
w→0
hγ′(w)
|hγ′(w)|
= g(a−1γ cγ)
where g(s) = γ(s)|γ(s)|−1 and γ(s) = ∏p ∫Znp ep (xsxT2 ) dpx for any symmetric matrix s. For a
symmetric matrix s ∈ Sp there exists u ∈ GLn(Zp) such that usuT is diagonal – see, for example,
Lemma A1.5 of [Sh00]. Therefore, in the calculation of g(y−1γ cγ) for y ∈ {a, d}, we may assume
that cγ = diag[c1, . . . , cn] and yγ = diag[y1, . . . , yn], and we obtain
γ(y−1γ cγ) =
∏
p||yγ|
n∏
i=1
p−
ordp(yi)
2 εpordp(yi)
(
ci
p
)ordp(yi)
= |yγ |−
1
2πyγ
( |cγ |
|yγ |
)
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where πyγ =
∏
p||yγ|
∏n
i=1 εpordp(yi) and from which g(y
−1
γ cγ) = πyγ
(
|cγ |
|yγ |
)
. If two numbers m and
n satisfy mn ≡ 1 (mod 4) then the primes occuring in their decomposition that are 3 (mod 4)
must occur with the same multiplicity. Since |aγdγ | ≡ 1 (mod 4) we obtain πdγ = πaγ . Now
suppose that −1 =
(
|cγ |
|aγ |
)(
|cγ |
|dγ |
)
, then
−1 =
( |aγdγ |
|cγ |
)
=
(
1
|cγ |
)
which is a contradiction. So
(
|cγ |
|dγ |
)
=
(
|cγ |
|aγ |
)
and we see that g(d−1γ cγ) = g(a
−1
γ cγ). This gives
the claim, and so
hγ(z)
|hγ(z)|
∣∣j(γ, z)|γz + w| 12 | = hγ′(w)|hγ′(w)| ∣∣j(γ′, w)|γ′w + z| 12 ∣∣
which gives the proposition.
The above proposition proves the first two of the following three properties
P (z, w, s) = P (w, z, s) (7.1)
P (γ1z, γ2w, s) = ψc(|aγ1aγ2 |)jkγ1(z)jkγ2(w)P (z, w, s) (7.2)
〈F (w), P (−z¯, w, s)〉 = µF (z) (7.3)
for any F ∈ C∞k (Γ, ψ) such that the integral of 7.3 converges, and for some constant µ given in
[Pan91, p. 73]. By definition the left-hand side of 7.3 is
(−1)ns∆(w)s
∫
Γ\Hn
∑
γ∈Γ
ψc(|aγ |)F (z)jkγ (z)−1|j(γ, z)|−2s|γz¯ − w|−k−|2s|∆(z)k+sd×z.
Now use that ψc(|aγ |)F (z) = jkγ (z)−1F (γ · z) and ∆(z) = j(γ, z)j(γ, z¯)∆(γz) to get
(−1)ns∆(w)s
∫
Γ\Hn
∑
γ∈Γ
F (γw)|γw¯ − z|−k−|2s|∆(γz)k+sd×z
= (−1)ns∆(w)s
∫
Hn
F (w)|w¯ − z|−k−|2s|∆(z)k+sd×z
which is exactly of the form found in (4.14) of [Pan91, p. 73]. So the rest of that proof using
Cayley transforms applies, and we get property 7.3. Note that the above integral is convergent
and has analytic continuation to s = 0 precisely when F is of moderate growth.
To finish the proof of the projection in this case, set K(z, w, s) := µ−1P (−z¯, w, s) and then
define P (F )(z) := 〈F (w),K(z, w, s)〉|s=0 . The reader is referred to [Pan91, pp. 74–75] for the
details here.
Proposition 7.4. Let k be a half-integral weight, ℓ ∈ 12Z, and a > ℓ−k+n+12 . If g ∈ Mℓ(Γ, ψ)
then F ∗(z) := g(z)Hk−ℓ(z, a) is of moderate growth provided
ℓ− n− nk − 2 < a < nk − k + 2 + n.
Proof. Set s = 0 in the integral characterising moderate growth in Definition 7.1. Fixing z ∈ Hn,
then let w = x + iy with λj being the eigenvalues of y. Notice that |w¯ − z| is a polynomial in
xij, yij of degree n > 0 which is |iy + z| as x→ 0. Hence ‖w¯ − z‖−k decays as |x| → ±∞ and is
finite as x→ 0. Then, by Corollary 3.4, we may write for some constant ν∫
Hn
|F ∗(w)|‖w¯ − z‖−k|y|k−n−1dydx 6 ν
∫
Y
υ(y)|P (y)|−kdy
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where P (y) is a polynomial in yij of degree n, and
υ(y) :=
n∏
j=1
(1− λ−ℓj )(λaj + λ−a−k+ℓj )λk−1−nj .
Let Λ˜ := {diag[λ1, . . . , λn] | 0 < λ1 6 · · · 6 λn}. As is done in the proof of Corollary 2 of [St81]
we may make the (unique up to multiplication by diag(±1, . . . ,±1)) substitution y = UΛUT
where U ∈ On(R) and Λ ∈ Λ˜. The integral over On(R) is evidently finite, so it is enough to show
that ∫
Λ˜
τ(y)|P (Λ)|−k|J(λ1, . . . , λn)|dλ1 · · · dλn <∞
where J is the determinant of the jacobian matrix which is independent of U . To do this we
check the limits λj → 0 and λj →∞. Firstly, as λj → 0, then |P (Λ)|−k → ‖z‖−k is just finite so
we require the exponent of each λj to be greater than −1 (and a > ℓ−k+n+12 in order for H to
be defined). This just gives us the original bounds found in Corollary 3.5 for bounded growth.
For the limit λj → ∞ we have that |P (Λ)|−k decays to order nk, so as long as the exponent of
λj in τ(y) is 6 nk we obtain convergence. That is
a+ k − 1− n 6 nk, (7.4)
−a− k + ℓ+ k − 1− n 6 nk, (7.5)
giving
ℓ− n− nk − 2 < a < nk − k + 2 + n.
If g ∈ Mℓ(Γ, ψ′) for an ℓ ∈ 12Z then define
Ω+(g) : = {m ∈ 12Z | n−2m+2k−2ℓ4 ∈ Z, n < m 6 k − ℓ+ n2 },
Ω−(g) : = {m ∈ 12Z | 2m−3n+2k−2ℓ−24 ∈ Z, 3n2 + 1− k + ℓ 6 m 6 n},
and put Ω(g) := Ω−(g) ∪ Ω+(g).
Proposition 7.5. Exclude case (X). Let ℓ ∈ 12Z and g ∈ Mℓ(Γ, ψ′). Assume that k > 2n. In
case (R1) set m0 :=
k+ℓ−3
2 and in case (R2) set m0 :=
2k+2ℓ+n−1
4 − n+12 . For all other cases
m0 :=
{
2k+2ℓ+2m−n
4 − n+12 if m > n
2k+2ℓ+3n−2m+2
4 − n+12 if m 6 n.
For every m ∈ Ω(g) there exists KS(m, g) ∈ Sk(Γ, ψ), whose Fourier coefficients belong to
Qab(g,Λk,ψ , G(ψ), ζ⋆), such that
(4π)nm0
πβ(m)ωℓ(m, ψ¯ψ′)
Γn(m0)
−1
〈
f, gEψ¯ψ′
(·, 2m−n4 )〉 = πnk− 3n2+2n+δ4 〈f,KS(m, g)〉
for all f ∈ Sk(Γ, ψ). Moreover KS(m, g)σ = KS(m, gσ) for all σ ∈ Aut(C/Q(Λk,ψ, G(ψ), ζ⋆).
Proof. Much of this remains the same as the proof of Proposition 4.2. To apply holomorphic
projection we ensure moderate growth of g(z)Hk−ℓ(z,−r) where r = k−ℓ2 − 2m−n4 + 1 in cases
(R1) and (R2) and r = k−ℓ2 − |2m−n4 − n+14 | − n+14 otherwise. By definition of Ω(g) it is easy to
check that −r satisfies the bounds in Proposition 7.4, hence we have moderate growth. Moreover
2m−n
4 ∈ Ω0 – allowing the application of Theorem 4.1 – and k− r > n – allowing the application
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of Lemma 4.3. The changes in the definition of m0 is a result of the change to the order r of the
non-holomorphic Eisenstein series.
Therefore in applying holomorphic projection, and replicating the proof of Proposition 4.2,
we obtain a holomorphic modular form K(m, g) ∈ Mk(Γ, ψ) with coefficients in Qab(g). By
Corollary 6.18 this splits up as K(m, g) = KS(m, g) +KE(m, g) where KX (m, g) ∈ Xk(Γ, ψ), for
X ∈ {S, E}, has coefficients in Qab(g,Λk,ψ, G(ψ), ζ⋆). Since 〈f,KE (m, g)〉 = 0 we are done.
Now set ℓ = n2 +µ and assume k > 2n in all cases. If m ∈ Ω+(θ) and we are not in cases (R1)
or (R2) then we obtain the same integral expression 4.3 for Lψ(m, f, η). On the other hand, if
(R1), (R2), or m ∈ Ω−(θ) then this will be slightly different since here the value m0 required to
apply Proposition 7.5 above is no longer occuring naturally from the original expression in 4.2.
If m ∈ Ω−(θ) then
m0 =
k+n+µ−m
2 =
(
m−n−1+k+µ
2
)
+ n−m+ 12
from which
(4π)n(
m−n−1+k+µ
2 ) = (4π)nm0(4π)
n
2
(2m−2n−1),
Γn
(
m−n−1+k+µ
2
)
Γn(m0)
−1 ∈ Q.
Therefore
Lψ(m, f, η) ∈2−
δ
2π
n
2
(2m−2n−1)µf (τ, 1)
−1|2τ |n2 ǫy(m,χ)
∏
p∈b
gp
(
(ψcη)(p)p−m
)
× (4π)nm0Γn(m0)−1
〈
f, θE(·, 2m−n4 )
〉
Q
and, as before, multiplying both sides by π−β(m)ωδ(m, χ¯)
−1 and applying Proposition 7.5 gives
2
δ
2 |2τ |n2 µf (τ, 1)Lψ(m, f, η)
πβ(m)+n(k+m)−
7n2+4n+δ
4 ωδ(m, χ¯)
∈ ǫy(m,χ)
∏
p∈b
gp
(
(ψcη)(p)p−m
) 〈f,KS(m, θ)〉Q. (7.6)
If we are in cases (R1) or (R2) then (4π)n(
m−n−1+k+µ
2
) = (4π)nm0+
n
2 and rationality of the
Γ-factors is, again, preserved. Hence
2
δ
2 |2τ |n2 µf (τ, 1)Lψ(m, f, η)
πβ(m)+n(k+m)−
3n2+4n+δ
4 ωδ(m, χ¯)
∈ ǫy(m,χ)
∏
p∈b
gp
(
(ψcη)(p)p−m
) 〈f,KS(m, θ)〉Q. (7.7)
We can also make some improvements on the bounds for k in Theorem 5.1. Let
c(m) = β(m) + nk − 3n2+4n+δ4
in cases (R1) and (R2). Otherwise let
c(m) =
{
β(m) + nk − 3n2+2n+δ4 if m > n
β(m) + n(k +m)− 7n2−4n+δ4 if m 6 n.
Theorem 7.6. Let 1 6 n ∈ Z and assume that k > 5n2 + 1. If f ∈ Sk(Γ[b−1, bc], ψ,Λ) is a Hecke
eigenform for ideals (b−1, bc) ⊆ 2Z × 2Z, a Hecke character ψ, and a system of eigenvalues Λ,
then there exists a non-zero constant µ(Λ, k, ψ) – dependent only on Λ, k, ψ – such that( 〈f, g〉
µ(Λ, k, ψ)
)σ
=
〈fσ, gρσρ〉
µ(Λσ , k, ψσ)
for any g ∈ Sk(Γ[(b′)−1, b′c′], ψ), ideals ((b′)−1, b′c′) ⊆ b−1 × bc, and σ ∈ Aut(C/Q).
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Proof. Since we have a larger set Ωn,k of special values, we can change the special value of the
L-function that defined our original constant µ′(Λ, k, ψ). With ϕ as in the proof of Theorem 5.1
we let
µ(Λ, k, ψ) := 2
δ
2π−c(k−n)i−
n2
2 ωδ(k − n,ϕψ)−1Lψ(k − n, f, ϕ).
In order to guarantee non-vanishing of the L-function we need k − n to be strictly greater than
3n
2 + 1 whence our bound on k. With m as in the proof of Theorem 5.1 we have
Ω+(θϕm) = {m ∈ 12Z | k−m−δ2 , n < m 6 k − δ}.
Then since k−n ∈ Ω(θϕm) the rest of this proof follows exactly as that of Theorem 5.1, but using
the integral expressions 7.6 (resp. 7.7) above whenm 6 n (resp. cases (R1) or (R2)) instead.
Remark 7.7. Unlike Theorem 5.1, the above is also true for n = 1 due to the non-strict upper
bound of Ω(θϕm). Notice that the occurrence of case (X) is not possible in this proof – and
likewise in the next theorem – since Ω+(θϕm) consists of strict half-integers.
Theorem 7.8. Assume that k > 5n2 + 1 and let f ∈ Sk(Γ, ψ,Λ), η be a Hecke character, and
choose µ ∈ {0, 1} such that (ψη)∞(x) = sgn(x)[k]+µ. Define the set
Ω+n,k : = {m ∈ 12Z | m−k−µ2 ∈ Z, n < m 6 k − µ},
Ω−n,k : = {m ∈ 12Z | m+k−µ−12 ∈ Z, 2n + 1− k + µ 6 m 6 n},
Ωn,k : = Ω
−
n,k ∪ Ω+n,k.
Now if τ ∈ S+ is such that µf (τ, 1) 6= 0 and m ∈ Ωn,k then define
Zψ(m, f, η) := |τ |
δ
2π−c(m)µ(Λ, k, ψ)−1ωδ(m, χ¯)
−1Lψ(m, f, η).
We have Zψ(m, f, η)
σ = Zψσ(m, f
σ, ησ) for any σ ∈ Aut(C/Q(Λk,ψ, G(ψ), ζ⋆)) and hence
Zψ(m, f, η) ∈ Q(f, η,Λk,ψ, G(ψ), ζ⋆).
Proof. Note that Ω±(θ) = Ω±n,k. If m ∈ Ω+n,k and we are not in cases (R1, R2) then combine the
integral expression of 4.3 with Proposition 7.5 whereas, if m ∈ Ω−n,k (resp. (R1, R2)), then use
the integral expression of 7.6 (resp. 7.7) directly. This gives
Zψ(m, f, η) ∈ µf (τ, 1)−1ǫy(m,χ)
∏
p∈b
gp
(
(ψcη)(p)p−m
) 〈f,KS(m, θ)〉
µ(Λ, k, ψ)
Q
which is evidently σ-equivariant over Aut(C/Q(Λk,ψ, G(ψ), ζ⋆)) by Theorem 7.6.
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