This paper proposes a novel improved LLE-based (local linear embedding) approach (TLLE) for solving the fault diagnosis problem of the nonlinear system. Firstly, tangent space distance is introduced to LLE approach, which can satisfy the local linearity of LLE and better preserve the local manifold features of the original data simultaneously. Then, to solve the problem of inner dimension in LLE approach is hard to estimate, the method of intrinsic dimension estimation based on fractal dimension is employed in the approach by means of linear fitting. Furthermore, a fault diagnosis scheme is presented based on the TLLE approach. We combine fault state with special distribution to complete the fault diagnosis, which can simplify the computation obviously and improve the real-time capability of the approach. Finally, numerical simulations of the TE process data are performed to illustrate the effectiveness of the proposed fault diagnosis scheme.
Introduction
In present-day society, the increasingly high intelligence of industrial systems based on sensors increases the probability of system failure. In order to improve reliability of systems, fault diagnosis of system has attracted increasing attention.
Faults are highly common in the field of practical engineering; they refer to a situation wherein at least one component or parameter of the system deviates from the normal value and causes performance degradation of the system, as a result of which the specified task cannot be completed. The purpose of fault diagnosis is to detect the occurrence of faults of interest and further identify their location so that a failure of the overall system can be prevented. According to Professor P. M. Frank, an authority in the field of fault diagnosis, fault diagnosis methods can be divided into three categories: analytical-based, signal-based, and knowledge-B Sheng Gao gaosheng@sia.cn Wei Zhang zhangwei@sia.cn Xu He hexu@sia.cn 1 Shenyang Institute of Automation, Chinese Academy of Sciences, Shenyang 110016, China based methods. In this paper, the signal-based method is used to study the problem of fault diagnosis. Several books [1] and some survey papers [2] also serve as excellent resources for understanding these approaches.
The salient features of industrial system data are: high data quantity, high dimension, high growth rate of data and nonstructuration. Currently, one of the most important method of feature extraction system is principle component analysis (PCA), which was incidental to Pearson's research of regression analysis in 1901 [3] , with it mathematical foundation laid by Hotelling in 1933. In addition, PCA is an important research subject both in pattern recognition and in machine learning along with their development [4] . However, it is only directed to linear systems. If the PCA is applied to a nonlinear system, the small pivot component doesn't mean low importance, instead, it may contain important system information, which will cause increased error of the principle component model. In 1998, Schölkopf put forward a new kind of nonlinear PCA approach (kernel principal component analysis, KPCA) [5] . The essential characteristic of KPCA is to use inner product and kernel function to implement linearity, and obtain principle component efficiently in the nonlinear high dimensional eigenspace [6, 7] . The drawback of the method is that it cannot reveal the intrinsic topological of the data and it is very hard to find a suitable kernel function. These too important factors have limited its application.
In 2000, Roweis and Lawrance presented local linear embedding (LLE) method [8] . Compared with traditional methods, LLE has stronger ability of dealing with high dimensional data. The LLE, with low complexity of time and space, can get the global dimension reduction data, and is specialize in structure and correlation analysis of data. LLE has been applied successfully in computer vision [9] , image processing [10, 11] , and etc [12] [13] [14] .
However, due to its own reason and the requirements on its application in the field of fault diagnosis, LLE approach also has some defects. Firstly, the approach assumes that each data point and its neighbors are in locally linear distribution, and therefore the selection of neighbors of the point is very important. Improper neighbor selection will change the inherent manifold, and affect data reconstruction. Secondly, intrinsic dimension estimation is an important factor that affects dimension reduction. By far, there is no effective method to estimate the intrinsic dimension. Finally, although LLE can build a nonlinear model for the mapping from high dimension sample space to low dimension characteristic space in training, it cannot generate a transformation matrix like PCA because these projections involve characteristic decomposition of the distance matrix or weight matrix. Therefore, when processing real time data, it need to recompute the distance matrix and weight matric for the new data and training set, which demands a large amount of calculation.
Zhixiong Li proposed an adaptive locally linear embedding method which combines the adaptive nearest neighbor selection approach and supervised locally linear embedding (LLE) to provide an adaptive supervised learning approach [15] . The supervised LLE (SLLE) approach was proposed by Ridder et al. [16] as the expansion of manifold learning, which improved the performance of classification by classifying information. Saul and Roweis [17] proposed a variable model based on prior knowledge of probability distribution to process new data. However, local optimum was not satisfying in the variable optimization.
Aiming at the above problems, an improved LLE method based on the tangent space distance (TLLE) is proposed in this paper. In order to decrease the computation load and improve efficiency of fault diagnosis. The tangent space distance is introduced to LLE approach and the intrinsic dimension of data is estimated by calculation of relevant dimension, which can calculate the dimensions of mapping space easily. Furthermore, a novel fault diagnosis scheme based on the TLLE approach is presented.
In summary, the main contributions of the present study are as follows: (1) an improved LLE approach based on the tangent space distance is proposed; (2) a fault diagnosis scheme is presented based on the TLLE approach, which can decrease calculated quantity and enhance real-time performance of fault diagnosis. The detailed numerical simulations are performed in this paper. The rest of this paper is organized as follows. Section 2 describes an improved LLE approach based on tangent space distance (TLLE), including the introduction of the LLE approach and detailed analysis of the TLLE approach. Section 3 presents a fault diagnosis scheme based on the TLLE approach, which is designed on the basis of the signal-based method. Section 4 presents numerical simulations performed to illustrate the effectiveness of the proposed MFD scheme. Finally, Sect. 5 summarizes the study and its findings.
An improved LLE approach based on tangent space distance
In this section, an improved LLE approach based on tangent space distance is proposed to solve the problem of fault diagnosis. First, introduction of the LLE approach is given. The basic principle and implementation process of the approach are introduced roughly. Then, we propose a novel TLLE approach based on the LLE approach. We give the principle and computation process of tangent space distance in detail, then we employ the residual variance to evaluate the performance of the approach. At the same time, we use the S-curve to verify the effectiveness of the approach.
Introduction of the LLE approach
Linear dimension reduction methods simulate the original data by finding the linear variables in high dimension data. This method is effective for linear structure system which show many good properties such as simple calculation and easy acquisition of analytical solutions. By far, the most frequently-used methods are PCA and multidimensional scaling (MDS) etc. These approaches are easy to be implemented and comprehended, but their application is restricted by the inherent defects of linearity. In 2000, Roweis and Lawrance proposed a manifold learning approach called local linear embedding (LLE) [8] . The basic concept of LLE is to build a reconstruction weight vector between a sample and its neighbors, and to keep the weight of each neighbor field unchanged in low dimension space, which means to minimize reconstruction error with the assumption that the embedded mapping is linear locally. LLE approach is also a new feature extraction method in a sense. It does not choose components from original higher dimensional characteristic vector to form a new characteristic vector, instead it is a mapping of high dimension characteristic vector to a low dimension space. Through the mapping, a new low dimension characteristic vector, which not only remains the topological structure and local relevance of original data but also has qualified low dimensions, can be obtained.
Let X = (x 1 , x 2 , . . . , x n ) be a set of N points in a highdimensional data space R D . The data points are assumed to lie on or near a nonlinear manifold of intrinsic dimensionality d < D. The goal of LLE is to find a low-dimensional embedding way for X by mapping the D-dimensional data into a single global coordinate system in R d . Let us denote the corresponding set of N points in the embedded space R d with Y = (y 1 , y 2 , . . . , y n ). The LLE approach can be summarized as follows:
(a) For each data point x i ∈ X , find the k-nearest neighbors of x i ; (b) Compute the reconstruction weights of the neighbors that minimize the error of reconstructing x i ; (c) Compute the low-dimensional embedding Y for X that best preserves the local geometry represented by the reconstruction weights.
Step (a) is typically done using the Euclidean distance to define neighborhood. Based on the k-nearest neighbors identified, step (b) seeks to find the best reconstruction weights. Optimality is achieved by minimizing the local reconstruction error for x i
It is the squared distance between x i and its reconstruction, subjected to the constraints k j=1 w i j = 1 and w i j = 0 if x j is not a neighbor of x i . Minimizing ε i subjected to the constraints is a constrained least squares problem. After repeating steps (a) and (b) for all N data points in X , their construction weights are obtained from a weight matrix
Step(c) of the LLE approach is to compute the best low-dimensional embedding Y based on the weight matrix W .
This corresponds to minimizing the following cost function:
Subject to the constraints N i=1 y i = 0, where 0 is a column vector of zeros and I is an identity matrix. Based on W , we can define a sparse, symmetric, and positive semidefinite matrix M as follows:
Note that Eq. (2) can be expressed in the quadratic form,
By the Rayleigh-Ritz theorem [18] , minimizing Eq. (2) with respect to the y i in Y can be done by finding the eigenvectors with the smallest (non-zero) eigenvalues.
The improved LLE approach based on tangent space distance (TLLE)
It can be seen from the definition of LLE that the point and its neighbors must satisfy the locally linear relationship. Usually, neighbors are calculated based on Euclidean distance and then the correlation among data is directly computed. However, short Euclidean distance does not necessarily mean that the neighbor point is on the proximate linear camber of data, as shown in Fig. 1 . Where X 0 is the sample point on a curved face; X 1 and X 2 are its neighbors; TV 1 and TV 2 are tangent vectors of X 0 , forming the tangent plane of X 0 . d 1 , d 2 are Euclidean distance from neighbors to X 0 , and D 1 , D 2 are distance from neighbors to tangent space of X 0 . According to the definition of LLE we know that shorter D means better locally linear quality of sample point and its neighbors. From Fig. 1 it can be seen that although X 1 is the nearest neighbor of point X 0 in Euclidean distance, in fact X 2 is more suitable to be the nearest neighbor in sense of local linearity.
So the tangent space is introduced into the approach. Firstly, determine the tangent space of each point, and then the distance between neighbors and the tangent spaces is computed. So the requirements on local linearity can be better satisfied.
Tangent space distance
To compute the tangent space, there must be a differential of explicit function. But in reality, there is always no explicit Fig. 1 Euclidean distance and tangent space distance of sample point to its neighbors expression for original data, but a serial of discrete point in manifold. So how to compute the tangent space is a key problem. Here, a step of Local Tangent Space Alignment approach can be used to solve the problem. For each point of high dimension space, its approximate tangent space (or a set of orthogonal bases) can be get by local PCA.
To get the tangent space of manifold at x i is to get the differential of function f (τ ) at τ i . Suppose f is smooth, then the first-order Taylor expansion at τ can be described as follows,
cannot be computed directly. It has been known that it is a d dimensional space, so Eq. (4) can be achieved if there is a set of orthogonal basis of J f (τ ).
where
. . , θ k ) ∈ R d×k , so Q i can be seen as d approximate orthogonal basis of tangent space of manifold at x i . The question could be resolved by the singular value decomposition (SVD) of X i (I − 1/k(ee T )). Q i is the d eigenvectors corresponding to d maximum eigenvalues of X i (I − 1/k(ee T )).
The tangent space mentioned above was not an analytical expression but a set of orthogonal basis, and it cannot be used to compute the distance. So we need to derive the tangent distance through these orthogonal bases.
Firstly, three dimension is considered. It is well known that the distance between point M and two-dimensional plane XOY is √ z 2 , and the distance between M and coordinate axis X is y 2 + z 2 . As it extends to high dimension, if for a given m dimension space, there is a set of orthogonal basis (l 1 , l 2 , . . . l d , . . . l m ) and a point with coordinate (L 1 , L 2 , . . . , L d , . . . L m ), then the distance between the point and the space expanded by (l 1 , l 2 , . . . , l d ) is L 2 d+1 + · · · + L 2 m , the mean square root of coordinate of the remained orthogonal basis.
Suppose that the data is m-dimension, and do singular value decomposition (SVD) to X i (I − 1/k(ee T )) as mentioned above, we can get the eigenvectors E = (e 1 , e 2 , . . . , e m ), and E can be regarded as a set of orthogonal basis of the space. Suppose there is a set of orthogonal basis Q = (e 1 , e 2 , . . . , e d ), and the coordinate of a neighbor in the space expanded by Q is (x 1 , x 2 , . . . , x d ), so the distance between the point and the tangent space is
, the mean root square of the coordinate of (m − d) dimension orthogonal basis. Then we can get all the tangent space distance between each data and sample data, and determine neighbors in tangent space distance.
Residual variance
To evaluate the performance of dimension reduction approach, we use residual variance according to input/output mapping quality, namely the result of original date description in embedded space [19] . It is defined as 1−ρ 2 D x D y , where ρ is the standard linear correlation coefficient, and D x , D y the matrices of Euclidean distances (between pairs of points) in the high-dimensional and corresponding low-dimensional spaces, respectively, are input values. According to the definition, it can be seen that the lower the residual variance is, the better high-dimensional data is represented in the embedded space.
S-curve of the TLLE
S-curve dataset is evenly sampled from noiseless three dimensional S-curve manifold [20] . In this work it is utilized to test the effectiveness of neighbor selection approach based on tangent space distance and compared with Euclidean distance.
There were 30 neighbors in the simulation, and the nearest 30 neighbors of the first point is shown as Fig. 2 , where the yellow points are neighbors in tangent space distance and green stars are neighbors in Euclidean distance. The red To test the performance of the approach, residual variances were computed under 1-50 neighbors, and the result was shown in Fig. 3 .
It can be seen from the Fig. 3 that when there are few neighbors, the local structure could not be expressed well, so the residual variances are too big. With the number of neighbors increases, both performances of two methods has improved, but with as neighbor number increases continuously, the method based on Euclidean distance cannot guarantee the local linear characteristic, so the result is poor than that of tangent space distance method obviously.
Fault diagnosis scheme based on the TLLE
In this section, a novel fault diagnosis scheme based on the TLLE approach is presented. First, the intrinsic dimension estimation method is used to improve the precision of the dimension estimation. Then, in order to improve efficiency of fault diagnosis, we employ the data expansion method to reduce calculation load. Finally, we design a novel fault diagnosis scheme to complete fault diagnosis of the system.
Intrinsic dimension (ID) estimation
According to LLE approach, the projection data is the bottom d nonzero eigenvectors of sparse matrix and d is the dimension of the feature space. In all the studies conducted by other authors, d is mostly selected based on experience or through repeated experiments, which restricts the autonomy and adaptively of the approach to certain extent.
Considerable efforts have been invested by other authors into the improvement of the autonomy and adaptively of the approach. For example, Kegl computed the correlation dimension using Grassberger and Procaccia (G-P) approach [21] , which is efficient but still suffers from several drawbacks. Therefore, in this paper certain improvements are made to the G-P approach using linear fit, which can not only realize automatic implementation of the approach, but also improves the precision of the dimension estimation.
According to the classical concept of topological dimension, the ID of X is the topological dimension of the support of the distribution of X [16] . However, when data set is finite, it is difficult to apply the original definition to the ID estimate. The most popular definition, among many proposed, is called correlation dimension, which states that given a data set X with dimension Dand a distance r , the number of samples coupled with the distance less than r is in direct ratio to r D . At present, the most frequently used approach for estimating the correlation dimension is G-P approach [22] , which is proposed by Grassberger and Procaccia in 1983 based on embedding theory and phase space theory.
Given a finite data set Φ = {x 1 , . . . , x n } in metric space X , correlation dimension can be defined as,
where C n (r ) = The approach for computing ID can be summarized in the following steps: (a) select a series of r with different scales, (b) compute the corresponding correlation integrals, (c) identify the linear part of the curve and then measure the slope of the identified linear region, and (d) compute the correlation dimension of Φ. Among these steps, the selection of the linear part is the most crucial.
To do so, three times of linear fitting are applied to the data series (logC(r i ), log(r i ))( i = 1, . . ., m) , we can get y = a 1 x 3 + a 2 x 2 + a 3 x + a 4 (x ∈ log(r i )). From Taylor Expansion, to find its linear part, the high order part of the curve must approach to zero, that is, f (x) = a 1 x 3 + a 2 x 2 ≈ 0. Hence, the linear approximation can be achieved. In other words, the linear part of the curve can be identified and then the correlation dimension can be obtained by computing the slope of linear part of the curve.
Data expansion
Although LLE can build a nonlinear mapping model from a high-dimensional sample space to a low-dimensional feature space, it cannot construct a transformation matrix like PCA. Hence, if new samples are acquired, it requires recomputation of all the weights of the data set.
To improve the real-time performance of approach, the study uses kernel function method to extend data based on the research of Bengio [23] . Combined with an anomaly diagnosis method, the approach can complete fault diagnosis at the same time of data iteration, which can greatly reduce calculation load. suppose is a symmetric function in X Assign a finite input space X = {x 1 , x 2 , . . . x n }; suppose k(x, z) is a symmetric function in X ; let K = (k(x i , x j )) n i, j=1 ; then the embedded data of the out of sample data can be written as
Fault diagnosis scheme
After the new data have been projected to the feature space, they need to be analyzed to estimate whether there is a fault. Given a set of data, if these data obey a same distribution, that can be seen as a hypersphere, and its center can be seen as data centroid. If the radius of the hypersphere is known, it can be judged whether new data point has the same distribution and whether there is a fault [24] . For a given system, when it runs normally, its output data is deemed to have the same distribution, so it can be seen as a hypersphere, and its radius is the distance between the centroid and the farthest point. But if there is an outlier in training data, its radius will be much bigger than required, and it will also increase missing report rate in fault diagnosis. So we should find a minimum hypersphere and ensure that it include all training data except for some extreme outliers. Given a training data set S = {x 1 , x 2 , . . . , x l }, the mapping to the feature space is φ and the correlative kernel function is k(x, z) = φ(x), φ(z) . The center of the minimal hypersphere include S is the point c which the distance between it and the farthest point is the shortest, that is c = arg min
Given a set of data S = {x 1 , x 2 , . . . , x l } which solves the optimization problem,
The optimization problem can be solved by defining that each constraint condition has a lagrange multiplier α i ≥ 0 and the corresponding lagrange function,
Take partial derivatives of c an r and make them to be zero,
Substituted into lagrange function,
Lagrange function is expressed by lagrange multipliers, so the original problem transforms to the optimal solution of α i
where,
Get the optimal solution α * , so the smallest hypersphere containing training data can be obtained and its centroid is
After the centroid and the radius of the smallest hypersphere have been obtained, the relationship between new data and training data in feature space can be calculated. The system is normal if the new data lies in the smallest hypersphere, otherwise, the system has a fault.
In real application, the system fault can be detected by computing the distance between new data and the hypersphere according to kernel function without mapping the new data to feature space, thus the real-time performance of the approach can be improved.
Given the original data set X = {x 1 , . . . , x n }, there is a kernel function k(x, z) and a mapping φ, which satisfies k(x, z) = ϕ(x), ϕ(z) . Define φ(X ) = {φ(x 1 ), . . . , φ(x n )} as the image of X under mapping φ. As mentioned above, φ(X ) composes a hypersphere, and its centroid is c * and radius r * . Suppose there is a new datax whose image in feature space is φ(x), then the discriminant rule is,
It can be seen from Eq. (16) that there is no need to compute the mapping data φ(x) of new data in feature space, instead, it only needs to compute the inner product of new data and training data in kernel matrix. Hence, computation load has been reduced to a great deal. The fault diagnosis approach can be expressed as follows:
Input:
Xtrain-training data;
Xtest-test data; k-number of neighbors; l-intrinsic dimension.
Output:
Ytrain-output of training data in feature space; r i -distance between test data x i and centroid.
Steps:
1. Projecting Xtrain to feature space (1) Compute intrinsic dimension;
(2) Find k neighbors for each data x i of Xtrain;
(3) Compute the weight w i j and get the weight matrix W ; (4) Compute the image Ytrain of training data in feature space; (5) Compute the centroid c * and radius r * of minimum hypersphere.
Projecting Xtest to feature space
(1) Find k neighbors in Xtrain for each data x i of Xtest;
(2) Compute the weight w i j and get the kernel function K (x i , x j ); (3) Compute the distance between the image of test data in feature space and centroid of minimum hypersphere.
3. Determine whether there is a fault in new data.
Numerical simulations
Tennessee Eastman (TE) process is a standard diagnosis process proposed by Downs and Voge [25] , and as the data The plant consists of five major unit operations: a reactor, a product condenser, a vapor-liquid separator, a recycle compressor and a product stripper. The process has 12 manipulated variables, 22 continuous process measurements, and 19 compositions sampled less frequently.
There are 21 kinds of programmed known faults as summarized in Table 1 . A sampling interval of 3 min was used to collect the simulated data for the training and testing sets. Both the training and testing data sets for each fault are composed of 960 samples. All faults in the test data set were induced from sample 160. The detailed fault information is well presented in Table 1 [26] .
To ensure generality, the fourth (step), the tenth (Random variation) and the sixteenth (Unknown) fault were chosen to test the approach. The results were compared to LLE approach, as shown in Figs. 4, 5 , and 6.
The false positive (FP) and false negative (FN) based on LLE and TLLE is shown as Table 2 . It can be seen from the table that The FP index is higher in TLLE method than in the LLE method, but level is lower than the decrease of FN index. In Fault 4, Fault 10 and Fault 16, the FN is decreased from 99.25 to 0, 60.25 to 7.75, and 81.75 to 7.62% respectively. The increase of FP is in a lower level, i.e., 1.25 to 8.75, 1.25 to 7.75 and 0 to 5.63%. Compare to the advantage, price is in a lower level. The average value of FN index is 4.498% via using TLLE, which is much lower than 77.53% via using LLE. It can be conclude from above analysis that the TLLE approach is much more effective than LLE in fault diagnosis. 
Conclusion
In this paper, an improved LLE approach (TLLE) based on LLE is proposed by introducing the tangent space distance. It better satisfies the requirement of local linearity keep the local manifold characteristics of original data compared to classical method. Aiming at LLE's difficulty in estimating intrinsic dimensions, TLLE introduced correlation dimension of fractal can improve the accuracy and robustness of ID estimation after determining the linear area in G-P approach through linear fitting. At the same time, by combining the kernel function and fault diagnosis method, the approach has reduces computation load and improved its industrial application value. TLLE method is more sensitive to the fault, and the advantage is that the false negative rate is much lower than LLE method. But the price is that the false positive rate is little higher than the LLE method. Experiment result has proofed the effectiveness of TLLE approach, which is a new method of sensor fault diagnosis.
