Language (BSL) 
I. Introduction
A sign language means using gestures instead of sound or spoken words to convey meaning combining hand-shapes, orientation and movement of the hands, arms or body, facial expressions and lip-patterns. This sing language is normally considered as the first language and main means of communication for deaf individuals. The signers, however, still face some difficult problems to communicate with the people who are not well acquainted with the sings. The communication complexity severely influences on the life and interpersonal relationships in the deaf community. Deaf individuals communicate with speaking people usually via interpreters or text writing. Although interpreters can help the communication between deaf and hearing persons, they are often expensive and have negative effect on independency and privacy.
There is no universal sign language. Different countries use different sign languages. To help finding a communication aid for deaf people, many researchers have been working on recognition of various sign languages, e.g. Australian, Japanese, Chinese, German, and American sign languages, etc. Research in sign language recognition started to appear in literature at the beginning of 1990s. Stephan Liwicki and Mark Everingham [1] develop a method in which recognition based on hand shape alone is used where motion cues is not required. It also includes scalability to large lexicon recognition with no re-training. But there exists similar discrimination problem like previous work. The letter "V" and "I" has very similar representation. Moreover, the dataset contains only a single inexperienced signer and that the imaging conditions are only moderately challenging. Takahashi and Kishino [2] used a range classifier to recognize 46 Japanese Kana manual alphabet with a VPL Data Glove™. The hand gestures were simply encoded with data ranges for joint angles and hand orientations based on experiments. This system could recognize 30 out of 46 hand gestures correctly, but the remaining 16 signs could not be reliably recognized.
Artificial neural networks have been widely used in sign language recognition research. Murakami and Taguchi [3] investigated the use of recurrent neural nets for Japanese Sign Language recognition. Although it achieved a high accuracy of 96%, their system was limited only to 10 distinct signs. Kramer and Leifer [4, 5] developed an ASL finger-spelling system using a Cyberglove, with the use of neural networks for data segmentation, feature classifier, and sign recognition. Using a tree-structured neural classifying vector quantizer, a large neural network with 51 nodes was developed for the recognition of ASL alphabets. They claimed a recognition accuracy of 98.9% for the system. Begum, S. and Hasanuzzaman, M. [6] have developed a computer vision-based Bangladeshi sign language recognition system. In this system, separate PCA (principal component analysis) is used for Bengali Vowels and Bengali numbers recognition. The system is tested for 6 Bengali vowels and 10 Bengali numbers. In recognition of the linguistic of the Deaf community, the government of Bangladesh has pronounced to promote Bangla Sign language as of 1 February, 2009 . Such an initiative by the government will allow the 2.4 million Individuals and Sign Language users to excel far. This work presents a BSL recognizer that has been
II. Sign Alphabets
The Sign Language Alphabet is a set of alphabetic finger signs. The Bangla Sign Language alphabet is shown in below: 
III. Artificial Neural Network
Artificial Neural Network (ANN) or commonly neural network (NN) is an interconnected group of artificial neurons that use a mathematical or computational model for information processing based on a connectionist approach to computation [7, 8] . According to Principle et al. [9] , one of the most significant strength of ANN is its ability to learn from a limited set of examples. ANN has been successfully used in solving complicated problems in different domain such as pattern recognition, identification, classification, speech, vision, and control systems [10] . An ANN, which imitates the human brain in problem solving, is capable in modeling the complex relationship between input and output to find patterns in data. Typically, an ANN consists of a set of interconnected processing elements or nodes called perceptrons. The nodes are organized in different ways to form a network structure where each ANN is composed of a collection of perceptron grouped in layers. Each perceptron is designed to mimic its biological counterpart, the neuron and to accept a weighted set of input and respond with an output [11] . A sophisticated ANN may have several hidden layers, feedback loops and time delay elements, which designed to make the networks as effective as possible in discriminating relevant features or patterns [11] . The most well known ANN is feed-forward ANN. A feedforward ANN consists of a set of nonlinear neurons connected together, in which the information flows in the forward direction [7] . Among the feed-forward network, multilayer Perceptron (MLP) is the most widely and commonly used model free estimators. A MLP consists of at least three layers, which are the input, hidden and output layer. The input and output layer contains a collection of neurons representing input and output variables. There are three learning types of ANN models, which are supervised, unsupervised and reinforcement learning. The network modifies the weight based on a sequence of training vector with an associated target output node, known as supervised training. On the other hand, unsupervised training refers to a network that modifies weight by assigning the most similar input vectors to an output unit. And the third learning type is reinforcement training, which lies between supervised and unsupervised learning. Among the various neural network models, back propagation is the best general purpose model and is probably the best at generalization [12, 13] . The back propagation is the classical algorithm used for learning. It is an iterative gradient descent algorithm which is designed to minimize the mean squared error between the desired output and the generated output for each input pattern [14] . In this research, focus is given to the feed-forward and back-propagation model with multi layer perceptron.
IV. Recognition Method
We have used MATLAB tools to implement the algorithm [15] . The block diagram of our recognition system is given in the following figure 2. In this recognition system, we have used multilayer feed forward neural network. For learning the network, Back-propagation algorithm has been used. The activation function which has been used is "Sigmoid" [16] .
Figure 2: Block diagram of recognition system

Recognition of Static Hand Gestures of Alphabet in Bangla Sign Language
Average Height of a Sign
To find the height of a sign from binary image where 0"s represent black pixels and 1"s represent white pixels, we have used pixel scanning method [17] . Starting from the left most column of top row, we scan each row of each column. When a 0 (zero) is found, the corresponding row is taken as the first row (Y first ). Continuing in this way, we find the last row (Y last ) of 0 (zero) of the same column. The height of each column of image is then calculated as Height column( i) = Y last (i)-Y first (i)+1
(1) i, is the column number that contains at least one black pixel (0). The average height of the binary image is then calculated as Height avg =N/M (2) Where, N is the total number of black pixels (0"s) of the image and M is the total number of columns containing at least one black pixel (0).
Area of the Sign
The area of a sign means the total number of black pixels in the image. The area is calculated using the following algorithm:
Algorithm for Area Calculation no_of_black_pixels=0; for row=top-most-row to bottom-most-row for column=left-most-column to right-most-column if image[row,column]=black_pixel no_of_black_pixels=no_of_black_pixels+1; end if end for loop end for loop area= no_of_black_pixels.
Centroid of a Sign
The 
Euclidian Distance of the Centroid from the Origin
Given the two points (x 1 , y 1 ) and (x 2 , y 2 ), the Euclidian distance between these points is given by the formula [19] :
The coordinates of the left-top most pixel of binary image is considered as the origin. Hence the Euclidian distance between centroid and the origin is given by In the present study, the highest recognition rate is obtained for and the lowest recognition rate is found for Figure 3 illustrates 3 (three) recognized BSL letters 
VI. Conclusion
In this paper we present a simple model of static gestures of BSL alphabet recognition system using ANN with MATLAB tools. The system can perform static gesture training and recognition of BSL alphabet. The evaluation results show that the proposed method allows fast training and learning of new gestures and reliable recognition of the trained gestures afterwards. The average recognition accuracy of the system is 80.902%. Using more samples for training ANN may improve the performance of the system. Instead of ANN, other statistical recognition methods like Hidden Markov Model with more features may be used in future to improve recognition accuracy. The only limitation of our system is that, for learning NN, the feature vector should have integer values only. Future work will include extending the developed method to recognition of BSL with video based and interactive system.
