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Abstract
In this paper, we consider the existence of limit cycles of coupled van der Pol equations by
using S1-degree theory due to Dylawerski et al. (see Ann. Polon. Math. 62 (1991) 243).
r 2003 Elsevier Inc. All rights reserved.
MSC: primary 05C38; 15A15; secondary 05A15; 15A18
Keywords: Limit cycles; van der Pol system; S1-degree
1. Introduction
In this paper, we consider the existence of limit cycles of coupled van der Pol
equations of the form
u¨1þ e1ðu21  a1Þ ’u1 þ c11u1 þ c12u2 þ c13u3 þ?þ c1nun ¼ 0;
u¨2þ e2ðu22  a2Þ ’u2 þ c21u2 þ c22u2 þ c23u3 þ?þ c2nun ¼ 0;
y
u¨nþ enðu2n  anÞ ’un þ cn1un þ cn2u2 þ cn3u3 þyþ cnnun ¼ 0;
8>><
>>:
where nX1; ei40 for each i ¼ 1;y; n; and cijAR for all 1pi; jpn:
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The coupled van der Pol equation has been studied as a model of self-excited
systems. This kind of systems appears in a wide variety of mechanical, electronical
and biological systems. A limit cycle is a nontrivial periodic solution of the
autonomous system above. The existence of a limit cycle of one-dimensional van der
Pol equation
u¨ þ eðu2  1Þ ’u þ u ¼ 0 ð1:1Þ
is well known. The proof of the existence of the limit cycle is based on the Poincare´–
Bendixson theorem (cf. [6,14,15]). In contrast to one-dimensional case, the existence
of limit cycles for coupled van der Pol equations is not yet established except some
restrictive cases (cf. [17]). In the present paper, we prove the existence of limit cycles
for coupled van der Pol equations by using S1-degree theory, see [3]. To avoid
unnecessary complexity, we restrict ourselves to the case n ¼ 2: That is we consider
the problem
u¨1 þ e1ðu21  1Þ ’u1 þ u1 þ c2u2 ¼ 0;
u¨2 þ e2ðu22  1Þ ’u2 þ c1u1 þ u2 ¼ 0:
(
ðPÞ
Our argument below remains valid for the case that n42: We impose that following
condition on c1 and c2:
c1  c2Að0; 1Þ,ð1;þNÞ: ðAÞ
We can now state our main results:
Theorem 1.1. For any a4 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ ﬃﬃﬃﬃﬃﬃc1c2pp ; there exist e1; e240 such that problem (P) has a
nontrivial periodic solution uAC2ðR;R2Þ with period 2pa:
Theorem 1.2. There exists C40 such that for any ðe1; e2ÞARþ 	 Rþ such that
maxfe1; e2goC; problem (P) possesses a nontrivial periodic solution uAC2ðR;R2Þ with
period 2pa for some a41:
For the convenience of the reader we have included some references related to the
equivariant degree methods.
The ﬁrst degree theory for admissible S1-equivariant gradient maps, which is a
rational number, is due to Dancer [1]. Degree theories for S1-equivariant maps have
been deﬁned in [2,3,5,7–9,13]. The class of S1-equivariant orthogonal maps have
been introduced in [16]. The ﬁrst degree theory for S1-equivariant orthogonal maps,
which is an element of the group Z"ð"Ni¼1ZÞ; is due to the second author [16].
Degree theories for abelian actions have been deﬁned by Ize and Vignoli in [10–12].
A deﬁnition of degree theory for equivariant orthogonal maps (symmetries of any
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compact abelian Lie group are admitted) is due to Ize and Vignoli [12]. Finally,
degree theory for G-equivariant gradient maps, where G is any compact Lie group, is
due to G-eba [4].
2. Preliminaries
We denote by /; S2 the scalar product of L2ð½0; 2p;R2Þ: Deﬁne
Hper ¼ fv :R-R2 : v is absolutely continuous /’v; ’vS2oN and vðtÞ ¼ vðt þ 2pÞ
8tARg; and scalar products /; SHper :Hper 	Hper-R as follows
/w; vSHper ¼ /w; vS2 þ/ ’w; ’vS2:
Let S1 ¼ fzAC : jzj ¼ 1g ¼ feiy : yARg be the group of complex numbers of module
1 with an action given by multiplication of complex numbers. For any ﬁxed mAN we
denote by Zm a cyclic group of order m and deﬁne homomorphism
rm : S
1-GLð2;RÞ as follows
rmðeiyÞ ¼
cosðmyÞ sinðmyÞ
sinðmyÞ cosðmyÞ
 
:
Of course R½1; m :¼ ðR2; rmÞ is a two-dimensional representation of the group S1:
We will denote by R½k; m the direct sum of k copies of representation R½1; m and by
R½k; 0 k-dimensional trivial representation of the group S1: Deﬁne action r :
S1 	Hper-Hper of the group S1 as follows
rðeiy; vðtÞÞ ¼ vðt þ yÞ ð2:1Þ
In the following fact we collect some well-known properties of the space Hper:
Fact 2.1. Under the above assumptions:
(1) ðHper;/; SHperÞ is a separable Hilbert space,
(2) ðHper;/; SHperÞ is an orthogonal representation of the group S1 with S1-action
given by (2.1),
(3) Hper ¼ clð"Nn¼0R½2; nÞ:
Since Z2CS1 is a closed subgroup of S1; one can consider Hper as a Z2-space. Let
ðHperpÞZ2 denote the set of ﬁxed points of the action of the group Z2 on
Hper: Moreover, by ððHperÞZ2Þ> we denote the orthogonal complement of ðHperÞZ2
in Hper:
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Deﬁne
H ¼ fv :R-R2 : v is absolutely continuous;
/’v; ’vS2oN and vðtÞ ¼ vðpþ tÞ8tARg:
In the following fact we collect some well-known properties of the space H:
Fact 2.2. Under the above assumptions:
(1) H ¼ ððHperpÞZ2Þ>;
(2) ðH;/; SHÞ is a separable Hilbert space,
(3) ðH;/; SHÞ is an orthogonal representation of the group S1 with S1-action given
by the restriction of (2.1),
(4) H ¼ clð"Nn¼1R½2; 2n  1Þ:
Let v ¼ ðv1; v2Þ be a periodic solution of (P) with period 2pa for some a41: Then
by putting t ¼ at and uðtÞ ¼ ðu1ðtÞ; u2ðtÞÞ ¼ ðv1ðatÞ; v2ðatÞÞ; we ﬁnd that u ¼
ðu1; u2ÞAH is a 2p-periodic solution of problem
u¨1 þ e1aðu21  1Þ ’u1 þ a2ðu1 þ c2u2Þ ¼ 0;
u¨2 þ e2aðu22  1Þ ’u2 þ a2ðc1u1 þ u2Þ ¼ 0:
(
ð2:2Þ
Here we put
FðuÞ ¼ e1ð
1
3
u31  u1Þ
e2ð13u32  u2Þ
 !
; A ¼ 1 c2
c1 1
 
:
In this way we have converted problem (P) of ﬁnding of periodic solutions of any
period into 1-parameter problem (2.2) of ﬁnding of periodic solutions of a ﬁxed
period 2p:
Lemma 2.1. Let Hilbert space H and operator F be defined as above. Then,
(1) F :H-H is well-defined continuous operator,
(2) for any wAH the following holds true:
(a) wðtÞ ¼ wðt þ 2pÞ for any tAR;
(b)
R 2p
0 wðtÞ dt ¼ 0;
(c)
R t
0 wðtÞ dtAHper;
(d) /
R t
0
wðtÞ dt; ðcosð2ntÞ; cosð2ntÞÞSHper ¼
/
R t
0 wðtÞ dt; ðsinð2ntÞ; sinð2ntÞÞSHper ¼ 0; for any nAN:
(3) if wAH; then
R t
0 FðwðtÞÞ dtAR½2; 0"H:
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Proof. The easy proof is left to the reader. &
Notice that (2.2) can be rewritten as
u¨ þ a d
dt
FðuÞ þ a2Au ¼ 0: ð2:3Þ
We will ﬁnd a solution u ¼ ðu1; u2ÞAH of (2.2). We denote by L1 :H-H the inverse
of the mapping u- u¨ for uAH: That is u ¼ L1ðu¨Þ for uAH: We also put Lu ¼
L1Au for each uAH: Denote by sðLÞ the spectrum of L: If mAsðLÞ then VðmÞ denotes
the eigenspace of L corresponding to the eigenvalue m: Notice that to describe
eigenvalues and eigenspaces of the operator L it is enough to consider equation
u¨ þ 1mAu ¼ 0:
Fact 2.3. Suppose that c1c2Að0; 1Þ,ð1;þNÞ: Then, sðLÞ ¼
S
nANfm7n ¼ 17
ﬃﬃﬃﬃﬃﬃ
c1c2
p
ð2n1Þ2 g:
Moreover,
(1) Vðm7n ÞER½1; 2n  1;
(2) H ¼ clð"Ni¼1ðVðmn Þ"Vðmþn ÞÞÞ;
(3) if c1c2Að0; 1Þ; then mþ14m14mþ24m24?4mþn 4mn 4?40;
(4) if c1c241; then mþ14m
þ
24?4m
þ
n 4?40 and m

no0 for any nAN:
Let m; MAR be such that 0omoM: Let Z : R-½0; 1 be a smooth function such
that
ZðtÞ ¼ 0 if jjtjjp
m2
2
;
1 if jjtjjXM2
2
;
(
and that Z0ðtÞ40 for tAðm2
2
; M
2
2
Þ: Moreover, deﬁne a smooth S1-equivariant function
y :H-½0; 1 by the following formula:
yðuÞ ¼ Z jjujj
2
2
 !
: ð2:4Þ
Denote by p :R½2; 0"H-H the S1-equivariant orthogonal projection.
Since Lemma 2.1, for each a40 and dA½0; 1; we deﬁne a mapping Gð; a; dÞ :
H-H by
Gðv; a; dÞ ¼ dap
Z t
0
FðvðtÞÞ dt
 
þ a2yðvÞLðvÞ: ð2:5Þ
ARTICLE IN PRESS
N. Hirano, S. Rybicki / J. Differential Equations 195 (2003) 194–209198
Then each solution uAH of problem Gðu; a; dÞ ¼ u for some ða; dÞARþ 	 Rþ
satisﬁes
u¨ þ da d
dt
FðuÞ þ a2yðuÞAu ¼ 0: ð2:6Þ
We will also consider the following family of differential equations:
u¨ þ da d
dt
FðuÞ þ a2Au ¼ 0: ð2:7Þ
Below we formulate and prove three technical lemmas which we will apply in the
next sections.
Lemma 2.2. There exists a monotone increasing function mðÞ :Rþ-Rþ such that for
each dAð0; 1; aARþ and each solution uAH of problem (2.7) inequality jjujjpmðaÞ
holds.
Proof. Fix aARþ and dAð0; 1: Let uAH be a solution of (2.7). Multiplying (2.7) by ’u
and integrating over ½0; 2p; we ﬁnd that
dae1
R 2p
0 ðu21  1Þ ’u21 þ a2c2
R 2p
0 ’u1u2 ¼ 0;
dae2
R 2p
0 ðu22  1Þ ’u22 þ a2c1
R 2p
0 u1 ’u2 ¼ 0:
(
Then we have that
c1e1
Z 2p
0
ðu21  1Þ ’u21 þ c2e2
Z 2p
0
ðu22  1Þ ’u22 ¼ 0: ð2:8Þ
That is
c1e1
Z 2p
0
u21 ’u
2
1 þ c2e2
Z 2p
0
u22 ’u
2
2 ¼ c1e1
Z 2p
0
’u21 þ c2e2
Z 2p
0
’u22:
Since c1c240; it follows that there exists C140 such thatZ 2p
0
u21 ’u
2
1 þ u22 ’u22pC1
Z 2p
0
’u21 þ ’u22: ð2:9Þ
On the other hand by the Schwartz inequality, we have
ju1ðtÞj2p2
Z t
s1
ju1 ’u1j dtp2
ﬃﬃﬃﬃﬃ
2p
p Z 2p
0
ju1j2j ’u1j2
 1=2
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and
ju2ðtÞj2p2
Z t
s2
ju2 ’u2j dtp2
ﬃﬃﬃﬃﬃ
2p
p Z 2p
0
ju2j2j ’u2j2
 1=2
for all tA½0; 2p; where s1; s2A½0; 2p satisfy u1ðs1Þ ¼ u2ðs2Þ ¼ 0: It then follows from
(2.9) and the inequalities above that there exists C240 such that
juðtÞj2pC2j ’uj2 for all tA½0; 2p: ð2:10Þ
We next multiply (2.7) by u and integrate over ½0; 2p: Then we have that
j ’uj22 ¼ a2/Au; uSpa2jjAjjjuj22;
where jjAjj denotes the operator norm of matrix A: Then by (2.10), we have
juj22p2pC2j ’uj2p2pC2a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃjjAjjp juj2: It then follows from the inequality above that
juj2p2pC2ajjAjj and then j ’uj2p2pC2a2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃjjAjjp : Then by putting mðaÞ ¼
2pC2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃjjAjjp að1þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃjjAjjp aÞ for each aARþ ; we reach to the assertion. &
Lemma 2.3. For each a040; there exists d1ða0Þ40 such that the problem (2.7) has no
nontrivial solution in H for each aAð0; a0Þ and d4d1ða0Þ:
Proof. Fix d40; a040 and aAð0; a0Þ: Let uAH be a solution of (2.7). Multiplying
(2.7) by ’u and integrating over ½0; 2p we ﬁnd that
c1e1
Z 2p
0
ðu21  1Þ ’u21 þ c2e2
Z 2p
0
ðu22  1Þ ’u22 ¼ 0:
Since uðtÞ ¼ uðt þ pÞ and the above, there exists t0A½0; 2p such that u1ðt0Þ ¼ 1 or
u2ðt0Þ ¼ 1: Without loss of the generality one can assume that u1ðt0Þ ¼ 1 holds. We
also may assume that ’u1ðt0Þp0: Suppose that ’u1ðt0Þ40: Since ’u1ðt0Þ40; u1ðt0Þ ¼ 1
and u1ðt0 þ pÞ ¼ 1; there exists t004t0 such that u1ðt00Þ ¼ 1 and ’u1ðt00Þp0: Then we
assume that ’u1ðt0Þp0: We next integrate (2.7) over ½t0  p; t0: Then notice that
’uðtÞ ¼  ’uðt  pÞ and uðtÞ ¼ uðt  pÞ; we have
2 ’u1ðt0Þ þ 2ade1 1
3
u31ðt0Þ  u1ðt0Þ
 
¼ 2 ’u1ðt0Þ  4
3
ade1 ¼ a2
Z t0
t0p
ðu1ðtÞ þ c2u2ðtÞÞ dt:
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From the above and Lemma 2.2, by the Schwartz inequality we obtain the following:
0X ’u1ðt0Þ ¼ 2
3
ade1  a
2
2
Z t0
t0p
ðu1ðtÞ þ c2u2ðtÞÞ dt
X a
2
3
de1  a
0
2
Z t0
t0p
ðju1ðtÞj þ jc2jju2ðtÞjÞ dt
 
X a
2
3
de1  a
0
2
maxf1; jc2jg
Z t0
t0p
ju1ðtÞj þ ju2ðtÞjð Þ dt
 
X a
2
3
de1  a
0
2
maxf1; jc2jg
ﬃﬃﬃ
p
p Z t0
t0p
ju1ðtÞj2 dt
 1=2
þ
Z t0
t0p
ju2ðtÞj2 dt
 1=2 ! !
X a
2
3
de1  a0maxf1; jc2jg
ﬃﬃﬃ
p
p jjujj
 
Xa
2
3
de1  a0maxf1; jc2jg
ﬃﬃﬃ
p
p
mða0Þ
 
:
Therefore to complete the proof it is enough to put
d1ða0Þ ¼ 3
2e1
a0maxf1; jc2jg
ﬃﬃﬃ
p
p
mða0Þ: &
Lemma 2.4. For each 1a2AR
þ\sðLÞ; there exists d2ðaÞ40 such that there exists no
nontrivial solution of (2.7) in H for all dAð0; d2ðaÞÞ:
Proof. Fix 1a2AR
þ\sðLÞ: Suppose contrary to our claim that there exists a sequence
fðun; dnÞgCH	 Rþ such that limn-N dn ¼ 0 and each un is a solution of (2.7) with
d ¼ dn: Then by Lemma 2.2, sequence fung is bounded in H: Therefore we may
assume that un converges to uAH weakly in H and strongly in L2ð½0; 2p;R2Þ: Then
since suptA½0;2pjunðtÞjX1 for each nX1; we ﬁnd that uc0: Also one can see that u
satisﬁes u¨ þ a2Au ¼ 0: That is Lu ¼ 1a2u: Since 1a2esðLÞ; this is a contradiction. Then
the assertion holds. &
3. S1-Degree
Denote by G0 the free abelian group generated by N and let G ¼ Z2"G0: Then
gAG means g ¼ fgrg; where g0AZ2 and grAZ for rAN: Let V be a Hilbert space
which is a representation of S1: For each proper subgroup Q of S1 and each S1-
equivariant subset X of V ; we denote XQ the subset of ﬁxed points of Q in X : For
each UCV"R and each S1 equivariant compact mapping f : U-V ; we deﬁne, by
using the fact that there is a one-to-one correspondence between N and the proper,
closed subgroups Q of S1; DegðI  f ; UÞ ¼ fgrgAG by g0 ¼ degS1ðI  f ; UÞ and gr ¼
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degZrðI  f ; UÞ; rAN (cf. [3,16]). Next theorem has been formulated and proved in
[3] and describe properties of S1-degree.
Theorem 3.3 (Dylawerski et al. [3]). Let V be a Hilbert space which is a
representation of S1; U be an open bounded, invariant subset of V"R and
f : U-V is a compact S1-mapping such that ðI  f Þð@UÞCV \f0g: Then there exists
a G-valued function DegðI  f ; UÞ called S1-degree, satisfying the following
properties:
(a) if degQðI  f ; UÞa0; then ðI  f Þ1ð0Þ-UQaf;
(b) if U0CU is open, invariant and ðI  f Þ1ð0Þ-UCU0; then
DegðI  f ; UÞ ¼ DegðI  f ; U0Þ;
(c) if h : clðUÞ 	 ½0; 1-V is an S1-equivariant homotopy of compact mappings
such that ðI  hÞð@U 	 ½0; 1ÞCV \f0g: Then
DegðI  h0; UÞ ¼ DegðI  h1; UÞ:
To apply S1-degree theory to our problem, we need some deﬁnitions. Since
Lemma 2.1, we deﬁne bounded operator E :H-H as follows
EðvÞ ¼ p e1
R t
0 v1 dt
e2
R t
0 v2 dt
 !
for each v ¼ ðv1; v2ÞAH:
For each a40 and dA½0; 1; we deﬁne a mapping Hð; ; a; dÞ :H"R-H by
Hðu; l; a; dÞ ¼ Gðu; a; dÞ þ laEðuÞ:
It is easy to see that Hð; ; a; dÞ is an S1-equivariant compact mapping. One can see
that if uAH satisﬁes u ¼ Hð; ; a; dÞ for ða; dÞARþ 	 Rþ then
u¨ þ da d
dt
FðuÞ þ a2yðuÞAu ¼ la d
2
dt2
EðuÞ ð3:1Þ
or in equivalent form
u¨1 þ de1aðu21  1Þ ’u1 þ a2yðuÞðu1 þ c2u2Þ ¼ e1al ’u1;
u¨2 þ de2aðu22  1Þ ’u;2þa2yðuÞðc1u1 þ u2Þ ¼ e2al ’u2:
(
ð3:2Þ
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Lemma 3.5. Let a; d40 and lAR: Suppose that u ¼ ðu1; u2ÞAH is a nontrivial solution
of (3.1). Then lþ d40 and w ¼
ﬃﬃﬃﬃﬃﬃ
d
lþd
q
u is a solution of equation
w¨ þ ðlþ dÞa d
dt
FðwÞ þ a2yðuÞAw ¼ 0: ð3:3Þ
Proof. Let uAH be a nontrivial solution of (3.1). First of all we will show that
lþ d40: Notice that (3.2) can be represented in the following form:
u¨1 þ e1aðdu21  ðlþ dÞÞ ’u1 þ a2yðuÞðu1 þ c2u2Þ ¼ 0;
u¨2 þ e2aðdu22  ðlþ dÞÞ ’u2 þ a2yðuÞðc1u1 þ u2Þ ¼ 0:
(
ð3:4Þ
Multiplying (3.4) by ðc1 ’u1; c2 ’u2Þ and integrating over ½0; 2p we obtain the following:
c1e1ðu21  ðlþ dÞÞ ’u21 þ c2e2ðu22  ðlþ dÞÞ ’u22 ¼ 0:
Since u is a nonzero function, we obtain lþ d40: Putting u ¼
ﬃﬃﬃﬃﬃﬃ
lþd
d
q
w in (3.4) we ﬁnd
that w satisﬁes (3.3). &
Lemma 3.6. Let a40 be such that 1a2esðLÞ and n0 ¼ maxnANfmþn 4 1a2g: Then,
(1) if c1c2Að0; 1Þ; then
degQðId  Hð; ; a; 0Þ; UÞ ¼
0; Q ¼ S1;
2; Q ¼ Z2m1 for mAf1;y; n0  1g;
2; Q ¼ Z2n01 and mn04 1a2;
1; Q ¼ Z2n01 and mn0o 1a2;
0 otherwise;
8>>>><
>>>:
where U ¼ fuAH : mojjujjoMg 	 ½1; 1;
(2) if c1c241; then
degQðId  Hð; ; a; 0Þ; UÞ ¼
0; Q ¼ S1;
1; Q ¼ Z2m1 for mAf1;y; n0g;
0 otherwise;
8><
>:
where U ¼ fuAH : mojjujjoMg 	 ½1; 1:
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Proof. 1. Without loss of the generality one can assume that mn04
1
a2: The assertion is
a slight modiﬁcation of Corollary 4.7 of [16] and the proof is basically the same as
that of Theorem 4.2 of [16]. Then we just show the sketch of the proof. From the
deﬁnition Hðu; l; a; 0Þ ¼ a2yðuÞLu þ laEðuÞ: Then one can see that u ¼ Hðu; l; a; 0Þ
if and only if u ¼ a2yðuÞLu: Moreover, since 1a2esðLÞ; 0oyðuÞo1 and therefore
uAU : It is easy to verify that the set fuAU : u ¼ a2yðuÞLug consists of a ﬁnite
number of S1-orbits and is deﬁned as follows:
fuAU : u ¼ a2yðuÞLug ¼
[n0
i¼1
[
nAf;þg
uAVðmni Þ : mni yðuÞ ¼
1
a2
 
:
Let U7i CclðU7i ÞCU ; i ¼ 1;y; n0; be open, disjoint, S1-invariant sets such that
uAVðm7i Þ : m7i yðuÞ ¼
1
a2
 
CU7i ; i ¼ 1;y; n0:
Therefore,
DegðId  Hð; ; a; 0Þ; UÞ ¼
Xn0
i¼1
X
nAf;þg
DegðId  Hð; ; a; 0Þ; U7i Þ:
Fix i0Af1;y; n0g and n0Af;þg: What is left is to show that
degQðId  Hð; ; a; 0Þ; U n0i0 Þ ¼
1 if Q ¼ Z2i01;
0 otherwise:

Fix ðv0; 0; 0ÞAU n0i0 	 ½1; 1CH	 ½1; 1 ¼ ðVðmn0i0 Þ"ðVðmn0i0 ÞÞ>Þ 	 ½1; 1 such that
a2yðv0Þ ¼ 1mn0
i0
: It is easy to show that Dðu  Hðu; l; a; 0ÞÞðv0; 0; 0Þ is a surjection.
Finally applying Theorem 6.7 (a) of [3] we complete the proof.
2. The proof is literally the same as the proof of (1). &
4. Proof of Theorems
Proof of Theorem 1.1. Fix a4 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ ﬃﬃﬃﬃﬃﬃc1c2pp and M4mðaÞ: We also choose m40 so small
that jjujjNo1 for each uAH with jjujjpm: Choose l0 and d0 such that l0  d04d1ðaÞ
and,
½0; l0Cfl : lXd1ðaÞg, l : 0plp d0m
2
mðaÞ2
( )
: ð4:1Þ
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Let UCH"R be a open set deﬁned by
U ¼ fvAH :mojjvjjoMg 	 ðl0; l0Þ:
Then the boundary @U of U has the form @U ¼ B1,B2,B3; where
B1 ¼ fvAH : jjvjj ¼ mg 	 ½l0; l0;
B2 ¼ fvAH : jjvjj ¼ Mg 	 ½l0; l0;
B3 ¼ fvAH : mojjvjjoMg 	 fl0; l0g:
We put
S1 ¼ fðu; lÞAclðUÞ : u ¼ Hðu; l; a; dÞ for some dA½0; d0g:
Then we claim that S1-ðB1,B3Þ ¼ f: Suppose contrary to our claim that let
ðu; lÞAS1-B1: Then yðuÞ ¼ 0 by the deﬁnition. Then by (3.1), we have
u¨ þ da d
dt
FðuÞ ¼ al d
2
dt2
EðuÞ: ð4:2Þ
Multiplying (4.2) by u and integrating over ½0; 2p; we ﬁnd by the periodicity of u thatZ 2p
0
’u21 ¼
Z 2p
0
’u22 ¼ 0;
which implies u  0: This contradicts that ðu; lÞAB1CðH\f0gÞ 	 ½l0; l0: Suppose
that ðu; lÞAS1-B3: That is we assume that l ¼7l0 and mojjujjpM: Fix l ¼ l0:
Since d l0o0; from Lemma 3.5 it follows that u ¼ 0; a contradiction. Suppose
now that l ¼ l0: Since (3.2) holds with l ¼ l0; putting *d ¼ dþl0ﬃﬃﬃﬃﬃﬃ
yðuÞ
p and w ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
d
dþl0
q
u we
have that
w¨1 þ *de1a˜ðw21  1Þ ’w1 þ a˜2ðw1 þ c2w2Þ ¼ 0;
w¨2 þ *de2a˜ðw22  1Þ ’w2 þ a˜2ðc1w1 þ w2Þ ¼ 0:
(
ð4:3Þ
Notice that *a ¼ a ﬃﬃﬃﬃﬃﬃﬃﬃﬃyðuÞp pa and *d ¼ dþl0ﬃﬃﬃﬃﬃﬃ
yðuÞ
p Xd1ðaÞ: Therefore putting in Lemma 2.3
a ¼ *a; d ¼ *d; a0 ¼ a we obtain that (4.3) cannot hold. Notice that we have just shown
that S1-ðB1,B3Þ ¼ |:
Notice that if ðu; lÞAS1-B2; then taking into account that yðuÞ ¼ 1; we obtain
w¨ þ ðdþ lÞa d
dt
FðwÞ þ a2Aw ¼ 0:
That is we have a solution of (P) with period 2pa and with e1; e2 replaced with
ððdþ lÞe1; ðdþ lÞe2Þ: We next deﬁne a homotopy I :H	 ½0; 1-H of S1-
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equivariant compact mappings by
Iðu; l; sÞ ¼ p d0a
Z t
0
FsðvÞ dt
 
þ a2yðvÞLv þ alEðuÞ;
where
FsðuÞ ¼
e1ð13u31  ð1 sÞu1Þ
e2ð13u32  ð1 sÞu2Þ
 !
for ðu; sÞAH	 ½0; 1:
It is easy to verify that I is a homotopy of S1-equivariant compact mappings. We put
S2 ¼ ðu; lÞAU : Iðu; l; sÞ ¼ u for some sA½0; 1f g:
Then one can see that ðu; lÞAS2 if and only if
u¨1 þ d0e1aðu21  1þ sÞ ’u1 þ a2yðuÞðu1 þ c2u2Þ ¼ e1al ’u1;
u¨2 þ d0e2aðu22  1þ sÞ ’u2 þ a2yðuÞðc1u1 þ u2Þ ¼ e2al ’u2
(
ð4:4Þ
for some sA½0; 1: Repeating reasoning given above we can show that
S2-ðB1,B3Þ ¼ f:
It also follows that if ðu; lÞAB2-S2; then (P) has a solution with period 2pa:
Therefore to complete the proof it is enough to show that ðS1,S2Þ-B2a|:
We next show that there is no element ðu; lÞAclðUÞ which satisﬁes that Iðu; l; 1Þ ¼
u: Suppose contrary that there exists ðu; lÞAclðUÞ satisfying Iðu; l; 1Þ ¼ u: Repeating
reasoning given in the proof of Lemma 3.5 we show that l40: Then by putting
w ¼
ﬃﬃﬃ
d0
l
q
u we have that,
w¨1 þ la
*a
 
e1a˜ðw21  1Þ ’w1 þ a˜2ðw1 þ c2w2Þ ¼ 0;
w¨2 þ la
*a
 
e2a˜ðw22  1Þ ’w2 þ a˜2ðc1w1 þ w2Þ ¼ 0;
8>><
>>:
ð4:5Þ
where *a ¼ a ﬃﬃﬃﬃﬃﬃﬃﬃﬃyðuÞp : If l4d1ðaÞ; then d ¼ la*a ¼ lﬃﬃﬃﬃﬃﬃyðuÞp 4d1ðaÞ: Since *a ¼ a ﬃﬃﬃﬃﬃﬃﬃﬃﬃyðuÞp oa;
from Lemma 2.3 it follows that (4.5) cannot hold. On the other hand, if
d0m24lmðaÞ2; then jjwjjXjjujj
ﬃﬃﬃ
d0
l
q
4mðaÞ: Then by Lemma 2.2, we have that (4.5)
cannot hold. Thus we ﬁnd that Iðu; l; 1Þau for all ðu; lÞAclðUÞ: We now deﬁne a
homotopy of mapping C : U 	 ½0; 1-H by
Cðu; l; sÞ ¼ Hðu; l; a; 2sd0Þ for ðu; l; sÞAU 	 ½0;
1
2
;
Iðu; l; 2s  1Þ for ðu; l; sÞAU 	 ½1
2
; 1:
(
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Then since Cðu; l; 0Þ ¼ Hðu; l; a; 0Þ ¼ Lu þ alEðuÞ: Since a4 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ ﬃﬃﬃﬃﬃﬃc1c2pp ; mþ14 1a2 and
Lemma 3.6, we obtain DegðI Cð; ; 0Þ; UÞa0: Now suppose that uaCðu; l; sÞ for
all uA@U and sA½0; 1: Then by the homotopy invariance of S1-degree we ﬁnd that
DegðI Cð; ; 1Þ; UÞa0: Then by property (1) of Theorem 3, we have that there
exists ðu; lÞAU satisfying u ¼ Cðu; l; 1Þ: This contradicts the observation above.
Therefore we have that there exists ðu; lÞA@U such that u ¼ Cðu; l; sÞ for some
sA½0; 1Þ: On the other hand, we have, from the argument above, that there is no
solution ðu; lÞ of problem u ¼ Cðu; l; sÞ on B1,B3 for all sA½0; 1: Thus we obtain
that there exists a solution ðu; lÞ of problem u ¼ Cðu; l; sÞ on B2 for some sA½0; 1:
Then by the argument above, we obtain a solution of (P) with period 2pa: &
Proof of Theorem 1.2. We choose a20Að 1mþ
1
; 1mÞ; where m ¼ m1 when c1c2o1 and m ¼ mþ2
when c1c241: Then by Lemma 2.4 there exists d2ða0Þ40 such that the problem (2.7)
with a ¼ a0 has no solution for dAð0; d2ða0Þ: We will show that for any
dAð0; d2ða0ÞÞ; problem (2.7) has a solution for some aAð0; a0Þ: Suppose contrary
that there exists d1Að0; d2ða0ÞÞ such that problem (2.7) has no solution with d ¼ d1
for any aAð0; a0Þ: Then we claim that there exists rAð0; d1Þ such that d1 þ rod2ða0Þ
and for any dA½d1  r; d1 þ r; problem (2.7) has no solution for any aAð0; a0Þ:
Suppose that there exists a sequence fðun; dn; anÞgAH	 Rþ 	 ð0; a0Þ such that
limn-N dn ¼ d1 and each un is a solution of problem (2.7) with d ¼ dn and a ¼ an: By
Lemma 2.2 sequence fung is bounded in H: Therefore there exists a subsequence
funig of fung such that uni,uAH weakly as i-N and limi-N ani ¼ aAð0; a: One
can see from (2.8) with u ¼ ðu1; u2Þ replaced by un ¼ ðu1n; u2;nÞ that either ju1nðtÞjX1j
or ju2nðtÞjX1 for some tA½0; 2p: That is u is a nontrivial solution of (2.7) with d ¼ d1;
a contradiction.
Choose M40 such that M
ﬃﬃﬃﬃﬃﬃﬃﬃ
r
rþd1
q
4mða0Þ: Put
U ¼ fvAH : mojjvjjoMg 	 ðd1; d1Þ;
B1 ¼ fvAH : jjvjj ¼ mg 	 ½d1; d1;
B2 ¼ fvAH : jjvjj ¼ Mg 	 ½d1; d1;
B3 ¼ fvAH : mojjvjjoMg 	 fd1; d1g:
We ﬁrst see that there is no nontrivial solution u of problem u ¼ Hðu; l; a0; ð1 sÞrÞ
for any sA½0; 1: That is there is no nontrivial solution of
u¨ þ ð1 sÞra0 d
dt
FðuÞ þ a20Au ¼ la0
d2
dt2
EðuÞ: ð4:6Þ
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Suppose that uAU is a solution of problem (4.6). If s ¼ 1; then u is a solution of
u¨  la0 d
2
dt2
EðuÞ þ a20Au ¼ 0: ð4:7Þ
Then multiplying (4.7) by ’u and integrating over ½0; 2p; we obtain u ¼ 0; a
contradiction. Suppose now that so1: In case ð1 sÞrþ lp0; problem (4.6) has no
nontrivial solution by Lemma 3.5. If ð1 sÞrþ l40; then w ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1sÞr
ð1sÞrþl
q
u is a
solution of
w¨ þ da0 d
dt
FðwÞ þ a20w ¼ 0;
where d ¼ lþ ð1 sÞr: Since dpd1 þ rod2ða0Þ; this contradicts to the deﬁnition of
d2ða0Þ: Thus we ﬁnd that (4.6) has no solution in U : Deﬁne a homotopy of compact
mappings H˜ : U 	 ½0; 1-H by
H˜ðu; l; sÞ ¼ Hðu; l; a0ðð1 sÞ þ syðuÞÞ; ð1 sÞrÞ; for ðu; lÞAU and sA½0; 1;
where y : H-½0; 1 is given by (2.4). One can see that H˜ðu; l; sÞ ¼ Hðu; l; a0;rÞ for
ðu; lÞAU : We will see that there exists no solution u ¼ H˜ðu; l; sÞ on @U for any
sA½0; 1: Suppose, contrary to our claim that u ¼ H˜ðu; l; sÞ for some uA@U and
sA½0; 1: Suppose that uAB1: Then since yðuÞ ¼ 1; u satisﬁes (4.6), a contradiction.
We next suppose that uAB2: Then putting a ¼ a0ðð1 sÞ þ syðuÞÞ and w ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1sÞr
ð1sÞrþl
q
u we have that w is a solution of
w¨ þ da d
dt
FðwÞ þ a2w ¼ 0; ð4:8Þ
where d ¼ ð1 sÞrþ l: Since jjujj ¼ M; we have that
jjwjj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 sÞr
ð1 sÞrþ l
s
jjujj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 sÞr
ð1 sÞrþ l
s
4mða0Þ:
On the other hand, we have by Lemma 2.2 that jjwjjomðaÞpmða0Þ; a contradiction.
Finally suppose that uAB3: If l ¼ d1; then we reach a contradiction by Lemma 3.5.
Suppose that l ¼ d1: Then d ¼ ð1 sÞrþ d1A½d1  r; d1 þ r: Therefore by the
assumption, (4.8) has no nontrivial solution. Summing up, we have shown that
ue@U : Therefore by the homotopy invariance of degree for S1-equivariant maps we
obtain that DegðI  H˜ð; ; 0Þ; UÞ ¼ DegðI  H˜ð; ; 1Þ; UÞ: Since I  H˜ð; ; 0Þa0 on
U by the same argument we have that DegðI  H˜ð; ; 0Þ; UÞ ¼ 0: On the other hand,
noting that H˜ð; ; 1Þ ¼ Hð; ; a0; 0Þ; by Lemma 3.6 we obtain that DegðI 
H˜ð; ; 1Þ; UÞa0; a contradiction which completes the proof. &
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