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Argentina

A mi madre y a mi padre
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El el presente trabajo se analizó en profundidad el cálculo de estados electrónicos
en heteroestructuras utilizando el método de la función envolvente. Dos modelos que
resultan adecuados para el diseño de los estados electrónicos de un láser de cascada
cuántica fueron extraidos de tal análisis para ser implementados computacionalmente.
La implementación fue realizada utilizando el método de diferencias finitas. Adicio-
nalmente, se implementó también el método iterativo de Schrödinger-Poisson para el
cálculo de heteroestructuras dopadas.
Por otro lado, se estudiaron espectros de fotoluminiscencia a distintas temperaturas
de heteroestructuras de pozos simples aislados y de pozos acoplados. Las enerǵıas de
transición obtenidas de estos espectros fue constrastada con los datos de las simulacio-
nes.
Por último, se logró realizar la primer medición en el ámbito del Laboratorio de
Fotónica y Optoelectrónica de espectros de fotoluminiscencia con campo eléctrico ex-
terno aplicado.






1.1. Láseres de cascada cúantica en el infrarrojo
medio
El rango espectral correspondiente al infrarrojo medio (MIR, 3 a 30 µm) es especial-
mente importante en aplicaciones de espectroscoṕıa [1], sensado remoto [2] e imágenes
en el área de control ambiental y seguridad, entre otras. Todas estas aplicaciones surgen
de que muchas moléculas de interés tienen firmas espectrales en el MIR relacionadas con
transiciones roto-vibracionales. En los últimos años la demanda de fuentes potentes,
compactas y sintonizables en este rango a sido cubierta en mayor medida por emiso-
res láseres de estado sólido y, en particular, por láseres de cascada cuántica (QCLs,
Quantum Cascade Lasers) [3] [4].
En un láser semiconductor convencional la luz emitida es generada por la recom-
binación radiativa de electrones de la banda de conducción y huecos de la banda de
valencia. Esto restringe la enerǵıa emitida a valores mayores al gap de enerǵıa del ma-
terial activo, en el mejor de los casos de varios cientos de meV (el semiconductor simple
de menor gap es InAs, con un gap de 0.36 eV o 3.4 µm). En contraste, la luz en un
láser de cascada cuántica (QCL) es producida por la transición de electrones de una
subbanda de conducción confinada a otra en un sistema de pozos cuánticos acoplados,
permitiendo controlar por diseño la enerǵıa de emisión. En principio, la enerǵıa a la
cual emite un QCL puede hacerse arbitrariamente baja reduciendo la separación entre
las subbandas de conducción confinadas en los pozos cuánticos, haciendo de los QCLs
muy buenos candidatos para láseres en los rangos MIR y FIR (infrarrojo lejano, far
infrared).
Un QCL es un dispositivo de estado sólido unipolar basado en transiciones electróni-
cas intersubbanda en heteroestructuras semiconductoras [4]. En su forma habitual, un
QCL contiene desde varias decenas a más de cien periodos de una heteroestructura
construida t́ıpicamente de 3 a 9 pozos cuánticos acoplados por periodo. Cada peŕıodo,
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esquematizado en la figura 1.1, consta conceptualmente de dos niveles (inicial | 3〉 y
final | 2〉) que forman la transición óptica, y un tercer nivel | 1〉 que permite despoblar
eficientemente el nivel óptico final. La aplicación de un campo eléctrico, elegido de
modo tal que la subbanda colectora | 1〉 de un peŕıodo esté conectada a la subbanda
inyectora | 3〉 del siguiente, produce un flujo continuo de electrones que pasan por el
sistema emitiendo un fotón de la misma enerǵıa dentro de cada peŕıodo.
En la realidad, la configuración de estados electrónicos de cada peŕıodo es compleja,
como se muestra a la derecha de la figura 1.1, que incluye las densidades electrónicas de
los estados más importantes. Una cuidadosa ingenieŕıa de los tiempos de vida, las tasas
de dispersión, los estados intermedios de conexión, y las probabilidades de túnel entre
las unidades emisoras genera la inversión de población entre las dos subbandas láser
dentro de la región activa, el requisito previo para la ganancia óptica. Esta ingenieŕıa
debe tener en cuenta no solo la imagen estática de la estructura, sino considerar cómo
todos los parámetros involucrados se modifican para distintos campos eléctricos, aśı
como el rol que juega la realimentación dinámica entre el transporte electrónico y la
emisión óptica estimulada [4]. Esta complejidad hace de los QCLs uno de los desaf́ıos
máximos de la manipulación por diseño de estados electrónicos en heteroestructuras
[3].
Desde la primera demostración de un QCL en 1994 utilizando una región activa
basada en tres pozos cuánticos [5], se han introducido una variedad de diseños bus-
cando optimizar sus prestaciones en potencia, longitud de onda y temperatura. Entre
otras, se han desarrollado regiones activas basadas en resonancias dobles con fonones
[6], superredes de periodo variable [7] [8], y transiciones de ligado a continuo [9] [10].
Además del diseño básico de la región activa, muchos de los parámetros de la estructura
QCL pueden ser modificados: altura o ancho de las barreras, dopaje, enerǵıas del nivel
de extracción, materiales. En vista de los muchos parámetros que intervienen y del
preciso equilibrio necesario para el funcionamiento de los QCL, simulaciones precisas
de las propiedades electrónicas, ópticas, y del transporte de las estructuras, adecuada-
mente correlacionadas con mediciones experimentales, juegan un papel importante en
su diseño.
1.2. De la presente tesis
1.2.1. Marco y objetivos
Como se dijo al comienzo de la sección 1.1, muchos sistemas presentan transiciones
roto-vibracionales en el MIR. Un caso de particular importancia para la Comisión Na-
cional de Enerǵıa Atómica (CNEA) es el de la molécula UF6, la cual tiene transiciones
cerca de los 16 µm que pueden ser explotadas para la separación isotópica de uranio.
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Figura 1.1: Izquierda: Esquema de los estados en cada bloque que conforma el peŕıodo que
se repite en la estructura de un QCL. Derecha: Esquema calculado para el perfil de la banda de
conducción en función de la posición en la dirección de crecimiento de un QCL real (de referencia
[11]).
Sin embargo, el rango espectral en torno a los 16 µm es inaccesible actualmente da-
do que coincide con la absorción de dos fonones ópticos en el material del substrato
de preferencia para los QCLs en el infrarrojo medio (InP). En vista de la estratégi-
ca potencialidad de esta tecnoloǵıa, la CNEA impulsó recientemente la creación de
un proyecto enfocado al desarrollo de un QCL de longitud de onda cercana a los 16
µm. Tal proyecto de desarrollo es encarado en el Centro Atómico Bariloche (CAB),
conformándose de miembros del Laboratorio de Fotónica y Optoelectrónica y de la
División de Dispositivos y Sensores, con aportes del Grupo de Teoŕıa de la Materia
Condensada.
En el marco de tal proyecto es que surge la presente tesis. En particular, el trabajo
presentado en los próximos caṕıtulos fue desarrollado en el Laboratorio de Fotónica y
Optoelectrónica. Sin embargo, importantes contribuciones provienen de la División de
Dispositivos y Sensores, quienes se encargaron del crecimiento y procesamiento de las
muestras estudiadas.
El desarrollo de un QCL se plantea sobre tres pilares fundamentales: simulación y
diseño, fabricación, y caracterización experimental. El presente trabajo se enfoca en el
primero y en el último de estos tres, buscando sentar adecuadamente sus bases.
En particular, dentro de lo referente a simulación y diseño, se hace foco sobre el
cálculo de los estados electrónicos en heteroestructuras semiconductoras (como lo es
un QCL). En esta dirección, los objetivos planteados son tanto teóricos como compu-
tacionales. Por el lado teórico, se busca no solo obtener modelos que permitan calcular
de forma simple los estados electrónicos, sino que además se trata de establecer sus
ĺımites de validez. Los objetivos computacionales implican plasmar tales modelos en
un programa, cuyo desarrollo debe estar pensado en función del uso como herramienta
que se le espera dar. Esto implica que el software debe cumplir con ser rápido, versátil
y a la vez completo.
Por el lado de la caracterización experimental, es imperativo comprender en pro-
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fundidad heteroestructuras simples antes de avanzar hacia la complejidad de un QCL.
En este sentido, se tiene como objetivo el observar y poder explicar adecuadamente
el efecto que produce el variar ciertos parámetros en heteroestructuras sencillas. La
consistencia entre los datos experimentales y los surgidos de las simulaciones es otro de
los puntos que será estudiado. Además, no todas las técnicas ópticas necesarias para
hacer frente al desarrollo de un QCL se encuentran implementadas en el Laboratorio de
Fotónica y Optoelectrónica. Se tiene como meta comenzar con su implementación, lo
que conlleva el armado de nuevos montajes experimentales y el desarrollo de la técnica
pertinente.
1.2.2. Del ordenamiento y contenido
Seis caṕıtulos componen a esta tesis. El presente es el caṕıtulo base, el cual tra-
ta sobre el qué queremos hacer y por qué. El resto de los caṕıtulos ataca cada uno
problemas de diferente ı́ndole.
El caṕıtulo 2 es marcadamente teórico. En este se derivan o se presentan ecuaciones
que son utilizadas en el resto de los caṕıtulos, y también se evalúan algunas de las
aproximaciones que se hicieron en el camino. Si la/el lectora/lector tiene interés en
saber cómo es que se construye teóricamente un pozo cuántico, este es su caṕıtulo, con
la advertencia de que para llegar a ecuaciones simples antes hay que ensuciarse un poco.
Si no le interesa la teoŕıa, bien puede saltearse la sección 2.2. Sin embargo, algunas de
las ecuaciones de esta sección son relevantes para el resto de la tesis. Para facilitarle
las cosas, estas están resaltadas al igual que el resto de las ecuaciones fundamentales
del caṕıtulo.
Los modelos que son derivados en el caṕıtulo 2 son implementados computacional-
mente en el caṕıtulo 3. En este se detallan las bases del funcionamiento del programa
para cálculos de estados electrónicos que fue desarrollado en el presente trabajo. Es un
caṕıtulo conciso, pero que cubre uno de los trabajos fundamentales de esta tesis.
Lo hecho en el ámbito experimental está desarrollado en los caṕıtulos 4 y 5. En estos
se presentan las técnicas utilizadas, se analizan los resultados obtenidos de los experi-
mentos y se los contrasta con cálculos teóricos. El caṕıtulo 5 tiene la particularidad de
que trata acerca de mediciones con campo eléctrico, las cuales no se hab́ıan realizado
antes del presente trabajo dentro del Laboratorio de Fotónica y Optoelectrónica.
Por último, el caṕıtulo 6 está dedicado a las conclusiones. Se hace una recapitulación
de lo hecho, se discute acerca del estado de avance en lo que respecta al diseño y
caracterización de un QCL, y se plantean nuevos objetivos para el futuro.
Caṕıtulo 2
Cálculo de estados electrónicos en
heteroestructuras
2.1. Breve introducción a las heteroestructuras se-
miconductoras
Se denomina heteroestructura semiconductora (de ahora en adelante simplemente
heteroestructura) a un cristal integrado por diferentes semiconductores, que presenta
caracteŕısticas eléctricas y ópticas diferentes a las que poseen los semiconductores que
la componen por separado [12]. Las diferencias más importantes entre dos semiconduc-
tores se dan por lo general en su gap y en su ı́ndice de refracción. En heteroestructuras
semiconductoras, diferencias en el gap permiten el confinamiento espacial de electrones
y huecos, mientras que diferencias en los indices de refracción pueden ser usadas, por
ejemplo, para formar gúıas de onda.
Una de las formas más comunes en la actualidad de crecer heteroestructuras es el
método de crecimiento epitaxial por haces moleculares. En esta técnica el crecimiento
se realiza en una cámara de ultra alto vaćıo (UHV, Ultra High Vacuum). Los reactivos
que van a constituir la heteroestructura son depositados sobre un substrato en forma de
haces moleculares. Un haz molecular es creado al calentar una fuente de material hasta
que se vaporiza en una celda con un pequeño orificio. A medida que el vapor escapa
por el orificio, sus moléculas (o átomos) forman un haz colimado. Esto es aśı debido a
que las condiciones de UHV fuera de la celda permiten que las moléculas (o átomos)
que escapan viajen baĺısticamente por metros sin sufrir colisiones. Comúnmente, varios
haces moleculares conteniendo los elementos necesarios para formar el semiconductor
y para el dopaje de la muestra son apuntados al substrato, donde las capas crecen
epitaxialmente. En el caso de una heteroestructura planar o multicapa semiconducto-
ra, se utiliza esta técnica para crecer capas sucesivas (de algunos nm de espesor) de
materiales distintos, con excelente calidad.
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2.2. Del método de la función envolvente
En gran parte de los trabajos abocados al estudio de estados electrónicos en he-
teroestructuras se utiliza el denominado método de la función envolvente (FE). Este
método se basa en el hecho de que una nanoestructura multicapa presenta dos compo-
nentes de diferente escala. La red cristalina y la naturaleza de los átomos determinan
el detalle a escala atómica. A mayor escala, el detalle viene dado por el diseño de la
heteroestructura, dado por los espesores y las composiciones de las capas que la com-
ponen. Los estados electrónicos en estas estructuras reflejan esta división, presentando
también un detalle más bien microscópico y otro de mayor escala. El método de la FE
busca sacar provecho de esto. Para eso, los estados cuánticos de los electrones se des-
criben en término de funciones envolventes de baja frecuencia que modulan lentamente
a las funciones que vaŕıan a nivel atómico.
La aplicación de este método a heteroestructuras semiconductoras se comenzó a
popularizar a mediados de la década de los 70. En estos años aparecieron los primeros
estudios de pozos cúanticos semiconductores [13], y el método de la FE demostró
poder describirlos adecuadamente de manera simple. Grandes avances se dieron en la
formulación de este método en estos años, principalmente gracias a los trabajos de
Bastard [14][15], White y Sham [16], y Altarelli [17]. Sin embargo, a pesar de su éxito,
estas formulaciones carećıan de un sustento teórico sólido. Poco trabajo exist́ıa sobre
la justificación de las aproximaciones utilizadas para arribar a las ecuaciones. En esta
dirección, uno de las estrategias utilizadas para validar el método de la FE consist́ıa
en contrastar sus resultados con cálculos ab initio para el caso particular de alguna
estructura [18]. El problema con esto es que solo ofrece puntos de justificación para
las estructuras particulares que fueron calculadas. Fuera de estos casos puntuales, el
método de la función envolvente vendŕıa a ser algo aśı como un método de interpolación.
Este hueco teórico es llenado a finales de la década de los 80 por Burt, quien presenta
una derivación exacta del método de la FE. Uno de los mayores beneficios de esto es
que, al tratarse de una derivación exacta, permite evaluar las aproximaciones, tanto
expĺıcitas como impĺıcitas, que eran adoptadas al aplicar este método. Otro beneficio
de esta formulación es que abre las puertas al estudio de diferentes fenómenos que
directamente dejaban de ser percibidos a causas de las simplificaciones.
Las secciones que siguen a continuación se dedican a desarrollar, aplicar y verificar
el método de la FE en heteroestructuras semiconductoras. Para esto se comienza con
una breve recapitulación de la derivación exacta del método, tomada del trabajo de
Burt. Luego se presentan una serie de aproximaciones, las cuales permiten arribar a
formulaciones de menor complejidad. Por último, la validez de tales aproximaciones es
evaluada con ayuda del método del pseudopotencial.
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2.2.1. Derivación estricta del método de la función envolvente
El punto de partida es la ecuación de Schrödinger en la representación de ondas
planas. Como en el caso de semiconductores III-V la interacción esṕın-órbita es im-
portante, es necesario incluir la proyección de esṕın en las ondas planas. Entonces, el
punto de partida toma la forma:
~2
2m
(k +G)2 ΨG,s (k)+
∑
k′,G′,s
〈k +G, s|V +HSO|k′ +G′, s′〉ΨG′,s′ (k′) = EΨG,s (k) .
(2.1)
En esta ecuación,G es un vector de la red rećıproca y k es un vector de la primera zona
de Brillouin (PZB). HSO es la interacción esṕın-órbita y V es el potencial cristalino
de la estructura. La proyección de esṕın en alguna dirección viene dada por s, la cual
puede tomar los valores ↑ ó ↓. Además,








ΨG,s (k) ∆ |k +G, s〉 , (2.3)
donde ΩT es un volumen que abarca toda la estructura de interés. En los ĺımites de ΩT
se aplican condiciones de periodicidad usuales.
Como se dijo en la introducción, el método de la FE busca separar detalles con
distinta escala. Para avanzar en esta dirección, se introduce un set completo de funcio-





UnGs |G, s〉 . (2.4)















UnGs = δGG′δss′ . (2.6)
Por simplicidad, se considera que los Un son ortonormales, con lo que (U
−1)nGs =
U∗nGs.




Fn (k)UnGs , (2.7)








Estas Fn son las funciones envolventes (FFEE). Con estas expresiones se llega a





















~GU∗nGsUn′Gs = 〈Un|p|Un′〉 (2.10)
Hnn′ (k,k
















U∗nGs 〈G+ k, s|V |G′ + k′, s′〉Un′G′s







U∗nGs 〈G+ k, s|HSO|G′ + k′, s′〉Un′G′s (2.15)
= 〈Un|exp (−ik · r)HSO exp (ik′ · r)|Un′〉 . (2.16)
























exp (ik · r)Hnn′ (k,k′) exp (−ik′ · r′) . (2.18)
Para esta transformación se usó que










Fn (r) exp (−ik · r) d3r . (2.20)
Hasta este punto, todo es exacto. Las ecuaciones 2.17 y 2.18 no son más que una
reformulación de la ecuación de partida (ec. 2.1). En el camino lo que se hizo fue
separar los detalles de distinta escala. El detalle atómico, de mayor frecuencia y con la
periodicidad de la red, se encuentra contenido en las ecuaciones 2.10-2.16. El detalle
macro, dado por las Fn, queda determinado por ec. 2.9 (ec. 2.17 en espacio real). La
frecuencia de este detalle macro se encuentra limitada, ya que su expansión en ondas
planas se limita a la PZB.
El detalle micro y el macro no se puede separar por completo. Al fin y al cabo, la
heteroestructura es una sola. La composición de una capa (detalle macro) obviamente
depende de la naturaleza de los átomos en esa sección del sólido (detalle micro). En
las ecuaciones, esto se ve reflejado en que las ec. 2.10-2.16 dependen tanto de k como
de la base Un. Las aproximaciones realizadas en la próxima sección logran simplificar
la formulación justamente gracias a que apuntan a profundizar la separación de los
detalles macro y micro.
2.2.2. Aproximaciones en el método de la función envolvente
Claramente, en la ecuación 2.17 el término más complicado es el que contiene a
H(r, r′). Se puede demostrar [19] que a medida que uno se aleja de las interfaces de la
heteroestructura (digamos hacia dentro de la capa de material “a”) se tiene que
Hnn′ (r, r
′)→ Hann′∆ (r, r′) , (2.21)
con
Hann′ = 〈Un|Ha|Un′〉 (2.22)
y donde ∆(r, r′) es la expansión en ondas planas de la función delta restricta a la PZB.









pnn′ · ∇Fn′ (r) +
∑
n′
Hann′Fn′ (r) = EFn (r) . (2.23)
Es común extender la validez de esta ecuación a toda la heteroestructura, incluyendo
1Notar que como Fn tiene una expansión en ondas planas limitada a la primer zona de Brillouin
no hay aproximación alguna al descartar la integral.
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interfaces. Para esto se reemplaza a Hann′ por un H
bulk









pnn′ · ∇Fn′ (r) +
∑
n′
Hbulknn′ (r)Fn′ (r) = EFn (r) , (2.24)
donde Hbulknn′ (r) = H
i
nn′ cuando r pertenece a una capa de material “i”.
Hasta ahora nada se dijo de la naturaleza de la base Un. Podŕıa elegirse cualquier
set completo (y ortonormal) para cumplir tal rol, pero existe un set que sobresale del
resto y es el que hace tan exitoso el modelo de la función envolvente. Tal set es el
que se compone por las soluciones correspondiente al hamiltoniano bulk de alguno de
los materiales de la estructura (digamos “a”). Como se necesita que tal base tenga la




siendo Ean la enerǵıa de la banda n en el centro de zona. Con esta elección, para r
perteneciente a una capa de material “a” tenemos que Hnn′(r) = E
a
nδn,n′ . De esta
forma no solo estamos ganando simplicidad por la δnn′ , sino que además obtenemos
una manera directa de conectar este formalismo con datos experimentales, siendo que
Ean es en muchos casos fácil de medir por diversas técnicas.
Pero, ¿qué pasa con Hnn′(r) cuando r no corresponde a una capa de material “a”?.
Supongamos que estamos en una capa de material “b” en lugar de una de “a”. En este
caso,
Hbulknn′ (r) = 〈Uan |Hb|Uan′〉 . (2.26)
En general, poco se puede decir exactamente del término de la derecha. Sin embargo,
en ciertos conjuntos de materiales sucede que los estados electrónicos en el centro de
zona se asemejan bastante. Esto da pie a la aproximación
|Uan〉 ∼
∣∣U bn〉 → 〈Uan |Hb|Uan〉 ∼ 〈U bn∣∣Hb∣∣U bn〉 = Ebnδn,n′ (2.27)
Afortunadamente, esta aproximación es válida en los materiales que componen las
heteroestructuras estudiadas en este trabajo: GaAs, AlAs y sus aleaciones 2. Con esto









pnn′ · ∇Fn′ (r) + En (r)Fn (r) = EFn (r) , (2.28)
donde En(r) = E
i
n cuando r pertenece a una capa de material “i”.
Usualmente en heteroestructuras planares se conserva la simetŕıa cristalina de tras-
2Ver sección 2.2.5
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lación en el plano perpendicular a la dirección de crecimiento. Si se considera que z es
la dirección de crecimiento, y que se mantiene la simetŕıa de translación en el plano
xy, entonces las funciones envolventes tienen la forma
F (r) = exp (ik⊥ · r)F (z) (2.29)
De ahora en más se considera que esta simetŕıa se mantiene y se consideraran solo los














+ En (z)Fn (z) = EFn (z) . (2.30)
Si bien esta última ecuación resulta considerablemente más amena que la ec. 2.17,
todav́ıa tenemos que lidiar con una cantidad infinita de funciones envolventes. Pero,
para un autoestado de la estructura con enerǵıa E, aquellas funciones envolventes
correspondientes a En mas cercanos a E van a contribuir más que aquellas que corres-
pondan a En′ mas lejanos. Entonces, si estamos interesades en autoestados dentro de
un rango de enerǵıa, podemos dividir las funciones envolventes en dos grupos. Uno,
denotado con “s”, que contiene a Fs,Fs′ , ... , con Es, Es′ , ... , pertenecientes al rango
de enerǵıa de interés. Y otro, denotado con “r”, que contiene a Fr,Fr′ , ... , con Er, Er′ ,
... , fuera de dicho rango. Las FFEE de este último grupo pueden ser eliminadas en
pos de las FFEE dominantes del grupo “s”. Para esto aplicamos la ecuación 2.30 con
n = r y consideramos que las funciones envolventes vaŕıan lentamente. Entonces, se
tiene aproximadamente que




























+ Es (z)Fs (z) = EFs (z) (2.32)
con





pzsr [E − Er (z)]
−1 pzrs′ . (2.33)
Estas dos últimas ecuaciones son las bases para los modelos que se implementaron en el
presente trabajo. Cabe, entonces, recapitular las aproximaciones realizadas para llegar
a ellas:
1. Se despreció el efecto de las interfaces (al extender la validez de la ec. 2.21 a toda
la estructura).
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2. Se supuso que los autoestados bulk de diferentes materiales son similares (ec.
2.27)
3. Se consideró exactamente un set de FFEE, tratando al resto solo a segundo orden
(ec. 2.31).
Las aproximaciones 1 y 2 son evaluadas en la sección 2.2.5. La aproximación 3 es
considerada en la sección de 2.2.4, donde se ve el efecto de variar la cantidad de FFEE
que son consideradas de forma exacta.
El paso siguiente es particularizar las ec. 2.32 y 2.33 para los casos relevantes en
este trabajo. Esto implica elegir cuales son los estados que deben formar parte del
grupo “s”. Se busca que este grupo sea lo mas pequeño posible y, al mismo tiempo,
que el modelo que se derive describa adecuadamente el sistema. Las caracteŕısticas de
los principales candidatos para este grupo son presentadas en la próxima sección.
2.2.3. Estados electrónicos bulk en semiconductores III-V
Para sacarle el mayor provecho posible al set Un elegido es conveniente conocerlas
un poco. Como se mencionó anteriormente, este set se compone por los autoestados
del hamiltoniano bulk de alguno de los materiales de la estructura 3 . Para un material




+ V a +HSO . (2.34)
El problema de obtener estos autoestados para el caso de materiales con estructura
tipo zinc-blenda (como el GaAs y el AlAs) fue resuelto por Kane. En su trabajo [20],
Kane propuso que los autoestados del hamiltoniano anterior pueden ser descritos en





Wi = EiWi . (2.35)
Estas soluciones tienen propiedades de simetŕıa que se derivan de la simetŕıa de
V a (la cual es la simetŕıa del cristal). De estas Wi, 4 (8 contando la degeneración de
esṕın) tienen enerǵıas cercanas al gap del semiconductor. Las correspondientes a la
banda de conducción se denotan Ws,↑ y Ws,↓ (↑ y ↓ indican la proyección de esṕın). Las
funciones Ws (sin tener en cuenta el esṕın) transforman como la representación Γ1 del
grupo (simple) T 2d . Las funciones de la banda de valencia vienen denotadas por Wx,↑,
Wy,↑, Wz,↑, Wx,↓, Wy,↓, Wz,↓. Todas estas son degeneradas y, sin considerar esṕın, estas
transforman según la representación Γ15.
3Notar que, estrictamente, deben elegirse los autoestados de uno de los materiales que componen
la estructura. Si se aplica la aproximación 2 de la sección anterior esta elección resulta irrelevante.
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Debido a las simetŕıas de las soluciones de la ec. 2.35, los elementos de matriz del
operador momento verifican que







sy = 0 , (2.37)
lo cual será de utilidad en la próxima sección.
En el centro de zona (punto Γ), las combinaciones de Wi que diagonalizan el ha-
miltoniano con interacción esṕın-órbita (ec. 2.34) son 4









































Los sub́ındices c, hh, lh y so hacen referencia a las bandas de conducción, heavy-hole,
light-hole y split-off, respectivamente. Los estados c pertenecen a la representación Γ6
del grupo doble, los estados hh y lh pertenecen a Γ8, y los so a la Γ7.
En Γ, la banda de conducción se encuentra a una enerǵıa EG por arriba de de las
bandas hh y lh, las cuales son degeneradas (figura 2.1). La banda so se encuentra ∆










px|Y 〉 . (2.47)






4Usualmente los estados de la banda de conducción vienen multiplicados por i. En este caso resulta
conveniente no hacerlo (ver nota al pie de página 18).
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Figura 2.1: Estructura de bandas del GaAs y del AlAs en la dirección (001). Izquiera: sin
interacción spin-órbita. Derecha: con interacción spin-órbita. Los estados en los puntos de alta
simetŕıa se denotan según la notación de Parmenter [21] (grupo simple para el caso de la derecha,
grupo doble para el de la izquierda). Los datos fueron adaptados de referencias [22][23][24].
donde mn es la masa efectiva de la banda n (n = c, lh, hh, so). La banda de conducción
es cóncava hacia arriba en Γ, por lo que su masa efectiva es positiva. En cambio, las tres
bandas de valencia son cóncavas hacia abajo, resultando negativas sus masas efectivas.
Los nombre de las bandas hh y lh justamente hacen referencia a estas masas efectivas:
la banda heavy-hole presenta una masa efectiva mayor (en valor absoluto) que la la
banda light-hole.
En general, la banda de conducción se encuentra casi completamente vaćıa, mientras
que las de valencia casi llenas. A fin de simplificar la descripción del sistema se puede
dar por sentado que las bandas de valencia están efectivamente llenas5. Entonces, en
lugar de hacer un seguimiento de todos los electrones de estas bandas se hace un
seguimiento de los electrones ausentes. La ausencia de un electrón constituye, entonces,
una cuasipart́ıcula, denominada “hueco”. Su masa es la misma que la de un electrón,
pero su carga es opuesta. De ahora en más se hará uso de estos huecos cuando se hable
acerca de las bandas de valencia, mientras que para la banda de conducción se recurrirá
al tradicional electrón.
5Para muchos casos prácticos, una banda llena es despreciable. Por ejemplo, las bandas llenas no
aportan a la conductividad eléctrica de un material.
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2.2.4. Modelos derivados
Con lo desarrollado en las secciones anteriores ya se tiene todo lo necesario para
derivar modelos espećıficos para este trabajo. Por supuesto, se busca que los modelos
sean lo más sencillos posibles, pero que al mismo tiempo den resultados satisfactorios.
Usualmente la simplicidad de un modelo f́ısico se logra acotando su rango de utilidad,
y esta no es la excepción.
El modelo más sencillo, presentado a continuación, es válido muy cerca de mı́nimos
y máximos de bandas. En el punto Γ, es aplicable tanto a la banda de conducción como
a las bandas de valencia. Si queremos alejarnos de los fondos o los topes de bandas,
necesitamos complejizar el modelo. Esto puede hacerse de muchas formas, dependiendo
del rango de enerǵıa de interés. Por debajo del gap las cosas son un poco más complejas
que por encima, debido a la multitud de bandas de valencia. Afortunadamente, este
trabajo está más bien enfocado a los estados que se encuentran por arriba del gap. Son
estos los que determinan el funcionamiento (o no) de un QCL. El segundo modelo que
se presenta en esta sección apunta a estos estados.
Antes de comenzar a desarrollar los modelos cabe hacer una aclaración acerca de la
nomenclatura. Las formulaciones siguientes fueron implementadas numéricamente, tal
como se describe en el siguiente caṕıtulo. A la hora de programar, resultó práctico tener
nombres cortos con lo que hacer referencias a los modelos. Al primero de los modelos
se lo denominó p1b, por tratarse de un modelo parabólico de una banda. Al segundo
se lo apodó e2b. El final de este nombre hace referencia a las dos bandas involucradas
en el modelo.
Modelo parabólico de una banda (p1b)
La versión más simple de la ecuación 2.32 es la que surge al considerar una sola
























donde se eliminó la dependencia de γss de E suponiendo que E−Er(z) ' Es(z)−Er(z).
Se considera que las ms(z) se comportan análogamente a Es(z): ms(z) = m
a
s(z) cuando
z pertenece a una capa de material “a”.
Las bandas “s” relevantes en heteroestructuras son, principalmente, las que se en-
cuentran cerca del gap. Es decir, las bandas de conducción y de valencia. En los mate-
riales GaAs, AlAs y sus aleaciones estas bandas presentan extremos en el punto Γ (ver
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Figura 2.2: Diagrama de los estados electrónicos en un pozo cuántico simple. Izquierda: Cal-
culados utilizando el modelo p1b. Derecha: Calculados utilizando el modelo e2b. Las ĺıneas pun-
teadas en el caso e2b representan la función envolvente de la banda efectiva de valencia.










Fs (z) + Es (z)Fs (z) = EFs (z) . (2.51)
En algunos trabajos suele hacerse referencia a esta ecuación como la “ecuación de
masa efectiva” (effective mass equation). En otros recibe el nombre de “modelo de
Ben Daniel-Duke”. Esta ecuación no es más que la descripción de una part́ıcula de
masa ms(z) moviéndose en un potencial de forma Es(z). ¿No es sorprendente? Todo
lo anterior se redujo a resolver un problema simple de la F́ısica Cuántica básica.
En la figura 2.2 se muestra la aplicación de este modelo a un pozo cuántico sim-
ple. Este pozo corresponde a la banda de conducción de una heteroestructura de
GaAs/AlAs. La sección del pozo es una capa de GaAs, mientras que las barreras son
capas de AlAs. La forma del pozo viene dada por Es(z) en la ec. 2.51, que depende
de las enerǵıas de las bandas de conducción en el punto Γ de los materiales bulk (ver
figura 2.1).
Una caracteŕıstica relevante de esta formulación es que la dispersión subyacente de
la banda “s” en cada material es parabólica. Esto puede verse aplicando el modelo a un
material bulk. Si bien las bandas pueden considerarse parabólicas cerca de los topes o
fondos, esta aproximación pierde validez cuando nos alejamos en enerǵıa. Cada banda
se comporta parabólicamente en mayor o menor medida. Por ejemplo, esta descripción
funciona bien para la banda hh en un amplio rango. La banda de conducción, en cambio,
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se desv́ıa relativamente rápido del comportamiento parabólico. Como esta banda es la
que da origen a los QCLs, resulta necesario un modelo capaz de describir esta no-
parabolicidad. El siguiente modelo logra este objetivo.
Modelo efectivo no-parabólico de dos bandas (e2b)
Cuando la enerǵıa de los estados se aleja del extremo de la banda “s” las apro-
ximaciones del modelo p1b comienzan a fallar. Para evitar esto se puede ampliar el
grupo “s”, añadiendo bandas cercanas. En principio, podŕıa hacerse que el grupo “s”
contenga a todas las soluciones dadas en las ecuaciones 2.38-2.46. Esto mejoraŕıa sig-
nificativamente la descripción de las bandas de valencia y de conducción. Sin embargo,
si uno se enfoca en la banda de conducción el tamaño del problema puede reducirse.
Comencemos, de hecho, incluyendo en el grupo “s” todos los estados cercanos al
gap: c, hh, lh y so. Estos están dados en las ec. 2.38-2.46. El problema que se tiene
ahora es de dimensión 8×8. Cuando se considera que k⊥ es nulo, el hamiltoniano de
8×8 que gobierna a las FFEE, dado por la ec. 2.32, resulta diagonal en bloques. Los
bloques de 4×4 corresponden a los sets α y β en los que se dividen los 8 estados.
Gracias que estos bloques son idénticos, solo es necesario enfocarse en uno. En otras
palabras, las FFEE para los sets α y β son iguales. Lo que se tiene entonces es que






































































y donde γi = γii con i = c, hh, lh, so.
Ahora, si los estados de interés se encuentran cercanos a la banda de conducción,
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(γlh (z)− γso (z))
, (2.59)
donde la banda hh fue descartada por estar completamente desacoplada. Este cambio
de base es útil ya que muestra que los estados cercanos a la banda de conducción van













































Ev (z) = −
∆ (z)EG (z)
3EG (z) + 2∆ (z)
, (2.62)
6Gracias a la base elegida, la matriz resulta real.
7Adicionalmente, hay que tener en cuenta el offset de las bandas al pasar de una capa a otra. Esto
implica sumar a la diagonal de ec. 2.61 un término vbo(z). Por simplicidad se lo omite, pero queda
impĺıcito.
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Figura 2.3: Relaciones de dispersión de la banda de conducción de GaAs bulk obtenida con
los modelos p1b y e2b, comparada con las obtenidas en referencia [25] y [26].






EG (z) + 2∆ (z) /3







Aśı, la enerǵıa del estado se obtiene resolviendo ec. 2.52 y la función de onda resulta
Ψ (r) = Fc (z)Uc (r) + Fv1 (z)Uv1 (r) (2.65)
Los valores de γc, γvd y γvn viene dados por:










γc = 1 + 2F




















en donde EP = 2mP
2/~2. Tanto los parámetros de Luttinger γ1 y γ2, como los paráme-
tros F y EP se encuentran tabulados para el GaAs y el AlAs [22]. Ningún parámetro
queda libre.
Si bien se comenzó el desarrollo con todas las bandas de valencia y la de conducción,
al final el modelo solo tiene 2 bandas. Una de estas es la de conducción, mientras que
la otra es una banda efectiva que agrupa el efecto de las bandas de valencia.
Antes de aplicar este modelo a un pozo, se puede corroborar su no-parabolicidad.
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Figura 2.4: Enerǵıas de confinamiento de los estados de la banda de conducción de un pozo
cuántico simple según los diferentes modelos.
Para esto se resuelve el sistema dado por las ec. 2.52,2.61 y 2.64 para el caso del GaAs
bulk. Los resultados para la banda de conducción se pueden ver en la figura 2.3. En
esta gráfica la ĺınea recta corresponde al modelo parabólico. El modelo e2b coincide
con el p1b cuando k es pequeño, pero se desv́ıa a hacia menores enerǵıas al aumentar
k. A modo de comparación, en la misma figura se muestran resultados similares de
Ruf y Cardona[25], y de Braun y Rössler [26]. Los resultados de Braun y Rössler son
estimados usando un hamiltoniano similar al de ec. 2.33. Los de Ruf y Cardona resultan
de mediciones magneto-opticas 8. En ambos casos la comparación resulta satisfactoria.
En la figura 2.2 (derecha) se muestran los resultados de aplicar este modelo al
mismo pozo cuántico utilizado con el modelo p1b. A diferencia del caso de una banda,
ahora se tienen dos FE para cada estado de la heteroestructura. A bajas enerǵıas la no-
parabolicidad prácticamente no afecta los resultados. Esto se puede notar en el estado
fundamental, cuya enerǵıa es similar en ambos modelos y que tiene una contribución
casi nula de la segunda FE. A medida que se va hacia estados superiores, la contribución
de la segunda FE aumenta, como aśı también lo hace la diferencia energética con el
modelo p1b. Las enerǵıas de los estados obtenidos con el modelo e2b son menores, como
es de esperarse ya que la no-parabolicidad actúa en esta dirección. Tanto es aśı que
hasta se obtiene un estado confinado más con este modelo.
Lo comentado en el párrafo anterior se muestra en función del espesor del pozo en
la figura 2.4. En esta figura se muestra la enerǵıa de cada uno de los estados confinados
8Ruf y Cardona [25] también hacen uso de un hamiltoniano de 2×2 para describir sus mediciones,
con la diferencia de que se trata de uno emṕırico.
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para espesores de pozo desde 1 nm hasta 20 nm. Cabe notar que el efecto de la no-
parabolicidad no está determinado por la enerǵıa de confinamiento. Por ejemplo, a 1.2
eV el modelo e2b cae por encima del p1b para el caso del estado fundamental. A la
misma enerǵıa, el modelo e2b cae por debajo del p1b para el primer estado excitado.
En general, se ve que la no-parabolicidad aumenta ligeramente la enerǵıa del estado
fundamental mientas que reduce la de los estados excitados. Resultados similares fueron
reportados por Nelson et. al. [27] y por Meney et. al.[28] 9.
Siendo que las FFEE vaŕıan lentamente, cabe preguntarse si son relevantes los
términos con derivadas segundas en la diagonal de la ec. 2.61. Poder descartar estas
derivadas segundas seŕıa beneficioso en lo que a implementación numérica respecta,
dando lugar a una versión light del modelo e2b. Para responder esta pregunta se cal-
cularon los estados confinados en pozos cuánticos simples descartando estos términos.
Los resultados se muestran en la figura 2.4 bajo la etiqueta e2b lght. Se puede ver
que el despreciar estos términos no tiene efecto para el estado fundamental, pero trae
consecuencias importantes para los estados excitados.
A pesar de que no se puede simplemente despreciar las derivadas segundas del
modelo e2b, existe una forma de eliminarlas. Para esto se propone una versión emṕırica
del hamiltoniano de ec. la 2.61:
HempF,e2b =
[
EG (z) Pemp (z)
d
dz
−Pemp (z) ddz EV,emp (z)
]
, (2.67)
donde EV,emp y Pemp son parámetros libres. A este modelo se lo denominó e2b emp.
Los parámetros libres EV,emp y Pemp se ajustaron de forma tal que reproduzcan las
relaciones de dispersión obtenidas para los materiales bulk al usar el modelo e2b (ver
figura 2.3). Haciendo esto se obtuvo que PGaAsemp = 0,87283eV/nm, E
GaAs
V,emp = 0,20405eV ,
PAlAsemp = 0,83466eV/nm, E
GaAs
V,emp = −0,44587eV , considerando el cero de enerǵıa en el
tope de la banda de valencia original del GaAs (ver nota al pie de página 18). Con
estos valores, los resultados arrojados por el modelo e2b emp son indistinguibles de los
del modelo e2b, tanto para los materiales bulk como para pozos cuánticos (en la figura
2.4 ambos modelos debieron representarse con la misma ĺınea).
Un último comentario acerca de e2b. Se dijo que uno de los beneficios de este
modelo es su capacidad de reproducir la no-parabolicidad de la banda de conducción.
Otro enfoque usado comúnmente para el mismo fin es el de usar la ecuación de masa
efectiva (ec. 2.51) pero con una masa efectiva que depende de la enerǵıa. Tal ecuación
puede derivarse fácilmente del hamiltoniano de e2bemp (ec. 2.67) eliminando Fv1 en
9En este trabajo Meney et. al. analizan un hamiltoniano similar al del modelo e2b, solo que no
hacen una derivación exacta del mismo. Esto los lleva a asumir que γc y γv tienen el mismo signo, lo
cual deriva en soluciones espurias. Evaluando γc y γv con las ecuaciones recién presentadas se llega a
que γc < 0 mientras que γv > 0, lo que evita las soluciones espurias.
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Fc (z) + EG (z)Fc (z) = EFc (z) , (2.68)
con
m∗c (E) =
~2 (E − EV,emp (z))
2P 2emp
. (2.69)
Aunque las enerǵıas de los estados que se obtienen usando este enfoque son los mismos
que los de modelo e2bemp, los autoestados no son iguales. Al resolver ec. 2.70 solo se
obtiene Fc, y suele ignorarse a Fv1 [29]. La consecuencia es que la descripción de los
estados es más pobre, sobre todo para los niveles excitados.
Inclusión de campo eléctrico externo
Una de las variables externas que afectan a los estados electrónicos en heteroes-
tructuras es el campo eléctrico que es aplicado sobre la misma. Siendo que tal bias es
indispensable para el funcionamiento de un QCL, resulta imprescindible que los mode-
los propuestos sean capaces de incluirlo. Afortunadamente, resulta sencillo hacer que
los modelos cumplan con este requerimiento.
En la práctica, el campo es aplicado paralelo a la dirección de crecimiento. Al
aplicar este campo Ep, que se supone constante, los electrones se ven afectados por un
potencial extra de forma Epz. Para ver su efecto en los modelos se hace el remplazo
V → V +Epz en la ecuación 2.1 y se realiza todo el desarrollo nuevamente suponiendo
despreciable la variación de Epz entre celdas unidad. Haciendo esto se llega a que
HF → HF + EpzI , (2.70)
donde HF es el hamiltoniano de las FFEE de los modelos p1b, e2b y e2b emp (ec. 2.51,
2.61 y 2.67, respectivamente), e I es la matriz identidad correspondiente.
2.2.5. Estudio microscópico de la función envolvente
La gran ventaja que ofrece el método de la función envolvente es la posibilidad
de olvidarnos del detalle microscópico de la heterostructura. Como se demostró en
secciones anteriores, realizando ciertas suposiciones es posible llegar a expresiones que
nos permiten calcular estados electrónicos de la estructura las cuales solo requieren
parámetros de los materiales bulk y el diseño de las capas.
En este caṕıtulo se evalúan pseudo-cuantitativamente algunas de las aproximaciones
realizadas en la sección “Aproximaciones en el método de la función envolvente”. Para
esto es necesario un detalle microscópico de la estructura, el cual viene dado por el
potencial V en ec. la 2.1. Adicionalmente, si queremos meternos en el ámbito micro,
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necesitamos los estados base Un. Ambas necesidades se pueden solventar recurriendo
al método del pseudo-potencial, el cual se describe brevemente a continuación.
El camino a seguir es el siguiente. Primero, utilizando el método del pseudopoten-
cial se obtendrán los potenciales cristalinos del GaAs y del AlAs bulk. Con estos, se
calcularán los autoestados de los materiales en el centro de zona, resolviendo la ec. 2.35.
Estos autoestados10 cumplirán el rol de Un. Luego se construirá el potencial cristalino
de dos heteroestructuras que servirán de ejemplo. Esto se hará empalmando adecuada-
mente los potenciales de los materiales bulk. Este potencial junto con los autoestados
bulk será utilizado para evaluar el término más complicado del método de la función
envolvente: Vnn′(z, z
′) (la versión en el espacio real y unidimensional de la 2.14). La
forma de este potencial permitirá entender y pseudo-cuantificar el efecto de las inter-
faces. Por simplicidad, y ya que la intención no es obtener datos exactos de rigurosa
validez cuantitativa, se dejará de lado la interacción esṕın-órbita.
Método del pseudopotencial
Los electrones de valencia de los átomos son los responsables de muchas de las
propiedades relevantes de las heteroestructuras. Estos electrones se localizan más que
nada en partes externas de los átomos, mientras que el resto de los electrones lo hacen
más cerca del núcleo. A pesar de esto, las funciones de onda de los electrones de valencia
no son nulas cerca del núcleo. Y no solo no son nulas, sino que además pueden presentar
grandes oscilaciones en esta zona debido a que deben ser ortogonales con las funciones
de onda de los electrones de las capas internas.
Afortunadamente es posible extirpar de la función de onda original estas oscilacio-
nes, obteniendo una función de onda más suave. Esta versión suavizada es denomina-
da “pseudo-función de onda”, y verifica un “pseudo-hamiltoniano” con un “pseudo-
potencial”. Las oscilaciones extráıdas de la función de onda original son consideradas
en el pseudo-Hamiltaniano. Puede pensarse que el rol de estas oscilaciones en este
pseudo-hamiltoniano es el de “apantallar” al potencial real del núcleo. Esta versión
apantallada es el pseudo-potencial. El potencial real y el pseudo-potencial convergen
en las afueras de los átomos. Por el contrario, en las cercańıas del núcleo el potencial
real diverge mientras que el pseudo-potencial se mantiene acotado.
El pseudo-potencial de un cristal se puede armar sumando los pseudo-potenciales
atómicos de los átomos que lo conforman. Aśı, por ejemplo, el pseudo-potencial de un




[vGa (|r − τGa −R|) + vAs (|r − τAs −R|)] (2.71a)
10En realidad, son los autoestados del GaAs los que se usan para la base Un. Los autoestados del
AlAs son calculados para comparaciones posteriores.







vGa (|G|) eiG(r−τGa) + vAs (|G|) eiG(r−τAs)
]
, (2.71b)
donde R y G son vectores de la red directa y de la red rećıproca, respectivamente, y
τGa y τAs son las posiciones de correspondientes átomos dentro de la celda unidad. Ωc
es el volumen de la celda unidad. Los pseudo-potenciales atómicos vi pueden ser deter-
minados ajustando diversos resultados experimentales como aśı también de primeros
principios.
Los valores de los factores atómicos vj(q) de la ecuación 2.71 disminuyen en valor
absoluto aproximadamente según 1/q2, por lo que a fines prácticos la suma de la ec.
2.71 puede acotarse a valores de G tal que |G| ≤ G0, para algún valor G0. Además,
resulta conveniente escribir las sumatorias de ondas planas de la ec. 2.71b explicitando
que transforman de acuerdo a la representación Γ1 del grupo de simetŕıa del cristal






















Teniendo el potencial11, los estados bulk del GaAs se obtienen resolviendo la ecua-




+ VGaAs . (2.73)
Por el teorema de Bloch, las autofunciones de un hamiltoniano con simetŕıa de trasla-
ción se pueden escribir como
Ψk,n (r) = e
ik·rUk,n (r) , (2.74)
donde Uk,n(r) es una función con la periodicidad de la red. Aprovechando esta perio-














En la práctica, la sumatoria sobre vectores de la red rećıproca se acota a vectores con
módulo menor a cierto valor G0 (puede o no ser el mismo G0 usado para expandir el
potencial).
11Por brevedad, de ahora en adelante se omitirá el prefijo “pseudo”. Simplemente se hablará de
funciones de onda y de potenciales, quedando impĺıcito que en realidad se hace referencia a sus
versiones “pseudo”.
12Se ignora la interacción esṕın-órbita
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Uk,n (r) = Ek,nUk,n (r) . (2.77)
Para resolver la ec. 2.77 conviene explotar la simetŕıa del cristal. Esto se logra simetri-











α,j es una combinación de ondas planas con G
2 = (2π/a)2i que transforma
según la fila j de la representación α del grupo de simetŕıa del vector de onda k. Con esta
simetrización el hamiltoniano queda diagonal en bloques ya que los elementos de matriz
del hamiltoniano entre combinaciones correspondientes a diferentes representaciones
son nulos.
Usando estas ecuaciones se procedió a calcular el potencial y los autoestados bulk.
Para obtener el potencial cristalino de la ec. 2.72 se utilizaron los factores atómicos
vj(q) reportados en referencia [30]. Para la expansión tanto del potencial como de las
funciones de onda se utilizaron ondas planas con |G| ≤ G0 =
√
12. Tales expansiones
se simetrizaron según el grupo T 2d , para lo cual se utilizaron los resultados de referencia
[31], los cuales se extendieron usando los proyectores de referencia [32] hasta el valor
de G20 = 12. Los bloques de hamiltoniano correspondientes a cada representación se
diagonalizaron numéricamente, obteniéndose aśı las soluciones bulk para los materiales
GaAs y AlAs. De acuerdo con la notación anterior, la solución correspondiente a la
banda de conducción es denominada Ws y las de la banda de valencia Wx, Wy y
Wz (estas son las soluciones en Γ correspondiente al caso sin interacción esṕın-órbita
de la figura 2.1). Adicionalmente se calculó el estado de simetŕıa X1 de la banda de
conducción en el punto X de la zona de Brillouin (ver figura 2.1), el cual se denota
WX1 (no confundir con Wx).
Las enerǵıas de las soluciones concuerdan con lo reportado por quienes generaron los
factores atómicos del pseudo-potencial [30], pero presentan ciertas diferencias con los
valores experimentales. Sin embargo, en general este pseudo-potencial reproduce acep-
tablemente la estructura de bandas del GaAs y del AlAs, por lo que esta discrepancia
se considera irrelevante para el presente estudio.
Siguiendo con la ruta planeada, en la próxima sección los potenciales y autoestados
bulk son utilizados para evaluar el efecto de las interfaces en los estados electrónicos.
Efecto de las interfaces
Con el fin de apreciar el efecto de las interfaces en el método de la función envolvente
se simularon dos estructuras. Ambas consisten de dos pozos de GaAs entre barreras de
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Figura 2.5: Promedio del potencial de la estructura de pozos finos sobre el plano xy.
Figura 2.6: Potencial no local en el centro de la estructura de pozos finos.
AlAs. En la primera los pozos son de 15 monocapas, separados por una barrera de 17
monocapas, y con barreras de 176 monocapas a ambos lados. La segunda consiste de
pozos de 79 monocapas, con una barrera intermedia de 81 monocapas, y con barreras
de 80 monocapas a los lados. Las interfaces se colocaron entre medio de las monocapas,
de forma que al pasar de una barrera a un pozo el potencial cambia del de AlAs al
de GaAs. En la figura 2.5 se puede apreciar, a modo de ejemplo, el promedio sobre
el plano xy del potencial cristalino de la estructura de pozos finos (las barreras de
los costados se extienden mas allá de lo mostrado en esta figura). Las monocapas se
aprecian fácilmente.
Habiéndose construido el potencial cristalino de la heteroestructura (V (r), ver fi-
gura 2.5), y habiéndose obtenido las soluciones bulk (Wi(r)) se procedió a calcular
Vnn′(z, z
′). Este es el análogo unidimensional en espacio real de ec. 2.14. Viene dado
por















exp (ikzz) 〈Wn|exp (−ikzz)V (z) exp (ik′zz)|Wn′〉 exp (−ik′zz′) .
(2.79)
donde se uso ec. 2.14 con las funciones base Wi, y donde LT es el espesor total de la es-
tructura. La ecuación 2.79 fue evaluada numéricamente para n, n′ = s, x, y, z,X1. Para
esto se evaluó Wn(z)V (z)Wn′ en una grilla de 4001 puntos. A partir de esta grilla, y
con ayuda del algoritmo fft, se obtuvo una matriz de 4001×4001. Tal matriz se corres-
ponde13 con Vnn′(k, k
′). Usando nuevamente fft, se volvió al espacio real, obteniéndose
aśı Vnn′(z, z
′) en forma de una matriz de 4001×4001.
Lo primero que se pudo notar fue que efectivamente la no-localidad del potencial
no es relevante. En todos los casos Vnn′(z, z
′) mostró un excelente acuerdo con la apro-
ximación 14
Vnn′ (z, z
′) ' Vnn′ (z) ∆ (z, z′) =
∑
kz
〈Wn|V (z) exp (ikzz)|Wn′〉 exp (−ikzz) ∆ (z, z′) .
(2.80)
Esta ecuación, a comparación del comportamiento ĺımite planteado en ec. la 2.21,
contempla el efecto de las interfaces. A modo de ejemplo, en la figura 2.6 se muestra
Vss(z, z
′) para z fijo en el centro de estructura, en donde se ve con claridad la función
delta restricta a la PZB (∆(z, z′)).
Mas allá de la no-localidad, existe otra aproximación que se hizo al despreciar las
interfaces. Esta es la de considerar que Vnn′(z) es igual a V
bulk
nn′ (z) en toda la estructura.
V bulknn′ (z) viene definido análogamente a H
bulk
nn′ (z): es igual a V
a
nn′ cuando z pertenece
a una capa de material “a”, con V ann′ = 〈Wn|V a (z)|Wn′〉. Claramente, es razonable
que esto sea cierto lejos de las interfaces, donde la estructura se parece más a un
material bulk. Pero no es claro que esto sea aśı en cercańıas de las interfaces. Y no
lo es. La diferencia entre Vnn′ y V
bulk
nn′ se puede apreciar en la figura 2.7, donde se
grafica el caso particular de n = n′ = s para la estructura de pozos más finos. Como
se espera, Vss → V bulkss lejos de las interfaces, mientras que en cercańıa de estas se
presentan oscilaciones de Gibbs, consecuencia de que las FFEE se encuentran limitadas
a expansiones de ondas planas con k dentro de la PZB.
Cabe preguntarse qué tan significativa es la diferencia entre Vss y V
bulk
ss . Para res-
13En realidad, la matriz que se obtiene usando fft no tiene los vectores limitados a la PZB como
es necesario. Esto se arregló simplemente llevando a cero a todo elemento de la matriz con k o k′ de
modulo mayor a π/a (a: parámetro de red del GaAs).
14Para una fundamentación de esta aproximación ver apendice de referencia [19].
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ponder a esta pregunta se calcularon los estados electrónicos utilizando el modelo p1b
para las estructuras mencionadas. Al hacer esto, los estados obtenidos se corresponden
con V bulknn , siendo que este es el que utiliza en el modelo p1b. La diferencia entre Vnn
y V bulknn fue entonces aplicada perturbativamente a primer orden a los estados de las
diferentes bandas. Esto arrojó aumentos en las enerǵıa de confinamientos de entre 10
meV y 100 meV en la estructura de pozos más finos, dependiendo de la banda. Tal
aumento de la enerǵıa de confinamiento de los estados actúa alejando los estados de
las bandas de valencia de los de la de conducción. En el caso de la estructura de pozos
más gruesos los resultados fueron un orden de magnitud menor. El menor efecto de las
interfaces en el caso de los pozos más gruesos se deriva de que los estados electrónicos se
encuentran menos confinados, por lo que tienen menor densidad en las interfaces. Por
supuesto, estos cálculos aproximados no permiten sacar conclusiones precisas, pero si
dan un indicativo de qué tanto se les puede exigir a los modelos derivados en secciones
anteriores. Una particulardad de V bulknn′ es que es nulo para n 6= n′ para los estados s,
z, x, y. Esto es consecuencia de la simetŕıa del V a de los materiales. Al transformar
como Γ1, V
a no puede acoplar estados Γ1 con Γ15, ni tampoco los diferentes estados
partners dentro de Γ15 (x, y, z). Sin embargo, la simetŕıa se ve reducida en las inter-
faces. Por esta razón Vnn′ śı puede generar mezclado de las bandas. Un ejemplo de lo
recién mencionado se puede ver en la figura 2.8. En esta gráfica se comparan V bulksz y
Vsz, corroborándose que la versión bulk es nula en toda la estructura, mientras que Vsz
presenta valores no nulos justamente en las zonas de las interfaces. Por otro lado, tanto
Vsx como Vsy resultan nulos incluso en las interfaces, consecuencia de que la ruptura
de simetŕıa solo se da en la dirección z.
Más allá de que Vsz no es nulo, su efecto si lo es. Simplemente sucede que las bandas
s y z se encuentran demasiado lejos en enerǵıa. Pero existe un caso interesante donde
el efecto de mezcla pude ser apreciable. Esto tiene lugar entre estados de la banda de
conducción del punto Γ y estados de la misma banda en el punto X. Un ejemplo de
tales estados se puede ver en la figura 2.7. Los estados del punto Γ (marcados con ĺınea
continua) se hallan confinados en las capas de GaAs. La situación es diferente para los
estados del punto X (marcados con ĺınea intermitente): la enerǵıa del estado WX1 es
mayor en el GaAs que en el AlAs (ver figura 2.1), por lo que su confinamiento se da en
la capa central de AlAs. La enerǵıa de los estados confinados fundamentales de ambas
bandas resultan muy similares en estas estructuras, abriendo la posibilidad de que un
potencial de mezcla genere efectos apreciables. El potencial de mezcla correspondiente
(VsX1) se muestra en la figura 2.9. Como se necesita que los estados tengan la periodi-
cidad de la red fue necesario replegar la PZB, trayendo aśı los estados X1 al centro de
zona. Las sumatorias sobre kz se acotaron para tener en cuenta este replegamiento. El
efecto de este potencial de mezcla sobre los estados fundamentales15 en Γ fue evaluado
15En realidad, uno de estos es el fundamental (el simétrico), mientras que el otro es el primer
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Figura 2.7: Arriba: Potencial de la estructura para la banda de conducción “s” y su aproxima-
ción, la cual es usada en los modelos. Abajo: (en ĺıneas sólidas) perfil de la banda de conducción
en Γ (Hbulkss ) y los dos estados de menor enerǵıa obtenidos utilizando el modelo p1b. (en ĺıneas
punteadas) perfil de la banda de conducción en X (HbulkX1X1) y el estado confinado de menor
enerǵıa (se ignoran los estados no confinados que se encuentran por fuera de los pozos de GaAs).
La diferencia en las enerǵıas entre la parte superior y la inferior se debe a que la primera no
cuenta con la enerǵıa cinética.
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Figura 2.8: Potencial de mezcla entre la banda de conducción (en Γ) s y la banda de valencia
z. Como se puede ver, el potencial de mezcla es nulo al despreciar las interfaces. Los potenciales
de mezcla entre s y x o y son nulos, ya que en esas direcciones no hay ruptura de simetŕıa.
Figura 2.9: Potencial de mezcla entre la banda de conducción en Γ (s) y la banda de conducción
en X (X1). Como se puede ver, el potencial de mezcla es nulo al despreciar las interfaces.
perturbativamente a segundo orden, considerando todos los estados confinados de X
(en la figura 2.7 solo se muestra el fundamental). Se obtuvieron corrimientos de algu-
nos meV, siendo hacia menores enerǵıas para el estado antisimétrico y hacia mayores
para el simétrico. Si bien los corrimientos energéticos son pequeños, la mezcla de estos
estados puede traer otras consecuencias, como por ejemplo en la fuerza de oscilador de
transiciones interbandas.
Efecto de las diferencias en los estados bulk
Otra aproximación que se evaluó fue la correspondiente a la ec. 2.27. Teniéndose ya
calculados los estados bulk Wi del GaAs y del AlAs y los hamiltonianos correspondien-
tes, la evaluación de esta aproximación es directa. Para el pseudo-potencial utilizado
excitado (el antisimétrico). Como la diferencia de enerǵıas es pequeña, se hace referencia a los dos
como “fundamentales”.
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Como se puede ver, esta aproximación funciona muy bien para la banda de valencia.
Por otro lado, la diferencia es apreciable para la banda de conducción s . Sin embargo,
es plausible que el realizar esta aproximación no tenga efecto considerable en los estados
electrónicos del fondo de los pozos ya que estos no dependen tan marcadamente de la
altura de las barreras, sobre todo en la banda de conducción donde el confinamiento es
más marcado que en la banda de valencia. Además, es esperable que esta aproximación
mejore al disminuir la concentración de Al al utilizar barreras de GaxAl1-xAs.
2.3. De los excitones
En la descripción anterior nada se dijo acerca de la interacción entre los electrones y
los huecos que pueblan los estados electrónicos calculados por el método de la función
envolvente. Una situación t́ıpica en la que esta interacción puede ser relevante es cuando
se tiene un electrón y un hueco espacialmente cerca. Tal caso se da, por ejemplo, cuando
un electrón es excitado ópticamente desde alguna de las bandas de valencia a la banda
de conducción, dejando atrás un hueco. El electrón y el hueco tienen carga eléctrica
opuesta, por lo que van a atraerse. Esta interacción coulombiana puede ser descrita








ψ(r) = (E − Eg)ψ(r) (2.82)
donde µ ahora es la masa reducida del electrón-hueco, ε es la constante dieléctrica del
material, r la distancia entre el electrón y el hueco y Eg es el gap de enerǵıa entre los
mismos (incluyendo la enerǵıa de confinamiento). La ecuación 2.82 es similar al del
problema de un átomo hidrogenoide. Lo que se tiene, entonces, es que un hueco y un
electrón interactúan para dar lugar a una estructura similar a un átomo, la cual recibe
el nombre de excitón16.
En el caso de un material isotrópico, las soluciones de 2.82 son conocidas. En un sis-
tema anisotrópico, un potencial anisotrópico adicional debe ser agregado, con lo que los
cálculos se complejizan. En algunos casos, esta anisotroṕıa puede evitarse considerando
16Existen dos tipos de excitones: tipo Frenkel y tipo Wannier-Mott. En semiconductores los exci-
tones son del segundo tipo.
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sistemas de más baja dimensión. En el caso de pozos cuánticos en heteroestructuras,
se sabe que el sistema se encuentra entre uno de tres dimensiones (3D) y uno de dos
dimensiones (2D). Ni el modelo puramente 3D ni el puramente 2D logran describir
adecuadamente estos sistemas.
Siendo que los sistemas de pozos cuánticos se encuentran entre 2D y 3D, He propuso
un original método [33] donde un espacio de dimensión fraccionaria es utilizado para
simplificar el tratamiento matemático. En este modelo, las interacciones anisotrópicas
en el espacio 3D son tratadas como isotrópicas en un espacio menor de dimensión
fraccionaria, donde la dimensión α viene determinada por el grado de anisotroṕıa. En
este espacio α-dimensional el problema de los excitones en pozos cuánticos vuelve a
ser el de un átomo hidrogenoide. Con este enfoque, He [33] calculó las enerǵıas de
los estados ligados del excitón y sus funciones de onda como función de la dimensión
espacial α resolviendo la ecuación de Schrödinger hidrogenoide en un espacio αD. Los
valores de enerǵıa y de radio orbital quedan dados por




]2 y an = a0 [n+ α− 32
]2
(2.83)
respectivamente, donde n = 1, 2, ... es el número cuántico principal; E0 y a0 son, res-
pectivamente, la constante efectiva de Rydberg y el radio efectivo de Bohr, E0 =
(ε0/ε)
2(µ/m0)RH y a0 = (ε/ε0)(m0/µ)aH . RH y aH son la constante de Rydberg y el
radio de Bohr, respectivamente.
En heteroestructuras de pozos cuánticos, α vaŕıa continuamente entre 2 y 3. A me-
dida que el espesor del pozo disminuye, la funciones envolventes tanto del electrón como
del hueco se ven comprimidas, la interacción coulombiana se vuelve más anisotrópica y
el valor de α tiende de 3 a 2. Para pozos cuánticos muy angostos, las FFEE se expanden
significativamente sobre las barreras y la extensión espacial comienza a aumentar. Por
tanto α nunca llega al valor de 2, sino que tiene un valor mı́nimo correspondiente al
comienzo de esta fuga por las barreras.
El principal problema es, entonces, el de definir la dimensión fraccionaria α que
describe el grado de anisotroṕıa del sistema. Tal parámetro debe estar relacionado a
uno que tome en cuenta la extensión espacial de la interacción entre electrón y hueco.
En este sentido, la dimensión fraccionaria puede escribirse como [34]
α = 3− e(−β) (2.84)
donde β viene dado por la relación entre la distancia promedio electrón-hueco en la
dirección de confinamiento y el radio efectivo del excitón en el caso 3D.
Diferentes aproximaciones pueden hacerse para evaluar β. En particular, para este
trabajo se utilizó el desarrollo realizado en [34] para pozos cuánticos simples. Habiéndo-
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se obtenido β, se calculó luego la enerǵıa de ligadura de los excitones EXb,n (ec. 2.83).
Los resultados aśı obtenidos se muestran en la figura 2.9 en función del espesor del pozo
para el caso n = 1. Se puede ver que por debajo de cierto espesor ĺımite la enerǵıa de
ligadura comienza a decrecer, consecuencia de que la dimensionalidad deja de disminuir
y comienza a alejarse del valor 2D.
Figura 2.10: Enerǵıa de ligadura de un excitón en un pozo cuántico simple, calculada en base
a referencia [34].
2.4. Del sistema Schrödinger-Poisson
La distribución electrónica en un semiconductor puede ser fuertemente afectada por
la introducción de dopaje. En el caso de las heteroestructuras, la distribución y el tipo
del dopaje presente constituyen variables de diseño, tanto como lo son los espesores y
las composiciones de las capas. Una forma de contemplar esta nueva variable en los
modelos es recurriendo a un enfoque de tipo campo medio para la interacción electrón-
electrón. Tal campo medio es añadido reemplazando V → V + Ṽ . En lo que a los
modelos respecta, este reemplazo implica HF → HF + Ṽ I, al igual a como se realizó
para el bias externo (ec. 2.70). Al potencial electrostático Ṽ se lo obtiene resolviendo

















donde e es la carga del electrón, ε(z) es la permitividad absoluta del material corres-
pondiente a z, nD(z) es el perfil de dopaje y ni es la población del estado i. Como
para el cálculo de Ṽ son necesarios los estados electrónicos Ψi y viceversa, el sistema
Schrödinger-Poisson debe ser resuelto iterativamente.
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Una punto importante al implementar este sistema es la determinación de las po-
blaciones de cada estado (ni). En principio estas poblaciones debeŕıan ser calculadas













donde Ei es la enerǵıa del estado i, TL es la temperatura de la red y µ es el potencial
qúımico. En esta ecuación m‖ es la masa efectiva en el plano perpendicular a la direc-
ción de confinamiento que determina la densidad de estados de cada estado. m‖ es en
realidad una función de z y de Ei (a causa de la no-parabolicidad), pero bien puede ser
aproximada por m‖ del material del pozo en el fondo de la banda. El potencial qúımico







A modo de ejemplo, en la figura 2.11 se muestran los resultados con y sin implementar
el sistema Schrödinger-Poisson para una estructura de dos pozos acoplados. Al pozo
de la izquierda se le fijo un dopaje tipo “n” de 7×1017cm−3. Las poblaciones ni fueron
determinadas utilizando la ec. 2.86, con TL = 300K. En la gráfica, la intensidad de la
aurora de cada estado es proporcional al ni. Como se puede ver, los dos estados del
fondo concentran gran parte de la población electrónica. La densidad de carga negativa
añadida por el dopaje se encuentra repartida entre los dos pozos. La correspondiente
densidad positiva queda localizada en el pozo de la derecha. Tal separación de carga
produce que en el pozo de la derecha disminuya en enerǵıa del fondo, mientras que en
el de la izquierda hace que aumente.
17Tales cálculos están actualmente siendo desarrollados dentro del grupo de trabajo del Proyecto
QCLs.
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Figura 2.11: Diagrama mostrando el efecto del dopaje en los estados electrónicos. Izquierda:
Dos pozos cuánticos acoplados, con sus estados calculados con el modelo p1b. Derecha: Los
mismos pozos, pero ahora con uno de ellos con un dopaje de 7 × 1017 cm−3 de Si. Los estados
se calcularon usando el modelo p1b junto con el método iterativo Schrödinger-Poisson (descrito





La teoŕıa desarrollada en el caṕıtulo anterior constituye la base para el cálculo de
los estados electrónicos en heteroestructuras, pero la misma debe ser implementada.
La función más básica que debe cumplir esta implementación es la de obtener los
autoestados de una estructura utilizando los modelos propuestos. Por supuesto, no
existe una única receta para lograr ese objetivo. Multitud de implementaciones resultan
factibles, algunas de tipo anaĺıtico y otras de tipo numérico, cada una de las cuales
puede ser programada usando diferentes lenguajes (C++, C, Python, etc). Más allá de
las opciones que se elijan, la implementación debe ser pensada en función del fin para el
que se la va a utilizar. En nuestro caso tal fin es el diseño de un QCL. Lo que se busca
no es solo calcular estados electrónicos en ciertas estructuras, sino más bien ser capaces
de hacer lo inverso y diseñar estructuras con una distribución de estados deseada. Esto
requiere de un software que permita variar fácilmente el diseño de la heteroestructura
(número de capas, composición, espesor, etc.) y las condiciones en las que se quieren
obtener los estados (temperatura, campo aplicado, etc.). Además, claramente cuanto
más rápido sea este software, mejor. Por último, resulta conveniente que sea versátil,
en el sentido de que permita añadir nuevas funcionalidades sin mayores complicaciones.
Teniendo esas metas en mente fue que se diseñó el programa para el cálculo de los
estados electrónicos en heteroestructuras realizado en el marco de esta tesis, el cual se
denominó hera. Los detalles básicos de su implementación son el tema de esta caṕıtulo.
3.1. Comentarios generales acerca del programa (he-
ra)
El punto de partida no fue un archivo en blanco. Al momento de comenzar esta
tesis ya se dispońıa dentro del grupo de trabajo de un programa enfocado al cálculo de
estados electrónicos [35]. El inconveniente era que estaba basado en una implementación
anaĺıtica. Esto de por śı no es un problema, pero tráıa complicaciones a la hora de
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avanzar hacia estructuras con potenciales arbitrarios1.
El nuevo programa, hera, se encuentra escrito en lenguaje C++. Consta de un
módulo base que es el que se encarga del manejo de las estructuras y de los materiales
que pueden componerlas. Para esto existen dos archivos fundamentales. Uno de estos
es general y contiene todo lo referente a datos de los materiales y de aleaciones que
puedan formarse con estos materiales. El otro es particular para cada estructura y
contiene el diseño de la misma (número de capas, composición, espesores, dopaje,
etc.). Ambos archivos tienen formato JSON e internamente son parseados utilizando la
libreŕıa rapidjson [36]. Esto permite, entre otras cosas, que nuevos parámetros puedan
ser añadidos fácilmente.
La resolución de los modelos p1b y e2b, junto la del sistema Schrödinger-Poisson se
encuentran en un segundo módulo. Este modulo, que obtiene los estados electrónicos
utilizando el método de di ferencias finitias, se denominó edifi. edifi depende de las
librerias SLEPCs [37] y PETSC [38] para la obtención de los autovalores y autovectores
y para la resolución de sistemas lineales.
3.2. Método de diferencias finitas
Para evitar las restricciones en las formas de los potenciales que suelen acompañar
a las implementaciones de tipo anaĺıtico se optó por una de tipo numérico. Dos de los
métodos numéricos más comúnmente utilizado son el método de la matriz de trans-
ferencia y el método de diferencias finitas. El método de matriz de transferencia se
podŕıa decir que es en realidad, en cierto sentido, semi-anaĺıtico. Usa el hecho de que
las soluciones de la ecuación de masa efectiva (ec. 2.51, modelo p1b) son conocidas para
el secciones donde el potencial es lineal (son funciones exponenciales complejas cuando
el potencial es constante, mientras que son funciones de Airy cuando la pendiente es no
nula). Un potencial arbitrario puede ser aproximado por tales segmentos lineales. Las
condiciones de continuidad impuestas a la FE surge en cada empalme de los segmentos
en modo de matriz de transferencia. La matriz global de transferencia de la estructura
se obtiene multiplicando todas estas matrices. Luego se imponen condiciones de con-
torno y se utiliza algún método numérico complementario para encontrar las enerǵıas
para las cuales la matriz de transferencia consigue conectar las condiciones de contorno
de cada extremo. Las enerǵıas resultantes corresponden a los autoestados del sistema.
El método de transferencia tiene sus puntos fuertes. Por ejemplo, resuelve prácticamen-
te de forma exacta aquellos potenciales formados sólo por segmentos lineales. Pero, si
bien su implementación para el modelo p1b es directa, no es tan simple en el caso del
modelo e2b. Una salida es usar el enfoque de la masa efectiva dependiente de la enerǵıa
1Estos potenciales arbitrarios surgen inevitablemente en el sistema Schrödinger-Poisson.
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que se describió en el caṕıtulo anterior (sección 2.2.4), aceptando la complejidad extra
que la dependencia de la enerǵıa introduce.
Por otro lado, el método de diferencias funciona discretizando la estructura y apro-
ximando las derivadas por ecuaciones de diferencias. Una derivada primera puede ser


















donde fi = f(zi), siendo zi uno de los puntos de la discretización y hz la separación entre
dos puntos consecutivos. El sistema de ecuaciones de diferencias que resulta de aplicar
aproximaciones de estos tipos a los hamiltonianos de los modelos puede ser escrita en
forma matricial. Los autovalores y autovectores de esta matriz son enerǵıas y los estados
de la estructura. El método de diferencias finitas tiene varias ventajas. Por un lado, su
implementación es sencilla para los modelos planteados en este trabajo. No solo eso,
sino que también cualquier otro modelo de más bandas cabe fácilmente en este método.
La sencillez reside en que no hace falta más que setear adecuadamente los valores de
la matriz. El trabajo de resolver el problema de autovalores es delegado a libreŕıas
especializadas. Tales libreŕıas suelen tener métodos enfocados a la matrices dispersas
como las que se derivan de los hamiltonianos, por lo que muy buenos rendimientos
pueden ser obtenidos.
Considerando los puntos recién planteados se decidió basar la resolución en el méto-
do de diferencias finitas. En las próximas secciones se detalla la forma en la que los
modelos p1b y e2b fueron implementados en este enfoque.
3.2.1. Implementación del modelo p1b
La ecuación del modelo p1b (ec. 2.51) contiene una derivada segunda. Para escribirla
según el método de diferencias finitas se aplicó dos veces la aproximación de diferencia






























Los puntos intermedios ms,i±1/2 se aproximaron tomando el promedio de los puntos
i e i± 1. Usando este resultado, la implementación del modelo p1b se reduce al sistema
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La forma de las FFEE viene dada por f = (Fs,1, Fs,2, . . . , Fs,N , ). Para la evaluación
de ad1 y a
d
N se necesitan los valores ms,0 y ms,N+1, los cuales caen fuera de la grilla.
Esto se solucionó tomando ms,0 = ms,1 y ms,N+1 = ms,N . Cabe mencionar que dentro
del sistema de ec. 3.3-3.5 está impĺıcitamente asumido que la FE es nula por fuera de
la región de simulación. Como se comentó previamente, para la solución del problema
de autovalores de ec. 3.3 se recurrió a la libreŕıa SLEPCs. De todos los métodos que
contiene SLEPCs para la resolución de este tipo de problemas se encontró que el
denominado CISS (Contour Integral Spectrum Slicing Method [39]) lograba una buena
extracción de los autovalores con un buen rendimiento 2.
En la figura 3.1 se comparan los resultados obtenidos utilizando el programa pre-
existente basado en la versión anaĺıtica3 del método de matriz de transferencia con los
obtenidos por el método de diferencias finitas, en ambos casos para el modelo p1b. Los
resultados obtenidos por los dos métodos coinciden muy bien.
3.2.2. Implementación del modelo e2b
Para el caso del modelo e2b se procede de forma análoga a lo realizado para el p1b,
pero con un par de diferencias. Ahora se tiene, además de una derivada segunda, una
2Tiempos de ejecución menores a 0.5 segundos para una grilla de 2000 elementos, con un procesador
Intel(R) Core(TM) i7-2600 @ 3.40GHz.
3Es decir que los potenciales no son aproximados por segmentos lineales, sino que solo potenciales
realmente formados por segmentos lineales pueden ser resueltos.
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Figura 3.1: Comparación de las enerǵıas de los estados de un pozo simple obtenidas por
el método p1b implementado mediante el método de diferencias finitas versus el mismo pero
implementado utilizando matriz de transferencia. Además se muestra el mismo cálculo pero con
e2b
derivada primera. En verdad, dos derivadas primera: una para cada función envolvente.
Siguiendo lo reportado por Ma et. al. [40], se optó por aproximar una de estas derivadas
primeras por diferencia progresiva y por diferencia regresiva a la otra. La otra diferencia
es que ahora se tienen dos FFEE. Para hacer frente a las dos FFEE se agranda el tamaño
del sistema, pasando de uno de N×N a uno de 2N×2N, donde N sigue siendo el tamaño
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Los coeficientes vienen dados por





























Nuevamente, los valores en puntos intermedios i± 1 se aproximan por el promedio de
los puntos vecinos y los valores con puntos que caen fuera de la grilla se aproximan al
del punto más cercano. La resolución de este problema de autovalores se lleva a cabo
igual que en el caso p1b, salvo que ahora los autovectores que se obtienen deben ser
partidos a la mitad. La primera mitad corresponde a Fc y la otra a Fv.
3.3. Sistema iterativo Schrödinger-Poisson
El sistema Schrödinger-Poisson presentado en el caṕıtulo anterior permite incluir el
efecto del dopaje en los estados electrónicos. Debido a que el potencial electrostático que
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surge por el dopaje (Ṽ ) depende de los estados electrónicos y viceversa, debe recurrirse
a un esquema iterativo de resolución. El procedimiento presentado a continuación es el
más simple, y su simpleza deriva en problemas de convergencia en ciertos casos, sobre
todo cuando el dopaje es elevado. Existen alternativas que reducen significativamente
estos problemas que se estan evaluando para ser implementadas [41].
En el procedimiento más sencillo el primer paso consiste en resolver los estados
electrónicos para el sistema sin considerar el potencial Ṽ con el modelo que se considere
pertinente (p1b o e2b). De tales estados se obtienen las correspondientes densidades
|Ψ|2. Las poblaciones ni de cada estado se calcula en función de sus enerǵıas, utilizando
la distribución de Fermi-Dirac (ec. 2.86). El potencial qúımico necesario para el cálculo
de la distribución es obtenido por el método de la bisección, requiriendo la validez de la
ec. 2.87. Con todo esto, ya se tiene todo lo necesario para resolver la ecuación de Poisson
(ec. 2.85). Para esta tarea se recurre nuevamente el método de diferencias finitas.
Utilizando la misma aproximación utilizada previamente para la derivada segunda (ec.
3.2 ) se llega al siguiente sistema lineal:
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incógnita v tiene elementos v = Ṽi. Para obtener Ṽ solo basta resolver el sistema lineal
de ec. 3.14. En el modulo edifi, esta tarea es delegada a la libreŕıa PETSC.
Una vez resuelta la ecuación de Poisson, el potencial Ṽ es incorporado en el cálculo
de los estados electrónicos en la siguiente iteración. El sistema se itera hasta alcanzar la
convergencia, la cual puede medirse de diferentes formas. La condición de convergencia
actualmente implementada en edifi resulta de la norma del cuadrado de la diferencia





4.1. Fotoluminiscencia en heteroestructuras
En un semiconductor intŕınseco la ocupación electrónica es tal que si la temperatura
es cero, la banda de valencia (BV) está completamente llena y la de conducción (BC),
vaćıa. Un electrón de la BV puede ser promovido a la BC mediante distintos tipos de
excitaciones. Esta excitación no solo da como resultado un electrón en la BC sino que
también deja un hueco en la BV. En particular, si la excitación es óptica la conserva-
ción de momento requiere que electrón y hueco tengan el mismo k. Tal situación se
esquematiza en la figura 4.1.
Luego de la excitación, el electrón y el hueco relajan a los fondos de sus respectivas
bandas a través de diferentes procesos, entre los cuales los más importantes son las
interacciones con la red y con los demás electrones (termalización, con tiempos ca-
racteŕısticos del orden de los ps). Por último, al cabo de unos pocos nanosegundos el
electrón y el hueco se recombinan emitiendo un fotón de enerǵıa Egap.
En la descripción anterior falta un ingrediente: la interacción Coulombiana electrón
hueco. Como se discutió en la sección 2.3, la atracción entre un electrón y un hueco
da lugar a un “átomo” denominado excitón. Al formarse el excitón la enerǵıa del
conjunto disminuye, por lo que se tienen estados con enerǵıa menor que la del gap del
semiconductor. Qué tanto disminuye la enerǵıa viene dado por la enerǵıa de ligadura
del excitón (ec. 2.82).
Al primer proceso de recombinación, sin carácter excitónico, se lo de nomina proce-
so banda-banda o de portadores libres. Al proceso que tiene en cuenta la formación del
exciton se lo denomina, como es de esperarse, proceso excitónico. Tanto la recombina-
ción banda-banda como la excitónica se presentan en estudios de fotoluminiscencia [42].
La proporción en la que se dan depende fuertemente de la temperatura y del sistema
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en cuestión. Principalmente dos factores favorecen la recombinación excitónica: baja
temperatura y confinamiento [43]. Este último se da marcadamente en pozos cuánticos,
por lo que sus espectros presentan una fuerte componente excitónica [44][42], al punto
de que a muy bajas temperaturas este tipo de recombinación domina por completo. El
confinamiento actúa no sólo aumentando la emisión por excitones, sino que también
aumenta la enerǵıa de ligadura de los mismos [45].
Figura 4.1: Esquema del proceso de fotoluminiscencia por portadores libres (no excitónico).
(a) Un fotón de enerǵıa suficiente excita un electrón de la BV a la BC, dejando atrás un hueco. (b)
Electrón y hueco relajan a los fondos de sus respectivas bandas. (c) Se produce la recombinación
electrón-hueco, liberando un fotón con información del sistema.
Una diferencia importante entre ambos procesos es que en el caso excitónico los
estados son discretos, mientras que en el proceso por portadores libre existe un continuo
de estados1. Es de esperarse, entonces, que estos procesos se muestren diferentes en los
espectros de fotoluminiscencia. La transición debida a estados excitónicos resulta en
un pico ensanchado homogéneamente a causa de la vida media del estado inicial y,
a la vez, ensanchado inhomogéneamente a causa de fluctuaciones en el medio (por
ejemplo, del espesor del pozo si se trata de un excitón confinado). La transición banda-
banda también presenta estos efectos de ensanchamiento, pero además presenta una
cola a mayores enerǵıa a causa del continuo. La forma de esta cola viene dada por la
multiplicación de la densidad de estados por la población térmica. Adicionalmente, la
transición banda-banda presenta un incremento en su intensidad debida a la interacción
Coulombiana entre electrones y huecos (ver nota al pie 1). Tal incremento viene dado
por el factor de Sommerfeld [44].
En la figura 4.2 se muestra el esquema experimental usado para medir espectros de
fotoluminiscencia de las muestras. Un láser de adecuada longitud de onda es dirigido
hacia la muestra generando aśı la excitación de los electrones. La longitud de onda
debe ser tal que logre excitar electrones a enerǵıas por encima del estado que se busca
estudiar. La muestra se encuentra en un crióstato a la temperatura deseada. Los fotones
1En realidad, tal continuo tambien existe en los estados excitónicos, correspondiéndose a los ex-
citones disociados. El inicio de este continuo se da cuando la enerǵıa de ligadura del excitón se hace
cero, por lo que coincide con el inicio del continuo de las bandas.
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Figura 4.2: Diagrama del montaje utilizado para medir espectros de fotoluminiscencia. Se
describe en el texto.
emitidos por los procesos de recombinación son recolectados por un lente, y dirigidos
hacia el espectrómetro.
A modo ilustrativo, en la figura 4.3 se muestran 4 casos representativos. A la iz-
quierda se tienen dos espectros de fotoluminiscencia de una muestra de GaAs bulk,
tomados a temperatura ambiente (RT) y a temperatura de nitrógeno ĺıquido (LN). A
la derecha, espectros correspondientes a una muestra con 40 pozos cuánticos de GaAs
de 10 nm, separados por barreras de 20 nm de AlAs, a temperaturas similares.
A fin de analizar los espectros de fotoluminiscencia, se recurrió a modelos que con-
templen las recombinaciones excitónicas y las banda-banda. Para la parte excitónica
se consideró un único pico, correspondiente al estado excitónico fundamental 2 , el cual
se modeló con un perfil pseudo-Voigt. Para las transiciones banda-banda se consideró
la multiplicación de la densidad de estados, la distribución estad́ıstica de los portado-
res y el incremento de la fuerza de oscilador dada por recombinación de electrones y
huecos correlacionados, dado por el factor de Somerfeld [44]. La densidad de estados
se consideró derivada de bandas parabólicas. Para la distribución estad́ıstica se utilizó
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2La intensidad de los picos de recombinación de los estados excitados es baja, ya que su fuerza de
oscilador disminuye como n−3 [46], siendo n el número cuántico.
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Figura 4.3: Espectros de fotoluminiscencia y sus ajustes. Derecha: Muestra de GaAs bulk
a RT (arriba) y a LN (abajo). Izquierda: Muestra con 40 pozos cuánticos de GaAs de 10 nm
separados por barreras de AlAs de 20 nm, a RT (arriba) y a LN (abajo). Los detalles del ajuste
se encuentran en el texto.




c los modelos co-
rrespondientes a las transiciones banda-banda en 2D y 3D, respectivamente. La versión
2D se empleó para pozos cuánticos, mientras que la 3D se usó para materiales bulk. En la
ec. 4.1, m es el parámetro que regula la proporción de carácter Gaussiano/Lorentziano
del pico, EX es la posición del pico y w es el ancho a mitad de altura. En ecuaciones
4.2 y 4.3 Ec es inicio del continuo, kb es la constante de Boltzman, Eb = Eg−Ec es la
enerǵıa de ligadura del excitón, y Θ es la función escalón. Para contemplar el ensan-
chamiento inhomogéneo, las funciones de ec. 4.2 y 4.3 fueron convolucionadas con un
pico Gaussiano cuyo ancho se utilizó como parámetro para el ajuste.
En el caso de la muestra bulk sólo se utilizó la ec. 4.3 para el ajuste. La temperatura
se fijó a 300 K para el caso RT, mientras que para el caso LN la temperatura tuvo que
ajustarse a 100 K para lograr describir la cola a altas enerǵıas. A ambas temperaturas se
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observa que por enerǵıas debajo del pico el ajuste se aleja de los datos experimentales.
Esto se puede deber a transiciones asociadas a impurezas en la muestra [47]. De todas
formas, este desviamiento se da a una intensidad un orden de magnitud por debajo del
pico principal, por lo cual no afectan significativamente la calidad del ajuste. Donde śı
falla el ajuste es en el caso bulk a RT a enerǵıas por arriba del pico. Una posibilidad
es que la falla provenga de haber aproximado parabólicamente las bandas, lo cual
repercute en la forma de la densidad de estados. En cambio, el ajuste del espectro bulk
a LN es muy bueno.
Para el ajuste de los espectros de los pozos se utilizó una temperatura de 300 K para
el caso a RT, mientras que una de 80 K para LN. Nuevamente, a ambas temperaturas se
tiene que el ajuste se desv́ıa a enerǵıas por debajo del pico. Es posible que el origen de los
esto sea el mismo que en el caso de la muestra bulk. El hecho de que estas desviaciones a
LN se encuentren a distancias similares de los picos parece contribuir a esta teoŕıa. Más
allá de esta similitud, los espectros de la heteroestructura son bastante diferentes de los
de la izquierda. Los ajustes para estos datos se realizaron considerando dos funciones
que combinan el pico de la transición excitónica con la cola del continuo (esto es, ec. 4.1
más ec. 4.2). Se utilizaron dos funciones para contemplar las transiciones de la banda
de conducción tanto a la banda heavy-hole como a la light-hole 3 . En todos los casos,
las enerǵıas de ligadura de los excitones resultaron en buen acuerdo con las calculadas
con la ec. 2.82, con discrepancias menores a 1 meV. La separación entre la transición
a la banda light-hole y la transición a la banda heavy-hole también se encuentra en
ambos casos muy cercana al valor de 18 meV que se calculó usando el modelo p1b.
Además, los cocientes de las amplitudes de las recombinaciones excitónica y banda-
banda están de acuerdo con lo usualmente encontrado en estos sistemas [44][48][42].
En general, los ajuste a ambas temperaturas para los pozos reproducen adecuadamente
las principales caracteŕısticas. Uno de los puntos débiles se encuentra a LN a enerǵıas
apenas superiores al pico principal. Esto puede deberse a transiciones en donde no se
conserva el momento, lo cual es un indicio de que los excitones se encuentran localizados
[42].
Ajustes similares se obtuvieron para otras muestras con pozos cuánticos aislados
de diferentes espesores y de diferente concentración de Al en las barreras. En todos los
casos la amplitud del pico excitónico fue mayor que la del de recombinación banda-
banda. Este es un resultado importante. Indica que para comparar las posiciones de
los picos con los resultados de los modelos p1b o e2b es necesario tener en cuenta la
enerǵıa de ligadura del excitón.
3Notar que esto no es necesario en el caso bulk ya que, al no haber confinamiento, las bandas
heavy-hole y light-hole se encuentran degeneradas en el punto Γ.
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4.2. Estudio de pozos de diferentes espesores
Con el fin de estudiar la enerǵıa de confinamiento en pozos cuánticos en función de
su espesor se diseñó y fabricó una serie de muestras denominada MQW (por Multiple
Quantum Well), la cual se compone por una sucesión de pozos cuánticos desacoplados
de diferentes espesores de GaAs con barreras de AlGaAs. Con desacoplados se hace
referencia a que las barreras son lo suficientemente gruesas como para poder considerar
que los estados electrónicos de pozos aledaños no interactuan. Tres muestras distintas
integran esta serie: MQW20, MQW40 y MQW100; con concentraciones atómicas de Al
en las barreras iguales a 0.2, 0.8 y 1, respectivamente. Tanto MQW20 como MQW40
contienen 6 pozos de espesores nominales de 5.7 nm, 7 nm, 10 nm, 11.5 nm, 15 nm y
20 nm. La muestra MQW100 contiene los mismos pozos menos el de 5.7 nm. En tal
muestra la capa de 5.7 nm de GaAs está presente y actúa como capa protectora, ya
que el AlAs es facilmente oxidado al contacto con el aire.
La determinación de los espesores de las capas, como aśı tambien su concentración,
se realizó utilizando la técnica de elipsometŕıa. Los fundamentos de esta técnica son
comentados a continuación. Luego se procede analizar los espectros de fotoluminiscen-
cia de esta serie de muestras. Por último, los datos de elipsometŕıa y los obtenidos de
los espectros se combinan y se comparan con los predichos por la teoŕıa.
4.2.1. Análisis elipsométrico de heteroestructuras
La técnica de elipsometŕıa se basa en la medición del cambio de la polarización
de la luz cuando la misma es reflejada (o transmitida) por una muestra. El cambio
en polarización es representado como una razón de amplitudes, Ψ, y una diferencia
de fase, ∆. Tanto el haz incidente como el reflejado pueden expresarse en términos
de dos componentes ortogonales: una componente polarizada en el plano de incidencia
(denotado por el sub́ındice ”p”) y otra con polarización perpendicular a la anterior




y ∆ = (φis − φip) + (φos − φop) , (4.4)
donde Ei y Eo representan la amplitud del campo eléctrico de la onda antes y después de
reflejarse, respectivamente, y los φ representan las correspondientes fases de las ondas.




= tan(Ψ)ei∆ . (4.5)
4Por “senkrecht”. “Perpendicular” en alemán.
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Tomando como ejemplo el caso de una muestra masiva, usando las ecuaciones de Fresnel
y la ley de Snell se llega a la relación [49]
ρ =
sin θi tan θi −
√
N2f − sin2 θi
sin θi tan θi +
√
N2f − sin2 θi
, (4.6)
donde Nf es el ı́ndice de refracción complejo del material masivo. La ecuación 4.6
ejemplifica un punto clave: a un ángulo de incidencia dado, la respuesta del sistema se
encuentra determinada.
En el caso de sistemas multicapas la situación es similar. Aplicando las ecuaciones
de Fresnel y la ley de Snell en cada interfaz, y teniendo en cuenta las atenuaciones y
cambios de fases que experimentan las ondas al atravesar cada capa, se pueden obtener
valores teóricos de la respuesta del sistema. Los parámetros que entran en este cálculo
son los espesores de las capas junto con los ı́ndices de refracción de los materiales que
las componen. Variando estos parámetros se puede ajustar la respuesta teórica a las
mediciones experimentales, obteniéndose aśı información de la estructura.
En el presente trabajo los valores de tan Ψ y de cos ∆ se obtuvieron utilizando
un elipsómetro J. A. Woollam-VB-400 VASE. El mismo cuenta con una fuente de luz
blanca que, anexada a un monocromador, permitió realizar análisis espectroscópicos
dentro del rango de 1-5 eV. En este equipo el haz es polarizado linealmente antes de
ser reflejado parcialmente por la muestra. La reflexión pasa luego por otro polarizador
lineal, llamado analizador, cuyo ángulo de polarización es variado continuamente. Por
último la intensidad de la luz es medida por un detector a cada ángulo del analizador. A
partir de estos datos el software de medición calcula tan Ψ y cos ∆. Además, el sistema
permite variar el ángulo de incidencia del haz en la muestra. Se utilizaron ángulos de
incidencia de alrededor de 75◦ dado que cerca de esta posición se encuentra el ángulo
de Brewster para materiales semiconductores [50]; de este modo se obteńıa la máxima
sensibilidad del equipo. Finalmente, empleando las curvas medidas de tan Ψ y cos ∆,
se ajustaron los parámetros de un modelo propuesto a partir de conocer los valores
nominales (espesores y composiciones) de la estructura de las muestras. Para esto se
utilizó un software incorporado en el equipo [50].
En la figura 4.4 se muestra, a modo de ejemplo, los valores de tan Ψ y cos ∆ obte-
nidos por elipsometŕıa al analizar la muestra MQW20, junto con el ajuste realizado.
Mediciones similares se realizaron a todas las muestras, obteniéndose de los ajustes los
valores resumidos en la tabla 4.1. Para los ajustes se utilizó un modelo que asumı́a
que todas las barreras tienen el mismo espesor, mientras que los espesores de los pozos
viene dado por su valor nominal multiplicado por un factor de espesor propio de cada
muestra. Los errores de los parámetros se estimaron multiplicando por 10 los arroja-
dos por el ajuste mismo. Trabajos anteriores indican que el error del ajuste tiende a
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Figura 4.4: Con circulos se muestran los valores de tan Ψ (izquierda) y de cos ∆ (derecha)
obtenidos por elipsometŕıa en la muestra MQW20. La ĺınea continua es el ajuste realizado para
obtener el factor espesor, y el espesor y la concentración de las barreras (tabla 4.1).
MQW20 MQW40 MQW100
Factor espesor GaAs 1.05±0.15 0.95±0.10 0.80±0.10
Espesor barrera [nm] 20±2 19±1 22±1
Concentración AlxGa1-xAs 0.17±0.01 0.39±0.02 -
Tabla 4.1: Valores de espesor y concentración obtenidos mediante ajuste de las mediciones de
elipsometŕıa. Los ajustes se realizaron asumiendo que todas las barreras tienen el mismo espesor
y que los pozos de distinto espesor difieren de su valor nominal según un factor multiplicativo
común.
subestimar el error real en un factor de ese orden.
4.2.2. Espectros de fotoluminiscencia de la serie MQW
En la figura 4.5 se muestran los espectros de luminiscencia de la muestra MQW40 a
las tres temperaturas empleadas (LHe, LN y RT). Caracteŕısticas similares presentaron
los espectros del resto de la muestras. Cada pico fue asociado con un pozo de un dado
espesor en base a cálculos preliminares de las enerǵıas de los estados. Claramente, los
picos de mayor enerǵıa se corresponden a mayores enerǵıas de confinamiento, es decir,
pozos más angostos.
El análisis de las caracteŕısticas de los picos depende en cierta medida del carácter
que se le asigne, excitónico o banda-banda. Lo visto en la sección anterior, junto con
mucho de lo reportado en bibliograf́ıa, indica que en sistemas de pozos cuánticos los
picos se derivan de aniquilación de excitones más que de recombinaciones de portadores
libres, inclusive a RT.
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Figura 4.5: Espectros de fotoluminiscencia de la muestra MQW40 tomados a LHe (arriba),
LN (medio) y RT (abajo). Se indica a que pozo se asocia cada transición y el tipo de la misma.
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Figura 4.6: Anchos de los picos de fotoluminiscencia de los distintos pozos de la muestra MQW
a RT y a LN. Los espesores indicados corresponden a derivados por el ajuste elipsométrico.
En general, puede observarse que los anchos de los picos tienden a aumentar al
aumentar la temperatura. Es esperable que tanto las contribuciones excitónicas como
las de banda-banda se ensanchen con la temperatura. Por un lado, la vida media de los
excitones disminuye marcadamente al aumentar la temperatura a causa de interacciones
con fonónes ópticos, lo cual deriva en un ensanchamiento homogéneo de sus picos de
aniquilación [42][43]. Por otra parte, estados de mayor enerǵıa del continuo se pueblan
a mayores temperaturas. Como consecuencia, la contribución de las recombinaciones
banda-banda también se ve ensanchada, aunque en este caso el ensanchamiento es
aśımetrico, dirigido hacia mayores enerǵıas.
A LHe y a RT fue posible extraer de los espectros el ancho a mitad de altura de los
picos. Esto se resume en la figura 4.6. Se puede apreciar el efecto de la temperatura re-
cién comentado, pero además se ve que el ancho aumenta al disminuir el espesor de los
pozos. Nuevamente, esto encuentra explicación tanto en la perspectiva excitónica como
en la de portadores libres. A medida que el pozo se hace más angosto, la pendiente de
la enerǵıa de confinamiento (∂Ec
∂L
) se hace más marcada (ver figura 2.4). El efecto en el
ancho de la distribución estad́ıstica de los espesores que representa la rugosidad de la
interfaz es proporcional a ∂Ec
∂L
[51], lo que explica el ensanchamiento al variar el espe-
sor. Esto aplica tanto al caso excitónico como al de portadores libres. Adicionalmente,
modelos microscópicos de interfaces muestran que para el caso de la recombinación
radiativa el ancho es inversamente proporcional al radio del excitón (además de ser
proporcional a ∂Ec
∂L
) [51]. Esto constituye otro argumento para el ensanchamiento en
función del espesor, ya que en pozos más angostos el radio del excitón es menor por
encontrare comprimido. Obviamente, tal argumento aplica solo en la perspectiva ex-
citónica.
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Los anchos de los picos a LHe permiten obtener una cota superior para la rugosidad
de la barrera. Como el ensanchamiento homogéneo (causado por la vida media finita de
los excitones) es menor a esta temperatura puede asumirse que todo el ensanchamiento




|〈L〉, donde wL es el ancho de la distribución de los espesores y ∂E∂L |〈L〉 es la derivada
evaluada en el valor medio del espesor. Tomando estas aproximaciones se encuentra
que la cota de wL se encuentra por debajo de espesor de una monocapa (0.28 nm),
salvo para los pozos de 20 nm en los que esta cota esta cercana a 0.4 nm.
Por otra parte, en la figura 4.6 se puede notar que la muestra MQW20 tiene picos
más angostos que los de las muestras MQW40 y MQW100. Estas dos últimas presentan
picos de anchos similares. Tal observación no puede explicarse únicamente por el cambio
de ∂Ec
∂L
al variar la concentración. De ser este el único factor se tendŕıa que los anchos
de MQW100 seŕıan considerablemente más grande, ya que la el cambio de ∂Ec
∂L
es
prácticamente lineal con la concentración. Una posible explicación viene dada por el
ensanchamiento que surge por variaciones estad́ısticas en las concentraciones (alloy
broadening). Este ensanchamiento presenta un máximo cuando la concentración es de
0.5, por lo cual tiene un efecto mayor en el caso de la muestra MQW40. Sin embargo,
resultados obtenidos en otra serie de muestras sugieren que la finura de los picos de
MQW20 es algo particular de su crecimiento. Esta otra serie5 contiene pozos de 10 nm
con barreras similares a las de la serie MQW. Sus picos presentan anchos de 1.6 meV, 1.4
meV y 1.9 meV para 0.2, 0.4 y 1 de concentración de Al en las barreras, respectivamente.
Estos anchos son similares entre śı y similares para los de MQW40 y MQW100. Parece
ser que los anchos de MQW20 son un caso patólogico, probablemente causado por una
distribución de espesores de ensanchamiento inhomogéneo particularmente fina.
Las transiciones de los pozos de mayor espesor presentan dos picos a LHe. Tal
caracteŕıstica puede verse claramente en el pico de menor enerǵıa de la fig. 4.5, como
aśı también en el correspondiente al pozo de 10 nm. El pico de menor enerǵıa de tal
doblete tiende, en general, a aumentar en intensidad al aumentar el espesor del pozo o
al aumentar la concentración de Al en las barreras, llegando a ser el más intenso en la
transición del pozo de 20 nm de la muestra MQW100. La separación entre ambos picos
es de aproximandamente 1 meV en todos los casos, por lo que se descarta que se deban
la localización de los excitones en islas de la interface [52]. Una posible explicación es
que el pico de menor enerǵıa de estos dobletes se deba a la aniquilación de triones.
Los triones son excitones cargados negativamente, análogos al ion H-1, que se forman
en sistemas donde existe un exceso de electrones. Las heteroestructuras usadas para
estudiar estas cuasipart́ıculas usualmente se componen de pozos cuánticos de distintos
espesores, muy similares a las muestras MQW [53]. Las barreras que separan estos
5Se hace referencia a la serie SL, que se encuentra descrita en sección 4.3
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pozos impiden la transferencia de electrones en el punto Γ de la banda de conducción,
pero se ha comprobado que puede existir transferencia electrónica de un pozo angosto a
otro más ancho a través del punto X [54][55]. Los huecos no podŕıan tomar este camino,
lo que genera un exceso de electrones en el pozo de mayor espesor, propiciando alĺı la
creación de triones.
4.2.3. Comparación con las enerǵıas de confinamiento teóricas
De los espectros de fotoluminiscencia fue posible obtener las enerǵıas de transición
de la banda de conducción a la banda heavy-hole de todos los pozos. A estas se les
restó el valor del gap del GaAs a la temperatura correspondiente, para obtener la
enerǵıa de confinamiento combinada del electrón y del hueco Ec. Las temperaturas
que se utilizaron en los cálculos fueron 4 K para LHe, 80 K para LN y 298 K para
RT. Los resultados se muestran en la figura 4.7. Para mayor claridad, la enerǵıa de
confinamiento se muestra en escala6 x−2. Los espesores de los pozos son los obtenidos
de los factores de la tabla 4.1.
En la misma gráfica se muestran los resultados teóricos obtenidos usando el modelo
p1b 7 , con y sin la contribución excitónica calculada con la ec. 2.82. Los resultados que
tienen en cuenta la enerǵıa de ligadura del excitón tienen indicado un error estimado
que contempla una estimación del error en el cálculo de la contribución excitónica
y una estimación del error proveniente de la temperatura de medición8. Esto viene
representado por la sombra que acompaña a la ĺınea.
Si bien los resultados experimentales y teóricos concuerdan en buena medida dentro
del error, existen ciertos patrones sugerentes. Las gráficas de MQW20 y MQW100
muestran comportamientos similares. En ambos casos se ve un muy buen acuerdo
teoŕıa-experimento a LHe, mientra que a LN y RT la simulación se desv́ıa hacia menores
enerǵıas. En cambio, las gráficas de la muestra MQW100 tienen un comportamiento
opuesto. En esta muestra los datos teóricos se desv́ıan hacia mayores enerǵıas a LHe,
mientras que se tiene un buen acuerdo a LN y RT. Resulta factible que el factor
de corrección de los espesores de la muestra MQW100 obtenido por elipsometŕıa se
encuentre subestimado. Se ha visto al estudiar otras muestras con capas con altas
concentraciones de Al que el ajuste realizado por el elipsómetro tiende a sobreestimar
su espesor, subestimando el del resto de las capas. Esto explicaŕıa por qué tal factor
se encuentra notablemente por debajo de los de las otras muestras. Con un factor más
cercano a la unidad se tendŕıa que los resultados de la MQW100 seguiŕıan los patrones
6Esto se basa en que la enerǵıa de confinamiento de un pozo infinito es proporcional a L−2.
7Se podŕıa haber usado el modelo e2b para calcular los estados de la banda de conducción, pero no
aśı para la banda de heavy-hole. Como la diferencia entre ambos modelos para el estado fundamental
es despreciable, se decidió usar el modelo parabólico para ambas bandas.
8Un error en la temperatura implica un error en el valor del gap. que se les fue sustráıdo a los
datos experimentales
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Figura 4.7: Enerǵıas de confinamiento combinada de los huecos y de los electrónes para la
serie MQW. () Valores experimentales obtenidos por fotoluminiscencia. ( ) Datos teóri-
cos calculados con el modelo p1b considerando contribución excitónica, la sombra representa el
error estimado (ver texto). ( ) Datos teóricos calculados con el modelo p1b sin contribución
excitónica.
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de las muestras MQW20 y MQW40. De ser aśı, los resultados de todas las muestras
coincidiŕıan a LHe con los cálculos, pero diferiŕıan de igual forma a LN y RT.
Una de las posibles explicaciones para estas desviaciones sistemáticas tiene su origen
en los parámetros usados para los cálculos. Los valores de masa efectiva y de offset
de la banda de valencia utilizados se consideraron independientes de la temperatura.
Sin embargo, se comprobó que variaciones de hasta 10 % en tales parámetros tienen
repercusiones de menos de 1 meV, por lo que es poco probable que esta sea la fuente
de error.
Una explicación más satisfactoria se obtiene al considerar la localización de los ex-
citones. A muy bajas temperaturas, la mayor vida media de los excitones les permitiŕıa
localizarse en regiones del pozo donde el espesor es mayor. En cambio, al aumentar
la temperatura disminuye la vida media de los excitones, lo que no da tiempo a la
localización. Para una explicación más detallada de resultados similares ver referencia
[43]. Queda para trabajo futuro el estudiar esta posibilidad en mayor profundidad.
4.3. Acoplamiento en pozos cuánticos
En la serie MQW los pozos se encuentran separados por barreras lo suficientemen-
te grandes como para suponer que los mismos se encuentran aislados9. Al disminuir
el espesor de las barrera que separa dos pozos sus estados electrónicos comienzan a
interactuar. Si los estados de los pozos aislados estaban degenerados, la interacción los
separa. Esto se ilustra en la figura 4.8. Cada uno de los pozos que se observa aporta un
estado. Estos estados, degenerados en el caso de pozos aislados, se combinan cuando las
barreras son lo suficientemente pequeñas. Al combinarse generan tres nuevos estados
con enerǵıas diferentes. En la figura 4.8 se muestra el caso para la banda de conducción,
pero lo mismo sucede con los estados de los huecos.
Para entender el efecto del acoplamiento en los espectros es necesario analizar las
transiciones entre los estados de la banda de conducción y los de la banda heavy-hole.
Por ejemplo, para los tres pozos de la figura 4.8 se tienen en principio 9 transiciones
posibles. Las enerǵıas de estas transiciones se muestran en la tabla 4.2. En la misma
tabla se muestra el solapamiento al cuadrado de los estados de la banda de conducción
y de la banda de valencia. El solapamiento es relevante porque condiciona el valor de la
fuerza de oscilador de la transición, la cual a su vez determina la intensidad del pico en
el espectro de fotoluminiscencia. La fuerza de oscilador es proporcional al solapamiento
de las FE, pero cabe mencionar que también depende del momento dipolar entre las
bandas. En el caso de transiciones entre la banda de conducción y la banda heavy-hole
9La aparición de picos atribuible a triones (ver sección anterior) y lo reportado para sistemas
similares indicaŕıan que los electrones pueden pasar de un pozo a otro. Sin embargo, esto no afectaŕıa
a los estados electrónicos.











Tabla 4.2: Enerǵıas de transición y solapamientos al cuadrado entre los estados de la banda
de conducción y los de la banda heavy-hole.
Figura 4.8: Diagrama de los estados electrónicos de la banda de conducción en una estructura
con pozos cuánticos acoplados. Se muestran solo los tres de menor enerǵıa.
se tiene que su momento dipolar no es nulo. Considerando los valores de solapamiento
se llega a que principalmente tres transiciones debeŕıan verse en los espectros, con
enerǵıas de 1.5521 eV, 1.5536 eV, y 1.5551 eV.
Adicionalmente debe considerarse las caracteŕısticas de los excitones que se forman
en base a estos estados. Las enerǵıas de ligadura de estos excitones no puede calcularse
de la forma en la que se hizo anteriormente (ec. 2.82). El acoplamiento hace que los
estados se deslocalizen sobre más de un pozo, el espesor de los pozos individuales ya no
determina el nivel de confinamiento que sufre el excitón, y la ec. 2.82 deja de ser válida.
La enerǵıa de ligadura tampoco puede despreciarse, ya que es del orden o incluso mayor
que la separación generada por el acoplamiento. Se debe recurrir a otros métodos para
obtener las caracteŕısticas de los excitones [56][57].
Al aumentar la cantidad de pozos acoplados, aumenta de igual manera el número de
estados. En el ĺımite de un número infinito de pozos, los estados discretos pasan a formar
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Concentración Al
20 40 100
MQW 0.4 meV 1.4 meV 2.1 meV
SL 1.6 meV 1.4 meV 1.9 meV
Tabla 4.3: Anchos a mitad de altura de los picos de las series MQW (solo pozo de 10 nm) y
SL a LHe.
un continuo denominado minibanda. Sin embargo, en lo que a excitones respecta, los
pozos siguen introduciendo una discretización. Se espera diferentes enerǵıas de ligadura
para aquellos localizados sobre distinto número de pozos. Un excitón localizado sobre
un pozo tendrá una enerǵıa de ligadura mayor que el localizado sobre dos pozos, y aśı
sucesivamente. El ĺımite de esta sucesión viene determinado por el diámetro del excitón
bulk (∼ 30 nm).
4.3.1. El acoplamiento en los espectros de fotoluminiscencia
Para constatar el efecto del acoplamiento de los pozos se estudiaron dos series de
muestras. Una de ellas esta constituida por 3 muestras con 40 pozos de GaAs de 10 nm,
separados por barreras de 20 nm de AlGaAs con diferentes concentraciones: 0.2, 0.4 y
1 de Al. Son denominadas10 SL20, SL40 y SL100, respectivamente. La segunda serie es
análoga, salvo que sus barreras ahora son más finas para permitir el acoplamiento de los
pozos. Siguiendo con la nomenclatura anterior, éstas se denominan SL20mb, SL40mb y
SL100mb. El espesor de las barreras es de 5 nm en el caso SL20mb, 3 nm para SL40mb
y 5 para SL100mb. El espesor de la barrera se definió buscando un acoplamiento similar
a todas las concentraciones. Por esta razón, a mayor concentración de Al (mayor altura
de la barrera) se usaron barreras más finas.
Las muestras SL se pensaron tanto para verificar el efecto del acoplamiento como
para corroborar la calidad de crecimiento de las muestras. Los pozos de tales muestras
son similares al de 10 nm de la serie MQW. La diferencia reside en que en las SL se
tienen 40 de estos pozos. En principio, los anchos de los picos de fotolumiscencia daŕıan
información acerca de la repetitividad del crecimiento de las muestras. Sin embargo, los
anchos encontrados en los picos de fotoluminiscencia (tabla 4.3) resultaron similares a
los de la serie MQW, salvo para el caso MQW20. Esta muestra presentó picos conside-
rablemente menores que la correspondiente SL20. Mas allá de este caso particular, los
resultados indicaŕıan una repetitividad en el crecimiento de los pozos muy buena, con
una dispersión prácticamente nula de los valores medios de los espesores dentro de la
misma muestra.
10El prefijo SL surge de la palabra superlattice, aunque en realidad tal palabra suele ser reservada
para estructuras con pozos acoplados.
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Figura 4.9: Espectro de fotoluminiscencia de las muestras SL20 y SL20mb a LHe. Se puede
apreciar claramente el pico asociado con el acoplamiento de los pozos (cerca de 1.557 eV).
En la figura 4.9 se muestran un espectros de fotoluminiscencia de las muestras SL20
y SL20mb. Cerca de 15 meV por debajo del pico principal se localiza un hombro, el
cual aparece en todos los espectros de ambas series, sin importar la concentración. Este
hombro se asocia a la recombinación de excitones ligados a impurezas aceptoras o a
impurezas donantes [58] [59]. En general, se observó que la forma de este lado del pico
presenta pequeñas disimilitudes entre la serie SLmb y la SL. Esto puede deberse tanto a
variaciones en las concentraciones de impurezas como al acoplamiento de los pozos. El
otro lado del pico resulta más conclusivo. Cerca de 5 meV por arriba del pico principal
se encuentra un pico bien marcado. Tal pico aparece en posiciones similares en todas
las muestras SLmb, y se lo asocia a excitones localizados sobre más de un pozo [60].




Efecto del campo eléctrico sobre
heteroestructuras: resultados
preliminares
Para avanzar hacia el desarrollo de un QCL es necesario tener la capacidad de
introducir un campo externo a las heteroestructuras. Esto supone desaf́ıos tanto en el
ámbito del modelado como en la parte experimental. En el último tramo del presente
trabajo se encararon tales desaf́ıos.
Cabe mencionar que en el Laboratorio de Fotónica y Optoelectrónica es la primera
vez que se hacen este tipo de mediciones, por lo que debió realizarse el montaje experi-
mental necesario y desarrollarse la técnica. Tanto montaje como técnica se encuentran
en sus fases iniciales y deben ser mejoradas. Aún aśı, los resultados mostrados en este
caṕıtulo constituyen un importante primer paso.
5.1. Modelado de muestras con campo electŕıco
Para comenzar con el estudio de los efectos de un campo eléctrico se optó por una
muestra lo más sencilla posible que sea capaz de mostrar alguna respuesta significativa.
Al aplicar un campo eléctrico externo a un pozo simple (aislado) se da el denominado
efecto Stark confinado. El problema es que para observar este efecto se requieren campos
realtivamente grandes [62], lo que implica la necesidad de un montaje que permita
disipar una cantidad importante de potencia. Como todav́ıa no se dispone del equipo
necesario para esto, se debió optar por otro camino. En cambio, se decidió emprender el
estudio con una estructura de dos pozos acoplados, en búsqueda de constatar el efecto
de un campo eléctrico a través de observar el comportamiento de transiciones cruzadas
entre la banda de conducción de un pozo y la de valencia del otro. La enerǵıa de esta
transición indirecta presenta una dependencia con el campo considerablemente más
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Figura 5.1: Diagrama mostrando el efecto de un campo eléctrico externo en los estados de un
sistema de dos pozos acoplados. Solo se muestran los 4 estados más cercanos al gap.
marcada que las transiciones directas que se pueden observar en un pozo simple. Esto
puede verse gráficamente en la figura 5.1, donde los primeros dos estados de la banda
de conducción y de la banda heavy-hole se muestran a distintos campos aplicados
(F ). Estos fueron calculados utilizando el modelo p1b. Sin campo externo, se tiene
que los estados se encuentran completamente deslocalizados sobre los dos pozos. Al ir
aumentando el campo aplicado los estados se comienzan a localizar en cada pozo. Este
proceso sucede a menores campos para los estados de la banda de valencia debido a
que tienen una masa efectiva mayor (en valor absoluto).
Las enerǵıas de las 4 transiciones posibles entre estos estados se muestran en la fi-
gura 5.2. En la misma figura se muestran los solapamientos correspondientes, elevados
al cuadrado. Las transiciones se pueden separar en dos grupos. Uno con las transicio-
nes e2-hh1 y e1-hh2, y otro con las transiciones e2-hh2 y la e1-hh1. El primer grupo
corresponde a transiciones cruzadas, que van de un pozo al otro. Estas transiciones pre-
sentan una fuerte dependencia con F . Por otro lado, como a medida que se aumenta el
campo los estados se localizan en cada pozo, estas transiciones cruzadas muestran un
marcado decaimiento del solapamiento. El segundo grupo de transiciones correspon-
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Figura 5.2: Arriba: Enerǵıas de las 4 transiciones posibles entre los estados de la figura 5.1
en función del campo aplicado. Abajo: solapamiento al cuadrado de los estados en función del
campo.
de a transiciones dentro del mismo pozo. El campo aplicado tiene poca influencia en
estas transiciones. Su solapamiento aumenta con el campo, justamente a causa de la
localización de los estados. La muestra que fue fabricada se diseño de forma tal que el
cruce del solapamiento que se ve en la parte inferior de la figura quede dentro del rango
de campos a los que actualmente se tiene acceso, pero no a campos tan bajos como
para que la resolución de la fuente usada sea un problema. Esto se consiguió realizando
simulaciones probando con diferentes valores de espesor del pozo y de la barrera. Los
valores que se definieron fueron: 3.5 nm para la barrera y 3 nm para cada pozo. Los
datos de las figuras 5.1 y 5.2 se corresponden justamente con estos valores.
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Figura 5.3: Esquema de la muestra estudiada bajo el efecto de campo externo. En azul se
muestran las capas que actúan de contacto (altamente dopadas). Por encima de estas, en amarillo,
están los films depositados de Au. Estos son conectados a la fuente de voltaje DC, junto con el
volt́ımetro y el ampeŕımetro (en el arreglo adecuado). El film superior de Au tiene unos pequeños
agujeros para poder realizar fotoluminiscencia.
5.2. Fotoluminiscencia con campo eléctrico
La estructura de la primera muestra estudiada bajo el efecto de campo eléctrico
se muestra en la figura 5.3. Se constituye por dos pozos de 3nm de GaAs separados
por una barrera de Al0,35Ga0,75As de 3.5 nm. Los pozos se encuentran entre dos capas
espaciadoras de 500 nm de Al0,35Ga0,75As. A su vez, todo el conjunto se encuentra entre
dos capas fuertemente dopadas con Si que funcionan como contactos. Como la capa
contacto inferior queda por debajo del resto de las capas y por encima del substrato,
para contactarla es necesario realizar un comido qúımico de las capas superiores. Esto
se hace realizando una máscara para proteger una zona de la muestra, que es la que
finalmente será analizada. Una vez descubierta la capa inferior se procede a depositar
un film de oro sobre ambos contactos. Tal depósito se hace utilizando una máscara
litográfica para conseguir que el contacto superior tenga pequeños agujeros. Estos son
para tener por dónde hacer incidir el láser para la excitación y por dónde poder reco-
lectar la señal de fotoluminiscencia. Un procesamiento especial debe realizarse luego
para lograr que los contactos se comporten Óhmicamente. Toda este trabajo de pro-
cesamiento de la muestra fue realizado por la División de Dispositivos y Sensores del
Centro Atómico Bariloche. Para realizar las mediciones a LHe se colocó la muestra en
un crióstato, al cual tuvo que realizársele el cableado necesario para introducir un vol-
taje. Un sistema convencional compuesto por una fuente de voltaje DC, un volt́ımetro
y un ampeŕımetro fue utilizado para aplicar el campo externo y para medir la corriente
que circuló por la muestra.
Los primeros resultados experimentales de fotoluminiscencia con campo aplicado
muestran en la figura 5.4. En esta figura se muestran la enerǵıa de la transición, la
intensidad del pico y la corriente medidos a diferentes valores de campo. El pico en
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cuestión tiene un ancho a mitad de altura de aproximadamente 10 meV a lo largo del
rango de F . Este valor está dentro de lo esperable en base a lo visto en el análisis de la
serie MQW (ver figura 4.6). Las diferencias en las enerǵıas de transición calculadas se
encuentran cercanas a tal valor de ancho, por lo que es posible que lo que en verdad se
está observando es la superposición de más de un pico. Más allá de esto, resulta claro
que efectivamente la muestra está respondiendo al campo aplicado. La posición del pico
de la enerǵıa de transición, como aśı también los dos picos de intensidad cercanos a
F = 0, sugieren que la muestra tiene un campo incorporado (built-in field). Marcados
comportamientos se pueden ver en el rango de -5 kV/cm a 5 kV/cm, tanto en la enerǵıa
de la transición, como en su intensidad y también, en menor medida, en la corriente.
Cabe señalar que los ĺımites de tal rango coinciden con el cruce en los solapamientos
(fig. 5.2). Sin embargo, los datos teóricos recién presentados no pueden ser usados
directamente para tratar de explicar los resultados experimentales. Antes es necesario
incluir la interacción Coulombiana, es decir, los excitones. Las enerǵıas de ligaduras de
estos están en el orden de las diferencias de las transiciones mostradas en fig. 5.2, por
lo que incluirlas puede cambiar significativamente el panorama. Todav́ıa no se tiene
implementado el cálculo de los estados excitónicos para estructuras arbitrarias, por lo
que queda para trabajo futuro un análisis detallado de los resultados. Sin embargo,
resulta plausible que el cruce de los solapamientos que se da cerca de los 5 kV/cm
tenga un efecto en la estructura energética de los excitones. Esto se basa en que tal
cruce marca el comienzo de la localización de los estados en los pozos. Tal hipótesis
se ve validada por lo reportado por Sivalertporn et. al. para un sistema similar [63].
Los cálculos mostrados en este trabajo indican que, efectivamente, cerca de 5 kV/cm
se produce un anticruce entre un estado excitónico directo y uno indirecto.
Fuera del rango central, para |F | mayores a 5 kV/cm, se presenta una significativa
asimetŕıa en las enerǵıas de transición y en la intensidades del pico. La razón de esta
inesperada asimetŕıa se encuentra en estudio.
68 Efecto del campo eléctrico sobre heteroestructuras: resultados preliminares
Figura 5.4: En función del campo aplicado: enerǵıa de transición del pico de fotoluminiscencia
(arriba), intensidad de tal pico (medio), corriente pasando por la muestra (abajo)
Caṕıtulo 6
Conclusiones
Se ha estudiado en profundidad el cálculo de estados electrónicos en heteroestruc-
turas semiconductoras. Tal estudio se realizó en búsqueda de los modelos que resulten
adecuados para el trabajo que implica el diseño de un QCL. En particular, la atención
se dirigió hacia modelos que se especializen en los estados confinados en la banda de
conducción, ya que es en esta en la que los QCLs basan su funcionamiento. De esta
forma se arribó a los modelos p1b y e2b. El primero de estos permite obtener estados
electrónicos tanto de la banda de valencia como de las bandas de conducción, lo cual
es imprescidible a la hora de analizar resultados de fotoluminiscencia. Sin embargo, su
simplicidad no permite describir la no-parabolicidad de la banda de conducción, carac-
teŕıstica que es importante a la hora de calcular estados confinados excitados. Estos
estados excitados forman parte de la estructura de estados que da forma a un QCL, por
lo cual es necesario tener la capacidad de describirlos adecuadamente. El modelo e2b
esta focalizado a la banda de conducción e incluye su no-parabolicidad, pero al mismo
tiempo mantiene la mayor simplicidad posible. La simplicidad del modelo e2b da lugar
a implementaciones computacionales sencillas y rápidas. Esto lo hace un modelo muy
adecuado para el cálculo de los estados electrónicos de un QCL.
La teoŕıa que subyase a ambos modelos fue adecuadamente compilada y analizada,
constituyéndose aśı una sólida base teórica para trabajos venideros. Particular énfasis
fue puesto en el relevamiento y evaluación de las aproximaciones implicadas en los
desarrollos.
Por otra lado, se ha desarrollado un programa computacional pensado para hacer
frente al diseño de un QCL. Tal programa cuenta con las funcionalidades necesarias
para manejar de forma praćtica y rápida la multitud de parámetros que describen a una
heteroestructura. Tal programa cuenta con la implementación númerica de los modelos
p1b y e2b basada en el método de diferencias finitas. Ambos modelos se integraron con
el sistema iterativo Schrödinger-Poisson, lo que permite el cálculo de estados en hete-
roestructuras con dopaje. Dentro de lo que es implementación, uno de los objetivos a
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fututo es el desarrollo del cálculo de estados excitónicos en heteroestructuras arbitra-
rias. Tal cálculo no es imprecindible en lo que al modelado de un QCL respecta, pero si
es fundamental para poder explicar resultados experimentales obtenidos por técnicas
que involucren excitones, como lo es la fotoluminiscencia.
En el ámbito de caracterización se avanzó sobre el entendimiento de los espectros
de fotoluminiscencia de heteroestructuras simples. Esto abre el camino hacia la ca-
racterización de estructuras de complejidad mayor. Los datos extráıdos de espectros
de fotolumiscencia fueron cotejados satisfactoriamente con los datos simulados con el
modelo p1b. La técnica de fotoluminiscencia sólo aporto datos sobre los estados fun-
damentales, para los cuales p1b y e2b arrojan resultados similares. Por esta razón el
modelo e2b no pudo ser contrastado con resultados experimentales. Para tal fin se
necesitan datos acerca de los estados electrónicos excitados, lo cuales pueden medirse
con una técnica denominada de excitación fotoluminiscente (PLE, photoluminescence
excitation). Al momento de este trabajo, esta técnica todav́ıa no se encontraba dispo-
nible en el Laboratorio de Óptica y Fotónica, pero se preveé que pronto lo esté. La
utilización de esta técnica para cotejar el modelo e2b queda, entonces, como uno de las
propuetas de trabajo a futuro.
Un paso importante que se dió en el ambito del laboratorio fue la realización de las
primeras mediciones de fotoluminiscencia con campo aplicado. Los resultados obteni-
dos confirman que efectivamente los estados electrónicos estan siendo manipulados con
el campo. El análisis detallado de estos resultados depende de la implementación del
cálculo de los estados excitónicos. Sin embargo, los resultados preliminares de simula-
ciones sin considerar los excitones parecen concordar con los datos experimentales.
Como conclusión general, podemos decir que el presente trabajo a logrado sentar
las bases de modelado y caracterización óptica necesarias para el desarrollo futuro de
láseres de cascada cuántica en el ámbito de la CNEA. El trabajo futuro en esta ĺınea
estará abocado a combinar estos resultados con desarrollos paralelos dentro del grupo
de trabajo en lo que respecta al transporte, y en aplicar estos modelos a estructuras
cada vez más complejas.
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