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Abstract—Wide Area Control is a new technology to maintain
the power system stability; however, it requires the support
of short-latency communication. The existing communication
technology does not have the abilities to provide this support. It
highlights the demand for new and short-latency communication
technologies. The aim of this paper is to provide communication
challenges of the wide area control system, to understand the
communication requirements of the future energy system and to
realize the existing network technologies that are applicable to
energy management.
Index Terms— wide area control, smart grid, latency, multicast.
I. INTRODUCTION
Power system stability is one of the common problems
in the power grid, and its main concern is the damping of
oscillations. Increased loading of long transmission lines stress
the operating conditions and increase the occurrence of inter-
area oscillation and may be lead to the breakup of the system
[1]. The Power System Stabilizers (PSSs) installed on the
excitation systems enhanced the power system stability and
increase the available transfer capability of the transmission
lines by damping the power control areas together with the
local mode oscillations [2]. PSS is effective to dump inter-area
oscillations through the local inputs [3]. It has been enhanced
from several perspectives, such as: to build more power line,
use of linear controls [2], and use of FACTS devices such
as Static Var Compensators (SVCs) [4]. Furthermore, Wide
Area Control (WAC) based on PSS and remote signals is
used to provide additional damping [5]. It applies the control
actions on controllable devices or system loads and generators
[6], which can be more effective than local control. Remote
measurements taken by synchronized Phasor Measurement
Units (PMUs) in feedback control loop for PSS, allows a
global vision of the network [7]. Some work was done for the
placement of PMUs in strategic location [8], WAC based on
remote signals [9], [10], and estimating the benefits of remote
measurements over local ones [3].
WAC use on distribution networks employ strategies that
reconfigure the network in response to changing power system
conditions; therefore, it can improve the reliability of electrical
service, and decrease the temporary failure times from hours
to seconds. In other words, it gives a global view of the grid
by remote measurements that are taken by synchronized Pha-
sor Measurement Units (PMUs). It allows voltage/congestion
control and fault detection/location application to enhance the
operation of the grid [11] which lead to increase phasor mea-
surements. Consequently, the implementation of WAC requires
communication channels to transmit the remote signals, which
introduce latency (i.e. time delay) into the control-loop of the
WAC. This latency may depend on the type of communication
channel, routing of signal transmission, transmission protocol,
and communication loads [12], [13].
Latency must be considered during the design of WAC, be-
cause it would degrade system damping performance or cause
system instability [14]. In addition, another requirements of the
implementation of WAC is multicast support of messages that
may include voltage, status change or command among de-
vices within substation to control centres or between clients at
control centres. Thus, Control centres are taking action based
on the received data to avoid cascade failure [15].It is crucial
for several peers to receive an information simultaneously.
Instead of sending several particularly addressed messages,
a single multicast message is forwarding [16]; therefore, the
undesirable network traffic is going to be ignored.
In this paper, we analysis the impact of communication
delay on WAC performance, and develop an insight into
the communication requirements for WAC in smart grid. We
also examine the existing communication technologies for
power system control and identify technical gaps for WAC
communication requirements.
The rest of this paper are organized as follows; Section II is
Wide area control performance. In Section III, communication
requirements of WAC (low latency and multicast support) is
presented .We present existing communication technologies
and gaps in Section IV. Section V is the future research and
development, and in Section VI the paper is concluded.
II. WIDE AREA CONTROL PERFORMANCE
The control system structure of two fully symmetrical areas
has shown in Fig.1, to highlight the effect of communication
requirements especially time delay in large interconnected
power systems [2]. In this example, two parallel transmission
lines (230 kV lines of 220 km length) interconnect two genera-
tion and load areas. In each area, there are two identical round
rotor generators with 20 kV/900 MVA rate. The synchronous
machines have identical parameters, except for inertias which
are H = 6.5s in area 1 and H = 6.175s in area 2. The load
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Figure 1. Two-area four-machine power system diagram.
is represented as constant impedances and split between the
areas in such a way that area 1 is exporting 413MW to area 2.
Since the surge impedance loading of a single line is about 140
MW, the system is somewhat stressed, even in steady-state.
The simulation has performed on MATLAB Simulink 8.6
using ”Performance of Three PSS for Inter-area Oscillations”.
System responses to fault scenario for the three PSS are
compared.
System responses of three PSS to fault scenario without
communication delays are shown in Fig.2. After the fault was
occurred, it shows that the identified parameters update fast
enough to track the dynamic of the power system and then
converge to a new operating condition and system become
stable, except for the Delta Pa PSS which cannot become
stable.
Time Delay of 100 ms is imported to the system which
the system responses to fault scenario are shown in Fig.3.
It is found when the time delay is under 100 the system
provide a good dumping performance, and compensate the
delay effectively.
When the time delay reaches 500 ms as is shown in Fig.4,
the stability of the whole system cannot be maintained, and it
cannot provide satisfactory dumping performance.
Figure 2. System responses to fault scenario without communication delays.
Figure 3. System responses to fault scenario with constant time delay 100
ms .
Figure 4. System responses to fault scenario with constant time delay 500
ms.
III. COMMUNICATION REQUIREMENTS OF WIDE AREA
CONTROL
In WAC significant information needs to be transmitted by
the grid entities, which required lower latency, and multicast
support. Operating this information manually and by involving
human is not going to be feasible solutions. Consequently, it is
required to analysis the impact of communication requirements
of WAC and develop an insight into these requirements.
Also, it is important to identify and control technical gaps
of WAC, design and implement WAC system that covers
these requirements. The subsections are divided into latency,
multicast support. In addition , we present the recent studies on
transmission protocol that focus to overcome communication
requirements of WAC.
A. Latency
One of the main challenges of WAC design is latency
handling. Network latency is a maximum time that takes a
particular message to reach its destination through a commu-
nication network. The communication network can be among
devices within the substation and the control center, or between
clients at the control center.
In [17] a method is proposed to determine the optimal
location of data routing hubs in order to achieve the high
latency requirements of a wide area controller and compare
centralized and decentralized topologies. If fast action and
minimum delay are required decartelized architecture is more
suited than the centralized.
The Path Length Constraint (PLeC) and BandWidth and
Path Length Constraint (BW-PLeC) algorithms are proposed in
[11], to enhanced the currently available Power-Line Commu-
nication (PLC) technologies, and provide low latency commu-
nication with minimum delay and deployment cost, whereas
reducing the scale of Bandwidth. In PLeC data delivery paths
are considered to reduce the transmission delays. BW-PLeC
is a heuristic algorithm that considers the queuing delay. The
proposed algorithms minimize the number of high bandwidth
links to keep the end-to-end delay as low as possible.
In [18] the communication requirements of power grid
application (communication design, simulation, and testing)
are formulated from the anticipated power applications. The
basic idea of the work is to understand the behaviour of grid,
by collecting the measurement data as fast as possible; thus, it
gives grid dynamics. Near real-time data delivery is possible
with the proposed infrastructure; also, latency and bandwidth
requirements are considered in this work. However, Multicast
routing and classifications of packets are the solutions that can
be used in this work to have more bandwidth reduction and
lower latency.
B. Multicast Support
The multicast concept enables one-to-many communica-
tions. In power grid especially in WAC, it is crucial for
several peers to receive an information simultaneously. Instead
of sending several particularly addressed messages, a single
multicast message is forwarding; therefore, the undesirable
network traffic is going to be ignored. We categorize the
recent study in terms of multicast support in WAC to multicast
routing concept and Publish-Subscribe Paradigm concept.
1) Multicast Routing
In WAC, the measurement data need to be transmitted to the
multiple stations with minimum delay requirements. Hence,
finding the paths that has minimum transmission delay is one
of the problems of multicast routing that needs to be addressed.
To address the multicast routing problem and to identify
the multicast tree with minimum transmission delay for mul-
ticasting a command and control message from the controller
to a set of remote devices, the [19] formulate and propose
a new routing algorithm. Also, a delay estimation method
for the multicast tree delay problem as an integer linear
programming is proposed for random networks. The delay is
the main consideration of author in this work; however, energy
efficiency and reliability are the two significant issues for
smart grid in addition to the delay. Simultaneously considering
the multiple metrics, such as delay, reliability, and energy
efficiency, are still open issue in this work.
Developing distributed Phasor Measurement- Phasor Data
Concentrators (PMU-PDC) network in WAC seems to be
complex and the previous studies are not adequate for it
because of the communication requirements and properties
[20], for instance, multicasting group, simultaneously sending
data, delay sensitivity. Therefore, in [20] a primary study
on communication group formation and routing problem
is presented, and the distributed PMU-PDC communication
framework is modeled into PMU-PDC communication group
formation problem, and a dynamic multi-source multi-rate
multicasting problem (i.e. multisource group communication
routing problem). Though, group membership management,
and fault tolerance are not considered in this work.
2) Publish-Subscribe Paradigm
In the Publish-Subscribe paradigm, there are sources (pub-
lishers) and destinations (subscribers). The publishers produce
the data stream and distributed on a regular basic to the
subscribers. The subscribers are subscribed to one or more
publishers. To be specific, after the announcement of the data
stream’s availability by the publisher to management plane,
subscribers request the middleware setup delivery paths. To
complete the delivery, the paths should have the QoS require-
ments such as rate, latency, and redundancy. The flexibility
that this paradigm gives to the system to add subscribers or
change the characteristics of the existing ones seems to be
useful in designing the smart grid.
In [21] potential of multicast publish-subscribe paradigm is
presented to analyse the network architecture that can achieve
the American Synchro-Phasor Network (NASPInet) require-
ments, and to be beneficial for smart grid. The presented
architecture compared with:
• GridStat middleware framework [22] which is a publish-
subscribe middleware that provides a programming in-
terfaces (APIs) at middleware layer that is upper than
transport layer, and it is derived from “message queue”
paradigm,
• Publish-Subscribe Internet Routing Paradigm (PSIRP)
[23] that employs the paradigm at the routing layer, and
• Source Specific Multicast (SSM) approaches at the rout-
ing layer which for forwarding the data is using dis-
tributed hash table and virtual-circuit approach.
The proposed architecture provides efficient path computation
and therefore, lower path propagation delay. It will be more
beneficial if the proposed architecture be implemented in real
systems.
Based on publish–subscribe paradigm and principles from
robust flocking theory, flocking-based quality-of-experience
(QoE)-managed multicast routing strategy is proposed in
[24] for smart grid application. It manages the multicast
packet replication dynamically and balance the bandwidth
consumption. Routing paths are planned to achieve end-to-
end latency, buffer overflow management, and adaptability in
the presence of changing network conditions. However, the
proposed strategy does not seem to be not appropriate for
synchronous data delivery.
Due to the heterogeneity of inherited power systems to
smart grid and large-scale scenarios in wide area control,
and Instead of implementing particular protocol to combine
the systems or adopting Manufacturing Message Specifica-
tion (MMS) approach with a complex implementation, [25]
proposed Session-Oriented Communication System (SOCSys)
handle the interoperability and performance issues of het-
erogeneous environments. The presented SOCSys normalized
publish-subscribe paradigm and consumes low network re-
sources. Also, it improves bandwidth utilization and minimizes
delay.
In [26] the software Defined Networks (SDN) is proposed
to give an overall view of the power grid’s health status,
especially for smart grid systems that are growing in term
of their size and their complexity of the communication
requirements. SDN separates the data and control plane from
each other, as they were couple and exist in the router in
conventional networks. The data plane in SDN is at the router
but the control plane is on a central server or distributed among
different servers. Therefore, by separating the planes an overall
view of the network is given to the administrator of the power
grid and managing the PMUs would be easier. For the PMU
data, the multi-rate, multicast network is implemented in SDN
to use it as primary topology for power grid networking. The
proposed solution is compared with IP multicast and GridStat
in terms of latency and network utilization.
C. Transmission Protocol
WAC has real-time restrictions; therefore, it is important
to have reliable packet delivery between different points with
minimum delay. Delay can be reduced by retransmitting the
packets, and it is possible to achieve reliability by replicating
the packets over multiple paths which are fail-independent
[27]. In this subsection the presented studies focused on
different OSI model layers to overcome the communication
requirements of WAC in smart grid.
1) Transport Layer
A transport-layer design, IP parallel redundancy protocol
(iPRP) is presented in [27] which is unidirectional unicast or
multicast UDP flows for smart grid networks. The packets for
the UDP flows are transparently replicated by iPRP over differ-
ent interfaces. Then, the corresponding interfaces are matched,
and the duplicated packets are removed at the receiver. The
routing layer calculates the paths among matching interfaces.
The implementation of proposed iPRP shows that it improve
the reliability of UDP flows with minimal processing and hard-
delay constraints, and also it supports IP multicast and low-
latency applications.
2) Network Layer
Interior Gateway Protocol (IGP) [29] at the network layer is
another solution, but also, it cannot overcome the requirement
of smart grid.
3) Data Link Layer
Parallel Redundancy Protocol (PRP) [30] at MAC layer
replicates all the packets over parallel paths. RPR is intended
for primary substation, but for the developing part of smart
grid which is IP layer of WAN, it may not be feasible.
Rapid Spanning Tree Protocol (RSTP) [28] at the link layer
is one of the options to overcome the delay requirement;
however, it is far from what smart grid need for delay, and also
RSTP uses a single path so it is hard to achieve the required
reliability.
In [31] analysis of communication requirements in smart
grid is provided and to address these requirements, a new dis-
tributed Information and Communication Technologies (ICT)
architecture is proposed which use link layer. Also, Trans-
parent Interconnection of Lot of Links (TRILL) protocol is
extended in this work to resolve the smart grid requirements.
However, the proposed protocol did not complete all the
requirements of smart grid.
IV. EXISTING COMMUNICATION TECHNOLOGIES AND
GAPS
One of the main infrastructure in WAC is fiber-optic com-
munications which is ideal for high voltage operating envi-
ronment due to its electromagnetic characteristics. However,
the vast majority of the current works have focused on power-
line communications which is mainly used for electrical power
transmissions.
IEC61850 is a communication standard for substation au-
tomation, which provide descriptions about the devices in an
electrical substation and describes the ways of exchanging
information among these devices.The most difficulty is to
bridge the power engineering communication standards with
communication networking, which is not considered in many
papers.
IP-based technology does not provide short latency or dead-
line guarantee, especially in high traffic loads. It is required
to modified the existing protocols at each OSI model layers
to achieve the requirement; however, most of the research
focused on one layer.
Basically it is one to one communication among the substa-
tions. By the growth of the power grids, the demand for one
to many communication will be highlighted.
V. FUTURE RESEARCH AND DEVELOPMENT
It could be a good idea for future research to overcome the
discussed gap through using existing infrastructure, especially
fiber-optic communication which plays an important role for
the WAC .The best solution to solve IP-based problems is to
deal with the protocols at each of the layers. Therefore, it may
lead to more efficient and affective result. Due to the demand
of future power grid, one to many communication is required
to send the data to several peers for better control.Integrate
these technologies into existing power control systems lead to
cope with the required and stringent demand of WAC .
VI. CONCLUSION
Communications infrastructure play an important role in
the energy management of next generation of power systems.
There is an increasing interest towards the development of
new methods and algorithms to overcome the communication
requirements, especially in WAC. However, to take control of
these requirements, there are a lot of challenges that need to be
addressed. In this paper, we have presented the communication
requirements for WAC. We identified the advantages and
disadvantages of the existing solutions and highlight the need
for the future research.
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