G. LUMER
[September only the minimum distance, but explicitly the projection, as well. One derives a computable expression for the prediction function in the linear prediction problem of [4] . Finally we deal with the following important question: to what extent is it true that if fÇzH 1 , and F(z) is holomorphic on the "spectrum" (to be defined) of ƒ, then F(J) is in H p provided it is in L p . We define a spectrum <r(f), for /Giï 1 , and show that if/, g£H\ R(z) is rational with poles outside <r(f), then gR(f) is in H p provided it is in L p , p ^ 1. ƒ outer implies 0 (JX/), and we have some particular cases which appear in the literature, [5] Thus, the //"-density of A R in LR implies the uniqueness condition discussed by Hoffman-Rossi in [6] (6) ||ri«||,^js:,||«||i.
3. The H p theory. In order to develop the usual H p theory we must now assume that the C introduced above is "large enough." In the usual situations C is either C(X), the complex continuous functions on a compact Hausdorff space X, or just L°°(ra). From here on we shall thus assume:
(a) [m] has a unique positive extension to an L 1 -dense linear sublattice C B of LR. 4 We indicate briefly how the usual H p theory is derived in this approach. This applies at once to the case C= C(X), m a unique representing measure, and also readily to the case in which we assume weak* (or only L w ) density of Re A in LR . To show that the theory 4. The Szegö theorem and linear prediction. The following is a stronger version of the usual Szegö theorem (see also [9] (hdm) , is achieved at
if log AG^1, and at 1 itself otherwise. The minimum distance is given by (exp(/ log h dm)) llp .
PROOF. Set ƒ for the exponential which appears in (7), where we assume that log hÇEL 1 1 dmfghf dm-fghf dm, a contradiction. This proves that (1-ƒ) G5, so that the minimum distance is ^||/||p = (exp(/ log h dm)) 11 p . The reverse inequality, and the case log ht^L 1 , are not difBcult to handle from here on.
We can apply this to the solution of the linear prediction problem, in the setting of Helson-Lowdenslager [4] , considering for instance, as they do, a doubly stationary sequence. To the latter corresponds a correlation function which is positive definite as a function on the discrete group Z 2 , and thus the Fourier transform of a positive measure ii on the 2-torus. We assume that the subset of Z 2 for which the prediction problem is to be solved is a half-plane in the sense of Helson-Lowdenslager [4] , Via a certain isometric map (see [4] ) the solution of the prediction problem corresponds to a function $ in L 2 (jx) . If m denotes the normalized Haar measure on the 2-torus, and h the Radon-Nikodym derivative of /x with respect to w, then the prediction error, as given in [4] is (exp (/ log h dm) ) 112 . Now Theorem 15 enables us to write down $ as
