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Carrying capacity in growing networks
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Avenida Arlindo Be´ttio 1000, 03828-000 Sa˜o Paulo, Brazil∗
In this work, a growing network model that can generate a random network with finite degree
in infinite time is studied. The dynamics are governed by a rule where the degree increases under
a scheme similar to the Malthus-Verhulst model in the context of population growth. The degree
distribution is analysed in both stationary and time-dependent regimes through some exact results
and simulations, and a scaling behaviour is found in asymptotically large time. For finite times,
the time-dependent degree distribution displays an accumulation of hubs as a result of competition
between attractive and repulsive terms in linking probability.
PACS numbers: 05.40.-a, 05.50.+q, 89.20.-a
I. INTRODUCTION
Several complex systems, such as the World Wide Web, social networks of acquaintance, metabolic networks,
and many others, are known to exhibit a heterogeneous behaviour in their degree distributions, which is usually a
power-law function [1, 2]. Furthermore, they are not static graphs, but their size (number of vertices and degrees)
changes with time. A simple model for growing networks proposed in the late 1990s by Baraba´si and Albert [3] (BA)
can generate a power-law degree distribution, and two ingredients were recognized to be sufficient to generate such
behaviour. Firstly, the model is a non-static growing network, which means that vertices are continuously added to
the graph. Secondly, the new incoming vertices attach to old ones ruled by (linear) preferential linking [3, 4]; this
means that highly connected vertices are likely to be linked by the new ones with a probability proportional to its
degree. It is worthwhile remarking that in some cases, when this linearity is broken, the model may fail to display
the fat-tailed distribution [5, 6].
The BA model has important extensions where many ideas can be tested. To cite some of them, the “fitness”of
a vertex is introduced in Bianconi-Baraba´si model [7]. The BA model is also widely used to investigate network
properties such as resilience [8, 9] or to study critical phenomena by defining statistical models on it [10]. In the same
spirit, the present work will explore the following question: the BA model makes highly connected vertices attractive,
but the model does not impose any limit for the degree, which is unbounded and increases with time. However, in
some known situations (like in the El Farol bar problem [11]), “crowded”vertices are not attractive. The competition
between preferential linking and unattractiveness of highly connected nodes can be inserted in a simple statistical
model. There are some previous works where a cutoff is introduced in order to limit the degree or studies concerning
the size of the networks [12–15]. In the literature, there are others means to avoid the indefinite increasing of a degree
by considering finite systems [16] or ageing effect on vertices. The ageing effect is introduced by making a vertex
inactive to receive more links with some probability at each time step [12], or simply decreasing the probability of
receiving a connection with time [19]. In the latter prescription, although the maximum degree kmax of a vertex still
increases with time t, the ratio kmax/t→ 0 as t→∞.
Nevertheless, in this work, the form by which an indefinite growth of degree is avoided is inspired by an old idea
that traces back to some classical models of population dynamics. The simplest paradigm in this context seems to
be the Malthusian model [17], which assumes that the growth of a population is proportional to its actual size. This
model predicts an exponential growth for the number of species, but does not take into account the mechanisms
that prevent arbitrary increasing. A simple idea in this direction points to Verhulst [18], where the idea of carrying
capacity, which is the maximum population number, is introduced. In the Malthus-Verhulst model, the population
increases as a sigmoid function, which means that the growth rate is smoothly decreased, and not stopped by a cutoff.
In this sense, the population “is aware ”of its maximum capacity from the very beginning. The main idea of this work
is to model the growth of a degree in a scheme analogous to the Malthus-Verhulst model, and show that this proposal
leads to a behaviour not predicted by many of previous models (but found in [16]), which is the accumulation of hubs.
The layout of this paper is as follows: the main problem and the model are introduced in sections 2 and 3, and
its static properties are examined in the following section. The time-dependent analysis is performed in section 5,
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2where an unexpected behaviour of the degree distribution is discussed, and a toy model is introduced in section 6 to
complement the analysis. General observations and conclusions are presented in the section 7.
II. FORMULATION OF THE PROBLEM
The network considered in this work is a growing one that will be described by a discrete time master equation
following [20], as shown later. The initial condition, conveniently taken at time t = 2, consists of two vertices, denoted
by s = 1 and s = 2, linked to each other by two edges. At each unitary time step, a new vertex is added to the graph
and links with one of the previously existent vertex with conditional probability Π, which will be assumed to have the
same form for any vertex of the graph. Note that the variable s labels the vertices and coincides with the time when
it joined the network. A key quantity to perform the analysis of this system is p(k, s, t), which is the probability that
a vertex s has k connections at time t. The discrete time master equation is then
p(k, s, t+ 1) = Π(k − 1, t)p(k − 1, s, t) +
[
1−Π(k, t)
]
p(k, s, t) . (1)
This equation can be easily generalised for a growing network that allows more links per time step, but this is the
simplest setup. Note that the total number of degrees of the graph is 2t at time t. It is clear that one has initially
p(k, s = 1, t = 2) = p(k, s = 2, t = 2) = δk,2, where δx,y stands for Kronecker delta (as usual, δx,y = 1 if x = y and
δx,y = 0 otherwise), and p(k, s = t, t) = δk,1 stands for the boundary condition indicating the addition of a single
connection from the newly added vertex.
In BA model [3], the new incoming vertex connects with an old one with a probability proportional to the number of
the degree of the latter, which implies ΠBA(k, t) ∝ k. This choice makes popular vertices more likely to be connected
(“rich gets richer”), displays a degree distribution that follows a power-law behaviour [3, 4, 6], and there is no upper
bound for the degree that a vertex is allowed to have. In order to introduce a mechanism that prevents an indefinite
growth of the degree, let
Π = Π(k, t) ∝ k
(
1−
k
C
)
(2)
be, at time t, the probability of a new incoming vertex linking an old one that has degree k. Apart from the preferential
linking term that is proportional to k, the term (1− k/C) decreases Π with k and also establishes an upper bound
for the degree, which is C, and is called the carrying capacity. This establishes also an upper bound for the number
of distinct degrees (a recent study on this topic can be found in [21]). As will be seen later, this model presents some
properties that forbid a complete analytical treatment. Note that in the present work, the condition C > 2 will always
be assumed, because the initial condition requires, at least, C = 3 to allow the connection with a third node. One
can intuitively notice that if one adopts a value of C not so large, the network will display a “chain-like”structure.
III. MODEL
The form of linking probability given by (2) follows the idea of Malthus-Verhulst model for population dynamics.
The master equation of the model is then
p(k, s, t+ 1) =
k − 1
D(t)
(
1−
k − 1
C
)
p(k − 1, s, t) +
[
1−
k
D(t)
(
1−
k
C
)]
p(k, s, t) , (3)
where
D(t) :=
t∑
s=1
k(s, t)
(
1−
k(s, t)
C
)
(4)
is the normalisation factor, and it is essential to examine both stationary and time-dependent regimes. The function
k(s, t) is the degree of vertex s at time t, and since the mean degree is k(t) :=
∑t
s=1 k(s, t)/t = 2 for any time, a
relation between D(t) and the second moment, k2(t) :=
∑t
s=1 k
2(s, t)/t, arises:
D(t)
t
= 2−
k2(t)
C
. (5)
3Note that both D(t) and k2(t) depend on the particular realisation of the graph (this fact will not be indicated
explicitly in the notation), but it is expected that the limit
α∞ := lim
t→∞
α(t) , where α(t) :=
D(t)
t
, (6)
should exist, since the second moment is always finite due to the carrying capacity, and is unique.
Finally, the master equation for the time-dependent degree distribution,
P (k, t) :=
1
t
t∑
s=1
p(k, s, t) , (7)
is cast as
(t+ 1)P (k, t+ 1) = tP (k, t) +
t
D(t)
F (k − 1)P (k − 1, t)−
t
D(t)
F (k)P (k, t) + p(k, s = t+ 1, t+ 1) , (8)
where
F (k) := k
(
1−
k
C
)
. (9)
The boundary condition is p(k, s = t+ 1, t+ 1) = δk,1, as seen before. The relation (5) can also be derived from this
master equation.
IV. STATIONARY REGIME
Assuming the existence of P (k) := limt→∞ P (k, t), the master equation (8) leads to a recursive relation in the
stationary regime, [
α∞ + F (k)
]
P (k) = F (k − 1)P (k − 1) + α∞δk,1 . (10)
The degree distribution is, then,
P (k) =
α∞
k−1∏
n=1
F (n)
k∏
n=1
[
α∞ + F (n)
] =
C! (k − 1)!
(C − k)!
Γ
(
Cb−
2
)
Γ
(
Cb+
2
) Γ
(
Cb+
2 − k
)
Γ
(
k + Cb−2 + 1
) , (11)
where
b± :=
√
1 +
4α∞
C
± 1 , (12)
and α∞ can be determined numerically by the bisection method through the equations
α∞ = 2−
1
C
C∑
k=1
k2P (k) (13)
and (10). The value of α∞ depends on the size of the carrying capacity, as shown in figure 1. As C increases, its
value approaches 2, which is the Baraba´si-Albert limit.
The exact value of α∞ allows one to determine the stationary degree distribution, as shown in figure 2.
The distribution for large degrees can be estimated from (10) by converting it into a differential equation. This
procedure leads to
P (k) ∼
1
kα∞+1
(
1−
k
C
)α∞−1
, (14)
which is not a simple power-law (and even the “power-law term”does not behave as k−3 like in Baraba´si-Albert case),
but it contains a term that decreases the distribution as k approaches the maximum capacity C.
4FIG. 1: Values of α∞ as a function of carrying capacity C. These values were obtained numerically from equations (10) and
(13).
V. TIME-DEPENDENT REGIME AND ACCUMULATION OF HUBS
The master equation (8) can be treated numerically by generating graphs according to linking probability Π(k, t) =
F (k)/D(t). One can compute the normalisation factor and degree distribution associated to this particular graph,
and the average over all generated graphs leads to the degree distribution P (k, t) of the system. The error bars turned
out to be small, and they could not be represented in the figures below. For a fixed time t, the degree distribution
has typically the form shown in figure 3 below, and it has two stages in its time evolution.
In the first stage, when t < C, the value of P (k, t) is zero for any degree numerically larger than t, and P (k = t, t) is
the non-zero minimum. Therefore, as time passes, the distribution P (k, t) acquires more non-zero values as a function
of k. This process continues until the time reaches t = C, and P (k = C, t = C) is the least non-zero minimum that
the function P can achieve.
In the second stage, when t > C, the vertices can have, in principle, the maximum value allowed, which is C. In
this stage, there is a rearrangement of the curve P (k, t) until it reaches the stationary form in t → ∞. If t > C, all
vertices can be “degenerated”, and this property is reflected in the increase of the curve P (k, t) for high values of k.
In figure 3b, one can observe a phenomenon which is not present in many of the previous models with bounded
degree effects, but found in [16]. For finite times, the degree distribution (as a function of degree k) exhibits a “bump”
before its fall because of the finiteness of carrying capacity: the degree distribution P (k, t), for a fixed time, deviates to
larger values (when compared to the stationary distribution P (k)) before it decreases. This occurs as an effect of two
opposite behaviours of the linking probability Π. Due to the attractive effect, nodes with many connections attract
new ones, and a concentration of vertices with large degree (the hubs) emerges. This is a temporary “saturation” of
hubs that accumulated links and become unattractive to receive more connections. The region of this concentration in
the graph moves to values closer to the maximum degree C as time passes. In the end, this “bump”disappears. Note
that this phenomenon realizes as a consequence of a competition between an attractive term (the linear preferential
linking) and repulsive one (the Verhulst correction), and cannot be predicted by imposing an abrupt cutoff in degree.
The next section will consider a toy model where the linking probability is based on repulsive term only. The idea is
to show that the attractive term is also essential to display the “bump” in the degree distribution.
In the large time asymptotic regime, the probability p(k, s, t) has a scaling p(k, s, t) ∼ p(k, s/t), as shown explicitly
in the Appendix. Furthermore, assuming that the ratio D(t)/t is α∞ for large times (figure 4 shows the convergence
of α(t) toward α∞ with time for some values of the carrying capacity), and denoting r := s/t, the continuum
5FIG. 2: Static degree distribution obtained from equation (10) after determining α∞. From left to right: C = 10
2, 103, 104 and
C = ∞ (Baraba´si-Albert limit).
FIG. 3: Time-dependent degree distribution for C = 100. (a) From left to right: t = 25, 50, 75, 100, 200, 1000, 5000 (curves
obtained from 104 realisations of graphs) and t = ∞ (stationary degree distribution – obtained numerically in the previous
section). (b) The curves for t = 25, 100, 1000 and t = ∞ at a restricted region. For finite times, a “bump”in the time-dependent
degree distribution appears.
approximation leads the master equation (1) to
α∞r
∂
∂r
p(k, r) =
∂
∂k
[F (k)p(k, r)] , (15)
which can be solved as
p(k, r) =
1
F (k)
ψ
(
F (k)
k2
1
r
1
α∞
)
, (16)
6FIG. 4: Dependence of α(t) on time obtained from 104 realisations of the graphs (see section 3) for different values of the
carrying capacity C (in the Baraba´si-Albert limit, the curve is a horizontal line α(t) = α∞ = 2). The horizontal lines are the
stationary values α∞ (see section 4), corresponding to each value of C; from top to bottom: α∞ = 1.8787 . . ., 1.6481 . . . and
1.3055 . . . for C = 100, 25 and 10, respectively.
where ψ is a differentiable function. This approach can also be invoked for the master equation (8), which yields the
partial differential equation
α∞
∂
∂t
[
tP (k, t)
]
= −
∂
∂k
[
F (k)P (k, t)
]
(17)
for the time-dependent degree distribution. The solution
P (k, t) =
1
tF (k)
ϕ
(
F (k)
k2
t
1
α∞
)
, (18)
where ϕ is a differentiable function, and from the stationary condition for k ≫ 1, it follows from (14) that
ϕ(x) ∼ xα∞ (19)
for x ≫ 1. In figure 5, the form of ϕ is shown for some values of C, and the hypothesis of assuming α(t) ≈ α∞ is
tested: one sees that the curves collapse into a single one, except for low values of F (k)t1/α∞/k2. When this happens,
it means that k and/or t are not high enough, violating the conditions necessary to derive (18).
VI. A SIMPLIFIED TOY MODEL
The concentration of hubs observed in the previous section will be searched in a model where the (linear) preferential
linking term is absent. Instead of studying a network dynamics that obeys (2), consider the conditional probability
Π0 = Π0(k, t) ∝
(
1−
k
C
)
(20)
as the rule that determines how the system evolves. The other conditions (initial and boundary conditions) are taken
to be the same as the model discussed in the previous section. In this simplified model, a new vertex is not attracted
to a popular one, but it takes into account the repulsive factor only. The normalisation factor of (20) is easily found,
and the exact expression for the linking probability is
Π0(k, t) =
1− k/C
t (1− 2/C)
. (21)
7FIG. 5: Scaling behaviour of time-dependent degree distribution. In the bottom right part, the same graph in extended scale.
The curves from left to right correspond to C = 250, 500, 750 and 1000 (t = 1000). The error bars are smaller than the size of
points.
Therefore, from the master equation (1), one can calculate the mean degree of vertex s at time t,
k(s, t) :=
C∑
k=1
kp(k, s, t) =
t−s−1∑
n=0
ρ(t− n− 1)
n∏
m=1
[
1−
ρ(t−m)
C
]
+
t−s∏
m=1
[
1−
ρ(t−m)
C
]
, (22)
where one defines
∏0
n=1 (· · · ) ≡ 1 and
ρ(t) :=
1
t (1− 2/C)
. (23)
In the asymptotic limit of large times, it is possible to show that
k(s, t) ∼ C − (C − 1)
(s
t
) 1
C−2
, (24)
which means that the mean degree of a vertex s behaves as a function of s/t for t ≫ 1. From the master equation
(1), one can evaluate the time-dependent degree distribution numerically, as shown in figure 6. The concentration of
higher degrees, which was responsible for a “bump” in the figure 3b, is not seen in this simplified model. This means
that the repulsive term (1− k/C) alone in the linking probability Π is not sufficient to display this behaviour.
The static degree distribution, which can be obtained from P (k) := limt→∞ P (k, t), is analytically accessible, and
it is equal to
P (k) =
C − 2
2C − 3
(C − 1)!
(2C − 4)!
(2C − k − 3)!
(C − k)!
. (25)
Finally, the probability p(k, s, t) in this model can be evaluated exactly in the limit of large times,
p(k, s, t) ∼
1
(k − 1)!
(C − 1)!
(C − k)!
(s
t
)C−k
C−2
[
1−
(s
t
) 1
C−2
]k−1
, (26)
and it is a function of s/t.
8FIG. 6: Time-dependent degree distribution for the toy model with C = 100. From left to right, t = 50, 100, 1000 and t = ∞
(stationary solution).
VII. CONCLUSIONS
The Baraba´si-Albert model is a growing network that displays a power-law behaviour in degree distribution. Nev-
ertheless, it allows an indefinite growth of degree, and this is not present in many realistic systems. In this work, a
scheme where this undesirable property is suppressed was proposed by introducing a carrying capacity C, following
the idea of Verhulst in the context of population growth. Both stationary and time-dependent regime of this pro-
posed model was analysed, and a clear modification in degree distribution is observed when the degree approaches C.
Moreover, there is a close connection between the second moment of the degree and the normalisation of the linking
probability, and some other analytical results for asymptotically large times and degrees were established. In the limit
C →∞, all the known results from Baraba´si-Albert were recovered.
In the transient case, the behaviour of degree distribution, as a function of degree, was characterised for fixed times.
Furthermore, a scaling form for the degree distribution was found.
In the present model, a concentration of hubs was observed for finite times. This phenomenon is evident from the
analysis of the time-dependent degree distribution P (k, t), which displays a “bump”for a fixed time. This behaviour is
attributed to the competition between the usual BA-like attractive term and a Verhulst-like repulsive one, as shown in
section 5. One should remark that this phenomenon emerged because of the “smoothness”of the repulsive term, which
made the system “be aware”of the finiteness before the vertices achieve the maximum allowed number of connections.
If the bound of degree is introduced through a cutoff [12], this behaviour is not displayed.
The mechanism of degree finiteness is introduced by the Verhulst scheme (2), which is a product of a linear
preferential term and a repulsive term (1− k/C). One may study the case where nonlinear functions are chosen
instead of linear ones. In particular, the persistence of the accumulation of hubs (the “bump”of figure 3b), which
is a trademark of the awareness of degree finiteness by the system, can be studied for different types of linking
probabilities. It is known that the inclusion of nonlinearity can lead to new behaviours, as in the case of BA model,
where nonlinear preferential linking probability destroys the scale-free profile of the degree distribution [5, 6].
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IX. APPENDIX - ASYMPTOTIC FORM OF p(k, s, t)
In this appendix, it will be shown that in asymptotic regime (t≫ 1), the probability p(k, s, t) behaves as p(k, s/t).
From the master equation (3), and using N(t≫ 1) ∼ α∞t, one has
t
∂
∂t
p(k, s, t) =
k − 1
α∞
(
1−
k − 1
C
)
p(k − 1, s, t)−
k
α∞
(
1−
k
C
)
p(k, s, t) . (27)
Introducing the Z-transform,
pZ(K, s, t) =
∑
k
Kkp(k, s, t) , (28)
the master equation (27) can be cast as
t
∂
∂t
pZ(K, s, t) = −
1
α∞C
(C − 1)K (1−K)
∂
∂K
pZ(K, s, t) +
1
α∞C
K2 (1−K)
∂2
∂K2
pZ(K, s, t)
= −
C
α∞
LpZ(K, s, t) , (29)
where L :=
(
C−1
C2
)
K (1−K) ∂∂K −
(
K
C
)2
(1−K) ∂
2
∂K2 is a differential operator. The differential equation (29) can be
solved formally as
pZ(K, s, t) = t−
C
α∞
Lf(K, s) , (30)
where f is a function that can be determined from the boundary condition pZ(K, s, t = s) = K. This implies
pZ(K, s, t) =
(s
t
) C
α∞
L
K =
∞∑
n=0
1
n!
[
C
α∞
ln
(s
t
)]n
L
nK , (31)
and one can already see that p(k, s, t) (which is the inverse Z-transform of pZ(K, s, t)) is a function of p(k, s/t). The
remaining part of this appendix will search for a form of p(k, s, t) that does not contain the operator L explicitly (this
does not mean that the resulting formula is simple). Note that
LKm = AmK
m +BmK
m+1 , (32)
with
Am :=
m
C
(
1−
m
C
)
=: −Bm for m ≥ 1 and B0 = 1 . (33)
Using this relation repeatedly, one sees that LnK is a polynomial, and the diagram of figure 7 yields an algorithm for
its coefficients.
Schematically, one has Am → (Am, Bm) and Bm → (Am+1, Bm+1) when passing from L
mK to Lm+1K. Moreover,
Am and Bm are coefficients of K
m and Km+1, respectively. Therefore,
LnK =
n∑
r=0
∑
i1,··· ,ir+1
i1+···+ir+1=n−r
(
Ai11 B1
) (
Ai22 B2
)
· · ·
(
Airr Br
)
A
ir+1
r+1K
r+1
=
n∑
r=0
∞∑
i1,··· ,ir+1=0
(
Ai11 B1
) (
Ai22 B2
)
· · ·
(
Airr Br
)
A
ir+1
r+1K
r+1δi1+···+ir+1,n−r
=
n∑
r=0
1
(n− r)!
B1 · · ·Br
dn−r
dzn−r
[
(1−A1z)
−1
· · · (1−Ar+1z)
−1
] ∣∣∣∣∣
z↓0
Kr+1 , (34)
10
FIG. 7: Coefficients of LnK.
where the integral representation of Kronecker delta was invoked above. Then, from
pZ(K, s, t) =
∞∑
n=0
1
n!
[
C
α∞
ln
(s
t
)]n n∑
r=0
1
(n− r)!
B1 · · ·Br
dn−r
dzn−r
[
(1−A1z)
−1
· · · (1−Ar+1z)
−1
] ∣∣∣∣∣
z↓0
Kr+1 , (35)
and since
B1 · · ·Bk−1 =
(−1)k−1
C2(k−1)
(k − 1)! (C − 1)!
(C − k)!
, (36)
one has finally
p(k, s, t) =
∞∑
n=k−1
1
n!
[
C
α∞
ln
(s
t
)]n 1
(n− k + 1)!
B1 · · ·Bk−1
dn−k+1
dzn−k+1
[
(1−A1z)
−1
· · · (1−Akz)
−1
] ∣∣∣∣∣
z↓0
=
(C − 1)! (k − 1)!
(2C)k−1 (C − k)!
lnk−1
(
t
s
) ∞∑
m=0
1
m! (m+ k − 1)!
[
C
α∞
ln
(s
t
)]m dm
dzm
[
(1−A1z)
−1
· · · (1−Akz)
−1
] ∣∣∣∣∣
z↓0
.
(37)
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