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Рассматривается задача оптимальной стабилизации для систем дифференциальных уравнений с после-
действием нейтрального типа. Для упрощения представления непрерывного квадратичного функциона-
ла используется изоморфизм функциональных пространств. Приведена постановка задачи оптимальной
стабилизации в функциональном пространстве состояний со специальной метрикой. Описана постановка
обратной задачи оптимальной стабилизации. Она связана с восстановлением системы, обладающей за-
данным представлением оптимального стабилизирующего управления. Получены достаточные условия
разрешимости обратной задачи. Указаны условия, при выполнении которых обратная задача допускает
аналитические решения. Предложен метод для нахождения точных решений этой задачи. Для систем
дифференциальных уравнений с последействием запаздывающего типа точные решения обратной задачи
получены раньше. Приведен пример точного решения обратной задачи для системы дифференциальных
уравнений с последействием нейтрального типа.
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Введение
Для решения задачи оптимальной стабилизации линейной системы дифференциальных
уравнений с последействием запаздывающего типа Н.Н.Красовский разработал метод квадра-
тичных функционалов [1]. Оптимальное стабилизирующее управление единственным образом
определяется коэффициентами квадратичного функционала, нахождение которых связано с
решением операторного уравнение Риккати [2], порождающего систему определяющих урав-
нений [3; 4]. Этот подход получил развитие в работах [5; 6]. При решении задач оптимальной
стабилизации линейных систем дифференциальных уравнений с последействием нейтраль-
ного типа также применялся метод квадратичных функционалов [7; 8]. В работе [8] пред-
ложена новая постановка задачи оптимальной стабилизации этих уравнений, которая поз-
воляет использовать более простые представления квадратичных функционалов. Получена
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система определяющих уравнений для нахождения оптимального стабилизирующего управле-
ния. Исследование этой системы приводит к краевой задаче для нелинейного функционально-
дифференциального уравнения нейтрального типа, решение которой определяет представле-
ние оптимального стабилизирующего управления для автономной линейной системы диффе-
ренциальных уравнений с последействием нейтрального типа. Проблема нахождения точных
аналитических решений этой краевой задачи является достаточно сложной. В настоящей ра-
боте решается обратная задача оптимальной стабилизации, связанная с восстановлением си-
стемы обладающей заданным оптимальным стабилизирующим управлением.
1. Задача оптимальной стабилизации
в функциональном пространстве состояний
Объект управления описывается автономной линейной системой дифференциальных урав-












+Bu, t ∈ R+ = (0,+∞). (1.1)
Здесь x : [−r,+∞) → Rn, r > 0; u ∈ Rm— управление, B — постоянная матрица; матрич-
нозначные функции η, µ имеют ограниченные вариации на [−r, 0], η(0) = 0, µ(0) = µ(−0) = 0,
det η(−r) 6= 0.
Требуется найти управление, формируемое по принципу обратной связи, которое обеспе-










где Cx и Cu — положительно определенные матрицы.
При описании задачи оптимальной стабилизации в функциональном пространстве состоя-
ний традиционно используют пространство функций H1 = W12 ([−r, 0],R
n) [4;7]. В работе [8] в







(ϑ)x′(ϑ)dϑ, x,y ∈ H1.
Использование этой метрики позволяет задачу оптимальной стабилизации для системы (1.1)
с критерием качества (1.2) заменить задачей оптимальной стабилизации в пространстве H =
L2 ([−r, 0),R





y⊤(ϑ)x(ϑ)dϑ, x,y ∈ H.
Здесь при определении элемента x ∈ H ему ставится в соответствие пара элементов (x1(·),x2),
где x1(·) ∈ L2 ([−r, 0),R
n), x2 ∈ R
n и полагается, что x1(ϑ) = x(ϑ) при ϑ ∈ [−r, 0), x2 = x(0).
При рассматриваемой замене используется изометрический изоморфизм π пространств H1
и H, определяемый формулами
(πx)(0) = x(0), (πx)(ϑ) = dx(ϑ)/dϑ, ϑ ∈ [−r, 0), x ∈ H1.
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и имеет область определения
D(Â) =
{






µ̂(ϑ) = µ(ϑ) + η(−r)ϑ+
0∫
ϑ
η(s)ds, ϑ ∈ [−r, 0];
ограниченный оператор B̂ : Rm → H описывается формулами (B̂u)(ϑ) = 0, ϑ ∈ [−r, 0),
(B̂u)(0) = Bu, а ограниченный самосопряженный оператор Cx : H → H —
(Cxz)(ϑ) = 0, ϑ ∈ [−r, 0), (Cxz)(0) = Cxz(0).
Оптимальное стабилизирующее управление определяется формулой
û0[z] = −C−1u B
⊤(Ûz)(0), z ∈ H,
в которой Û удовлетворяет операторному уравнению Риккати [8]
ÛÂ+ Â∗Û+Cx − ÛDÛ = 0, (1.4)
где ограниченный самосопряженный оператор D : H → H задается следующим образом:
(Dz)(ϑ) = 0, ϑ ∈ [−r, 0), (Dz)(0) = Dz(0), D = BC−1u B
⊤.
При нахождении решения операторного уравнения Риккати используется форма его пред-
ставления
(Ûz)(ϑ) = K(ϑ, 0)z(0) +
0∫
−r
K(ϑ, s)z(s)ds, ϑ ∈ [−r, 0], z ∈ H, (1.5)
предложенная в работе [8]. Представление (1.5) оператора Û определяет решение операторного






+K(ϑ, 0)DK(0, s) = 0, ϑ, s ∈ [−r, 0), (1.6)
∂K̂(ϑ, 0)
∂ϑ
+K(ϑ, 0)DK(0, 0) + (K(ϑ, 0) +K(ϑ,−0))η(−r) = 0, ϑ ∈ [−r, 0), (1.7)
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(K(0, 0) +K(0,−0))η(−r) + η⊤(−r)(K(0, 0) +K(−0, 0)) +K(0, 0)DK(0, 0) − Cx = 0, (1.8)
K(−r, s) = 0, s ∈ [−r, 0], (1.9)
где K̂(ϑ, s) = K(ϑ, s)− µ̂⊤(ϑ) (K(0, s) +K(−0, s)) , ϑ ∈ [−r, 0), s ∈ [−r, 0].
Зная решение определяющей системы уравнений (1.6)–(1.9), оптимальное стабилизирую-
щее управление для уравнения (1.3) можно определить формулой








, z ∈ H.
Оптимальное стабилизирующее управление для системы (1.1) вычисляется как











, x ∈ H1. (1.10)
2. Обратная задача оптимальной стабилизации
Нахождение решения определяющей системы уравнений (1.6)–(1.9) является достаточно
сложной задачей. В работе [8] показано, что ее можно свести к нахождению решения крае-
вой задачи для специального матричного функционально-дифференциального уравнения ней-
трального типа. Аналитическая сложность проблемы интегрируемости полученной краевой
задачи привела к постановке обратной задачи:
Для заданного представления позиционного управления найти такие коэффициенты си-
стемы (1.1), для которых заданное представление позиционного управления определяло опти-
мальное стабилизирующее управление этой системы.
Для систем дифференциальных уравнений запаздывающего типа аналогичная задача ре-
шалась в [5].
Поставленная выше задача в данной статье рассматривается для следующей системы диф-























В рамках обратной задачи согласно формуле (1.10) закон управления определяется зада-
нием положительно определенной матрицы K0 = K(0, 0) и матричнозначной функции
Ψ(·) ∈ W12([−r, 0],R
n×n), Ψ(ϑ) = K(ϑ, 0), ϑ ∈ (−r, 0), Ψ(−r) = K(−r+0, 0), Ψ(0) = K(−0, 0).
Требуется найти матричнозначную функцию с ограниченной вариацией η, матричнознач-
ную функцию Ã(·) ∈ W12([−r, 0],R
n×n) и матрицу A0.
Для решения поставленной задачи используется определяющая система урав-
нений (1.6)–(1.9). Эта система записана для управляемого объекта (1.3), при описании ко-
торого используется функция с ограниченной вариацией µ̂. Выделяя дискретную и абсолютно




A(s)ds, ϑ ∈ [−r, 0], µ̂d(ϑ) = 0, ϑ ∈ (−r, 0], µ̂d(−r) = −A0,
Точные решения обратной задачи оптимальной стабилизации 39
A(ϑ) = Ã(ϑ)− η(ϑ) + η(−r), ϑ ∈ (−r, 0).
Следовательно, поставленная обратная задача имеет не единственное решение и допускает сво-
боду в выборе матричнозначной функции η. Будем фиксировать эту функцию и при решении




Обратная задача решается при условии выполнения равенства
K0DK0 = Cx, (2.2)
определяющего специальный выбор положительно определенной матрицы K0 = K(0, 0). Про-






+ (K0 +Ψ(0)) η
−1(−r) = 0. (2.3)
Сформулируем следующее утверждение.
Теорема 1. Пусть выполняются условия (2.2), (2.3) и det (K0 +Ψ(0)) 6= 0. Тогда в реше-



















A⊤(τ − ϑ)Ψ̂⊤(τ) + Ψ̂(τ − ϑ)A(τ)
)
dτ = G(ϑ), −r ≤ ϑ ≤ 0. (2.5)
Здесь Ψ̂(ϑ) = (Ψ′(ϑ) + Ψ(ϑ)DK0) η




ϑ)DΨ⊤(τ)dτ, −r ≤ ϑ ≤ 0.
Д о к а з а т е л ь с т в о. Преобразуем определяющую систему уравнений (1.6)–(1.9),
учитывая формулы




, ϑ ∈ (−r, 0),
K̂(−r, s) = −
(














−A⊤(ϑ)(Ψ⊤(s) +K⊤(s,−0)) = 0, ϑ, s ∈ (−r, 0), (2.6)
dΨ(ϑ)
dϑ
+Ψ(ϑ)DK0 + (Ψ(ϑ) +K(ϑ,−0))η(−r) −A
⊤(ϑ)(K0 +Ψ(0)) = 0, ϑ ∈ (−r, 0), (2.7)
(K0 +Ψ
⊤(0))η(−r) + η⊤(−r)(K0 +Ψ(0)) +K0DK0 − Cx = 0, (2.8)
K(−r + 0, s) = −µ̂⊤d (−r)
(
K⊤(0, s) +K(−0, s)
)
, s ∈ [−r, 0]. (2.9)
При s = 0 из (2.9) имеем Ψ(−r) = A⊤0 (K0 +Ψ(0)). Откуда следует формула (2.4).
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Используя методы интегрирования дифференциальных уравнений в частных производных
первого порядка и равенство (2.9), находим решение уравнения (2.6)
K(ϑ, s) = −Z(ϑ− s− r)µ̂d(−r)−
s∫
−r
F (τ + ϑ− s, τ)dτ, −r < ϑ ≤ s < 0. (2.10)
Здесь Z(ϑ) = Ψ(ϑ) + K(ϑ,−0), F (ϑ, s) = −A⊤(ϑ)Z⊤(s) − Z(ϑ)A(s) + Ψ(ϑ)DΨ⊤(s), −r < ϑ ≤
s < 0. Используя (2.10), находим
Z⊤(ϑ) = Ψ⊤(ϑ)− Z(−ϑ− r)µ̂d(−r)−
ϑ∫
−r
F (τ − ϑ, τ)dτ, −r < ϑ < 0. (2.11)
Из уравнения (2.7) выводим
Z(ϑ) = A⊤(ϑ) (K0 +Ψ(0)) η
−1(−r)− Ψ̂(ϑ), −r < ϑ < 0. (2.12)


























A⊤(τ − ϑ)Ψ̂⊤(τ) + Ψ̂(τ − ϑ)A(τ)
)
dτ = G(ϑ), −r < ϑ < 0. (2.13)
При выполнении условия (2.3) зануляется нелинейное слагаемое в уравнении (2.13) и оно
совпадает с линейным интегральным уравнением (2.5). Из (2.3) и (2.8) следует необходимость
выполнения условия (2.2). 
3. Точные решения обратной задачи оптимальной стабилизации







(ϑ + r)jeλk(ϑ+r)Ψkj, ϑ ∈ [−r, 0],
где Ψkj — матрицы размерности n × n, j = 0,Mk, k = 0,M , λ0 = 0. Если λk — вещественное
число, то матрицы Ψkj имеют вещественные элементы, а каждому невещественному числу λk
соответствует сопряженное число λk′ = λk и Ψk′j = Ψkj. Последние условия гарантируют
вещественность матричной функции Ψ. Матричнозначные функции Ψ̂ и G являются квазипо-






(ϑ + r)jeλk(ϑ+r)Ψ̂kj, ϑ ∈ [−r, 0],
где Ψ̂kj — известные матрицы размерности n× n, j = 0,Mk, k = 0,M .









(z + r − ϑ)jeλk(z+r−ϑ)A(z)dz, j = 0,Mk, k = 0,M, ϑ ∈ [−r, 0].
Введем обозначения X1kj(ϑ) = Xkj(ϑ),X2kj(ϑ) = X
⊤
kj(−r − ϑ),Y1kj(ϑ) = Ykj(ϑ), Y2kj(ϑ) =
Y ⊤kj (−r − ϑ), j = 0,Mk, k = 0,M , G1(ϑ) = G(ϑ),G2(ϑ) = G
⊤(−r − ϑ),A1(ϑ) = A(ϑ),A2(ϑ) =
A⊤(−r − ϑ), ϑ ∈ [−r/2, 0].
Лемма. Функции X1kj(·),X2kj(·), Y1kj(·), Y2kj(·), j = 0,Mk, k = 0,M , являются компо-
нентами решения следующей краевой задачи для обыкновенных дифференциальных уравнений
X ′1k0 = λkX1k0 +A2(ϑ), Y
′
1k0 = −λkY1k0 + e
λkrA1(ϑ),
X ′2k0 = −λkX2k0 −A1(ϑ), Y
′
2k0 = λkY2k0 − e
λkrA2(ϑ),
X ′1kj = λkX1kj + jX1k(j−1), Y
′
1kj = −λkY1kj − jY1k(j−1) + r
jeλkrA1(ϑ),
X ′2kj = −λkX2kj − jX2k(j−1), Y
′
2kj = λkY2kj + jY2k(j−1) + r
jeλkrA2(ϑ),
j = 1,Mk, k = 0,M, (3.1)





2kj(−r/2), j = 0,Mk, k = 0,M.
Д о к а з а т е л ь с т в о. Используя определение функций Xkj ,Ykj, j = 0,Mk, k = 0,M ,
находим, что они являются компонентами решения следующей краевой задачи для диффе-
ренциальных уравнений:
X ′k0(ϑ) = λkXk0(ϑ) +A
⊤(−r − ϑ), Y ′k0(ϑ) = −λkYk0(ϑ) + e
λkrA(ϑ),
X ′kj(ϑ) = λkXkj(ϑ) + jXk(j−1)(ϑ), Y
′
kj(ϑ) = −λkYkj(ϑ)− jYk(j−1)(ϑ) + r
jeλkrA(ϑ),
j = 0,Mk, k = 0,M, (3.2)
Xkj(−r) = 0, Ykj(−r) = 0, j = 0,Mk, k = 0,M.
Используя определение функций X1kj(·),X2kj(·),Y1kj(·), Y2kj(·), j = 0,Mk, k = 0,M , A1(·), A2(·),
























ϑ ∈ [−r/2, 0], J = (K0 +Ψ(0)) η
−1(−r), Â0 = JA0. (3.3)
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Теорема 2. Пусть выполнены условия теоремы 1. Тогда решение линейного интеграль-
ного уравнения определяется формулами A(ϑ) = A1(ϑ) при ϑ ∈ [−r/2, 0], A(ϑ) = A
⊤
2 (−r − ϑ)
при ϑ ∈ [−r,−r/2). Здесь A1(·) и A2(·) являются компонентами решения краевой задачи
для гибридной системы обыкновенных дифференциальных уравнений (3.1) и алгебраических
уравнений (3.3).
Д о к а з а т е л ь с т в о. Учитывая введенные обозначения и определение функции Ψ̂ из
уравнения (2.5), получим










= G(ϑ), ϑ ∈ [−r, 0].
Разбивая отрезок [−r, 0] на два отрезка и на отрезке [−r,−r/2] производя замену перемен-
ных ϑ → −r − ϑ, получим систему алгебраических уравнений (3.3). Система обыкновенных
дифференциальных уравнений (3.1) и алгебраических уравнений (3.3) является замкнутой. 
4. Пример
При решении обратной задачи оптимальной стабилизации для системы (2.1) полагаем











и условие (2.2) выполняется для матрицы K0 = I2.
Найдем решение обратной задачи для матричной функции Ψ(ϑ) = Ψ = const, ϑ ∈ [−1, 0],


































= G2(ϑ), ϑ ∈ [−1/2, 0],








, функции X100(·), Y100(·), X200(·), Y200(·) являются компо-




















Исключая в (3.3) функции X100(·), Y100(·), X200(·), Y200(·), получим систему обыкновенных








⊤ + Ψ̂A1 − Γ1,
























Используя краевые условия (4.1) и равенство A2(−1/2) = A
⊤
1 (−1/2), убеждаемся в эквива-




A1(s)ds и Y200(−1/2) =
∫ 0
−1/2
A2(s)ds. Для решений системы (4.2)
имеет место равенство
(J − Â0)
⊤A1(ϑ) +A2(ϑ)(J − Â0) = C = (J − Â0)
⊤A1(−1/2) +A
⊤
1 (−1/2)(J − Â0), ϑ ∈ [−1/2, 0],











= −(J − Â0)
⊤A1(J − Â0)
−1Ψ̂⊤ + Ψ̂A1 + C(J − Â0)
−1Ψ̂⊤ − Γ1, (4.5)
Â⊤0 A1(0) + (J − Â0)
⊤A1(0)(J − Â0)
−1J = C(J − Â0)
−1J − Γ⊤0 . (4.6)






, ϑ ∈ [−1/2, 0].
Используя теорему 2 и полученную в примере связь функций A1 и A2, а также формулу












Нахождение оптимального стабилизирующего управления для автономной линейной систе-
мы дифференциальных уравнений с последействием нейтрального типа связано с решением
нелинейной краевой задачи для функционально-дифференциального уравнения. Для обрат-
ной задачи стабилизации требуется определять решение линейного интегрального уравнения.
В работе приведены условия, при выполнении которых процедура нахождения решения обрат-
ной задачи стабилизации для автономной линейной системы дифференциальных уравнений с
последействием нейтрального типа непосредственно связана с интегрированием краевой зада-
чи для автономной системы обыкновенных дифференциальных уравнений.
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