Abstract. Suppose A = (a ijk ) ∈ R n×n×n is a three-way array or third-order tensor. Many of the powerful tools of linear algebra such as the singular value decomposition (SVD) do not, unfortunately, extend in a straightforward way to tensors of order three or higher. In the twodimensional case, the SVD is particularly illuminating, since it reduces a matrix to diagonal form. Although it is not possible in general to diagonalize a tensor (i.e., a ijk = 0 unless i = j = k), our goal is to "condense" a tensor in fewer nonzero entries using orthogonal transformations. We propose an algorithm for tensors of the form A ∈ R n×n×n that is an extension of the Jacobi SVD algorithm for matrices. The resulting tensor decomposition reduces A to a form such that the quantity n i=1 a 2 iii or n i=1 a iii is maximized.
1. Introduction. The SVD of a matrix gives us important information about a matrix such as its rank, an orthonormal basis for the column or row space, and reduction to diagonal form. In applications, especially those involving multiway data analysis, information about the rank and reduction of tensors to have fewer nonzero entries are useful concepts to try to extend to higher dimensions.
Suppose A = (a ijk ) ∈ R n×n×n is a three-way array or third-order tensor. This paper is about computing a tensor decomposition of A such that A is written as a linear combination of rank-1 tensors of the form w ⊗ v ⊗ u, (1.1) where u, v, w ∈ R n and "⊗" denotes the Kronecker product. The rank-1 tensor in (1.1) can also be denoted using the tensor outer product notation. In particular, (1.1) is equivalent to a vectorization of u • v • w.
The contribution of this paper is a higher-order generalization of the Jacobi SVD algorithm for matrices [14, p. 457 ] that works by solving small subproblems where n = 2. In the higher-order generalization, we find a tensor decomposition of the form (1.2) where u i , v j , and w k are the ith, jth, and kth columns of orthogonal matrices U, V, W ∈ R n×n , respectively, and σ ijk is the (i, j, k)th element of a tensor Σ ∈ R n×n×n . The orthogonal matrices U, V, W are chosen to maximize either the sums of squares of the diagonals ( n i=1 σ 2 iii ) or the "trace" ( n i=1 σ iii ). Several Jacobi-like procedures have been implemented in the area of tensor decompositions already. In the case of symmetric tensors, there exist Jacobi algorithms to compute tensor decompositions of real or complex tensors [6, 7, 8, 12] . In particular, [12] shows that the solution to the Jacobi subproblem for symmetric tensors has an SVD solution of a particular symmetric matrix. We use a similar method when we show how to maximize the trace of a tensor. A Jacobi-type algorithm in [24] is used to simultaneously diagonalize positive definite Hermitian matrices using nonorthogonal transformations. This is relevant to tensors since [13] shows that a nonorthogonal tensor decomposition can be rewritten in terms of a simultaneous diagonalization problem for matrices. Furthermore, [13] proposes a Jacobi approach to simultaneous diagonalization (see also [4] ) and shows that maximizing the sums of squares of the diagonals of a 2 × 2 × 2 tensor using orthogonal transformations is equivalent to finding the roots of a polynomial of degree eight [13] .
Tensor decompositions are used in many applications to help explain interactions among multiway data. These applications include chemometrics [3, 27] , psychometrics [22] , computer image and human motion recognition [29, 30] , signal processing [25, 26] , and many other areas using multiway data analyses [9] . Sometimes the tensor decompositions have a minimal number of terms in the linear combination, therefore "condensing" A into fewer nonzero entries so that interactions can be better explained.
A large amount of work has already been devoted to creating algorithms to compute orthogonal tensor decompositions. The most widely used algorithm is TUCKER3 originally proposed by Tucker [28] . Many improvements have been made to the algorithm since its original introduction, and the current version has been implemented in a Matlab toolbox [1, 2] . A greedy algorithm to compute an orthogonal tensor decomposition has been proposed by [21] , and [10] uses TUCKER3 to describe a higher-order generalization of the SVD for tensors. Several methods have also been developed to compute a "compressed" third-order orthogonal tensor decomposition, i.e., maximum variance of squares [16] , maximum sums of squares of the diagonals of each face of a tensor [22] , and maximum sums of squares of the diagonals of a third-order tensor [18] .
A special case of TUCKER3 is the CANDECOMP-PARAFAC algorithm simultaneously proposed by [5] and [15] . Algorithms have also been developed to compute the nearest rank-1 tensor to a given tensor A (see [11, 20, 21, 32] ). Furthermore, since the CANDECOMP-PARAFAC representation is equivalent to simultaneously diagonalizing a set of matrices, there are a number of recent algorithms related to simultaneous diagonalization (see [13] and the references therein).
Our presentation is organized as follows. First, we describe some matrix tools necessary to describe tensors and tensor decompositions in section 2. In section 3 we describe different ways to represent tensors. In sections 4 and 5 we describe the higherorder generalization of the Jacobi SVD algorithm-first for tensors A ∈ R 2×2×2 and then for general tensors A ∈ R n×n×n . We examine the algorithm cost in section 6, and describe a block version and an × m × n version in sections 7 and 8, respectively. Extending the algorithm to order-p tensors is discussed briefly in section 9. Finally, in section 10 we examine the performance of the algorithm.
Some properties of the Kronecker product.
We review a few essential facts about the Kronecker product which are found in [31] . Computations that involve the Kronecker product require an understanding of the vec and reshape operators.
If B ∈ R m×n , then vec(B) ∈ R mn is the vector formed by "stacking" the columns of B.
The vec operator can be used to convert between matrix-vector and matrixmatrix products. For example, let
Another important property of vec involves outer products. For x ∈ R m , y ∈ R n , vec(xy T ) = y ⊗ x. The vec operator can be used in combination with the outer product to write certain matrix factorizations as vectors. For example, if A ∈ R m×n and A = UBV T , where U ∈ R m×m and V ∈ R n×n , then
where u i , v j are the ith and jth columns of U and V , respectively.
We can also write vec(A) as a matrix-vector product. If a = vec(A) and b = vec(B), then by (2.1)
The reshape operator is a more general way of rearranging the entries in a matrix (it is also a Matlab function). If b ∈ R mn , then reshape(b, m, n) creates an m × n matrix from b. This operator is useful when converting between B ⊗ C and C ⊗ B. If the vec permutation matrix Π n,mn ∈ R mn×mn is defined by
then it can be shown that (see [31] )
Tensor decompositions.
We use the accepted notation where a third-order tensor is indexed by three indices and can be represented as a "cube" of data [19] . While the cube orientation is not unique, here we say that the kth index indicates the face of the cube. See Figure 1 for an illustration when n = 2.
An n × n × n tensor A is also a three-way array where the kth face is represented using Matlab notation as A(:, :, k). The entries vec(A) can also be rearranged to correspond to viewing the cube in different ways (see Figure 2 for an illustration when n = 2). Viewing the tensor cube in different orientations corresponds to a rearrangement of the elements of A. This can be better described by a permutation of the elements of vec(A) by a reshape operation. For example, if A ∈ R n×n×n and a = vec(A), then the different cuts can be represented in vector form as where a 3 = vec(A). Viewing the different faces of the cube side by side as matrices also corresponds to unfolding matrices [10] or matricizations [19] . The vec operator is used in the same way on tensors as on matrices. If A ∈ R n×n×n , then vec(A) ∈ R n 3 is the vector formed by stacking the column vectors
Hence, given A ∈ R n×n×n , the basic goal of this work is to find orthogonal matrices U, V, W ∈ R n×n such that
and either of the two quantities
, and w k are the ith, jth, and kth columns of U , V , and W , respectively. By (2.2) and (2.3), (3.2) can also be written as the matrix-vector product
where σ = vec(Σ) and Σ = (σ ijk ) ∈ R n×n×n . The representation in (3.3) will be used to describe our algorithm in the sections that follow.
One may ask whether it would be better to choose U , V , and W in (3.2) such that the tensor Σ = (σ ijk ) is "diagonal" (i.e., σ ijk = 0 unless i = j = k). In this scenario, (3.2) reduces exactly to the matrix SVD in two dimensions. However, diagonality from orthogonal transformations is possible only for tensors of order three or higher in special cases. In general it is not possible to find orthogonal matrices U, V, W such that the tensor Σ is diagonal [10] .
4. Jacobi-Compress algorithm for n × n × n tensors. We now describe Jacobi-Compress, the higher-order generalization of the Jacobi SVD algorithm in [14, p. 457] . The overall idea is to compute tensor decompositions of the form (3.2) of 2 × 2 × 2 subtensors. Here, we explain the general procedure when A ∈ R n×n×n . The next section details how to solve the 2 × 2 × 2 subproblem.
In the spirit of the Jacobi SVD algorithm, the first step is to choose a (p, q) pair and form the corresponding 2 × 2 × 2 subtensorÃ given bỹ 
and either (σ
set U to be the n × n identity matrix, except that I(p : q, p : q) =Ũ and analogously for V and W . Then perform the update
where a = [vec(Ã(:, :, 1)); vec(Ã(:, :, 2))]. In practice, significant savings are achieved by observing that the only elements of a that change are those with a p or q in the index; i.e., the pth and qth front-back faces, the pth and qth side faces, and the pth and qth top-bottom faces. This avoids the actual computation of the above Kronecker product.
Rather than just repeating sweeps through all the possible (p, q) pairs as in the Jacobi SVD algorithm, we alternate the view or orientation of the cube (Figure 2 ) at each sweep. Therefore, one iteration of Jacobi-Compress includes three sweeps: one sweep for each orientation. Changing the orientation simply involves a reshape operation defined in (3.1). Jacobi-Compress is complete when an iteration does not significantly change (within some specified tolerance) the sums of squares of the diagonals or the trace of the tensor.
The 2 × 2 × 2 subproblem. Suppose A ∈ R
2×2×2 and a = vec(A). We now show how to solve (4.1). That is, the goal is to find 2 × 2 orthogonal matrices U ,Ṽ , andW such that
has maximum (σ ) or (σ 111 + σ 222 ). The idea behind solving the subproblem is an iterative approach that differs based on whether we are maximizing the trace or sums of squares. However, both approaches involve taking an SVD of a specific 2 × 2 matrix.
Maximizing the trace.
Maximizing the trace involves holding one variable constant while varying the others. For example, suppose we have performed the following three steps:
Then a tensor decomposition of a has been computed since
The steps in (5.1) illustrate the central idea behind our algorithm. After each step, the trace of σ is maximized. The updates (5.1) are all algorithmically equivalent since
Therefore it suffices to describe how to findŨ,Ṽ such that However, we emphasize that solving (5.3) is not a joint SVD problem. The joint SVD problem [17, 23] uses a least squares approach to find matricesŨ,Ṽ that diagonalize the left two matrices above. A Jacobi-like algorithm was proposed in [23] that reduces the problem to finding joint SVDs of 2×2 matrices by maximizing the sums of squares of the diagonals. In [23] it is shown that the joint SVD problem with 2 × 2 matrices has an explicit solution, namely, that maximizing the sums of squares is equivalent to maximizing the trace. In our case, we are maximizing the sums of squares or trace of the tensor diagonals. The two problems are not equivalent in our case. The solution depends on whetherŨ andṼ are both rotation or reflection matrices or whether one is a rotation matrix and one is a reflection matrix.
First, supposeŨ 1 andṼ 1 are the rotation matrices (1, 1) -entry possible. The same result can be derived ifŨ 1 andṼ 1 are both reflection matrices. In this scenario, we must ensure that the SVD consists of either both rotation matrices or both reflection matrices. Using an SVD solution to the trace problem is similar to a method used in [23] to compute the joint SVD. Now, suppose thatŨ 2 is a rotation matrix andṼ 2 is a reflection matrix: 
Maximizing the sums of squares.
Setting up the problem to maximizing the sums of squares in a similar way to section 5.1 involves solving a nonlinear optimization problem that does not have a straightforward explicit solution. Here, we instead hold two variables constant and vary the third, which results in an explicit solution involving the SVD. The basic problem requires solving
(5.10)
Similar to section 5.1, each of the steps above are equivalent since they involve permuting the tensor elements at each step. We therefore describe how to findŨ such that 
From (5.11), it suffices to find orthogonalŨ that maximizes the sums of squares of the diagonals of the matrixŨA, where
Suppose the SVD of A is given by
where (c, s) is a cosine/sine pair. Indeed, if we have a 2 × 2 orthogonal matrix Z such that the sums of squares of the diagonals of
are maximized, then we setŨ = ZU T . We now explain how to obtain Z. Without loss of generality, assume that Z is the rotation matrix
From (5.13) we are trying to find the pair (c,s) that maximizes
After some simplification, (5.14) is equivalent to
where σ max (M ) and σ min (M ) are the largest and smallest singular values of M , respectively, we choose [c,s] T to be the right singular vector of M associated to the smallest singular value. This also means that the maximum sums of squares of the diagonals of A are equal to σ max (M )
2 . The same result is obtained if Z is chosen to be a reflection matrix.
[Ũ,Ṽ ,W , σ] = Solve2-by-2-by-2(A) 2, 3 : 4) if sums of squares are maximized then 6. Algorithm cost. Figures 3 and 4 contain Jacobi-Compress and its corresponding 2 × 2 × 2 subproblem in pseudo-Matlab. Actual Matlab code can be found at [33] .
To assess the amount of work, note that each iteration of Jacobi-Compress includes three sweeps through the cube, and each sweep involves n(n − 1)/2 (p, q)- % update other entries pairs. Solving the 2×2×2 subproblem is constant work in both the case of maximizing the sums of squares and the trace. It is important to note that the update (4.2) can be computed in linear time by only updating those elements that are affected. Therefore, one iteration of Jacobi-Compress is O(n 3 ).
7. Block version. Jacobi-Compress can be converted to a block algorithm by representing an n×n×n tensor as an N ×N ×N block tensor with block size r ×r ×r, where n = Nr. For example, a 6 × 6 × 6 tensor A can be regarded as a 3 × 3 × 3 block tensor with 2 × 2 × 2 entries. The block version chooses a (p, q) pair, a 2r × 2r × 2r tensor, to be solved by Jacobi-Compress. Therefore, the only difference between the block version and standard Jacobi-Compress is the order in which the subproblems are solved.
8. Extension to × m × n tensors. Thus far, we have considered only threeway tensors for which each dimension is equal. Many applications involve data with unequal dimensions. By padding the data with zeros, Jacobi-Compress can be used for × m × n tensors.
Specifically, ifp = max( , m, n), then we pad the tensor with zeros that results in ap ×p ×p tensor. Similar to the Jacobi SVD algorithm, unwanted fill does not occur. Note that computational shortcuts are taken so as to not actually store and perform calculations with zeros. In particular, if, say, >> m, n, then many of the subproblems will contain all zeros. Therefore a sweep may contain considerably fewer subproblems thanp(p − 1)/2.
9. Extension to order-p tensors. Jacobi-Compress can be extended to pway tensors, but the results are not very practicable as p gets large. Maximizing the sums of squares of the diagonals is a direct extension of the p = 3 case in section 5.2; i.e., it involves taking SVDs of p 2 × 2 matrices. Unfortunately, extending the trace solution of section 5.1 does not involve an explicit solution to the subproblem but instead requires the help of a nonlinear solver to solve the optimization problem. More work is needed in this area.
Algorithm performance.
In this section we describe the performance and numerical convergence typically seen in practice. In randomly generated examples, Jacobi-Compress typically converges in three iterations or less, i.e., the sums of squares of the diagonals or trace do not improve (up to a specified tolerance) after three iterations of the algorithm. We also note that in cases where a tensor is orthogonally diagonalizable, our algorithm finds that optimal form. The next example shows the compression of the algorithm. One way to measure the compression of the algorithm is to look at the the "percent of norm" of the elements in the diagonals. For example, for an n × n × n tensor, we can compute γ = orthogonal transformations, γ should be equal to one. Figure 5 shows the average value of γ for different n after running Jacobi-Compress for p = 3 and the direct extension when p = 4. For comparison, γ tends to zero as n increases for random vectors. The clear trend from Figure 5 is that compression decreases as n increases. The inverse relationship between the amount of compression and n is expected since we have relatively fewer elements with which to explain n 3 or n 4 entries of the tensor. More importantly, however, is that the compression is quite high and tends to be around 75 percent compared to before running Jacobi-Compress, which is the result we focus attention to in Figure 5. 11. Conclusion. In this paper an algorithm based on the Jacobi SVD algorithm for matrices is given to compute an orthogonal tensor decomposition. The resulting tensor decomposition maximizes the sums of the squares of the "diagonals" or the trace of the tensor. The idea of the algorithm is to compute tensor decompositions of 2 × 2 × 2 subtensors using an alternating least squares approach. In each case, the subproblem has an explicit solution involving the SVD. The general p-way case is still being explored.
