Drop separation by numerical solution of the Navier-Stokes equation by Fitzgibbons, Dale Alan
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1978
Drop separation by numerical solution of the
Navier-Stokes equation
Dale Alan Fitzgibbons
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Chemical Engineering Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Fitzgibbons, Dale Alan, "Drop separation by numerical solution of the Navier-Stokes equation " (1978). Retrospective Theses and
Dissertations. 6490.
https://lib.dr.iastate.edu/rtd/6490
INFORMATION TO USERS 
This material was produced from a microfilm copy of the original document. While 
the most advanced technological means to photograph and reproduce this document 
have been used, the quality is heavily dependent upon the quality of the original 
submitted. 
The following explanation of techniques is provided to help you understand 
markings or patterns which may appear on this reproduction. 
1. The sign or "target" for pages apparently lacking from the document 
photographed is "Missing Page(s)". If it was possible to obtain the missing 
page(s) or section, they are spliced into the film along with adjacent pages. 
This may have necessitated cutting thru an image and duplicating adjacent 
pages to insure you complete continuity. 
2. When an image on the film is obliterated with a large round black mark, it 
is an indication that the photographer suspected that the copy may have 
moved during exposure and thus cause a blurred image. You will find a 
good image of the page in the adjacent frame. 
3. When a map, drawing or chart, etc., was part of the material being 
photographed the photographer followed a definite method in 
"sectioning" the material. It is customary to begin photoing at the upper 
left hand corner of a large sheet and to continue photoing from left to 
right in equal sections with a small overlap. If necessary, sectioning is 
«««•«N'J Jjf>n imTii 
WWI I W I I OyMtl • ••!••• «g «1^ W» W W «««w «««WW — « «W» — . « —« ^ . — « 
complete. 
4. The majority of users indicate that ihu textual content is of greatest value, 
however, a somewhat higher q^ahty reproduction could be made from 
"photographs" if essential to the understandof the dissertation. Silver 
prints of "photographs" may be ordered at additional charge by writing 
tho Order Department, giving the catalog number, title, author and 
specific pages you wish reproduced. 
5. PLEASE NOTE: Some pages may have indistinct print. Filmed as 
received. 
University Microfilms international 
300 North Zeeb Road 
Ann Arbor, Michigan 48106 USA 
Si John's Road, Tyler's Green 
High Wycombe, Bucks, England HPIO 8HR 
79001bw 
FITZGI380NS, OALE ALAN 
DROP SEPASATIGN «y ^U^&klCAL S^LUTluN OF fnt 
NAVIER-STOKÇS EQUATION, 
IOWA STATE UNIVERSITY, PM.o,, 1970 
Universitv 
MiapRIms 
International soon zeebroad.annarbor,mi«siœ 
Drop separation by numerical solution of 
the Navier-Stokes equation 
by 
Dale Alan Fitzgibbons 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Department: Chemical Engineering and Nuclear Engineering 
Maj or ; Chemical Engineering 
Approved: 
In Charge of Major Work 
iowa state University 
Ames, Iowa 
1978 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
TABLE OF CONTENTS 
Page 
CHAPTER 1. INTRODUCTION 1 
CHAPTER 2. REVIEW OF LITERATURE 6 
Detached Drop Volume 7 
Shape and Volume of Suspended Drops 10 
Internal Flow 12 
Numerical Methods 14 
CHAPTER 3. THEORY 20 
General Remarks 20 
The Continuum Equations 25 
Description of the Drop Flow Problem 32 
Initial Conditions and Boundary Conditions 36 
CHAPTER 4. THE FINITE DIFFERENCE APPROXIMATION AND THE MAC 
METHOD 48 
The Basic MAC Technique 48 
Specific Modifications for This Study 62 
Inicial Conditions 80a 
Stability and Accuracy 84 
CHAPTER 5. PROCEDURE 86 
CHAPTER 6. RESULTS 94 
Enumeration of Results 94 
Comparison to Experimental Results 116 
CHAPTER 7. EPILOGUE 118 
Evaluation 118 
Conclusions 122 
iii 
Recommendations for Future Studies 122 
BIBLIOGRAPHY 124 
ACKNOWLEDŒENTS 129 
APPENDIX. EXPANSION OF THE VECTOR CONTINUUM EQUATIONS IN 
CYLINDRICAL COORDINATES 130 
Cylindrical Coordinates 130 
Equation of Incompressibility 132 
Momentum Equation 133 
The Pressure Equation 139 
1 
CHAPTER 1. INTRODUCTION 
The production and movement of fluid drops occupy an important 
role in many chemical separation processes. In gas absorption, solvent 
extraction and distillation it is necessary for drops or bubbles of 
one fluid to form by passage through an orifice, to detach from the 
orifice, and to travel through the surrounding fluid exchanging mass, 
momentum, and energy with it. While the design of separation equip­
ment has historically been achieved largely by empirical methods, the 
need for increasingly efficient equipment and better design tools has 
fostered considerable interest in learning the nature of fundamental 
processes. Of primary importance are the formation, separation, transit, 
and coalescence of drops or bubbles of one fluid within another. 
The elemental processes of mass transfer during drop formation (61), 
transit through a medium (15, 34), and coalescence (6) have been 
thoroughly investigated. The problem of mass transfer during separa­
tion is no less important, but because of the extreme difficulty of ob­
serving and measuring this brief event, researchers have largely 
avoided it. Experimental work in this area usually involves high-speed 
photographic analysis. The most common procedure is to take motion 
pictures of forming and separating drops which contain tracer particles 
(usually aluminum or glass) and measure the motions of the particles 
from frame to frame. This is not only tedious, but is prone to experi­
mental irreproducibility due to the high sensitivity of surface tension 
to trace impurities. Furthermore, only internal velocities and profiles 
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can be studied; internal pressures and solute concentrations are still 
unavailable. 
These considerations make the prospect of constructing a mathematical 
model of the separation process particularly appealing. Such a model 
must be accurate, stable, and allow ready observation of velocities, 
pressures, concentrations, and profiles. The most accurate and complete 
description of fluid flow phenomena is the set of Navier-Stokes partial 
differential equations (2) which describes time variations of the rate 
of momentum transfer in the three spatial directions. These equations, 
along with the equation of continuity (2) and appropriate boundary 
conditions, completely and unambiguously describe the flow in a system. 
Hie equations, however, are nonlinear and intractable; analytic solu­
tions have been obtained only at the cost of restrictive simplifying 
assumptions and have required some prior knowledge of the nature of 
the flow. The advance of large digital computers and special numerical 
techniques has brought more general solutions to within the realm of 
on. 
Of the various numerical methods for computing flows, one particularly 
flexible and powerful one is the Marker and Cell (MAC) method, developed 
at the Los Alamos Scientific Laboratory (27, 62). Designed to handle 
incompressible flows, the method uses the full Navier-Stokes equations, 
facilitates implementation of fixed-surface boundary conditions, and 
permits direct calculation of internal pressures and velocities. The 
technique is specifically intended to simulate flows with free surfaces. 
Unfortunately, free surfaces are by no means easy to manage in any 
calculation, especially when surface tension is an important factor. 
3 
Consequently, each application of the MA.C method requires careful 
analysis and tailoring for the free surface. 
To this end, Sandry (52) endeavored to simulate, using the MAC 
method, the flows and profiles which exist in forming and separating 
drops of incompressible fluid. To do this he divided the problem 
into two parts . In one he simulated the flows existing in a suspended 
stable drop whose volume and profile were held constant by introducing 
and removing liquid simultaneously through a double concentric nozzle. 
In the other he began with a static suspended drop in which all material 
was at rest. The drop was made to become unstable and accelerate 
toward separation by an abrupt reduction of surface tension. He cor­
rectly reasoned that, while each of these regimes only approximated 
the behavior of an actual separating drop, the actual flow contained 
elements of each of the approximations. 
Sandry's results were significant in that his computed circula­
tion patterns in the forced internal flow calculations agreed very 
closely with previous experimental results. In addition, his separa­
tion profiles resembled experimental profiles well into the separation 
stage, and certainly past the point at which previous analytical models 
broke down. Unfortunately, his simulations were never carried to the 
instance of detachment, but were terminated as the fluid interface 
began to experience distortions caused by numerical difficulties. 
It is the express purpose of the present study to correct these distor­
tions and carry the simulation through the point of detachment. 
It is worthwhile to review the sequence of events for the separa­
tion of a real drop. Figure 1.1 shows the separation of such a drop 
Figure 1.1, High-speed photographs of a separating water drop. The 
sequence was filmed with a Milliken DBM-5C camera at 
400 frames per second 
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of water. The drop is originally hanging from a nozzle and nearly 
motionless. As fluid enters the drop through the nozzle the volume of 
the drop increases to a critical value above which the surface tension 
of the liquid cannot support its weight. The drop begins to elongate, 
slowly at first J but faster as the bulk of the drop accelerates under 
the influence of gravity. The region midway between the base and the 
apex of the drop begins to narrow, both because of the requirement that 
volume be conserved and due to the driving force of the surface tension. 
The neck narrows into a thin column of liquid connecting the fluid 
region at the nozzle (base) to the spheroid region which eventually 
becomes detached (globe). The phenomenon of Rayleigh-Taylor instability 
promotes the formation of ripples on the column. These ripples grow in 
amplitude until they are large enough to cause breakup of the column. 
In photographic observations of separating drops of various liquids the 
column always broke first at the globe end of the column, and then 
almost immediately at the base end. The column then consolidated into 
a single ciny spriexre or occame subdivided into Suialler droplets. Xt is 
being attempted in this study to simulate these events as closely as 
possible. 
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CHAPTER 2. REVIEW OF LITERATURE 
The theory of the processes governing the formation and separation 
of liquid drops has beconie a subject of great concern in recent experi­
mental investigations because of the need for increasingly refined 
models of mass transfer processes. These systems are extraordinarily 
complex, and historically have been analyzed only by approximate and 
empirical means. Early investigations of drop phenomena were largely 
concerned with determining the effect of various fluid parameters, 
especially surface tension, on the size of a pendant drop. The object 
was to improve the accuracy of experimental techniques for measuring 
the surface tension of a liquid. The accuracy of the so-called drop-
weight method (24) depends on the ability to predict the volume 
of a separated drop. 
The emphasis of various studies subsequently shifted to the effect 
of the shape of a drop on the rate of mass transfer across the inter­
face. VJhile it has long been known that significant mass transfer oc­
curs in a drop freely falling through a continuous liquid or gas phase, 
it was rather lately observed (12) that a significant portion of the 
extracted or absorbed solute crossed the phase boundary during the 
actual formation and separation of the drop. In quest of more de­
tailed knowledge, investigators have more recently attempted to deduce 
the flow patterns within the drop and to show how they are influenced 
by fluid parameters. 
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Correspondingly, the discussion in this chapter is divided into 
categories pertaining to the sizes of drops, their shapes, and detailed 
studies of internal velocities and other internal phenomena. 
With the advent of high-speed digital computers and the evolution 
of elegant numerical techniques for solving the equations of flow, it 
was inevitable that effort would turn to detailed simulations of the 
behavior of fluid interfaces, and of drops in particular. Consequently, 
a section is included describing the computational background of this 
study. 
Of course, no clear-cut divisions actually exist in the body of 
knowledge of drop phenomena; the ones used here are merely arbitrary 
and convenient. Considerable overlap into other areas is expected of 
a paper in any category. 
Detached Drop Volume 
The background for this discussion actually begins with the 
theoretical investigations of Laplace (39) , who derived an equation 
stating that the pressure difference across a fluid-fluid interface is 
proportional to the radii of curvature of the interface. Relating 
this pressure difference to hydrostatic pressures associated with 
geometry yields an ordinary differential equation describing the shape 
of the interface curve. The equation is nonlinear and cannot be solved 
analytically. Bashforth and Adams (1) developed a numerical technique 
to solve this equation for drop profiles. They solved it for several 
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cases by laborious hand calculations and reported generalized solutions 
in tabular form. 
Lohnstein (40) , in developing the drop-weight method for measuring 
surface tension made the important observation that growing pendant 
drops enlarge to a maximum or "critical volume" condition, then become 
unstable and detach from the main portion of liquid. His method 
predicts the drop volume using very crude information regarding the 
shape of the drop at the instant of separation, and his results deviate 
as much as 30 percent from those of other investigators. 
In refining Lohnstein*s method, Harkins and Brown (24) discarded 
his assumption that contact angle is the same before and after separa­
tion. They modified Tate's Law (Harkins and Brown, 24) for the weight 
of an ideal drop by inserting a geometrical correction factor, and 
wrote 
w = 2nrT^(r/v^^^), 
where w is the actual drop weight, r is the radius at the orifice, T 
is the surface tension, v is the drop volume, and i); is a correction 
factor assumed to be a function only of the profile. Rather than 
attempting to predict iji by crude theoretical means, as did Lohnstein, 
they evolved a simple experimental procedure for calibrating a particular 
orifice in order to determine the correct value of 6. 
Using variational and numerical methods, Freud and Harkins (14) 
confirmed Lohnstein's "critical volume" hypothesis. By considering 
the theoretical profiles of slowly growing hanging drops, they had 
hoped to develop a precise mathematical relationship between the size 
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and shape of a hanging drop and the volume of a detached drop. Based 
on some excellent high-speed (128 frames per second) motion picture 
studies, they were merely able to establish that the process of detach­
ment was more complex than theretofore imagined. They concluded: 
"The theory of the detaching drop has thus been barely 
touched, and much work must be done upon it before the 
desired relationship can be found." 
Accordingly, many attempts by subsequent investigators to correlate 
drop volume to measurable quantities either resulted in primitive 
geometrical models of detaching drops, or produced strictly empirical 
models. 
Hayworth and Treybal (29) used a force balance and dimensional 
analysis to correlate drop volume to a single free parameter containing 
all pertinent fluid properties. They were able to predict drop weight 
with 7.5 percent average error. Rao, Kumar, and Kuloor (51) later 
refined this with a more elegant force balance and allowed more free 
parameters. Their average error was 6,8 percent. Poutanen and Johnson 
(50) fitted experimental profiles of growing bubbles to the empirical 
model 
r^8 = 1, 
where r and 6 are the usual polar coordinates and n is an adjustable 
parameter. From this they computed surface area and volume by integra­
tion. They did not report their accuracy. Narayanan, Basu, and Roy 
(45) reported a simple dimensional analysis which gave drop diameters 
with an accuracy of 10 percent. 
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Among the less empirical models was that of Null and Johnson 
(47) who constructed drop profiles from sections of cones, spheres, 
and cylinders, and correlated them with experimental observations. 
Manfré (41) used the Hagen-Poiseuille equation and a pressure balance 
to derive a first-order ordinary differential equation relating the 
change in drop volume with time. Since he was concerned primarily 
with the extrusion of glasses and other highly viscous materials, 
his model works best with flow at very low Reynolds numbers. Scheele 
and Meister (54) used a force balance to study the effects of orifice 
diameter and physical properties on drop volume. Their correlation 
yielded an average 11 percent accuracy. Kumar (36) reported a much 
more elaborate force balance valid for both bubbles and drops, but 
which afforded only 15 percent accuracy. 
Shape and Volume of Suspended Drops 
Work in this area largely parallels the investigations discussed 
above of means for predicting detached drop volume. Particular emphasis 
has been given to it more recently as studies of mass transfer processes 
have proliferated. The articles discussed above are pertinent in 
varying degrees; later models expressly derived for mass transfer 
applications will be cited next. 
San Giovanni (53) modernized the procedure for integrating 
Laplace's pressure equation and constructed a digital computer program 
to perform the required numerical integrations. He was primarily con­
cerned with the effect of the rate of surface area production in a 
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forming drop on mass transfer across the phase boundary. His model 
treats growth rate as being infinitesimal, and does not take into 
account the effect of internal flow on the shape of the drop. All 
his profiles are mathematically valid static drop profiles, although 
some of them are physically unlikely. 
Halligan and Burkhart (19) showed how dynamic effects could be in­
cluded in the hydrostatic pressure balance differential equation. They 
added a linear hydrodynamic pressure term to account for longitudinal 
motion of fluid along the central axis . Their computed profiles compare 
favorably with experimental profiles (20) up to the point at which the 
drop profile develops a radial minimum, i.e., begins "necking in." They 
concluded that a new model is needed for the interval between developing 
the minimum and the instant of detachment. 
Seemann (57) addressed this problem by considering the effect of 
internal velocities on the pressure distribution within the neck. 
Using Bernoulli's equation he derived a correction for the pressure 
balance used by Halligan and Burkhart (19). This technique produced 
a model which showed good agreement with experimental profiles in the 
apex and neck regions of the drop, but failed to predict the base 
profile correctly. 
From this point we take a significant jump in complexity to the 
numerical simulations of Sandry (52), which were discussed briefly 
in Chapter 1. Numerical difficulties forced him to use very low 
values of surface tension (about 6 dynes/cm), and lumps developed 
in the profile during the advanced stages of separation. He was 
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never able to achieve actual detachment, but his profiles agreed with 
experimental profiles well past the point of necking-in. 
Internal Flow 
In 1950 Dixon and Russell (12) demonstrated that the rate of mass 
transfer during drop formation is much higher than previously believed. 
Furthermore, they noted that the mass transfer rate is inversely 
proportional to the time of formation. They concluded that the 
turbulence within the drop produced by the jet from the nozzle reduces 
the resistance to mass diffusion at the interface. However, they did 
not attempt to predict the flow patterns within forming drops. 
Garner and Skelland (16) observed that flow patterns during forma­
tion are similar to those existing during the period of free fall after 
detachment. Uiey found that liquid travels from the nozzle along the 
central axis to the apex and back along the surface to the base. In­
creased feed rates give rise to larger mass transfer coefficients by 
increasing the rate of internal circulation. 
Groothuis and Kramers (17) confirmed the findings of Garner and 
Skelland (16). They also noted that while the rate of absorption is 
higher for short times of formation, the total quantity of mass 
transferred is less than for drops formed more slowly. In addition, 
they found that the rate of transfer appears to decrease as the drop 
nears detachment due to a possible damping effect of separation. In­
creased viscosity also dampens circulation, even with high flow rates 
throu^ the nozzle. 
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Marsh and Heideger (42) reported a fourteen-fold decrease in mass 
transfer rate during the first second after formation due to a decay of 
internal circulation. However, circulation does not disappear completely, 
but continues after detachment. They showed that the overall amounts 
of mass transferred in the three phases of a drop's life, formation, 
one second after formation, and thereafter, are roughly equal. 
In an attempt to overcome the difficulty of maintaining and ob­
serving internal circulation for an extended period, Constan and Calvert 
(7) proposed the technique of suspending a drop from two concentric 
nozzles. Internal circulation is maintained by injecting liquid into 
the center nozzle and withdrawing an equal amount from the outer an-
nulus. Using this method, Panno and Calvert (49) observed that for two 
drops of the same size and with the same flow rate, the one with the 
smaller nozzle experiences greater mass transfer. They concluded that 
the resulting higher nozzle velocity produces a higher circulation 
rate. 
In their previously-discussed work on drop formation profiles, 
Halligan and Burkhart (21) also considered internal fluid velocities. 
They experimentally measured apex velocity and internal fluid velocity 
by photographing drops containing tracer particles. They charac­
terized internal velocity from the Lagrangian viewpoint by relating it 
to apex velocity (a measure of the bulk motion of the detaching portion). 
They found that relative velocity is inversely related to viscosity, 
and that it is easily fitted to an exponential function. 
Weathers (61) further studied circulation in drops with a concentric 
nozzle and confirmed the damping effect of viscosity. He noted that 
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sufficient viscosity could eliminate circulation entirely. He also 
confirmed that with high flew rates or low viscosities circulation 
could extend well into separation. His high-speed photographs show 
the types of circulation patterns to be expected for various values 
of viscosity. Expanding the work of Weathers, Sharer (58) found that 
the lowest circulation rates produce the lowest mass transfer rates 
while the highest circulation rates produce the highest mass transfer 
rates. 
In the important numerical study of Sandry (52) discussed above, 
he also simulated the experiments of Weathers and Sharer. He confirmed 
the effects of flow rate and viscosity and produced excellent plots 
of flow patterns. 
Numerical Methods 
The various methods for solving the fluid flow equations may be 
placed in three main divisions: analytical, semi-analytical, and 
numerical. Analytical methods transform the differential equations 
and boundary conditions into mathematical expressions for the solu­
tions; numerical results are then obtained by evaluating the expres­
sions. These methods invariably require simplifying assumptions which 
are often too restrictive to allow solutions to realistic problems. 
Semi-analytical methods generally break the problem into portions to 
be solved analytically and portions to be solved numerically. Examples 
are the so-called spectral methods (48) in which velocities are expanded 
into series of orthogonal functions. Numerical operations are performed 
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to determine the coefficients of the series. The success of this 
method depends on the choice of the orthogonal functions, which af­
fects accuracy and solution time. Incorrect selection of the type 
of series expansion can lead to inefficient and inaccurate simula­
tions . 
The most general methods are the numerical or finite-difference 
schemes, which fall into two broad categories (48) : the primitive 
variable (FV) methods and the vorticity-streamfunction (VS) methods. 
In the primitive variable methods velocity and pressure are solved 
directly using finite-difference representations of equations of 
momentum, continuity, and state. An example of this is the PIC (Particle-
in-Cell) method in which mass-bearing particles in cells are used to 
represent the motion of a "discontinuous fluid." Continuum equations, 
written in Lagrangian form, are used to compute the movements of the 
particles. Primitive variable methods are particularly useful in 
computing low Reynolds number flows. 
In the vorticity-streamfunction methods the primitive variables 
are transformed into the variables vorticity and streamfunction, 
which are incorporated into modified versions of the flow equations. 
Whereas pressure in PV methods is effected instantaneously throughout 
the computation region, vorticity in VS methods is generated at 
boundaries and diffused and convected into the free stream. Vorticity-
streamfunction methods are useful in computing high Reynolds number 
flows. 
The wide range of types of problems in fluid dynamics and the 
broad array of numerical methods makes it important to be prudent in 
16 
one's selection of an approach to a particular application. Emmons 
(13), Orszag and Israeli (48), and Harlow (25) have provided detailed 
discussions of the foregoing considerations and present critical over­
views of the various numerical techniques, along with the types of 
problems to which they are best suited. 
The approach chosen for this work is the Marker and Cell (MAC) 
method (27, 62) because of its inherent long-term stability and its 
ability to manage a moving free surface or interface. The flow region 
is divided into an array of rectangular or square elements or cells 
whose sides form the increments of the spatial variables. Superimposed 
upon this Eulerian mesh is a Lagrangian mesh of particles or markers 
whose coordinates vary according to local fluid velocities. The 
purposes of the particles are to follow the motion of the fluid in 
space and to establish the position of the interface. The technique 
uses the "motion picture frame" concept in which all cell mesh 
variables such as pressure and velocity are computed for each cell at 
one instant, and time is advanced by an increment to the next instant 
as the particles are moved according to local velocities to their new 
positions. The procedure uses an error correction scheme which allows 
roundoff and truncation errors developing in one time frame to be re­
moved in the next time frame. Residual errors from many time steps are 
thus prevented from accumulating, and excellent long-term stability 
is possible. This "elimination of residual error" concept has been 
generalized for application to any arbitrary initial value problem (31). 
While the MAC method is well-suited to handling a large number 
of configurations it is best known for its ability to implement a 
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free surface or interface. In early applications of the method the 
free surface was simply the boundary between the region of cells con­
taining particles and the region of empty cells; no special considera­
tion was given to this boundary. To facilitate computation of particle 
motions at the free surface the requirement was made that the first 
derivatives of the coordinate components of velocity be zero in this 
region. A number of computational examples are given in the original 
reports (27, 62). 
Although the approach facilitates the modelling of a free surface, 
such a surface never has been easy to simulate, even for the MAC method. 
Consequently, considerable work has since been devoted to this problem. 
Daly (8) investigated the occurrence of Rayleigh-Taylor instability at 
the interface between two immiscible liquids. In this early study the 
interface was resolved only to one cell width, and no special attention 
was given to boundary stress conditions at the interface. Later Daly 
(9) evolved a means of adding surface tension to this type of calcula­
tion. A special set of particles would be designated to mark the 
boundary between the two phases. A set of cubic splines would be 
used to interpolate values between the particle positions, and local 
surface tension pressure would be calculated from the curvature of 
the interface sequence using Laplace's pressure balance. The com­
puted surface tension pressure would then be applied directly to the 
nearest cell center. With this new tool, Daly (10) enlarged his earlier 
study (8) to include surface tension effects. He found that surface 
tension particularly enhances the growth of physical instabilities, 
and presented good plots of "spike" breakup at an unstable interface. 
18 
Hirt and Shannon (32) presented the rigorous normal and tangential 
stress boundary conditions for the free surface. They developed a 
simple and convenient approximation to the normal stress condition and 
showed how it could improve the accuracy of low Reynolds number calcula­
tions. Their method omitted normal stress due to surface tension. 
Chan and Street (5) subsequently pointed out that difficulties may 
arise when an external pressure is applied not at the true surface but 
3.C a nearby cell center. They modified the finite difference formulas 
containing pressure to allow uneven spacing for the pressure contribu­
tion of an arbitrarily-positioned free surface. Nichols and Hirt (46) 
combined the method of Chan and Street with the simple free surface 
normal and tangential stress conditions suggested by Hirt and Shannon 
to obtain a more complete and reliable approach. 
In a related vein, Viecelli (59) suggested a means of including 
arbitrary curved fixed boundaries in a MAC calculation. This scheme 
adds a corrective pressure term which forces liquid to flow tangentially 
to a curved fixed boundary. Viecelli (60) later expanded this technique 
to enable the use of moving boundaries. 
Other examples of the use of the MAC method are by Daly and Pracht 
(11), who studied density-current surges, and by Harlow and Shannon 
(28) who investigated the splash and coalescence of a liquid drop on 
a solid surface, a deep pool, and a shallow pool. 
Of primary importance is the stability of the simulation. Since 
the equations of motion are nonlinear, classical stability theory 
fails here. Hirt (30) addressed this problem by expanding the finite 
difference equations used in the MAC method into Taylor series. The 
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first-order terms form linear differential equations which are subjected 
to a rigorous stability analysis; higher-order terms are dismissed as 
truncation errors. 
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CHAPTER 3. THEORY 
General Remarks 
In order to simulate the behavior of separating liquid drops it 
is necessary to construct a mathematical description of the phenomenon. 
Before this can be done specific statements about the nature of the 
flows must be made, and the scope of analysis must be established. 
In this regard it should be understood that all flows in this 
study are incompressible and Newtonian. Furthermore, homogeneous 
phases possess constant and uniform density, and heat effects are as­
sumed negligible. 
Fluid dynamics problems may be viewed as consisting of three parts: 
(1) input data, containing all knowledge of fluid properties, initial 
conditions, boundary conditions, and forcing functions; (2) the system, 
containing mathematical statements relating dynamical causes with ef­
fects; and (3) output data, consisting of all consequent fluid motions. 
"Solving the problem" consists of applying by suitable means the input 
data to the system in order to produce the desired output data. Typically, 
the mathematical statements composing the system are in the form of 
differential equations relating the changes in momentum of a volume 
element of fluid to forces applied from outside the element. 
Many simple problems are easily solved by constructing a "shell 
momentum balance" in which the volume element is an annulus or an 
infinite sheet of infinitesimal width. An example of this type of 
analysis is the derivation of the well-known Hagen-Poiseuille equation 
(2, p. 46) for laminar flow in a cylindrical tube. Because of its 
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limited compass, this method usually can be applied only to one-dimensional 
and the simplest two-dimensional problems. 
Occasionally, a problem is amenable to solution by use of a 
property peculiar to the particular flow system being considered. For 
example, much can be learned of the macroscopic nature of flow in a 
duct by use of the mechanical energy balance of Bernoulli (2, p. 212). 
The scope of such an analysis will usually not yield detailed informa­
tion about the flow and, in some circumstances, may prove completely 
inadequate. The failure of the models of Halligan and Burkhart (19) 
and of Seemann (57) may be cited as examples. Each of these was in­
tended to predict profiles of separating drops, each was a simplified 
one-dimensional analysis, and each became inadequate under circumstances 
emphasizing the multidimensional character of the flow. 
The only completely general, universally applicable description of 
the dynamical behavior of a fluid is the Navier-Stokes equation (2, 
p. 76) which predicts the changes in momentum in three dimensions and 
in cime for an arbitrary volume element, when supplied with the 
equation of continuity, an equation of state, and appropriate initial 
and boundary conditions, the Navier-Stckes equation constitutes a 
completely adequate description of a flow system. Analysts generally 
recommend starting with the completely general continuum equations 
(Navier-Stokes, continuity, and state) followed by elimination of un­
necessary terms; this process minimizes the chance of inadvertantly 
omitting important terms, as is possible when using shell momentum 
balances. 
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Although rigorous closed-form solutions of the Navier-Stokes 
equation usually cannot be obtained, a great many useful solutions 
can be had by analytically solving simplifications of the equation for 
specific situations. For example, elimination of one or more spatial 
coordinates will often yield time-variant differential equations which 
may readily be integrated. Removal of the time derivative will produce 
steady state solutions. An important class of solutions are reached 
by assuming "ideal flow" which uses constant density and zero viscosity. 
At the opposite end of the spectrum are the "boundary layer" solutions 
in which viscous effects predominate. Ideal flow solutions are some­
times combined with boundary layer solutions to describe completely 
the flow in a system. 
Correspondingly, the full Navier-Stokes equation is used in this 
study to describe all flows. Due to the geometrical complexity of the 
flow regions used very few simplifications can be made. The ideal flew 
and boundary layer models are eliminated outright. The transient nature 
of the problem requires recencion of cime derivatives or velocity. 
Proper choice of the coordinate system and the use of symmetry will 
permit elimination of one spatial coordinate. Assumption of constant 
density entails use of a trivial equation of state. No major term in 
the Navier-Stokes equation is categorically removed. The equation, in 
essentially uncut form, cannot be solved analytically. Consequently, 
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all equations are recast as finite difference equations^ and the set 
is solved numerically. 
As discussed in the last chapter a number of finite difference 
techniques have been proposed for solving the full Navier-Stokes 
equation. The difficulties cited with the spectral methods (48) cause 
them to be dismissed outright from serious contention. Furthermore, 
vorticity-streamfunction methods make it awkward to apply a workable 
free surface or interface boundary condition. Hirt, Cook, and Butler 
(33) categorically reject vorticity-streamfunction methods for such 
applications. Elimination of these two categories leaves only the 
primitive variable methods as contenders. 
A list of the requirements which must be met by a primitive variable 
technique may be established. The technique must: 
1. Allow observation of bulk fluid motion; 
2. Facilitate implementation of a free surface boundary condition 
with surface tension; 
3. Facilitate implementation of boundary conditions at walls 
and lines of symmetry; 
4. Possess built-in momentum and volume conservation; 
5. Maintain long-term accuracy and stability; 
6. Enable representation of multiple fluids. 
A review of available methods produces several likely candidates. The 
^One might argue that this alone constitutes a simplification. The 
matter is largely philosophical; the author feels that the finite dif­
ference approximations are merely an algebraic gimmick, do not funda­
mentally alter the way in which the flow is described, and do not fit 
the implied definition of "simplification" as used in the previous 
paragraph. 
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most noteworthy are the CEL (13), the PIC (13), the MAC (62), and the 
ICE (26) methods. 
The CEL (Combined Eulerian-Lagrangian) method is well-suited to 
fluid dynamics problems involving moving phase discontinuities such 
as solid objects driven by shock waves. Eulerian forms of the finite 
difference equations are used to describe the motion of the bulk of 
fluid, while Lagrangian representations are used at the surfaces. 
The PIC (Particle-in-Cell) method uses a Eulerian mesh of stationary 
cells used to express finite difference forms of the continuum equations. 
The fluid is represented by a set of particles or mass points distributed 
among the cells according to local fluid density. The motion of the 
fluid is easily observed and mass conservation is guaranteed. Continuity 
is not maintained because the fluid consists of mass points and is 
not continuous. 
The MAC (Marker-and-Ce11) method superficially resembles the PIC 
method in that it, too, uses particles to represent the fluid and cells 
to frame the continuum equations. In this case, however, the particles 
do not represent mass, and conservation of mass, momentum and volume 
are maintained by careful handling of the continuum equations. The 
MAC method is expressly designed to permit observation of fluid motion, 
especially with a free surface or interface. A version is also 
available to handle multiple immiscible fluids in contact with each 
other. Recent modifications facilitate application of free surface 
stress boundary conditions (32), surface tension (9), and curved 
boundaries (59). Boundary conditions at walls and lines of symmetry 
are easily implemented, and the method uses a negative feedback 
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technique to prevent residual error from accumulating in time. 
The ICE (Implicit Continuous-Fluid Eulerian) method is actually 
an extension of the MAC method and has been successful in computing 
flows in all velocity ranges, including supersonic- In the incompressible 
limit the technique reduces to the MAC method. 
Comparison of these methods shows that the MAC method is undoubtedly 
the best choice for use in this study. This is reinforced by the fact 
that it has been used by Daly (10) to study unstable liquid interfaces 
with surface tension. In that work several drop-like shapes were 
simulated. 
The Continuum Equations 
The solution of any problem of fluid dynamics, regardless of the 
technique used or manner of representing variables, entails the determina­
tion of five quantities at all points in the region and for all time. 
These are three coordinate components of fluid velocity, pressure, and 
density. As many equations must be included in the construction of 
the solution as there are variables. The Navier-Stokes equation, a 
momentum balance, provides three equations. The continuity equation, 
a fluid mass balance, provides a fourth, and a state equation, relating 
fluid density to pressure, temperature, and solute concentration, 
provides a fifth. A thermal energy balance and a solute mass balance 
may furnish temperature and solute concentration, if needed. Since 
this study does not directly concern heat or mass transfer, the last 
two equations will not be considered. 
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The continuity equation is derived in general form by Bird, Stewart, 
and Lightfoot (2) and is 
^ = - P ( V - U )  ( 3 . 1 )  
where p is local fluid density and U is the local velocity vector. 
Equation (3.1) expresses density changes, seen by an observer moving 
with the fluid, as being proportional to the divergence of velocity. 
The Navier-Stokes equation is also presented by Bird, Stewart, 
and Lightfoot (2); its general form is 
DXJ — — — — 
p  —  =  -  V P  -  V •  T  - r  P g  (3.2) 
in which p is local pressure, ? is the stress tensor, and g is the 
gravity vector. Equation (3.2) expresses fluid accelerations seen by 
an observer moving with the fluid and caused by spatial pressure dif­
ferences, deformation of the fluid, and gravitational force. 
The state equation follows directly from the incompressibility 
requirement, which is 
V • U = 0 (3.3) 
In the absence of heat and concentration effects, this entails the 
trivial condition 
p = constant (3.4) 
in each homogeneous phase. It should be emphasized that Equation (3.4) 
is merely a consequence of the more rigorous Equation (3.3), This 
construction permits the solution technique, to be described subsequently. 
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to handle more general problems involving heat and mass transfer, and 
compressibility. 
The momentum Equation (3.2) is not in a form suitable for numerical 
solution, but may be transformed by appropriate manipulations. The 
substantial derivative on the left side may be expanded using the 
definition 
P ^  = P II + p(û • V)ij (3.5) 
Combining this with Equation (3.1), 
s f = P 11+ PÔ; • v)û + û!^+ 1.(V . ïï)l 
or 
P f . p II + pS . V)îî + ût|| + (^ P) • n + P(y • Û)] 
Combining the second and third terms in brackets and rearranging, 
p ^  = P H + Û |£ + P(5 • V)Û + Û[V . (PÏÏ)I 
iVU V L- W L. 
Using formulas for differentiation of products this may be condensed 
into 
P ^  + V • (PÛÛ) (3.6) 
The viscous diffusion term in Equation (3.2) must be modified to 
relate it to flow parameters and variables. Brodkey (3) develops an 
analytical expression of the stress tensor for a Newtonian fluid, 
leaving it in the form 
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7 = - +W] + (| -/C)(V • Û)ï (3.7) 
in which n is the fluid viscosity, K is the bulk viscosity, I is the 
unit tensor or idenifactor, and VU is the transpose of the dyad VU. 
The stress tensor is symmetric. Forming the divergence of both sides 
of Equation (3.7), 
- V . T = V . [m,W + |xW] - V . [(| p, - X ) (V • Û)ï] 
= V . [ (tiV)Û] + V • (pV)Û - V . [ (| M- - /<)(V • Û)ï] 
using the identities 
V • [ (aV)A] = (V • a^Â 
V • (aV)Â = (V • aV)Â + V x (aV x A) 
V • (aT) = a(v • T) + (VA) • T 
on the first, second, and third terms respectively, 
- V • T = (V • tJ.V)U + (V • pV)ïj + Vx (pVxÛ) - V[ (|- iJ, -X) (V • Û)] 
- V • T = 2(V • PV)U + V x (PV X U) -V[ (| n -X) (V • U)] 
(3.8) 
Combining Equations (3.6) and (3.8) with Equation (3.2) gives a more 
useful form of the momentum equation. 
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= - V . (pUU) - VP + 2(V • |iV)U + V X ÔJ.V X U) 
= V[(| -/<)(V • Û)] + Pg (3.9) 
Equation (3.9) also maintains rigorous momentum conservation, a 
property held to be valuable by some proponents of finite difference 
methods (62). This may be demonstrated by integration Equation (3.9) 
over an arbitrary volume V giving 
T = - f V • (pijû)dv - J VpdV 
V V V 
+ 2 j" (V • ^i^ûdv + J V X (iiV X Û)dV 
V V 
- J V[ (| -X ) (V • Û)]dV + J* Pgdv 
V V 
Using the Gauss Divergence Theorem, Leibnitz' Rule, and the identity 
J* (V X A)dV = T (n X A)dS (which can be derived from the Divergence 
V S 
Theorem), 
J pUdV = - J (n • U)pUdS - J npdS 
^ V S S 
+ 2 J n • (^iW)dS + J n X (pV x U)dS 
S S 
+ J n[ (| - /<) (V . U)]dV + g ! pdV (3.10) 
S V 
Here S is the surface bounding V and n is the unit outer normal vector 
at S. Equation (3.10) shows that the changes in momentum in V are due 
only to fluxes across S and to body forces. The form of the momentum 
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convection term in Equation (3.2) would not have admitted transformation 
to a surface integral. Finite difference representations of the modified 
form will approach rigorous conservation as well as the finite dif­
ference approximation will permit. Specifying incompressibility, i.e. 
combining Equation (3.9) with Equation (3.3), eliminates a viscous term, 
leaving 
= - V . (PÛÛ) - VP + [2(i • HV)U + V X (p-V X Û)] + Pg 
(3.11) 
Although it is anticipated that homogeneous fluid phases will possess 
constant density and viscosity. Equation (3.11) is the form of the 
momentum equation required by the multiple-fluid MAC method to account 
for momentum changes at the fluid interface caused by differences in 
properties of the contacting fluids. Equation (3.11) is also the 
starting point for simulations of incompressible flows induced by density 
gradients (11) such as those existing in heat transfer and mass transfer 
situations -
It may be noted that pressure appears implicitly in Equation (3.11), 
while the time derivatives of velocity are explicit. In the exposition 
of the solution technique it will become apparent that some explicit 
equation for computing pressures from velocities is highly desirable. 
Such an equation may easily be derived by forming the divergence of 
Equation (3.11). This is 
- _ = - V . [V • (PÛÛ)] - V . (^) 
+ V . [2(V . M.V)Û + V X (M,V X Û)] + V • (Pg) 
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or 
1^ [V . (PU)] = - V . [V • (PÛÛ)] -V^p 
+ 2V . [ (V • M.V)Û] + V . [V X (p-V X Û)] + (V . P)g 
Using the identities 
(V • aV)Â = aV^A + • V)Â 
V^Â = V(^ . Â) - V X (V X Â) 
V X (aV X A) = a[V x (V x A)] + Va x (V x A) 
V • (A X B) = B • (V X A) - A . (V x B) 
this becomes 
[V • (PU)] = - V • [V • (PÛÛ)] -V^p 
+ 2V . [p,V(V • Û)] - M-V . [V X (V X Û)] + 2V • ^ • V)Û 
+ V • [Vfx X (V X Û)] + (V • P)i 
Since V • U = 0 and V • (V x U) = 0, this may be written 
V^p = - V • tV • (PÛÛ)] - ^ [V - (PÛ)] 
+ 2V . . V)Û + V • [w X (V X Û)] + (^ . P)g (3.12) 
Equation (3.12) may, in principle, be solved to obtain the pres­
sure field for any set of velocity, density, and viscosity fields. 
However the assumption that density and viscosity are constant in 
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each phase may be used to achieve an important simplification. 
case. Equation (3.12) becomes 
vs = - p^ cq + |f) 
in which 
Q = V . [V . (mJ)] 
D = V • Û 
and is the unifoirm density of the fluid phase. As will be demonstrated 
subsequently, there is considerable advantage to be gained by solving 
Equation (3.13) in each phase, rather than attempting to integrate 
Equation (3.12) across the discontinuity formed by the phase boundary. 
It should be noted that the divergence of velocity is left in the 
time derivative of Equation (3.13), rather than set identically to zero, 
as has been done previously. Special handling of this derivative is 
the essential feature of the MAC method which gives it the ability to 
maintain high accuracy and stability over the duration of long-running 
simulations. 
Description of the Drop Flow Problem 
With the establishment of the general mathematical framework 
necessary for the simulation of incompressible multiple-phase flow 
situations the details of the drop flow problem may be set forth. 
Figure 3.1 depicts a typical pendant or suspended drop, showing the 
two fluid phases, nozzle, apex, contact point, and coordinate system. 
In that 
(3.13) 
Apex Gravitation vector, g 
Discontinuous 
Phase 
n 
density = p d) 
u 
c 
o Continuous 
Phase 
a 
X 
< 
Contact Point 
Z 
Nozzle Nozzle Material 
R 
Radial Distance, r 
Figure 3.1. A pendant (suspended) drop, showing the drop profile, 
continuous and discontinuous phases, and the coordinate 
system 
34 
Because typical drops tend to be essentially axisymmetric cylindrical 
coordinates were chosen with the origin near the base of the drop. In 
this study the drop and all flows therein are assumed symmetric with 
respect to the z-axis. Therefore only half is shown in the figure, and 
only half is used in the calculations. Furthermore this symmetry per­
mits all azimuthal variations to be eliminated outright; 0 components 
of velocity and all derivatives with respect to 9 are identically zero. 
This eliminates one differential equation from the formulation, and 
entails considerable simplification of the others. 
The expansion of the momentum Equation (3.11) in cylindrical co­
ordinates is length, and has been placed in the Appendix. The r and 
z components are 
2 
+ 2(1. 1^  (f) + + l^ )] + psr <3-14) 
2 à(pv) 1 Ô(pruv) Ô(pv ) ôp , 1 ô r /Su , ôv^, 
- - fe - " 7 s? ''"fe + s;)' 
+ 2 a; + psz (3.15) 
In which u and v are the r and z components of velocity. In addition, 
the divergence is 
d = v.ïï.i^.|j (3.16) 
and the requirement D = 0 for incompressibility is made. Equations (3.14)-
(3.15) are the ones used by Daly (10) in his computational study of 
unstable liquid interfaces. In the present study the r component of 
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gravity is eliminated and, with only a moderate loss of generality. 
the viscosities of both phases are set equal. Equations (3.14) and 
(3.15) become 
5 (pv) _ 1 p (âruv) 5(pv ) âp ^ 
ôt r âr ôz Ôz r ô: 
(3.18) 
The pressure Equation (3»13) in expanded form is 
(3.19) 
where 
(3.20) 
Equations (3.14), (3.15) or (3.17), (3.18) and (3.16), (3.19), (3.20), 
along with appropriate initial and boundary conditions, provide the 
mathematical framework needed to solve a number of incompressible 
axisymmetric flows, including single or multiple phase flow in circular 
or annular ducts, around obstacles, or flows considerably removed from 
any solid barrier. They may be used to simulate any period in the life 
of a drop travelling in a medium, from its growth and detachment at a 
nozzle, through its transit, to its ultimate coalescence. The present 
study focuses on the detachment phase, starting with a critically 
stable hanging drop. The solution begins with a hydrostatic situation, 
i.e., a drop in mechanical equilibrium. All fluid elements are initially 
at rest, and all pressures are established hydrostatically by elevation. 
The equilibrium is disturbed by suitable means, and the resulting imbalance 
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of forces causes fluid elements to be accelerated under the governance 
of the momentum equations and the continuity equation. 
In an unsteady state flow of this type more is needed than simply 
velocity and pressure information as they change with time. Required 
is an accurate means of keeping track of the displacements of fluid 
elements, and of the overall deformation of the fluids. Although the 
MA.C method provides the means for observing displacements and deforma­
tions these alone are inadequate for this study. The position and 
shape of the interface itself must also be included in the prescription 
of the free surface boundary condition. This fact makes such a free 
surface flow situation unique among hydrodynamics problems. Ordinarily, 
while boundary conditions determine the nature of the flow, they are 
independent of the flow itself. In this problem, however, flow and 
boundary conditions together form a feedback loop. This fact places 
supreme importance on careful formulation of the free surface boundary 
condition. 
Initial Conditions and Boundary Conditions 
Specifications of initial conditions for transient flow problems 
can be as varied as the problems themselves. A typical specification, 
and the one used in this work, is that all fluid be initially at rest. 
The initial condition for velocity is therefore 
û = 0 (3.21) 
The initial condition for pressure is easily derived by applying 
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Equation (3.21) to the momentum equation. Consequent elimination of all 
velocity-dependent terms leaves only 
Vp = pg (3.22) 
The details of applying Equation (3.22) to a drop flow problem are 
provided in the next chapter. 
Boundary conditions for velocity and pressure must be specified 
for all time. They are of two types: those which provide relation­
ships at fixed boundaries or lines of symmetry, and those which provide 
relationships at free surfaces or interfaces. 
The fixed surface boundary conditions are readily derived for walls 
and lines of symmetry which coincide with coordinate surfaces. The 
normal component of velocity must always vanish. To reproduce the no-
slip behavior one observes in actual flows the tangential component of 
velocity should also vanish. 
However, forcing the tangential component to zero in finite dif-
xcxteitcc: ojlmuxcil.xutt£> van auxuuxuna une ayycatanvc wx 
at the boundary. The reason for this is that the limited resolution 
of the finite difference approximation may be insufficient to allow 
accurate representation of the boundary layer. This problem may be 
overcome by forcing the normal derivative of velocity, rather than the 
velocity itself, to zero (free-slip). The question is essentially one 
of scale. A large fluid region, in which the boundary layer is 
negligibly thin by comparison, may be adequately modelled using the 
free-slip requirement, while a smaller fluid region with an appreciably 
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large boundary layer may require the no-slip requirement. A line of 
symmetry should always use the free-slip condition. 
Accordingly, the boundary conditions for velocity are 
U = 0 (3.23) 
n 
ôu 
U = 0 or ^ — = 0 (3.24) 
t Ox 
n 
in which the subscripts n and t denote normal and tangential components. 
Normal derivatives of pressure must also be defined for the free-slip 
and no-slip cases such that they fit the momentum equations. They 
are derived by substituting the velocity derivatives into the momentum 
equations, and take the form 
| ^ = P g n  ( 3 - 2 5 )  
n 
for the free-slip situation and 
a ÔU 
 ^° + "Sn O'ZG) 
n n Ox 
n 
for the no-slip situation. In the r-z set of coordinates described 
earlier the free-slip boundary conditions become 
Vertical boundaries : 
u = 0 
|E = (3.27) 
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Horizontal boundaries : 
I-
V = 0 
|e = ps3 (3.28) 
while the no-slip boundary conditions become 
Vertical boundaries: 
u = 0 
V = 0 
If = - c + ps, (3.29) 
Horizontal boundaries: 
u = 0 
v = 0 
If = - ^  + ps, (3.30) 
As stated earlier the prescription of boundary conditions at a 
free surface or interface is by far the most difficult task in a flow 
simulation of this type. This is partly because the surface does not 
generally coincide with a coordinate surface, but especially because 
the reflexive interaction of flow and boundary condition places a heavy 
responsibility for accuracy and stability on the numerical processes 
used to implement the boundary condition. This problem is magnified 
by the presence of surface tension. 
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Strictly, a free surface refers to an arbitrary surface forming 
the boundary between a fluid region and a void region. An interface 
refers to a similar arbitrary surface forming the boundary between 
two contacting fluid regions. A free surface boundary condition 
constrains flow variables at the boundary by externally-determined 
forcing functions (such as atmospheric pressure). Conversely, an 
interface boundary condition relates flow variables at the boundary in 
coupled systems of equations. The difference is actually one of ap­
plication, rather than concept, and the considerations are virtually 
the same, as far as the boundary condition itself is concerned. 
The boundary condition for a free surface is the mathematical 
equivalent of the statements 
1. The fluid pressure at the boundary differs from the external 
pressure at the boundary by an amount equal to the pressure 
exerted by the surface tension. 
2. The momentum diffusion across the boundary is zero. 
Three dependent variables exist in differential form; p, u, and v. 
Correspondingly, the statements above yield three boundary conditions. 
The mathematical equivalent of the first statement is 
p = p + p (3.31) 
a s 
where p is the fluid pressure at the boundary, p^ is the external 
pressure at the boundary (such as atmospheric pressure), and p^ is the 
so-called surface tension pressure, or force per unit area exerted by 
surface tension. The problems associated with implementing Equation (3.31) 
in a finite difference calculation, while not easy, are not insurmountable. 
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Briefly, the surface tension pressure is computed from Laplace's capil­
lary equation (29), 
D = T. (3.32) 
• s 1 
in which is the surface tension, a property of the fluid, and < is 
the curvature of the surface. By definition, the curvature is equal 
to 
K = ^  ^  (3.33) 
1 2 
in which and are the radii of curvature of the surface. Much 
of the discussion in the next chapter is devoted to the accurate computa­
tion of K. 
The mathematical equivalent of the second statement was elaborated 
by Landau and Lifshitz (37) and by Hirt and Shannon (32). The stress, 
or diffusional momentum flux, at an arbitrary point is given by the 
pressure tensor, 
P = pi + T (3.34) 
Each component P.. gives the magnitude of i-coordinate momentum flux 
ij 
diffusing across a plane perpendicular to the j-coordinate axis. If 
n is a unit vector normal to an arbitrary plane then the vector quantity 
of momentum diffusing across this plane is 
n 
In two-dimensional Cartesian coordinates the x and y components of this 
vector are obtained from 
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p + T 
XX 
yx 
~ 
T n 
xy X 
+ T n yy y 
~ 
n 
X 
n y 
- v($+E) +\(p - %) 
where n^ and n^ are the components of the unit normal vector. A unit 
tangent vector is t and has components n^ and -n^. The normal and 
tangential components of the diffusional momentum flux vector are 
(P • n) • n, (P • n) • t 
Each must be zero, giving the equations 
2 ôu ,ôu ÔV. 
.1 n 1-
X y oy ox 
P - 2M.[n^ + n + %:) + n. Â:;] = 0 2 ôv, Và^i 
ct2n^ t.y - (n^  - * i;) - 2n^ ny ^ 1=0 (3.35) 
These equations are difficult to implement in a numerical calcula­
tion because finite difference approximations of the velocity deriva­
tives require knowledge of undefined velocities at points lying out­
side the fluid. The original MAC method discarded these equations en­
tirely, instead setting surface pressures to zero and imposing the 
condition of incompressibility in each surface cell. This is a crude 
approximation since, strictly speaking, incompressibility should exist 
only in that portion of a cell actually occupied by fluid. Hirt and 
Shannon (32) observed that these approximations are adequate except 
for flows with very low ReynoIds numbers. They suggested that if the 
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surface curvature is small enough to be adequately resolved by the as­
semblage of surface cells then the approximations 
ôu 
p - 2n(^) = 0 
Ôu Ôu 
may be used, where n and m refer to the normal and tangential directions. 
The derivatives are then approximated with known velocities within 
the fluid region. This artifice is intended only for simulations of 
flows without surface tension, and clearly is unsuited to simulations 
of drops. 
In Sandry's (52) MAC simulations of forming and separating drops 
he used Daly's method (9) to compute the surface tension force and the 
method of Chan and Street (5) to implement the pressure boundary condi­
tion, Equation (3.31). Since these were single-fluid simulations Sandry 
discarded the normal and tangential stress conditions. Equations (3.35) 
and forced continuity at the surface, as in the original MAC method. 
The failure of his program to produce accurate drop profiles near separa­
tion attests to the inadequacy of the approximation. 
Rather than attempting to devise suitable approximations to the 
normal and tangential stress conditions because the necessary data are 
such that the necessary data are routinely computed and made available. 
This thinking, coupled with the fact that simulations of drops passing 
through liquid media are likely of greater scientific value than 
simulations of drops falling in a void, leads one to the conclusion 
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that the simulation should be constructed as a two-fluid calculation, 
with both fluid phases incompressible. 
In principle any two-fluid problem may be solved using coupled 
sets of single-fluid calculations, with the coupling being provided 
by the interfacial boundary condition. The statements for this condi­
tion are similar to those of the free-surface condition; they are: 
1. The pressure difference between the two fluid regions at the 
boundary is equal to the interface tension pressure. 
2. The velocity and stress at the interface are continuous. 
The first condition is essentially the same as the pressure boundary 
condition described for a free surface and may be written 
pi - pj + p; 
where and p^ are the respective fluid pressures at the interface. 
Since there is no mathematical difference between interfacial tension 
and surface tension the symbol p^ will be used hereinafter to denote 
 ^ ~ — «3  ^ -î  ^ A +" •" 
Lf V ) CkLLSU L.L&C V  ^^ «V V. 
Pi = Ps + P2 (3.37) 
The sign convention for p^ is established beforehand, and whichever is 
used is immaterial, as long as usage is consistent. 
The second statement translates to 
%1 = "2 
* n = • n (3.38) 
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Assuming no slip exists at the interface the incompressibility require­
ment forces continuity of the velocities, and the boundary condition 
reduces to 
• n = • n (3.39) 
The two-fluid MAC method provides the means of combining computa­
tions for both regions with Equation (3.39) in a single calculation, using 
volume-weighted average properties (p and n) in the vicinity of the 
interface. The methods of Daly (9) and Chan and Street (5) facilitate 
implementation of the pressure boundary condition (3.37). The present 
study provides means of joining the two halves of the problem into a 
single cohesive, seIf-consistent algorithm. 
That technique makes use of the fact that the momentum equation is 
linear in pressure. This makes possible the use of the superposition 
principle in computing the pressure field from a given velocity field 
at some time. For this purpose it may be reasoned that the velocity 
and pressure fields satisfy the equations 
-^ = - p^V - (UU) - Vp^ - X V X U + P^g 
p^ 1^ = - P^V . (UU) - Vp^ - W-gV X V X U + P^g (3.40) 
at respective points in fluid regions 1 and 2, and also satisfy 
Equations (3.37) and (3.38) at the boundary of the two regions. Equations 
(3.40) are derived by substituting constant density and viscosity into 
Equation (3.11). It may now be reasoned that the continuous phase 
(identified with region 2) actually extends throughout the flow region. 
46 
and that the discontinuous phase (identified with region 1) consists of 
the components 
pi = p2 + ap 
?! = p2 + ap 
= ^2 + (3.41) 
of pressure, density, and viscosity. Accordingly, we may write 
àû = - p V • (ÛÛ) -Vp - M-VxVxÛ+Pg (3.42) 
p c '^c c c 
c ot 
for the continuous phase and 
(p^ + Ap) ^  = - (p^ + Ap)V . (UU) - V(p^ + Ap) - (11^ + Ap,)VxVxU 
+ (Pg + Ap)g (3.43) 
in the discontinuous phase. Subtracting Equation (3.42) from Equation 
(3.43) gives 
(Ap) = - (Ap)V . (UU) - V(Ap) - (Ap,)V X V X U + (Ap)g 
(3.44) 
Following the procedure outlined previously. Equations (3.42) and (3.44) 
may be used to derive two pressure equations: 
^Pc = - Pg/Q + (3.45) 
V(Ap) = - (Ap)(Q + |5) (3.46) 
To compute the pressure field at time t the unweighted source 
term (Q + ào/ôt) is computed for the entire region using U(t). 
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Equation (3.45) is solved for the entire region without regard to the 
phase discontinuity, and the pressure boundary conditions are those in 
Equations (3.27-3.30) with p^, P^, and substituted for p, p, and (i, 
A separate computation produces Ap in the discontinuous phase, using 
the free surface boundary condition, and using Ap, Ap, and Ap. in the 
fixed surface boundary conditions. Ap is undefined outside the dis­
continuous region. 
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CHAPTER 4. THE FINITE DIFFERENCE 
APPROXIMATION AND THE MAC METHOD 
The Basic MAC Technique 
Before any sort of numerical implementation may be devised the 
differential equations and boundary conditions must be represented as 
finite difference equations. The form these take depends on the loca­
tions of the velocity and pressure variables. In the MAC method the 
fluid region is divided into an array or mesh of rectangular cells, 
each measuring 6r by 6z. Values of p, Q, and D are located at cell 
centers, while velocities are located at cell boundaries. This is 
depicted in Figure 4.1. Although a number of different arrangements 
are possible, the developers of the MAC method settled on this one 
after considerable experimentation (62). With velocity mesh points 
located at cell boundaries, it is a simple matter to compute values 
of D and p at cell centers using central difference versions of the 
continuity and pressure equations. Correspondingly, cell-centered 
values of D and p are easily incorporated into central difference 
representations of the velocity equations. Also, this placement of 
velocities is superior to other methods for treatment of boundary 
information at horizontal and vertical walls and at lines of symmetry. 
Superimposed on the cell mesh is the particle grid, a set of 
movable massless particles whose coordinates change in accordance with 
local fluid velocity. The purpose of this grid is to permit observa­
tion of the motion of the fluid, and to determine the position of the 
free surface. Early MAC calculations (62) applied no special conditions 
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Figure 4.1. Locations of field variables in cell ij 
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at free surfaces, and particles were used primarily for visualization 
of the fluid. As free surface boundary conditions were added (32), 
the role of the particle grid gained importance. When surface tension 
became important it was useful to designate a special sequence of 
surface or interface particles in order to resolve the position of the 
free surface accurately and to furnish the curvature of the surface 
for computing the surface tension pressure (9). 
First-order central difference formulas are used to approximate 
the differential equations and boundary conditions. The velocity 
divergence 3.16, expanded at cell centers (i, j), is 
"i: r.6r 5z 
V 
(4.1) 
1 
with the requirement 
D. . = 0 
for incompressibility in cell (i, j). The (3.17, 
3.18) for constant viscosity are expanded at (i + j) and (i, j + ^ ) 
and at time n6t to give 
^ n+1 
T- [(PU), _ 
+ + 57 (pij - pi+ij) 
+ p'[ 2 ("^ i+^ j+l 
cz 
(4.2) 
6r6z ^^i+lj+% ^ij-% ^i+lj-% ^ij+%^ ^^r 
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+ i; =(9^ 2).. - (pv^ )..^ ]^ +|- (p., - p,,^ p 
+ -£_ tj. " "ï-%j _ i^j+% " -:!-]+%) 
r^ôr '•^i-% *• 6z 6r '' 
- r. ,. ("l-^j+1 " + pg (4.3) 
1+^2 oz or z 
The superscript n+1 denotes values at time (n+l)6t, while the omitted 
subscript n is understood. Daly (10) gives the more complete approxima­
tion of Equations (3.14, 3.15), which allow variable viscosity. 
Similarly, the pressure Equation (3.19), expanded at cell centers 
becomes 
f j-l (p-;-li •; ~ r;;) " 
r.6r^  i+% ij i-st^ ij 
 ^ 1 • 
+ ["ij+l - 2pij + pij-l' = - (4-4) 
where is or Ap depending on whether p is used to denote p^ or 
^~2 '"ij+l " 
Oz 
- (4-5) 
It should be noted that whenever any of these formulas requires a 
variable at a point other than a mesh point a simple average should be 
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used. For example u,. is replaced by (u.+ u. , .)/2. 
Before discussing the finite difference forms of the boundary 
conditions it is necessary to describe the manner in which the MAC 
method differentiates between various types of interior and boundary 
cells. Each cell possesses one or more flags or indicators to denote 
its function and relationship to other cells. The two major divisions 
are interior cells and boundary cells ; a fixed boundary or line of 
symmetry always passes along the common border of an interior cell 
and a boundary cell. The major types of flags for interior cells are: 
FULL: A cell containing particles and having no adjacent EMP 
cell neighbors; this flag indicates that the cell lies 
completely within a fluid region. 
EMP: A cell which contains no particles; an EMP cell lies 
completely outside any fluid region. 
SUR: A cell containing particles and has at least one EMP 
cell neighbor. 
in addition co these major flags, interior cells may possess any of 
the auxiliary flags : 
OS: A cell lying adjacent to a boundary cell. 
CONT: A FULL or SUR cell lying completely within the continuous 
phase. 
DISC: A FULL or SUR cell lying completely within the discontinuous 
phase. 
INTF: A FULL or SUR cell containing interface particles. 
All boundary cells possess the flag BND. In addition they may have any 
of the following: 
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FRSLP: A free-slip boundary cell 
NOSLP; A no-slip boundary cell 
IN: A fluid input cell 
OUT; A fluid output cell 
EMPBND: An unused boundary cell 
FRSLP and NOSLP cells which form the corners of obstacles or walls carry 
the additional flag COR. IN and OUT cells allow the definition of 
passages for fluid to be added or removed from the system. Figure 4.2 
shows an arbitrary fluid region, demonstrating the types and purposes 
of the various cells. It should be noted that the flags CONT, DISC, 
and INTF represent extensions to the original MAC method (62); the 
reasons for these will become apparent in the next section when the 
modifications to the original two-fluid MAC method, necessary for this 
work, are disclosed. 
The finite difference boundary conditions are written such that 
field variables or their derivatives are located at the common boundary 
of a BND cell and an interior ceil. This is iiiuscraced in Figure 4.3. 
The free-slip and no-slip conditions are, for vertical boundaries. 
Free slip: 
6r 
(Ap) 
mi 
(ap), , 
ii = Apg 
6r r 
(4.6) 
V ij-^ % V i+lj+& 
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BND (NOSLP OR FRSLP) 
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SUR 
FULL (CONT) 
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NTF 
BND 
FULL (DiSC) 
OUT 
EMPBND 
Figure 4.2. Arbitrary fluid region, showing various types of cells 
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I -t I 
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Figure 4.3. Cells at horizontal and vertical walls 
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^ij-% Vlj-% 
No-s lip; 
= «& (\j+% - + 'c^r 
6r r 
"i-^j ' ° 
^ij+% • 
^ii-% " ^ i+lj-% 
and for horizontal boundaries, 
Free-slip : 
6z ^cfz 
= Apg (4.8) 
6z z 
"i-%j "i-%j+l 
"i+^j "i+^j+1 
'ij+% ° ° 
No-slip : 
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^+%j " "i+^j+1 
- " 
Boundary conditions for IN and OUT cells require special tailoring 
to fit the type of flow they are used to induce. In the original MAC 
method these were derived such that velocity through a port would be a 
free parameter, with boundary pressure varying to satisfy the momentum 
equations. In this work it is more natural to let pressure be the 
flow-inducing parameter, with velocity being forced to satisfy continuity. 
For both IN and OUT cells the boundary cell pressure is set to 
P = Pext (4-10) 
where p^^^ is some externally controllable pressure. For horizontal 
boundaries the conditions for the two types of cell are 
IN: U-O, 
ë = = 'ij-% 
OUT: ^  = 0. 
^ _ 1 a(ru) ^i.i+1 " ^i.i -% = _ 
cz r cr ' Ô2 ~i°~ (4.12) 
The conditions for vertical boundaries are completely analogous. 
With the necessary mathematical groundwork laid, the general 
strategy used by the MAC method for simultaneously solving the continuity 
and momentum equations may be stated. The specific modifications of 
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the technique necessary for this study primarily concern the interface 
boundary condition; discussion of these is reserved for the next section. 
Motion of the fluid in a MAC calculation is made apparent by the 
changes in positions of particles from time to time. It is natural to 
make these changes at discrete points along the time axis; therefore 
the simulation, beginning at t =0, proceeds in a sequential motion-
picture-frame fashion. Changes in the velocity field are governed by 
the finite difference forms of the momentum Equations (4.2, 4.3). As 
a consequence of the continuity requirement, with each successive 
velocity field is associated a unique pressure field which must satisfy 
the pressure Equation (4.4). The particular way in which the continuity 
equation is combined with the pressure equations constitutes an es­
sential part of the MAC method. Considering that the computed velocity 
field at time n6t is the result of numerical processes which occurred 
at (n-l)6t, it is certain that the velocities do not satisfy continuity 
perfectly, i.e., the actual divergence, D, may differ from zero. The 
solution process applies a correction by computing D at nut and using 
it in the calculation of the velocities at (n+l)6t such that the 
condition D = 0 at (n+l)6t is sought. To accomplish this the time 
derivative of D in the pressure equation is expanded so that 
o D - D 
where D and D are divergences at n6t and (n+l)6t. The continuity 
n n+i 
equation is used to set = 0 giving 
V ^ p = - P^(Q - D/ôt) (4.13) 
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in which the subscript n is dropped. This process is simply the ap­
plication of negative feedback to eliminate drift caused by accumulated 
numerical errors, and gives the MAC method its characteristic ability 
to maintain long-term stability. 
Equation (4.13) is solved at nôt by the relaxation method which 
proceeds by repeatedly scanning the pressure field, each time replacing 
the pressure at each point by an average of the pressures at its four 
neighbors and a source function of position. The two pressure equations 
may be written in the form 
or, generally, 
'= s.. 
where S^. . is the appropriate source function. 
Expanding in finite difference form, 
7^ i^i+^fPi+ij - pij) - =i-%(pij - pi-ij)] 
i 
+ ;;2 'Pij+i - zpij + Pij+i' = 
Letting ôr = 6z = 6x and solving for p^^, 
1] 4 r^ 1 j z "4 ij 
where 
"i = "i+ij 
(L 1A \ 
V^(Ap) = (S^) (4.15) 
Pij = I ^ + Pz + P4 " Su.Gx^] (4.16) 
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^2 " ^ij+l 
% " Pi-lj 
^4 " ^ij-l 
Equation (4.16), along with the appropriate finite difference 
boundary conditions, is used to determine the relaxed pressure field. 
At the beginning of each pass through the field the boundary conditions 
are used to estimate pressures at the centers of the boundary cells 
from the current pressures in adjacent interior cells, or from external 
pressures. Then, each internal cell pressure is replaced with one com­
puted from Equation (4.16). A new pass is begun by reestimating the 
boundary cell pressures, and so cm until the pressure corrections from 
one iteration to the next are less than some prescribed tolerance. 
Some authors suggest attempting to increase the speed of convergence 
by using a so-called overrelaxation parameter a (38, p. 149) such 
that the iteration formula is in the form 
Pij = fij + + Pz + P4 - 4Pij -
(4.17) 
where a varies from 0.25 to 0.50. Note that Equation (4.17) reduces 
to Equation (4.16) when a = 0.25. For any coordinate system other 
than Cartesian the optimum value of a must be determined by experiment; 
no such attempt has been made in this study, but the value 0.33 for a 
appears to shorten convergence time considerably over the value 0.25. 
The relaxed pressure field is used to supply the pressure gradients 
in the momentum equations. Other accelerations stem from body force, 
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which is applied directly, and from viscous and convective effects, 
which are computed from velocity and then applied. Note that, when 
two fluids are present, allowance must be made in Equations (4.2, 4.3) 
for varying cell densities in the time derivatives and convective terms. 
The density of any cell which straddles the phase boundary must be 
computed as a volume-weighted average of the individual fluid densities. 
In the original two-fluid MAC method, this is done by employing two 
types of particles, one to mark each fluid region. Cell densities 
are computed by tallying the numbers of each type of particle lying 
within the cells. This method requires the use of a great many 
particles in order to achieve reasonable resolution, and was scrapped 
in this study in favor of one which computes densities directly from 
the shape of the interface. This technique results in considerable 
savings of memory and is described in the next section. 
It should be noted that cell density information is needed not 
only at n6t but at (n+l)6t as well. Since this "advanced time" 
< wmg 4--Î ryry •? c 4- trr^ 9 ^ o OOTI +* ••ttyïô n f" mnc+* Ko 
by iteration. The present densities are used as estimates for the ad­
vanced densities, and the advanced velocities are computed. The ad­
vanced particle positions are then determined and used to compute 
revised estimates of advanced density, and the process continues until 
convergence. In the original two-fluid MAC method one full pressure 
calculation is required for every density iteration. However, in the 
modification used for this study computation of neither p^ nor Ap re­
quires any average cell density information. Consequently, both 
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pressure calculations may be completed before the start of the density 
iteration, thereby saving considerable computing time. 
When the density iteration is complete both advanced densities 
and advanced velocities are known. The time step is completed by ad­
vancing time by 6t and moving the particles to new positions with the 
advanced velocities. At this point, plots may be made, results 
printed, and any other mechanical function performed. 
At the completion of the time step the cellular divergences, ., 
may be calculated from the latest velocity information. This array is 
a reliable barometer of the performance of a fluid flow simulation 
since it is easily monitored and is supposed to tend to zero. 
Specific Modifications for This Study 
The key modifications necessary for this work concern the most 
elusive numerical problem: The free surface boundary condition. As 
discussed in the last chapter, the MAC method's greatest claim to suc­
cess is, ironically, also its greatest weakness; Hie poorest approxima­
tions are made at the free surface. By dint of the arguments made 
earlier it is possible in a two-fluid calculation to sidestep 
the viscous stress boundary conditions entirely and concentrate on the 
pjTcS 5ur6 boundary condition * 
Fortunately, this problem is tractable, as evidenced by the suc­
cessful previous applications of the MAC method to problems charac­
terized by the presence of surface tension or interfacial tension (10, 
52). The problem consists of three parts : 
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1. A suitable representation of the surface or interface must 
be devised. 
2. Means must be established for computing the surface tension 
pressure, or pressure difference across the phase boundary 
due to surface or interfacial tension. 
3. The surface tension pressure must be applied to the calcula­
tion of pressures or velocity changes. 
Daly (9) has proposed that an independent sequence of particles 
be used to represent the interface curve. Since this curve is not 
generally monotonie it is to be subdivided into a set of monotonie 
subsequences. To each subsequence is fitted a set of cubic splines 
whose first and second derivatives are used to compute the surface 
tension pressure. This is converted into a set of accelerations and 
added to the momentum equations at the velocity points nearest the 
interface. 
The method of Chan and Street (5) incorporates a somewhat dif­
férant approach for single-fluid calculations. Recognizing that it is 
improper to apply a surface pressure at a cell center any distance from 
the surface, they have modified the relaxation formula to allow irregularly 
spaced data to be used at so-called "irregular stars." Referring to 
Figure 4.4, their relaxation formula computes the center pressure p^ 
based on pressures p^ - p^ and arms In this approach, if 
surface tension is applied at the pressure points on the surface it is 
felt throughout the pressure field, and is thereby reflected in the 
velocity changes. 
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Interface 
p; — 
Figure 4.4. Irregular star 
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This method is somewhat awkward to apply directly to a two-fluid 
problem because the pressures at cell centers across the phase boundary 
(p^ and p^ in Figure 4.4) must be used in addition to surface tension 
pressures p^ and p^ in the determination of p^. The derivation of 
the relaxation formula inevitably requires knowledge of two components 
of p^: one due to unperturbed pressures existing throughout the fluid 
region, and the other due to the surface tension discontinuity. This 
fact alone mandates the use of the two pressure fields p^ and Ap, 
described previously. 
In his single-fluid studies of drops Sandry (52) combined these 
two techniques, adding some modifications of his own. Particularly, 
he found it more convenient to express interface points (r, z) as 
functions of a parameter x, than to break the interface curve into 
monotonie subsequences. All fitting and smoothing operations were 
then performed individually on the functions r(x) and z(x). Since 
arc length along a curve from some starting point is mathematically a 
suitable parameter for a curve, he chose co use its numerical approxima­
tion, cumulative chord length from particle to particle. 
The procedure is illustrated with the fit of r(x); the process 
is mutatis mutandis the same for z(x). Tlie cubic spline fit is based 
on the linear definition for interpolated values of the second deriva­
tive 
- X ^ - ^k-l 
k k 
where are the second derivatives of r(x) at the particle posi­
tions for Xk_i, and tha chord length x^ - x^-i. Note that 
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'k = '<'k • + <=k - ^k-i'^i (4.19) 
Equation (4.18) is integrated twice with the conditions r(x^ ^) = r^^^ 
and r(x^) = r^ to obtain 
••(X) = -
'"k - <" - *k.l)^ 
2X, \ 2i, 
"^k - \-l ®k - (4.20) 
(X - x)^ (X - X. ,)3 
r(x) - gj- + 
Vk )(x - x^ _^ ) + (• \-l \-l\ ^ )(x^ - X) (4.21) 
The constants are determined by specifying that r'(x^_^ ) = (x^ ^  ), 
i.e., that the first derivatives of the constructed curve be continuous 
at the knots. This yields the recursive equation 
\ + \+i 
r"k-i + —3—"k + 
k+1 
\+l 
\+l " \ " ^ k-1 
(4.22) 
The complete set of simultaneous equations may be placed in the matrix 
(j&, +^_)/3 4,/6 
ag/G (j&2+;&^)/3 -e^/e 
0 
0 
4k*/* (4k*+4k*+l)/3 
M, 
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(r2 - - (r^ -
(r, - - (r, -
t 
I 
(^k*+l " ^k*)/^k*+l " (^k* " ^k*-l)/^k* " ^ k*+A*+l^^ I 
(4.23) 
in which the interface particles are numbered from 1 near the apex of 
the drop to k* near the base. To assist with the construction, there 
is a fictitious particle k which is the reflection of k, through the 
o i 
central axis. Also there is particle k*+l to denote the base of the 
drop; its position never changes during the simulation. Before 4.23 
can be solved for the end point constants and 
must be stated. "Hiis requires some caution because errors in these 
constants produce ripples in r'*(x) near the ends of the sequence. 
may be eliminated from 4.23 by the relation r(x^) = - r(x^), and in 
the z-fit by the relation z(x^) = z(x^). is most easily demonstrated 
bv fitcine a cubic to the ooints (x. . r. ) or (x, , z, ) for k = k* - 2, ..., 
- K" K K K 
k* + 1 and evaluating the second derivative of the cubic at x^*^^. 
Daly solves the matrix Equation (4.23) for , ..., N^* using the 
Thomas algorithm for tridiagonal matrices. This has been found to be 
too unreliable in this work since, under conditions of close or ir­
regular particle spacing, the second derivatives can fluctuate wildly 
from knot to knot. This is true even after following his dictum of 
smoothing each particle found in violation of a "smoothness criterion." 
A completely reliable fitting procedure for this study has been 
the following: 
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1. Redistribute the particles to a spacing of about one half 
cell width. 
2. Smooth each particle position using a least-squares cubic 
fit to its ten nearest neighbors. The Forsythe method for 
fitting polynomials is simple, reliable, and sufficiently 
economical for this task (38, p. 335). 
3. Compute at each point by evaluating the second derivative 
of the least squares cubic centered at that point. 
4. Smooth the sequence M^, ..., using least-squares cubics. 
With the interface curve fitted by this procedure the surface 
tension pressure may be computed and applied to the pressure calcula­
tion. To do this each cell is checked for its proximity to the inter­
face. Cells whose centers lie within one cell width of the interface 
are irregular stars, and those whose centers lie within the discontinuous 
phase are used in applying the surface tension pressure boundary condi­
tion. At the end of each short arm the surface tension pressure (p^ 
and p^ in Figure 4.4) is computed using 
p. = ^372 + 2^ Ym. ) (*-24) 
/ J ^ I / • \" / J 
This is just Laplace's pressure balance with the curvatures defined in 
terms of the parametric functions; it is presented by Daly (9) and 
adapted to cylindrical coordinates by Sandry (52). The derivatives are 
evaluated using Equations (4.18) and (4.20). 
In order to incorporate the values of p^ in computation of Ap 
the Poisson equation is expanded for unequal arms to give 
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v^ip) = ^  [r.^, (^) - (^)l 
+ & = =ij 
where p^ = Ap.j P3 = Ap._^. 
Pi - APi+lj P4 - 'Pij-1 
f2 " APij+l 
This formula is based on the notion that equally-spaced data could 
give rise to the same first derivatives as unequally-spaced data. 
Solving for with 6r = ôz = 6x, 
^ -1 ^ 
p  =  ( E  c  )  Z  C P  - S .  . Ô X )  (4.26) 
o 1 m T m m ij m=l m=l 
where 
c =Ii±^ c =1-
= 1 2 *2 
c. = Ilzk c_ = 1-
r.ag J ar^ 
To use Equation (4.26) mesh point pressures are substituted for p^ 
when a = ôx, and the computed values of p are substituted for p 
m s m 
at the short arms. To guard against the possibility of overflew while 
comDutine # o is simolv reolaced by p on the short arm whenever 
- m ' * 0 " " • - - s 
the interface passes very close (such as within 10 ôx) to the cell 
center. 
Using this method accelerations imparted by the surface tension 
pressure are distributed throughout the discontinuous phase. One might 
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well ask how can fluid on only one side of the interface experience 
an acceleration? Or what is the difference between adding a surface 
tension acceleration to the fluid on one side of the phase boundary 
and subtracting (algebraically) it from the fluid on the other side? 
The answer seems to be that, in the long run, it makes little or no 
difference. This thinking follows from the incompressible nature of 
the flow: any acceleration appearing on one side of a cell split by 
the interface will be transmitted, more or less, to the other side, 
and then to the rest of the fluid region. Any unbalanced acceleration 
on one boundary of an interface cell causing a compression or rarefaction 
during a time step will cause the continuous pressure field, p^, to 
react in subsequent time steps to distribute the acceleration on the 
opposite side of the interface. For adequately short time steps this 
reaction is fast enough that errors produced by the delay are minor. 
It was noted earlier that the high-resolution interface used in 
this work makes it possible to compute interface cell densities directly 
from gëûûiéticical coiisiûêi'atious, jcatuéiT tliari having to keep a large 
inventory of particles just for this purpose. The scheme is based on 
the assumption that the slope of the interface curve changes only 
minutely across the span of the cell. Figure 4.5 illustrates the two 
possible situations; a steep curve and a gently sloping curve passing 
through an interface cell. In the density averaging process the cell 
is filled with a rectangular array of fictitious particles. In order 
to do this, a polynomial is fitted to either r = r(z) or z = z(r), 
depending on whether the curve is steep or gradual. The numbers of 
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Fic t i t ious 
Par t ic les 
Figure 4.5. Steep and gradual interface curves through an interface 
cell 
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fictitious particles on each side of the curve are tallied and used to 
compute a volume-weighted average density for the cell. 
Illustrating with the second case, in which the curve is represented 
by z = p(r), the ordinate of each fictitious particle is tested against 
the computed value of pCr^), where r^ is its abscissa. The tallying 
process is simply a numerical integration. For a cell measuring 6r 
by 6z, an element of area is 
dA = drdz 
an element of volume is 
dV = 2rrrdA 
and an element of mass is 
dm = pdV 
= 2'TTrpdA 
where p is the local fluid density. The total mass aad total volume 
of the cell are 
m = J 2TTrPdA 
C 
V = J ZnrdA 
C 
where C denotes the region occupied by the cell, and the average density is 
Pavg = V " (f PrdA)/(J' rdA) (4.27) 
C C 
The denominator in this expression is 
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r rdA = r 6A 
J m 
where r is the radius of the cell center and 6A is the area of the 
m 
cell. Also the integral in the numerator may be split into integrals 
over the subregions and C2 separated by the interface curve to give 
J prdA = J p.rdA + Î p.rdA 
c Ci c, 
= p T rdA + P„ J rdA 
4 S 
The numerical approximation is made by stating that each element 
of area is represented by a particle located at its center. If the 
particle is in then the entire element dA is in C^, and conversely 
for Cg. Consequently the integral may be replaced by the approximation 
\ ^2 
P. - (rdA). + p Z (rdA). 
i=l j=l ^ 
where i denotes particles in » j denotes particles in C^, and 
are the numbers of particles in the two subsets. Recombining numerator 
and denominator in 4.27 gives 
i "x X '2 
71Â + '2 71Â 
m 1=1 m j=l 
which is 
'lO '•rh + "zO (r'j 
1=1 m ^ j=l m J 
Replacing (dA/6A) by its equivalent, 1/N where N is the total number of 
fictitious particles in the cell (N = + N^), the average cell 
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density may be written in the form of the weighted average 
r N, 
p 
avg 
-
 ^i!i 
Pi + Pg (4.28) 
The task of determining whether p should be p or p (and conversely 
1 d c 
for pg) is purely a mechanical one, based on the design of the program, 
and is irrelevant to the discussion. 
In a similar vein, the manner of determining the densities of non-
interface interior cells requires careful consideration, but is also 
purely a mechanical problem. As with the original two-fluid MAC method 
this may be done by tallying large numbers of particles, but that can 
be avoided, as with the interface cells, by using the interface itself. 
The problem is basically one of determining which of two regions con­
tains the center of a cell. If a cell center lies within the dis­
continuous fluid region it is assigned the density p^, otherwise p^. 
By its nature the discontinuous fluid region is bounded by a 
closed contour which, for the drop in Figure 4.6, consists of the 
interface curve, the base of the drop, and the z-axis. Cells whose 
centers lie at least one cell width away from all interface cells may 
be resolved simply by interrogating the cell's current flag, since 
the interface cannot cross into that cell in any one time step. The 
cell density is determined to be that for the fluid which completely 
fills the cell. 
The only other cells are those which are proximate to the inter­
face, but through which the interface does not pass. Means for re­
solving these cells may be established by considering the constiruction 
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Figure 4.6. Construction for resolving cell centers lying near the 
interface. Inset: clockwise shift from to 1*2 
around q 
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shown in Figure 4.6. Interface particles are numbered consecutively 
starting at the interface. Consequently, motion along the interface 
from the apex toward the base will subtend clockwise rotation at a 
point lying near the interface and inside the discontinuous region, 
and will subtend counterclockwise rotation at a point lying inside the 
continuous region. Accordingly, for each cell center to be tested 
(point q in the inset) the two nearest interface particles are examined 
to determine whether a shift from to produces clockwise or counter­
clockwise motion with respect to q. The details are based on simple 
trigonometry, and will not be elaborated. 
The ultimate purpose of these pressure and density manipulations 
is the production of local fluid accelerations according to the momentum 
equation. Accordingly, these data must be applied to the finite dif­
ference form of the momentum equation to compute the accelerations. 
Recalling Equations (4.2, 4.3), there are four types of terms to 
consider: convective, pressure, viscous, and gravitational. Density 
appears in the convective and gravitational accelerations and in the 
time derivatives. One of the special modifications for this study 
pertains to the way density is handled in the momentum equations. 
In the original two-fluid MAC method the local fluid density 
evaluated at a cell center is always the computed average density of 
the cell, while the density evaluated at a velocity point is always 
the average of the two adjacent cell densities. Experience with 
the sharp phase boundary used in this study has shown that average 
densities should be applied only to the time derivatives and the con­
vective terms. 
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The pressure and gravitational terms have a special relationship 
to each other: they must partially balance each other at every point. 
In the hydrostatic situation they must exactly balance each other. 
This may be seen by writing the momentum Equation (3.11) with no fluid 
motion, 
= _ Vp + pg = 0 (4.29) 
in which convective and viscous terms vanish. In preliminary simula­
tions of stable drops this equation failed to hold in the interface 
cells. This was attributed to the fact that the pressure was defined 
such that it possess a sharp discontinuity with gently varying deriva­
tives, while the average local density would be continuous with rapidly 
varying derivatives. This incompatibility produced artificial ac­
celerations which could not be controlled. 
The solution was to incorporate both the pressure and density 
discontinuities into the calculation. At every velocity point lying 
within the discontinuous fluid the pressure derivative is 
a(p + ^ P) or 
ôr ÔZ 
and density should be used in place of the computed average density. 
At points outside this region 
ôp ôp 
c • c 
-— or ?— 
or oz 
and should be used. This interpretation is closer to physical 
reality and produces small errors due only to the finite word size 
of the machine. 
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One special precaution must be taken when computing accelerations 
from the pressure field inside the discontinuous region near the inter­
face. Referring to Figure 4.7, one may compute the derivative using 
the approximation 
&(Ap) ^^ii 
ôr Qf^ 
but when is small errors left in the values of Ap^^ may be greatly 
magnified. It has been found much safer to use the approximation 
B(AP) -
ôr 6r + 
which includes an adjacent cell pressure (Ap^ ) to increase stability. 
With these revisions having been considered it is now possible to 
state the algorithm used to advance from one time frame to the next in 
the modified MAC method used in this work: 
1. Respace and smooth the interface particles, then compute 
and smooth for r(x) and z (x). 
2. Compute surface tension pressure at grid crossings on the 
interface using the fitted r(x) and z(x). 
3. Compute Q and D for each interior cell. 
4. Relax p and AD fields. 
5. Approximate p ,. with p . 
n-ri n 
6. Compute 
7. Compute new interface particle positions. 
8. Compute updated from the new interface. Compare to 
old p , and go to 6 if not converged. 
Discontinuous Continuous 
Phase Phase 
AP; AP 
J 
-fr 
Fi(;ure 4.7. Computing; pressure accelerations near the interface 
80a 
9. Move particles to updated positions using u^^^, v^^^. Ad­
vance time by 6t. 
10. Reflag cells to reflect updated particle positions. 
11. Create/destroy particles moving into/out of the fluid region. 
12. Print results, draw plots. 
13. Go to 1 for next time step. 
It should be noted that both pressure fields are known before the 
density loop (steps 6, 7, and 8) is entered. The original two-fluid 
MAC algorithm required a pressure relaxation within the density loop, 
thereby requiring more time for convergence. 
Initial Conditions 
In this study simulations always begin with stable drops, i.e. 
drops at rest and in mechanical equilibrium. The drops are somehow 
perturbed early in the simulation, causing them to become unstable. 
The theory of equilibrium drop profiles has been covered in detail by 
several authors cited in Chapter 2. It is worthwhile to present a 
summary here. 
A stable pendant drop consists of a discontinuous phase hanging 
within a continuous phase. The characteristic profile stems from the 
requirement that the pressures inside arid outside the drop be hydro­
static, i.e. vary linearly with depth. Figure 4.8 shows a typical 
profile and depicts the coordinate systems used. It is convenient 
to develop the profile using the r-y system and then transform to the 
r-z system. In the convention for body forces used here gravity acts 
80b 
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Figure 4.8, Variables and coordinate systems used to generate the 
initial profile 
81 
downward, while the discontinuous phase is buoyed upward by the denser 
continuous phase. 
Recalling from Chapter 3 the requirement for a hydrostatic pressure 
field is 
Vp = pg (4.30) 
Writing this for each homogeneous region, 
Vp^ = 
With no radial component of pressure gradient or gravity this becomes 
Integrating from the arbitrary reference plane z = at which p^ = p^^ 
Pd " Pdo' 
Pc - Pco " 
Pd ° Pdo ° 'dS(: -
In Figure 4.S the reference plane is the apex so that z - = y. jtius 
Pc = Pco + "c^y 
Pd = Pdo + (4.32) 
Subtracting these equations. 
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(Pd - Pc' ° (Pdo • Pqo) + ('d - »c)er 
But p, - p is the pressure difference p at the interface and p , - p, 
a c s da
is the density difference Ap. Thus 
Pg = Pg^ + APgy (4.33) 
where p^^ is the pressure difference at the interface. Laplace's 
pressure balance is 
which, at the apex, becomes 
2T. 
Pso = (4-34) 
o 
where is the radius of curvature at the apex. Eliminating p^ and 
Pg^ in Equation (4.33) produces 
1 1 2T. 
T. (^ + i~) = + APgy (4.35) 
^1 ^2 o 
Using arc length along the interface curve from the apex as a 
parameter we may define the angle 0 such that 
^ = sin 0 
ds 
d^c  ^ I  ^  ^\ 
— = cos Ç) 14. jo; 
where 
ds^ = dx^ + dy^ 
It is easily shown (18, p. 57) that the radii of curvature are 
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= * 
2 sin 0 
Substituting these into the pressure balance, 
o 
which may be placed in the form 
1 o 
This equation may be normalized by placing in the form 
2 
-îi2-£ + 2 (4.38) 
where 
s 
®n ~ R 
o 
X 
*n " R 
o 
yn = i-
o 
2 
The quantity ApgR^/T^ is a dimensionless group called the Bond number 
Bo, used in studies of interfacial phenomena. Inspection of Equation 
(4.38) shows that the shape of the drop is governed entirely by Bo, 
while its size is controlled exclusively by R^. 
To use Equation (4.38) to generate drop profiles one begins by 
initializing 
0 = 0 
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at the apex. Equations (4.36) and (4.38) are numerically integrated in 
simultaneous fashion until the desired base radius or contact angle is 
attained. The Runge-Kutta method is ideal for this task. One pitfall 
is that sin 0/x^ has the limiting form O/O at the apex. However, 
application of de L'Hospital's rule shows that 
lim . 1 
s ->0 ^n 
n 
and this is the value used to begin the integration. 
The formulation of the initial conditions is made complete by 
specifying the initial pressures and velocities. The pressures are 
computed using Equations (4.31), and the velocities are all set to zero. 
Stability and Accuracy 
In their original disclosure (62) the developers of the MA.C method 
suggested two limitations on the size of the time step. One is analogous 
to the Courant condition for compressible flow calculations and is 
based on the speed of waves in a tank. This is 
where 
c = [^ tanh(kh)]^/^ 
and c is the wave speed, k is the wave number, and h is the height of 
fluid in the tank. For square cells this requirement specifies that 
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the wave move by not more than one cell width in a time step. The 
other condition is 
2 2 
2v6t < . (4.40) 
6r + 6z 
where v = n./p is the kinematic viscosity. Hirt (30) derived this condi­
tion by approximating the momentum equations with linear equations to 
which he applied a Fourier stability analysis. While both these 
criteria apply strictly only to Cartesian coordinates, the latter has 
been adequate for drop simulations in cylindrical coordinates. 
The accuracy of the MAC method is difficult to predict because the 
error analysis of the method is significantly more complex than the 
method itself. The MAC manual (62) suggests qualitative guidelines 
for maintaining a reasonable degree of accuracy. The cell mesh should 
be fine enough that no variable changes by "much" across a cell width, 
and time steps should be short enough to prevent instability. How­
ever, worthwhile results can be obtained with the mesh made coarser 
Ciiâri Oric ûtlghiu cXpcCt , FurtiicjTmOrc , ulic u5c of Very fine spatial 
increments may backfire. Errors incurred when evaluating derivatives 
of field variables may be greatly magnified with fine grid spacing. 
Also fine spacing will require very small time increments in order to 
satisfy the condition (4.40). For example, decreasing 6x to 6x/2 
will force 6t to 6t/4. The same considerations apply to the spacing 
of particles in the interface; a good "moderate" spacing should be 
selected by experiment. Since interior particles (noninterface) are 
used only for visualization, they require no special consideration. 
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CHAPTER 5. PROCEDURE 
It was noted in Chapter 3 that the process of solving a transient 
fluid flew problem may be viewed as a suitable combination of a set 
of statements called the system with one or more functions called 
the input to produce one or more functions considered to be the out­
put. The character of the system is governed by a set of quantities 
called parameters, and both input and output consist of variables 
which depend on position and time.^ 
The numerical values of the parameters used in this study are 
listed in Table 5.1. They include purely physical properties, such 
as density and viscosity, descriptions of the initial condition, such 
as the initial drop volume, and quantities pertaining solely to the 
computation, such as the region and cell dimensions. 
Figure 5.1 depicts the flow region, the initial drop profile, and 
part of the necessary computational apparatus. The flow region con­
sisted of a mesh measuring 40 cells wide by 100 cells high, with each 
cell measuring 0.01 cm on each side. Cells were flagged according to 
their function and according to the type of fluid they contained. 
Interface particles were assigned to the interface curve at a regular 
interval of 0.005 cm, and about 400 free or internal particles were 
uiiiformly distributed inside the drop. In the interest of storage 
economy no particles were placed outside the drop. 
^These remarks may appear to belabor the obvious, but the formality 
is considered important here. 
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Table 5.1. Problem parameters 
Parameter 
PHYSICAL PROPERTIES 
Discontinuous fluid density 
Continuous fluid density 
Viscosity (both phases) 
Interfacial tension 
Gravitation constant 
NORMALIZED PROPERTIES* 
Viscosity 
Interfacial tension 
Gravitation constant 
INITIAL CONDITIONS 
Bond number 
Apex radius of curvature 
Drop volume 
Interfacial area 
GEOMETRICAL PROPERTIES 
Nozzle radius 
Width of fluid chamber 
Height of fluid chamber 
COMPUTATIONAL PARAMETERS 
Cell width 
Interface particle spacing 
Initial time increment (normalized) 
Region width 
Region height 
^See Table 5.2. 
Symbol Value 
3 
p, 1.0 gm/cm 
Pc 0.6 gm/cTsr 
p 2.0 cp 
T^ 10.0 dynes/cm 
g 980.662 cm/sec^ 
p, 6.3866 X 10*4 gm/cm^^^ 
T^ 1.0197 X 10"^ gm/cm 
g 1.0 
Bo 0.430 
Rq 0.1047 cm 
Vq 9.457 X 10-3 cm3 
A^ 0.2102 cm2 
R 8.0 X 10-2 cm 
W 0.38 cm 
H 0.98 cm 
DX 1.0 X 10-2 cn, 
DS 5.0 X 10-3 cm, .. 
DT 2.0 X 10-2 cm-'-
Nj- 40 cells 
Ng 100 cells 
Figure 5.1 also shows the types of boundary conditions used at 
the various fixed surfaces. Since the z-axis is a symmetry boundary 
the free-slip condition was used. In light of Sandry's (52) conclusion 
that a no-slip boundary condition works better at fixed surfaces in 
the vicinity of the nozzle than does a free-slip boundary condition, 
NOSLP cells were used at these surfaces. OUT cells were used at the 
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Figure 5.1. The flow region with the initial drop profile 
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upper and right-hand boundaries to approximate an infinite expanse of 
fluid. NOSLP cells were used at the base of the nozzle to represent 
a closed valve. 
Initially, all velocities were set to zero, and pressures and the 
initial interface curve were established in the manner described in 
Chapter 4. The Bond number (based on the initial apex curvature) 
and the base radius were chosen to give a nonwetting drop possessing 
the critical volume. The difference between the densities of the 
two fluids was chosen much larger than in most physical systems, so 
that the larger buoyant forces would produce rapid accelerations, 
thereby causing the drop to separate more quickly. The chosen value 
of surface tension, while lower than typical, is at the threshold of 
the range of reasonable values. The value of viscosity is typical, 
and the value of g is the same as that used by Sandry (52). 
With these conditions established, the drop hangs at rest in a 
tenuous state of equilibrium; the slightest upset will disturb the 
equilibrium and cause the drop to begin separating. Early accempcs 
were made to induce flow through IN cells in the nozzle by manipula­
tion of the nozzle pressure. While it was concluded that increasing 
the drop volume in this way (as in a laboratory experiment) would be 
the most realistic and achieve ultimate success, it was decided that 
this was too slow, and would produce a separation at the expense of 
excessive computer time. Instead, a gravity pulse equal to one ad­
ditional g was applied long enough to accelerate a large portion of 
the drop, causing separation in a reasonably short time. This gravity 
pulse is somewhat analogous to shaking a drop off the tip of a pipet. 
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and formally constitutes the input to the system. 
Jarring a drop loose in this way is not the usual reason for its 
detachment in an extraction column, but the separation it produces is 
a reasonably good approximation to the real event. It is concluded 
that, with the present level of development of the technique and 
available computing power, the gravity pulse perturbation would 
produce more results with lower expense. 
Various exponents (9, 52) of the MAC method agree on the importance 
of smoothing the sequence of interface particles. However, some doubt 
has existed about how to smooth which particles, and when. Rather 
than try to apply some smoothness criterion, as did Daly (9), to discern 
which offending particle in the sequence is causing roughness, and then 
applying corrective measures, the author adopted the philosophy that 
it probably cannot be determined which particle or particles in a noisy 
sequence are causing the roughness. Instead all particles were regarded 
with suspicion, and a blanket smoothing was applied to the entire 
sequence at each time step. This was done for each particle by fitting 
a cubic to it and its ten nearest neighbors, and then replacing the 
particle coordinates by the coordinates of a point lying on the cubic. 
The second derivatives needed to compute curvature were then determined 
from the smoothed particle sequence and subjected to the same smoothing 
process. 
During the course of the simulation the size of the time increment 
was automatically adjusted at each time frame according to the maximum 
velocity in the region, so that no fluid element would ever travel more 
than one third of a cell width during one time step. Consequently, 
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successive frames each showed about the same amount of information. 
In a computational problem of this type it is often advantageous 
to express variables in a dimensionless or reduced form. The reduced 
solution may then be applied to various situations by scaling the 
variables. Dimensional analysis of the Navier-Stokes equation (2, p. 107) 
shows that is is characterized by two dimensionless groups. They are 
the Reynolds number, 
Re = pvd/|j, 
and the Froude number, 
2 
Fr = V /dg 
The Reynolds number represents the ratio of inertial forces to viscous 
forces, while the Froude number represents the ratio of inertial forces 
to gravitational forces. If two systems possess the same Reynolds and 
Froude numbers, and the same initial and boundary conditions, then 
c&icy C&1.C jr I m 1 1 # 
Unfortunately, both groups contain a velocity, making their 
definition awkward in the solution of an initially quiescent system. 
Consequently a normalizing system used by Sandry (52) was adopted. In 
this scheme the momentum equation is normalized by division by g. 
1/2 — 1/2 
Time is replaced by tg and velocity by U/g . The variables and 
parameters which assume normalized forms are listed in Table 5.2. 
The application of the gravity pulse establishes, at the start 
of the simulation, an imbalance of body forces and surface tension 
forces. The net force on the drop causes the major portion of it to 
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Table 5.2. Normalized variables 
Name Symbol Normalized form 
Gravitation constant g 1 
Time t 
Velocity U, V 
Pressure P p/g 
Viscosity P-
Interfacial tension T. 1 T./g 
deform and extend in the direction of the gravitation vector. Each of 
the resulting successive profiles is mechanically unstable, and the 
bulk of the drop continues to accelerate. As the profile becomes dis­
tended , continuity requires the neck to narrow. The surrounding medium 
flows out of the way of the apex of the drop, and into the region voided 
by the neck. 
The process continues until the neck is so narrow that detachment 
is imminent. A finite difference calculation lacks the resolution 
needed to compute, at the molecular level, the topological transforma­
tions accompanying detachment. Therefore, the computation must be 
terminated at some time, and the results used to construct the initial 
conditions of a sequel, which is the simulation of the post-detachment 
flow. No method is yet known for determining exactly when detachment 
should occur, and the decision is essentially a matter of judgment. 
In this work detachment was accomplished when the interface approached 
the centerline to within DX/2 by instructing the simulation program to 
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treat the interface sequence as two distinct sequences. The rough 
edges formed by this division were snioothed by an application of the 
smoothing algorithm to each sequence. 
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CHAPTER 6. RESULTS 
Enumeration of Results 
A useful characteristic of the type of output obtained frotn the 
drop flow simulation program is that the data are easily represented 
in pictorial fashion for visual analysis. The primary output consists 
of two files, one containing a time sequence of snapshots of particle 
positions, the other a series of views of the velocity field. Computer-
generated plots of these files greatly facilitate interpretation of 
the course taken by the simulation. 
Figures 6.1 through 6.4 show a complete set of successive inter­
face curves, from the initial profile, through elongation, detachment, 
and departure of the separated drop. Comparison of these curves with 
examples of experimental profiles shows that the simulation has suc­
cessfully exhibited nearly all of the expected topological transforma­
tions, the only notable exception being the failure to produce a 
satellite droplet. 
Figures 6.5 and 5.6 show successive profiles from T = 0.0 to im­
pending detachment, and show the locations of internal particles. 
These views are of great value in illustrating the strain experienced 
by the internal fluid, especially near the interface. Plots of internal 
particles after separation are not included because of an unfortunate 
tendency of particles to "tunnel" across the interface and into the 
surrounding medium. The exact cause of this problem is uncertain, 
but may be due to a possible oversmoothing of the interface particles 
during the detachment period, when time increments are very short 
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Figure 6.1. Successive profiles at T = 0.0, 0.5, 1.0, and 1.3 
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Figure 6.2. Successive profiles at T = 1.5, 1.6, 1.7, and 1,781 
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Figure 6.3. Successive profiles at T = 1.782, 1,80, and 1.82 
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Figure 6.4. Successive profiles at T = 1.84, 1,86, and 1.88 
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Figure 6.5. Successive profiles at T = 0.0, 1.0, and 1.5, showing the 
locations of internal particles 
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Figure 6.6. Successive profiles at T = 1.7 and 1.781, showing the 
locations of internal particles 
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and the smoothing algorithm is applied at a high frequency. 
Figures 6.7, 6.8, and 6.9 show a sequence of profiles on which 
are superimposed representations of the velocity fields. Each arrow 
represents the magnitude and direction of the local velocity at the 
tail of the arrow. To facilitate clear representation of a wide range 
of velocities, the lengths of the arrows were logarithmically scaled 
to the velocity magnitudes by the rule 
L = (SF)L 
max 
where L is the length in plot axis centimeters, L is the maximum 
° max 
possible length, and SF is a scale factor. The latter is calculated 
according to 
in which V is the magnitude of the local velocity, is the lowest 
magnitude to be represented, and is the largest magnitude that 
will ever occur. In the simulation this peak velocity was numerically 
1/2 1/2 
equal to 2.127 cm , and occurred during detachment (T = 1.7810 cm ) 
at the point of detachment. The value of V . was chosen to be exactly 
mm 
0.001 allowing representation of three orders of magnitude. Any 
magnitude less than would cause an arrow of negative length to 
be drawn, and was suppressed. A magnitude of would cause an arrow 
of length L to be drawn. Arrows were drawn at intervals of 0.08 cm, 
max 
and L was chosen to be exactly half of this, 
max •' 
Figures 6.7 through 6.9 show rather strikingly the formation of 
a vortex tube around the widest portion of the drop. Not surprisingly, 
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Figure 6.7. Eulerian velocity plots at T = 0.5, 1.0, 1.3, and 1.5 
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Figure 6.8. Eulerian velocity plots at T = 1.6, 1.7, 1.781, and 1.782 
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Figure 6.9. Eulerian velocity plots at T = 1.80, 1.84, and 1.88 
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the vortex follows the drop up the z-axis, until the termination of the 
run. 
Whereas the preceding discussion concerned velocities viewed in 
the Eulerian sense i.e., from a fixed frame of reference. Figures 6.10 
and 6.11 depict velocities in the Lagrangian sense. The velocities 
are those seen by an observer moving with the drop and are computed by 
subtracting the magnitude of the apex velocity, v^, from the vertical 
component of local velocity. The apex velocity may be taken as a 
measure of the average velocity of the separating portion of the 
drop. These plots demonstrate a variation of the vortex phenomenon 
discussed above: a vortex exists inside the drop. This is an interesting 
adjunct to the conclusion of Garner and Skelland (16), who attributed 
internal circulation to flow through the nozzle. No liquid flows 
through the nozzle in this simulation. 
These Lagrangian velocity plots, and their details in Figures 6.12 
and 6.13, show that the flow is similar to the classic solution for 
flow past a sphere, as described by Happel and Brenner (23, p. 127). 
An important difference is in the existence of the peculiar post-
detachment wake between the separated drop and the collapsing neck. 
To complete the representation of velocities Figures 6.14 and 
6.15 show Eulerian details of the collapse of the neck into the base 
after detachment. These diagrams serve to illustrate the power of the 
computational approach in studying an extremely rapid event. High 
speed motion picture studies of actual separations, such as that in 
Figure 1.1 may not be fast enough to resolve the collapse of the neck, 
which may occur between two successive frames. The last three frames 
106 
o.i 0.3 
0.0 0.2 0.3 -O.S 0.0 0.3 
Figure 6.10. Lagrangian velocity plots at T = 1.0, 1.5, 1.7, and 1.781. 
These are velocities relative to the motion of the apex 
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Figure 6.11. Lagrangian velocity plots at T = 1.782, 1.80, 1.84, and 1.88 
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Figure 5.12. Detail Lagrangian velocity plots at T = 1.0, 1.5, 1.7, 
and 1.781 
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Figure 6.13. Detail Lagrangian velocity plots at T = 1.782, 1.80, 
1.84, and 1.88 
110 
_ y / / \ \ X 
" "... 
î. 
/ Î \ t t \ y / t \ \ V 
X / f \ \ X 
/f / \ V 
jT y f A V \ V f/ V JT y / \ 
y * /i A % 
T 1^  t i f 
'•faoius.'*A 
:• 
^ / M f \ \ ^  
: y n \ \ 
f 
*: 
/ / \ \ V ^ 
/ \ 
:• 
jr y / ,A 
jT X +/' J\t y ^ 1 
m V V >• 
X / \ 
-7 
:: k# -ut -1.0  ^0.0 o.t 
I I 
5 
i. 
/ f t  f  \  \  
''faDIUS."°A 
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Figure 6.15. Detail of the collapse of the neck into the base. T = 
1.86 and 1.88 
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in Figure 1.1 are spaced 2.5 ms apart, while the time increment in 
the simulation was as short as 40 p-s at detachment. 
Figures 6.16 and 6.17 illustrate the cause/effect relationship of 
input or forcing function to the system response. Figure 6.16 shows 
the gravity pulse and the variation of the maximum velocity with time, 
The maximum velocity is always located on the z-axis in the neck region. 
It was noted previously that its peak value occurs at the instance of 
detachment in both time and position. The small peak in the maximum 
velocity curve at T = 0.25 is absent in the plot of the vertical component, 
showing that it is purely a variation in the horizontal component. 
The reason for the fluctuation is not yet known, but is believed to be 
a numerical disturbance associated with the time increment scaling 
process used in the program. The small peak occurring after separation 
is attributed to a true physical post-detachment oscillation. 
The top half of Figure 6.17 shows the corresponding time response 
of the apex velocity. The scatter of points about the smoothed curve 
is attributed to numerical variations of velocities in the interface 
cells. The dip in the curve after oscillation is likely due to an 
expected physical oscillation. 
The bottom half of Figure 6.17 contains a plot of the variation 
of total drop volume and a dimensionless surface-to-volume ratio. 
Hie variation of drop volume is a measure of the violation of the 
continuity equation, and shows a total volume conservation error of 
only about 8%. The plot of the surface-to-volume ratio indicates 
that the deformation occurring before detachment tends to force the 
liquid away from a minimum-area condition, but after the climax of 
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Figure 6.16. Maximum velocity curves and the gravitation pulse 
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Figure 6.17, Apex velocity, total drop volume, and surface-to-volume 
ratio curves. The curves in the lower portion are plots of 
normalized data, obtained by dividing each value by the 
initial value (See Table 5.1.) 
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detachment interfacial tension tends to restore the minimum-area condi­
tion, The small blips in each curve at detachment are due to volume 
conservation errors associated with artificially reconfiguring the 
interface curve. 
Table 6.1 contains a list of miscellaneous results. Although the 
difficulty of defining a Reynolds number was noted earlier, a "separation 
Reynolds number" has been included. This value is based on the apex 
velocity and drop diameter (both measured at detachment), and on the 
density of the surrounding fluid. A terminal velocity, computed by 
Stokes law for a freely descending sphere, and its associated Reynolds 
number are included for comparison. 
Table 6.1. Results 
Normalized Unnormalized 
Quantity Symbol value value 
1/2 
Time to separation t^ 1.781 cm 56.9 ms 
Neck velocity at separation v^^ 2.127 cm^'^ 66.6 cm/s 
1/2 
Apex velocity at separation 0.225 cm 7-05 cm/s 
Separation Reynolds number^ Re 
s 
Separated drop radius r^ 0.1255 cm 
1/2 
Theoretical terminal velocity v^ 2.23 cm 69.8 cm/s 
Theoretical Reynolds number^ 
at terminal velocity Re^ 530 
•"Ret = 2p^v^r^/n. 
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Comparison to Experimental Results 
Attempts to make a detailed comparison of the results of the 
simulation with results obtained in the laboratory are hampered by the 
unavailability of data on a physical system whose parameters are 
equal to those in Table 5.1. Accuracy of the results may, however, be 
assessed on a qualitative or order-of-magnitude scale. 
A preliminary judgment of the general correctness of the simula­
tion may be made by comparing the successive simulated profiles with 
those from experiment. For example, the profile of the water drop in 
Figure 1.1 undergoes essentially the same transformations as does the 
simulation profile. Since these profiles are functions of velocity, 
which is interrelated with pressure, confidence is bestowed on the 
validity of the computed velocities and pressures. 
Seemann (57) experimentally measured velocities along the center-
line of a drop of cyclohexane separating in water. His measurements 
at several instants immediately before separation show velocity rising 
slightly from the apex velocity, remaining constant down the bulk of 
the separating portion, rising to an extreme peak in the neck, and 
tapering to zero toward the base. The region between the apex and 
the neck is almost in a state of plug flow; the relationship between 
its velocity and that of the apex is evidence of the existence of a 
circulation pattern similar to that in Figures 6.12 and 6.13. For a 
drop whose separated radius was about 0.7 cm the apex velocity at 
detachment was about 9 cm/s. The neck velocity was too large to 
measure, but at 0.01 seconds before detachment was estimated at about 
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35 cm/s. By extrapolation, the neck velocity appears to be about 
double that value at detachment.^ The apex and neck velocities (7.05 cm/s 
and 66.6 cm/s) of the simulated drop therefore appear to be reasonable. 
This, of course, is only an estimate and is based on the motions 
of tracer particles observed in the neck region in the moments before 
detachment. The peak neck velocity at detachment, determined in the 
simulation, is actually an average for the cell in which detachment oc­
curs. Since the detachment transformation takes place at the molecular 
level, its true value is largely indeterminate, and may even approach 
molecular velocities. 
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CHAPTER 7. EPILOGUE 
Evaluation 
The significance of this study, and its results, should be estab­
lished by inquiring what it has contributed to the body of knowledge 
of drop phenomena. Tantamount to this is to ask what it has shown 
that previous investigations have failed to do. These questions may 
be answered by returning to the older computations discussed in 
Chapter 2. 
Primarily, the outcome of this study clearly shows, where the computa­
tional model of Sandry (52) did not, that a complete drop separation 
can be simulated by numerical solution of the full momentum equations. 
Moreover, in comparison to the more rudimentary computations of 
Halligan and Burkhart (19), Seemann (57), and others (29, 47, 53), 
the success of this experiment is evidence that proper solution of 
the complete equations is the minimum effort required to obtain reliable 
solutions. 
It is not this author's intent to present the numerical results 
as new and hitherto unknown. Many of the same information may be, and 
in some cases has been, obtained through shrewd laboratory investiga­
tions. Rather, it is hoped that this simulation will provide the 
laboratorian a much needed fresh view of the phenomenon which he has 
had to study by careful interpretation of his own observations. 
Hamming (22) has eloquently declared, 
"The purpose of computing is insight, not numbers." 
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This author's philosophy is in perfect conformity with that observa­
tion. The belief that computational insight should supplement experi­
mental insight is paramount; it is hoped that the junction of both 
avenues of inquiry will lead to a higher stage of understanding than 
either could produce independently. 
An excellent example is the study of the velocity field both 
inside and outside the drop. Experimentalists such as Seemann (57) 
have been able to measure, by tedious means, velocities at discrete 
points, provided such velocities are not too extreme. Considerable 
interpretation is required to convert these measurements into overall 
flow patterns. The simulation, on the other hand, reveals these pat­
terns at a glance. 
The overall success of this venture should be measured against 
its goals, and against its difficulty. The primary goal has been to 
construct a model which expresses in mathematical terms the relation­
ships which are observed in physical experience, or are inferred from 
observations. Evaluation of the results, and comparison to laboratory 
experiments, demonstrates that a high degree of success has been 
achieved. 
Certainly the most difficult part of the work was the develop­
ment of an implementation of the interface boundary condition suitable 
for unsteady state flow calculations. Previous attempts to broach this 
problem have been discussed in Chapters 2 and 3; they proved inadequate 
either because they were incomplete, or because they dealt with 
values of parameters (specifically surface tension) which were outside 
the range of interest. An essential goal has been to mold the constituent 
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elements of earlier methods, together with necessary specific refine­
ments, into a single coherent, easily applied procedure. In this 
respect the effort is deemed largely successful. 
At the outset much uncertainty existed whether a computational 
attack on the drop flow problem was even feasible. It remained to be 
answered not whether we can compute the flows, but whether we can, with 
a reasonable amount of effort, construct a program to direct a general 
purpose digital computer to an accurate solution, without placing 
unreasonable demands on computing resources. During the time of the 
evolution of the MAC method one of the few places which possessed the 
necessary resources, and at which this type of calculation could even 
be considered, was Los Alamos itself. The MAC method was developed 
with the aid of the Los Alamos STRETCH computer which was designed to 
perform high-speed calculations on large arrays. With considerable 
amounts of main storage at their disposal, the group there could afford 
to employ very simple, albeit inefficient, expedients in order to handle 
the overhead associated with conducting a simulation. An excellent 
case-in-point is their method of estimating cellular densities which, 
althou^ fast, makes rather extravagant use of storage. 
Obviously, the design of a program of this complexity involves 
compromises, with the trade-offs usually being efficiency of execution 
against use of random-access memory. To be considered as a suitable 
vehicle for performing unsteady state flow calculations, a computing 
system must provide copious amounts of both computing power and 
storage. The system at the Iowa State University Computation Center, 
while easily satisfying both requirements, made it desirable to opt for 
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less storage utilization than for higher execution efficiency. In the 
example of the previous paragraph, the cell density calculation was 
replaced with one requiring considerably less storage, but involving 
many routine operations. 
Inasmuch as conpromise is an essential ingredient in the design 
of a complex simulation model, it is understood that approximations are 
part of its construction. These approximations are naturally manifest 
as deviations in the results. This truth is certainly apparent in the 
present study. 
One might wonder what is the value of a model riddled with ap­
proximations. Hamming (Burkhart, 4) has also stated, 
"What we need are fewer exact solutions to approximate 
problems and more approximate solutions to exact problems." 
This notion represents a turning from the strategy of early investigators, 
whose best hope was to condense a complex insoluble problem into a 
simpler form which they could solve analytically. Unfortunately, 
there has often been a strong temptation to place uncritical faith in 
the consequent solution which, although beautiful and concise, has 
only limited bearing on the real situation. Early studies, therefore, 
were committed at the outset to approximations, while later studies 
were limited in accuracy only by existing levels of computing ability. 
As computing methods improve, approximate solutions of exact problems 
tend toward truth itself. 
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Conclusions 
The primary conclusion of this study is that it is feasible to 
construct a model of drop flew behavior with results obtained by 
numerical solution of the momentum and continuity equations. The 
effort has produced a model which shews stable and reaslistic 
behavior well past separation, a feat not even approached by earlier 
models. 
It is concluded that a two-phase calculation of the flows is 
necessary, while a single-phase calculation is inadequate. It is further 
concluded that the assumptions and approximations used in expressing 
computational forms of the continuum equations, and the model of the 
interface used to construct the interface boundary condition are adequate. 
It is not concluded that the approach to smoothing the interface particle 
sequences is necessarily the most accurate, the most reliable, or the 
most efficient. However, significant ground has been covered on this 
problem, and a simple process of fine-tuning may be enough to produce 
the necessary economy and precision needed to apply the smoother to a 
series of production calculations. 
Recommendations for Future Studies 
With the developmental burden out of the way it is recommended that 
effort now be devoted to a program of tests to evaluate the accuracy 
of the model. Experiments with various types of perturbations should 
be attempted. Tests should be performed to determine an optimum 
bandwidth for the interface smoother. 
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This study has employed a highly simplified model of the interface, 
incorporating only its curvature and equilibrium interfacial tension. 
Scriven (55, 56) has systematized the theological behavior of a Newtonian 
fluid interface, which is characterized by both interfacial tension 
and surface viscosity. It may be possible to adapt his analysis to a 
refinement of the interface boundary condition. 
On a larger time scale, the model should eventually be applied to 
the purpose for which it was originally intended; lending insight into 
the elemental nature of heat and mass transfer during drop formation 
and separation. 
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APPENDIX. 
EXPANSION OF THE VECTOR CONTINUUM 
EQUATIONS IN CYLINDRICAL COORDINATES 
This appendix provides material supplemental to the algebraic 
manipulations of Chapter 3, and specifically contains cylindrical co­
ordinates expansions of the incompressibility, mcsnentum, and pressure 
equation. References for the discussion are McConnell (43), Appendix 
A in Bird, Stewart, and Lightfoot (2), Menzel (44), and Kom and Kom 
(35). 
Cylindrical Coordinates 
The reciprocal transformation equations for Cartesian coordinates 
(x, y, z) and cylindrical coordinates (r, 9, z) are 
x = r cos 0 
y = r sin 0 (A.1) 
z = z 
and 
r = (x^ + y2)l/2 
9 = tan ^(y/x) (A.2) 
z = z 
That the cylindrical coordinate system is orthogonal may easily be 
verified by transforming the components of the metric tensor in 
Cartesian coordinates, namely 
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g 
pq 
10 0 
0 10 
0 0 1 
where p and q index x, y, and z, into cylindrical coordinates to 
produce 
— _ âx*^ 
hp 
0 0 
2 
1 
0 r" 0 
0 0 1 
(A.3) 
in which represents x, y, or z, and x^ represents r, 9, or z.^ Since 
the off-diagonal elements of g^^ are zero the coordinate system is 
orthogonal. In addition the associated metric tensor is the inverse, 
namely 
1 0 
0 1/r^ 0 (A.4) 
0 0 1 
and the scale factors are 
1 — 
In contrast to the notation of Chapters 3 and 4, an overbar (A) 
is used here to represent a transformed quantity, a single underscore (A) 
represents a vector, and a double underscore (A) represents a second-
order tensor. For example, the transformed ancT untransformed covariant 
components of the tensor A may be written in the equation 
i j -rkl A = e.e.A = e.e.A 
= —X—j - K—1 
The summation convention for umbra1 indices is used throughout this 
appendix. 
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= 7Ï = 1 
^2 ^  = r (A.5) 
"3 = = 'A = 1 
Equation of Incompressibility 
The general continuity equation may be written 
^ = - P(V • U) (A.6) 
or 
+ (U • V)p = - p(V • U) (A.7) 
and expresses total mass conservation. By setting density, p, 
constant we obtain the equation of incompressibility, 
V • U = 0 (A .8) 
which expresses volume conservation. However Equation (A.8) may be 
used as the starting point rather than 
P = constant (A.9) 
Substituting (A.8) into (A.7) yields 
Il + (U . V)p = 0 (A.10) 
This result expresses that changes in local density viewed by a fixed 
observer are due only to the motion of an incompressible fluid of 
possibly variable density. It is seen that Equation (A.9) is much 
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more restrictive than (A.8). This important difference is an essential 
part of the two-fluid form of the MAC method. 
The quantity V • U, denoted by D, is the divergence of the velocity, 
and is sometimes called the discrepancy or dilation by various authors. 
The derivative may be formed in any coordinate system by taking the 
covariant derivative VU, and contracting to form the inner product. 
Bird, Stewart, and Lightfoot (2) give the expansions of several dif­
ferential operations involving vectors and tensors in rectangular, 
cylindrical, and spherical coordinates. In cylindrical coordinates, 
1 A 1 
Y • U = 7 â; (rUf) + r ôT + ôT 
For two-dimensional flews in which azimuthal components of velocity 
and gradient vanish, the equation of incompressibility becomes 
i & (ru) " lî ° ° 
where u and v denote the r and z components of U. 
Momentum Equation 
The momentum equation may be written in terms of variable density 
and viscosity in the form 
= - V . (pTO) - Vp 
+ 2(V • W,V)U +VX(M^X1J) + PSl (A.12) 
Bird, Stewart, and Ligjitfoot (2) provide expansions in cylindrical 
coordinates for all except the viscous terms. Since the derivative 
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of a vector equals the sum of the derivatives of its components the time 
derivative becomes 
à(pU) 
-ST-= Vr Ve 
in which e^, ^ , and e^ are the unit vectors. Consequently Equation 
(A .12) should be expressed as three scalar equations for three velocity 
components. Since only the r and z components of velocity and gradient 
are used in this study, all 0 components may be eliminated beforehand. 
Thus Equation (A .13) reduces to 
ô(pU) 
-4^ = e u + e V (A. 14) 
ot —r —z 
The convective term in Equation (A. 12) is the divergence of PUU, 
a symmetrical tensor. From the reference the r and z components are 
(V • pmj)^ = r Ir (™) 
(A.15) 
(V . pm)g = 7 I7 (ruv) + (v^) 
The pressure gradient is just the gradient of a scalar quantity and is 
YP = B ^ (A'lG) 
Also 'Jie body force term is expressed 
PK = (A. 17) 
The forms for thé two viscous terms are not given by Bird, Stewart, 
and Lightfoot (2) but may be derived using formal tensor calculus. To 
evaluate the first term we make use of the identity 
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(V • p.V)U = V . [p,(^)] (A.IS) 
Expressing U in terms of its contravariant components. 
U = e.u^ 
in which e. are the covariant unitary base vectors. The first dif­
ferentiation produces the tensor 
VU = V(e.u^) 
— — —1 
= eJe.ui . 
1 . ,J 
= e^e.A^. 
1  . J  
= A (A.19) 
in which u^ . are the components of the covariant derivative of U and 
. ,J 
A . are the mixed components of A. Multiplying by the scalar gives 
• j — 
B = u-A 
= ii(e^e^A^.) 
•  J  
= eV (tiA^ ) 
•  J  
= e^e.B^. (A.20) 
1 .-J 
Before forming and contracting the second derivative the index j must 
be raised in (A.20) as follows: 
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2 = 
= e.e.B^j (A.21) 
-j-o. 
The divergence of this is the contracted covariant derivative, 
V • B = e.B^j . (A.22) 
- = -X .. ,j 
When the indicated algebra is performed the final result, in terms of 
physical vector components, is 
[ (V • p,v)u]^ = 7 & âr) + 4 k - "e)] 
+ & 0" aT) - ^  (âT + 
[(V ' pV)U]g = 1^ [ti(r (^) +^)] 1^ + u^)] 
-V 
[ (V • ^V)U]^ = ^  (ru ^ ) +\ Ig (M- âf) +& âT) 
These are the components of one-half the first viscous term. 
The second viscous term requires two repeated curl 
operations, as seen by writing it as V x [p.(V x U)]. The first dif­
ferentiation may be expressed 
V X U = V X (e^u^) 
= (e^ X e^)u. . 
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= e, . (A.24) 
-k i,j 
1 île in which S"* are the contravariant components of the permutation tensor 
^123 , ,231 . ,312 , 
,321 . ,213 . ,132 . . 
e"l = ciji . «.Ill . 0 
Multiplying (A.24) by p,, 
!x(V X U) = u(e. S^^^u. .) 
K 1 ) J 
and lowering the index k, 
M, (V X U) = (e^gg^)A^ 
= 
Forming the second curl, 
V X [|i.C7 X U)] = V X (e^A ) 
= (e' X 
= e , 
—m K, 1 
(A.25) 
= e b"" (A.26) 
-m 
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When the indicated operations are performed for cylindrical coordinates 
the result, in terms of physical coordinates, is 
[ V x  U ] ^  =  \  | g  ( r U g )  - ^ ) 1  -
r 
[V X HV X U], = ^  -& 
r 
[V X nV X U]^ = ^  
(A.27) 
Equations (A.23) and (A.27) are the complete expansions of the 
viscous terms. When all azimuthal variations are removed and the 
result combined with the convective, pressure, and body terms the two 
resulting momentum equations are 
&(Pu) = _ i a(Pru^) _ + 2 — fu —) 
ôt r ôr §z àr ôr ôr 
+ 2m, (^) + [H (|^ + 1^)1 + Pg^ (A.28) 
&(pv) = _ 1 Èimnl _ àlE^ô.. â£ + i fru (^ + 
ot r àr ôz ôz r or ôz ôr 
+ 2 I; (W I;) + PS: (A-25) 
These are the expansions used to develop the two-fluid MAC method with 
variable density and viscosity. For the constant viscosity situation 
these become 
_ 1 a(£r£l_B^_|E^ d_ |^_|v (A.30) 
Ôt r or oz ôr oz oz or r 
(A.31) 
Ot r ôr ôz ôz r ôz ôr z 
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The Pressure Equation 
The pressure equation is 
V^P = 0^(Q + 1^) 
in which 
(A.32) 
Q = V • [V • (pW)] (A.33) 
The Laplacian of p in cylindrical coordinates is 
V p 
r: 58^ • Ô.2 
Also the divergence of the divergence of a tensor T is 
(V • T) = V CvS + 
•Mix' U 
1 , - _i1x . 1 Ô , r- fi ) ^jl 
(A.34) 
T-* ) (A. 35) 
Jz ôx^x^ /^z àx 
are Christoffel's symbols of the second kind. For cylindrical where 
coordinates the only nonzero values of these symbols are 
- r 
I22' 
("i = m 
Substituting pOT for T in Equation (A.35) and performing the indicated 
operations gives the result, in terms of physical components, 
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, 2 af 2 2 
- i h ("q) +3 §8 (A'3*) 
r 
Finally Equations (A.32), (A.34), and (A.36) may be combined to obtain, 
upon elimination of azimuthal components, 
; I; 
where 
q.lArA + 2È^+Ê!iA (A.38) 
r r àrSz ^^2 
