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Abstract
In a recent paper, Matysiak and Szablowski [V. Matysiak, P.J. Szablowski, Theory Probab. Appl.
45 (2001) 711–713] posed an interesting conjecture about a lower bound of real-valued characteristic
functions. Under a suitable moment condition on distributions, we prove the conjecture to be true.
The unified approach proposed here enables us to obtain new inequalities for characteristic functions.
We also show by example that the improvement in the bounds is significant if more information about
the distribution is available.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Inequalities for characteristic functions play an important role in limit theorems and sta-
bility problems. Recently, Matysiak and Szablowski [4] suggested an interesting approach
to obtain inequalities for real-valued characteristic functions. The key idea is to consider
the classical problem of finding a linear regression (in parameters) of a random variable.
We describe the approach as follows.
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C.-Y. Hu, G.D. Lin / J. Math. Anal. Appl. 309 (2005) 336–352 337Let X be a random variable with characteristic function f and let αj denote its j th
moment. If α2n < ∞, we define the function
m
f
n (t) = min
aj∈C
E
∣∣∣∣∣exp(itX) −
n∑
j=0
ajX
j
∣∣∣∣∣
2
, t ∈R,
where C denotes the set of complex numbers and R the set of real numbers. A recursive
formula for mfn (t) is available (see Appendix A) if the covariance matrix of X,X2, . . . ,Xn
is nonsingular, or, equivalently, if the support of X contains at least n+ 1 points. In partic-
ular, for symmetric random variable X, we have the following differential inequalities:
m
f
0 (t) = 1 − f 2(t) 0,
m
f
1 (t) = mf0 (t) −
[f ′(t)]2
α2
 0, (1)
m
f
2 (t) = mf1 (t) −
[α2f (t) + f ′′(t)]2
α4 − α22
 0, (2)
m
f
3 (t) = mf2 (t) −
[α4f ′(t) + α2f (3)(t)]2
α2(α2α6 − α24)
 0, (3)
m
f
4 (t) = mf3 (t) − [f (t)(α2α6−α
2
4)+f ′′(t)(α6−α2α4)+f (4)(t)(α4−α22)]2
(α4−α22)[(α8−α24)(α4−α22)−(α6−α2α4)2]
 0, (4)
m
f
5 (t) = mf4 (t) − [f
′(t)(α4α8−α26)+f (3)(t)(α2α8−α4α6)+f (5)(t)(α2α6−α24)]2
(α2α6−α24)[(α10−α25)(α2α6−α24)−(α36+α2α28−2α4α6α8)]
 0,
where t ∈R. Matysiak and Szablowski [4] claimed that the solutions of inequalities (1)
and (2) are respectively the following results of Rossberg [5] and Dreier [1,2].
(i) If X is a symmetric random variable with α2 ∈ (0,∞), then
f (t) cos(√α2 t), |t | π/√α2. (5)
(ii) If X is a symmetric random variable with α4 ∈ (0,∞), then
f (t) 1 − α
2
2
α4
+ α
2
2
α4
cos
(√
α4
α2
t
)
, |t | π/√α4
α2
. (6)
Both bounds in (5) and (6) are sharp, because they are in fact the characteristic functions
of symmetric random variables concentrated on two or three points. As for the case n = 3,
the differential inequality (3) remains unsolved, but an investigation of numerous examples
suggests the following conjecture.
Matysiak and Szablowski’s conjecture. Let X be a symmetric random variable with
α6 < ∞ and characteristic function f . Then there exists a constant δ = δ(α2, α4, α6) > 0
such that the following inequality holds (if the support of X contains at least four points):
f (t) p1 cos(y1t) + p2 cos(y2t) for |t | δ, (7)
where
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√
r2 − 4s + (r − 2α2)
2
√
r2 − 4s , p1 + p2 = 1, y1 =
(
1
2
(
r −
√
r2 − 4s ))1/2, (8)
y2 =
(
1
2
(
r +
√
r2 − 4s ))1/2, r = α6 − α2α4
α4 − α22
, s = α2α6 − α
2
4
α4 − α22
. (9)
Under the moment condition α8 < ∞, we shall prove the above inequality (7) to be
true (see Corollary 1 below). Actually, we consider general distributions instead of sym-
metric ones and propose a unified approach to obtain new inequalities for the real part of
characteristic functions (Theorems 1 and 2). We show by example that the improvement
in the bounds is significant if more information about the distribution is available (Re-
mark 2). Moreover, some existing inequalities are improved or retreated (Theorems 3–10).
The main results are stated in Section 2, while all the proofs and auxiliary lemmas are
given in Section 3.
2. The main results
For convenience, denote by supp(X) the support of X and by | supp(X)| the number of
support points of X. Using a unified approach, we shall give general results for both the
lower and upper bounds of the real part of characteristic functions. By way of application,
Matysiak and Szablowski’s conjecture will be answered in Corollary 1 below.
Theorem 1. Let X be a random variable with α4m < ∞ and | supp(X)| 2m+ 1 for some
integer m 2. Let p1,p2, . . . , pm and y1, y2, . . . , ym be real numbers satisfying
p1 + p2 + · · · + pm = 1, (10)
p1y
2k
1 + p2y2k2 + · · · + pmy2km = α2k, k = 1,2, . . . ,2m − 1, (11)
0 < pi, i = 1,2, . . . ,m, 0 < y1 < y2 < · · · < ym.
Then there exists a constant δ = δ(α2, . . . , α4m) > 0 such that
Ref (t) = E(cos(tX)) m∑
i=1
pi cos(yi t) for |t | δ. (12)
Theorem 2. Let X be a random variable with α4m+2 < ∞ and | supp(X)|  2m + 2 for
some integer m 2. Let p1,p2, . . . , pm,pm+1 and y1, y2, . . . , ym be real numbers satisfy-
ing
p1 + p2 + · · · + pm+1 = 1, (13)
p1y
2k
1 + p2y2k2 + · · · + pmy2km = α2k, k = 1,2, . . . ,2m, (14)
0 < pi, i = 1,2, . . . ,m + 1, 0 < y1 < y2 < · · · < ym.
Then there exists a constant δ = δ(α2, . . . , α4m+2) > 0 such that
Ref (t) = E(cos(tX)) pm+1 + m∑pi cos(yi t) for |t | δ. (15)
i=1
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random variable X0 with P(X0 = yi) = P(X0 = −yi) = 12pi , i = 1,2, . . . ,m, while the
RHS of (15) is that of a symmetric discrete random variable X∗ with P(X∗ = 0) = pm+1
and P(X∗ = yi) = P(X∗ = −yi) = 12pi , i = 1,2, . . . ,m.
Corollary 1.
(a) Let X be a random variable with α8 < ∞ and | supp(X)| 5. Assume further that the
real numbers p1, p2 and y1, y2 are given as in (8) and (9). Then there exists a constant
δ = δ(α2, . . . , α8) > 0 such that
Ref (t) = E(cos(tX)) p1 cos(y1t) + p2 cos(y2t) for |t | δ.
(b) If X is a symmetric random variable with | supp(X)| = 4, then the equality in (7) holds
for all t ∈R.
Corollary 2.
(a) Assume that X is a random variable with α10 < ∞ and | supp(X)|  6. Then there
exists a constant δ = δ(α2, . . . , α10) > 0 such that
Ref (t) = E(cos(tX)) p3 + p1 cos(y1t) + p2 cos(y2t) for |t | δ, (16)
where
p1 = (1 − p3)(r∗ +
√
r2∗ − 4s∗ ) − 2α2
2
√
r2∗ − 4s∗
,
p2 = 2α2 − (1 − p3)(r∗ −
√
r2∗ − 4s∗ )
2
√
r2∗ − 4s∗
,
p3 = (α8 − α
2
4)(α4 − α22) − (α6 − α2α4)2
α4α8 − α26
, y1 =
(
1
2
(
r∗ −
√
r2∗ − 4s∗
))1/2
,
y2 =
(
1
2
(
r∗ +
√
r2∗ − 4s∗
))1/2
, r∗ = α2α8 − α4α6
α2α6 − α24
, s∗ = α4α8 − α
2
6
α2α6 − α24
.
(b) If X is a symmetric random variable with | supp(X)| = 5, then the equality in (16)
holds for all t ∈R.
Remark 2. To compare the bounds for characteristic functions, we consider the standard
normal distribution which has characteristic function f (t) = exp(− 12 t2), t ∈R, and mo-
ments (of even order) α2n = (2n)!/(2n · n!), n  1. The numerical result shows that the
new bounds in (7) and (16) do improve the previous ones given by Rossberg [5] and Dreier
[1,2]. More precisely, let 1(t), u1(t), 2(t) and u2(t) denote the bounds in (5)–(7) and
(16), respectively. Then the following relations hold:
π
1(t) 2(t) f (t) u2(t) u1(t) for |t | √
3
.
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u2(t) − 2(t)
u1(t) − 1(t) =
1
140
t4 − 1
3150
t6 + O(t8) as t → 0,
u2(1) − 2(1)
f (1)
= 0.82 × 10−3 < 0.1201 = u1(1) − 1(1)
f (1)
,
u2(1.5) − 2(1.5)
f (1.5)
= 0.0314 < 0.9568 = u1(1.5) − 1(1.5)
f (1.5)
.
To give more inequalities for characteristic functions, we shall apply the convex/concave
properties of the remainder in Taylor’s expansion for the cosine function. In the next two
theorems, we retreat the bounds (5) and (6) due to Rossberg [5] and Dreier [1,2], respec-
tively. As before, we have disposed of the requirement of the symmetry of distributions.
It is worth noting that the convex/concave approach can also apply to prove the general
Theorems 1 and 2 under a stronger moment condition (specifically, assume α4m+2 < ∞ in
Theorem 1 and α4m+4 < ∞ in Theorem 2).
Theorem 3. Let X be a random variable with α4 < ∞.
(a) If |y| > √α2, then there exists a constant δ = δ(y,α2, α4) > 0 such that E(cos(tX))
cos(ty) for |t | δ.
(b) If |y| < √α2, then there exists a constant δ = δ(y,α2, α4) > 0 such that E(cos(tX))
cos(ty) for |t | δ.
(c) If, in addition, | supp(X)| 3, then there exists a constant δ = δ(α2, α4) > 0 such that
E(cos(tX)) cos(√α2 t) for |t | δ.
Theorem 4. Let X be a random variable with α6 ∈ (0,∞).
(a) If |y| > √α4/α2, then there exists a constant δ = δ(y,α2, α4, α6) > 0 such that
E
(
cos(tX)
)
 1 − α2
y2
+ α2
y2
cos(ty) for |t | δ.
(b) If 0 < |y| < √α4/α2, then there exists a constant δ = δ(y,α2, α4, α6) > 0 such that
E
(
cos(tX)
)
 1 − α2
y2
+ α2
y2
cos(ty) for |t | δ.
(c) If, in addition, | supp(X)| 4, then there exists a constant δ = δ(α2, α4, α6) > 0 such
that
E
(
cos(tX)
)
 1 − α
2
2
α4
+ α
2
2
α4
cos
(√
α4
α2
t
)
for |t | δ.
Consider a random variable X with moments α1 = 0, α2 < ∞ and characteristic func-
tion f . Then it is known that
1
Ref (t) 1 −
2
α2t
2 for all t ∈R (17)
C.-Y. Hu, G.D. Lin / J. Math. Anal. Appl. 309 (2005) 336–352 341(see, e.g., Ushakov [7], Matysiak and Szablowski [4] and Rozovsky [6]). We shall improve
this result and dispose of the requirement α1 = 0. Theorem 5 below applies moments of
X and extends the results of Rozovsky [6, Theorem 1] and Ushakov [8, Theorem 2.3.1],
while Theorem 6 applies absolute moments of X. Another refinement of (17) for bounded
random variables will be given in Theorem 7.
Theorem 5. Let X be a random variable with α2n < ∞ for some positive integer n.
(a) If n is odd,
E
(
cos(tX)
)
 cos(tα1) +
n∑
k=1
(−1)k
(2k)! t
2k(α2k − α2k1 ), t ∈R.
(b) If n is even, the inequality in (a) is reversed.
Theorem 6. In addition to the assumptions of Theorem 5, let βm = E(|X|m) for m 2n.
(a) If n is odd,
E
(
cos(tX)
)
 cos(tβ1) +
n∑
k=1
(−1)k
(2k)! t
2k(β2k − β2k1 ), t ∈R.
(b) If n is even, the inequality in (a) is reversed.
Theorem 7. Let |X|  c almost surely for some positive constant c. Then there exists a
constant δ > 0 such that E(cos(tX)) 1 − 12α2t2 +α4τ(ct)t4 for |t | δ/c, where τ(t) =
(cos t − 1 + 12 t2)/t4  0 for t = 0 and τ(0) = 124 .
For γ > 0, define the even function ηγ by
ηγ (t) = 1 − cos t|t |γ , t = 0, (18)
and by η2(0) = 12 , ηγ (0) = +∞ or 0 according to whether γ > 2 or γ ∈ (0,2). For the spe-
cial case γ = 2, it is known that if |X| c almost surely for some positive constant c and if
A ∈ [0,2π], then |f (t)| 1−α2η2(A)t2 for |t |A/(2c) (see Rozovsky [6, Theorem 2]).
The next theorem gives the upper and lower bounds of Ref (t) in terms of ηγ . For other
related results and applications to physics; see, for example, Luo et al. [3].
Theorem 8. Assume that |X| c almost surely for some positive constant c.
(a) If γ  2 and A ∈ (0,2π], then E(cos(tX)) 1 − |t |γ E(|X|γ )ηγ (A) for |t |A/c.
(b) If γ ∈ (0,2) and A ∈ (0, bγ ], then E(cos(tX)) 1−|t |γ E(|X|γ )ηγ (A) for |t |A/c,
where bγ ∈ (0,π) is the unique solution of the equation b/γ = tan( 12b), b ∈ (0,π).We now consider a general function of ηγ . For γ ∈ (0,1] and n 1, define
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n+1
|t |γ
(
cos t −
n∑
k=0
(−1)kt2k
(2k)!
)
≡ (−1)
n+1
|t |γ R2n(t),
t = 0, and ηn,γ (0) = 0. (19)
Since the function ηn,γ increases on [0,∞), it is applicable to obtain more inequalities for
characteristic functions.
Theorem 9. Let γ ∈ (0,1], A > 0 and integer n  1. Let ηn,γ be the function defined in
(19). Assume further that |X| c almost surely for some positive constant c.
(a) If n is even, then
E
(
cos(tX)
)

n∑
k=0
(−1)kα2kt2k
(2k)! − |t |
γ ηn,γ (A)E
(|X|γ ), |t | A
c
.
(b) If n is odd, then
E
(
cos(tX)
)

n∑
k=0
(−1)kα2kt2k
(2k)! + |t |
γ ηn,γ (A)E
(|X|γ ), |t | A
c
.
The moment condition plays an important role in the previous results. However, it can
be disposed of if we use truncation as in the next theorem.
Theorem 10. Let X be a random variable and let βγc = E(|X|γ I [|X| c]), where γ and
c are positive constants and I denotes the indicator function.
(a) If γ  2, then E(cos(tX)) 1 − βγc/cγ + (βγ c/cγ ) cos(tc) for |t | 2π/c.
(b) If γ ∈ (0,2), then E(cos(tX))  1 − βγc/cγ + (βγ c/cγ ) cos(tc) − 2P(|X| > c) for
|t |  bγ /c, where bγ ∈ (0,π) is the unique solution of the equation b/γ = tan( 12b),
b ∈ (0,π).
3. Lemmas and proofs of main results
To prove Theorems 1 and 2, we need the following lemmas. We recall first an im-
portant property of the moment matrix. For given integers 0  k1  k2  · · ·  km,
assume E(X2km) < ∞ and let A = [ai,j ] be the moment matrix of random variables
Xk1,Xk2, . . . ,Xkm , where ai,j = E(Xki+kj ). Then the m×m symmetric matrix A is non-
negative definite and hence its determinant det(A) 0. This is an immediate consequence
of the fact that
E
((
m∑
i=1
Xki ti
)2)
=
m∑
i=1
m∑
j=1
E(Xki+kj )ti tj = t	At  0 for all t1, t2, . . . , tm ∈R,where t	 = (t1, t2, . . . , tm) is the transpose of t ∈Rm.
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(a) Assume α4m < ∞ and | supp(X)|  2m. Let A4m = [ai,j ] be the moment matrix of
random variables 1,X2,X4, . . . ,X2m. Then det(A4m)  0 with equality holding if
and only if (i) | supp(X)| = 2m and (ii) the support of X is symmetric at 0.
(b) Assume α4m+2 < ∞ and | supp(X)| 2m+ 1. Let B4m+2 = [bi,j ] be the moment ma-
trix of random variables X,X3,X5, . . . ,X2m+1. Then det(B4m+2)  0 with equality
holding if and only if (i) | supp(X)| = 2m + 1 and (ii) the support of X is symmetric
at 0.
Proof. (a) Clearly, det(A4m)  0, because the (m + 1) × (m + 1) symmetric matrix
A4m is nonnegative definite. Moreover, the equality det(A4m) = 0 holds if and only if
there exists a nonzero vector t ∈ Rm+1 such that A4mt is the zero vector in Rm+1 and
E((
∑m
i=0 X2i ti )2) = t	A4mt = 0. In other words, the equality det(A4m) = 0 holds if and
only if
∑m
i=0(X2)i ti = 0 almost surely for some constants t0, t1, . . . , tm, not all zero. Since
| supp(X)| 2m, the conclusion of part (a) follows immediately.
(b) The equality det(B4m+2) = 0 means that ∑mi=0 X2i+1ti = X(∑mi=0(X2)i ti) = 0 al-
most surely for some constants t0, t1, . . . , tm, not all zero. Since | supp(X)| 2m + 1, the
conclusion of part (b) follows immediately. 
Lemma 2.
(a) Let α4m < ∞, A4m be the same as in Lemma 1(a) and let A∗4m = [a∗i,j ] be another
(m + 1) × (m + 1) matrix with a∗i,j = ai,j except for a∗m+1,m+1. If | supp(X)| 
2m − 1 and det(A∗4m) = 0, then am+1,m+1 − a∗m+1,m+1 = det(A4m)/det(A4m−4),
where A4m−4, a submatrix of A4m, is formed by deleting both the last column and
last low of A4m.
(b) Let α4m+2 < ∞, B4m+2 be the same as in Lemma 1(b) and let B∗4m+2 = [b∗i,j ] be an-
other (m + 1) × (m + 1) matrix with b∗i,j = bi,j except for b∗m+1,m+1. If | supp(X)|
2m and det(B∗4m+2) = 0, then bm+1,m+1 − b∗m+1,m+1 = det(B4m+2)/det(B4m−2),
where B4m−2, a submatrix of B4m+2, is formed by deleting both the last column and
last low of B4m+2.
Proof. Note first that the assumption | supp(X)|  2m − 1 implies det(A4m−4) > 0 by
Lemma 1(a). Next, we have that (am+1,m+1 −a∗m+1,m+1)det(A4m−4) = α4m det(A4m−4)−
a∗m+1,m+1 det(A4m−4) = det(A4m). The last equality follows from the assumption det(A∗4m)= 0 and from the expansion of det(A∗4m) in cofactors of the last column. This proves
part (a). In a similar way, one can prove part (b). 
Lemma 3.
(a) Let α4m < ∞, A4m be the same as in Lemma 1(a) and let A∗4m = [a∗i,j ] be another∑
(m + 1) × (m + 1) matrix with a∗m+1,m+1 = mi=1 piy4mi and a∗i,j = ai,j for (i, j) =
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. . . , ym together satisfy equalities (10) and (11). Then det(A∗4m) = 0.
(b) Let α4m+2 < ∞, B4m+2 be the same as in Lemma 1(b) and let B∗4m+2 = [b∗i,j ] be
another (m+ 1)× (m+ 1) matrix with b∗m+1,m+1 =
∑m
i=1 piy
4m+2
i and b∗i,j = bi,j for
(i, j) = (m + 1,m + 1). Assume further that the real numbers p1,p2, . . . , pm+1 and
y1, y2, . . . , ym together satisfy equalities (13) and (14). Then det(B∗4m+2) = 0.
Proof. To prove part (a), let us consider the function
Hm(x) ≡
m∏
i=1
(
x − y2i
)= xm − s1xm−1 + · · · + (−1)msm, x ∈R,
where the coefficients sj are the symmetric sums defined by
s1 = y21 + · · · + y2m,
s2 = y21y22 + · · · + y2m−1y2m,
...
sm = y21 . . . y2m.
Letting x = y2i we obtain that
Hm
(
y2i
)= y2mi − s1y2m−2i + · · · + (−1)msm = 0, i = 1,2, . . . ,m.
Multiplying Hm(y2i ) by pi and adding up the resultant m equalities lead to
m∑
i=1
piHm
(
y2i
)= m∑
i=1
piy
2m
i − s1
m∑
i=1
piy
2m−2
i + · · · + (−1)msm
m∑
i=1
pi
= α2m − s1α2m−2 + · · · + (−1)msm = 0,
in which we apply the assumptions (10) and (11). Similarly, we have m more equalities:
m∑
i=1
piy
2j
i Hm
(
y2i
)= α2m+2j − s1α2m+2j−2 + · · · + (−1)msmα2j = 0,
1 j m − 1,
m∑
i=1
piy
2m
i Hm
(
y2i
)= m∑
i=1
piy
4m
i − s1α4m−2 + · · · + (−1)msmα2m = 0.
In view of the above m+1 equalities, the last column of matrix A∗4m is a linear combination
of the remaining columns, so that det(A∗4m) = 0. This proves part (a).
To prove part (b), denote (i) p¯i = pi/(1 −pm+1) for all i m, (ii) α¯j = αj/(1 −pm+1)
for all j and (iii) B¯4m+2 = [b¯i,j ], where b¯i,j = b∗i,j /(1 − pm+1) for all i, j . It suffices to
prove that det(B¯4m+2) = 0 because det(B∗4m+2) = (1 −pm+1)m+1 det(B¯4m+2). From (13)
and (14) it follows that
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p¯1y
2k
1 + p¯2y2k2 + · · · + p¯my2km = α¯2k, k = 1,2, . . . ,2m.
Then mimicking the proof of part (a) and applying the above equalities, we obtain that
m∑
i=1
p¯iy
2j
i Hm
(
y2i
)= α¯2m+2j − s1α¯2m+2j−2 + · · · + (−1)msmα¯2j = 0, 1 j m,
m∑
i=1
p¯iy
2m+2
i Hm
(
y2i
)= m∑
i=1
p¯iy
4m+2
i − s1α¯4m + · · · + (−1)msmα¯2m+2 = 0.
This means that the last column of matrix B¯4m+2 is a linear combination of the remaining
columns, and hence det(B¯4m+2) = 0. The proof is complete. 
We are ready to prove Theorems 1 and 2.
Proof of Theorem 1. Define the even function
U(t) = E(cos(tX))− m∑
i=1
pi cos(tyi), t ∈R.
Then, by the Lebesgue dominated convergence theorem, the function U has finite 4mth
derivative in R, because α4m < ∞. Namely, we have that for k  2m,
U(2k)(t) = (−1)k
(
E
(
X2k cos(tX)
)− m∑
i=1
piy
2k
i cos(tyi)
)
, t ∈R,
U(2k−1)(t) = (−1)k
(
E
(
X2k−1 sin(tX)
)− m∑
i=1
piy
2k−1
i sin(tyi)
)
, t ∈R.
Consequently,
U()(0) = 0,  = 1,2, . . . ,4m − 1, (20)
U(4m)(0) = α4m −
m∑
i=1
piy
4m
i =
det(A4m)
det(A4m−4)
> 0, (21)
where A4m is the moment matrix of random variables 1,X2,X4, . . . ,X2m. The equali-
ties (20) follow from the assumption (11), while (21) follows from Lemmas 1(a), 2(a) and
3(a) as well as the assumption | supp(X)|  2m + 1. Therefore there exists a constant
δ = δ(α2, . . . , α4m) > 0 such that U(4m)(t) > 0 for t ∈ (0, δ). By (20) and the mean-
value theorem, we have U(4m−1)(t) > 0 for t ∈ (0, δ). Then by induction we further have
U ′(t) > 0 for t ∈ (0, δ). This finally implies that U(t) > 0 for t ∈ (0, δ), because U(0) = 0
(the assumption (10)). The proof is complete. 
Proof of Theorem 2. Define the even function
V (t) = E(cos(tX))−
(
pm+1 +
m∑
pi cos(tyi)
)
, t ∈R.i=1
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V (2k)(t) = (−1)k
(
E
(
X2k cos(tX)
)− m∑
i=1
piy
2k
i cos(tyi)
)
, t ∈R,
V (2k−1)(t) = (−1)k
(
E
(
X2k−1 sin(tX)
)− m∑
i=1
piy
2k−1
i sin(tyi)
)
, t ∈R.
Consequently,
V ()(0) = 0,  = 1,2, . . . ,4m + 1, (22)
V (4m+2)(0) = −
(
α4m+2 −
m∑
i=1
piy
4m+2
i
)
= −det(B4m+2)
det(B4m−2)
< 0, (23)
where B4m+2 is the moment matrix of random variables X,X3,X5, . . . ,X2m+1. The
equalities (22) follow from the assumption (14), while (23) follows from Lemmas 1(b),
2(b) and 3(b) as well as the assumption | supp(X)| 2m+ 2. Therefore there exists a con-
stant δ = δ(α2, . . . , α4m+2) > 0 such that V (4m+2)(t) < 0 for t ∈ (0, δ). By (22) and the
mean-value theorem, we have V (4m+1)(t) < 0 for t ∈ (0, δ). Then by induction we further
have V ′(t) < 0 for t ∈ (0, δ). This finally implies that V (t) < 0 for t ∈ (0, δ), because
V (0) = 0 (the assumption (13)). The proof is complete. 
Proof of Corollary 1. (i) Take m = 2 in Theorem 1 and note that the positive real num-
bers p1,p2 and y1 < y2 given in (8)–(9) together satisfy equalities (10)–(11). This proves
part (a).
(ii) To prove part (b), let us denote the support of the symmetric X by supp(X) =
{y1, y2,−y1,−y2} and assume that P(X = y1) = P(X = −y1) = 12p1 and P(X = y2) =
P(X = −y2) = 12p2, where the numbers 0 < y1 < y2 and p1,p2 ∈ (0,1) together satisfy
the equalities:
p1 + p2 = 1, p1y2k1 + p2y2k2 = α2k, k = 1,2,3.
It is seen that given moments α2, α4, α6, the symmetric X satisfying the above equalities
has characteristic function as in the RHS of (7). The proof is complete. 
Proof of Corollary 2. (i) Take m = 2 in Theorem 2 and note that the positive real numbers
p1,p2,p3 and y1 < y2 together satisfy equalities (13) and (14) with m = 2. This proves
part (a).
(ii) To prove part (b), let us denote the support of the symmetric X by supp(X) =
{0, y1, y2,−y1,−y2} and assume that P(X = 0) = p3, P(x = y1) = P(X = −y1) = 12p1
and P(X = y2) = P(X = −y2) = 12p2, where the numbers 0 < y1 < y2 and pi ∈ (0,1),
i = 1,2,3, together satisfy the equalities:
p1 + p2 + p3 = 1, p1y2k1 + p2y2k2 = α2k, k = 1,2,3,4.
It is seen that given moments α2, . . . , α8, the symmetric X satisfying the above equalities
has characteristic function as in the RHS of (16). The proof is complete. 
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is convex or concave on R according to whether n is odd or even.
Lemma 4.
(a) For each n 1, the even function
gn(t) = (−1)n+1
(
cos t −
n∑
k=0
(−1)kt2k
(2k)!
)
≡ (−1)n+1R2n(t) 0,
t ∈R, (24)
is increasing and convex on [0,∞), where R2n is the remainder in Taylor’s expansion
for the cosine function.
(b) For each n 1, the odd function
hn(t) = (−1)n
(
sin t −
n∑
k=1
(−1)k+1t2k−1
(2k − 1)!
)
≡ (−1)nR∗2n−1(t) 0, t  0,
increases on [0,∞), where R∗2n−1 is the remainder in Taylor’s expansion for the sinefunction.
Proof. Clearly, each gn is an even function. Further note that g1(0) = 0, g′1(t) = t − sin t
 0 and g′′1 (t) = 1 − cos t  0 for t  0. This means that the function g1 is nonnega-
tive, increasing and convex on [0,∞). By induction on n, we prove part (a) (see also
Rozovsky [6]). Part (b) follows from part (a) because hn = g′n for each n 1. The proof is
complete. 
Proof of Theorem 3. To prove parts (a) and (b), let us recall from (24) that
0 cos(tx) −
(
1 − 1
2
(tx)2
)
 (tx)
4
4! for all t, x ∈R.
Hence we have
0E
(
cos(tX)
)−(1 − 1
2
t2E(X2)
)
 t
4
4!E(X
4)
and for fixed y ∈R,
0 cos(ty) −
(
1 − 1
2
(ty)2
)
 1
4! (ty)
4, t ∈R.
These together imply that
E
(
cos(tX)
)− cos(ty) = −1
2
(α2 − y2)t2 + O(t4) as t → 0.
Therefore, there exists a constant δ = δ(y,α2, α4) > 0 such that for |t | δ, E(cos(tX))
cos(ty) or E(cos(tX))  cos(ty) according to whether |y| > √α2 or |y| < √α2. This
proves parts (a) and (b). To prove part (c), define the even function( ) √U(t) = E cos(tX) − cos( α2 t), t ∈R.
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U(k)(0) = 0, k = 0,1,2,3, and U(4)(0) = α4 − α22 > 0.
The last inequality is due to the assumption | supp(X)| 3. As before, there exists a con-
stant δ = δ(α2, α4) > 0 such that U(4)(t) > 0 for t ∈ (0, δ). Hence U(t) > 0 for t ∈ (0, δ),
by the mean-value theorem and the facts U(k)(0) = 0, k = 0,1,2,3. The proof is com-
plete. 
Proof of Theorem 4. It follows from (24) that
− (tx)
6
6!  cos(tx) −
2∑
k=0
(−1)k(tx)2k
(2k)!  0 for all t and x ∈R.
Hence we have
− t
6
6!E(X
6)E
(
cos(tX)
)− 2∑
k=0
(−1)kt2k
(2k)! E(X
2k) 0
and for fixed nonzero y ∈R,
α2
y2
cos(ty) = α2
y2
− 1
2!α2t
2 + 1
4!α2y
2t4 + O(t6) as t → 0.
These together imply that for nonzero y ∈R,
E
(
cos(tX)
)− α2
y2
cos(ty) = 1 − α2
y2
+ 1
4! (α4 − α2y
2)t4 + O(t6) as t → 0,
which proves parts (a) and (b). To prove part (c), define the even function
V (t) = E(cos(tX))−(1 − α22
α4
+ α
2
2
α4
cos
(√
α4
α2
t
))
, t ∈R.
Then we have
V (k)(0) = 0, k = 0,1,2, . . . ,5, and V (6)(0) = −(α6α2 − α24)/α2 < 0.
The last inequality is due to the assumption | supp(X)|  4. As before, there exists a
constant δ = δ(α2, α4, α6) > 0 such that V (6)(t) < 0 for t ∈ (0, δ). Hence V (t) < 0 for
t ∈ (0, δ), by the mean-value theorem and the facts V (k)(0) = 0, 0  k  5. The proof is
complete. 
Proof of Theorem 5. For each n 1 and t ∈R, the function gn,t (x) = gn(tx) defined in
(24) is convex on R. By Jensen’s inequality, we conclude that E(gn(tX))  gn(E(tX))
for t ∈R. This proves the required results. 
Proof of Theorem 6. Recall that the function hn,t (x) = gn(|tx|) is also convex on R. By
Jensen’s inequality, we have that E(gn(|tX|))  gn(E(|tX|)) for t ∈R. This proves the
required results. 
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some δ > 0. Hence we have the required result: for |t | δ/c,
E
(
cos(tX)
)= 1 − 1
2
α2t
2 + E(X4τ(tX))t4  1 − 1
2
α2t
2 + E(X4τ(ct))t4
= 1 − 1
2
α2t
2 + α4τ(ct)t4.
The proof is complete. 
The proof of Theorem 8 follows immediately from Lemma 5 below and is omitted.
Lemma 5. Let ηγ be the function defined in (18).
(a) If γ  2, then ηγ decreases on [0,2π] and increases on [2π,aγ ], where aγ ∈ (2π,3π)
is the unique solution of the equation a/γ = tan( 12a), a ∈ (2π,3π).(b) If γ ∈ (0,2), then ηγ increases on [0, bγ ] and decreases on [bγ ,π], where bγ ∈ (0,π)
is the unique solution of the equation b/γ = tan( 12b), b ∈ (0,π).
Proof. The required results follow from the fact that
η′γ (t) =
γ (sin t)(tγ−1 − tan( 12 t))
tγ+1
for positive t = kπ , where k is an integer. 
To prove Theorem 9, we need the following lemma.
Lemma 6. Let γ ∈ (0,1].
(a) Assume that h is a differential function on [0,∞) and that h(x)  0, h′(x)  0 for
x  0. Then the function Fγ , defined by
Fγ (t) = t−γ
t∫
0
h(x)dx, t > 0, and Fγ (0) = 0,
is increasing on [0,∞).
(b) For each n 1, the function ηn,γ defined in (19) is increasing on [0,∞).
Proof. It is seen that F ′γ (t) = (h(t)t−γ
∫ t
0 h(x)dx)/t
γ+1  h(t)(1−γ )/tγ  0 for t > 0.
Therefore Fγ is increasing on [0,∞). This proves part (a). Part (b) follows immediately
from part (a) and Lemma 4(b). The proof is complete. 
Proof of Theorem 9. By definition of the function ηn,γ in (19), we write
E
(
cos(tX)
)= n∑
k=0
(−1)kα2kt2k
(2k)! + (−1)
n+1|t |γ E(|X|γ ηn,γ (tX)), t ∈R.
This together with Lemma 6(b) proves the required results. 
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hence
cos(tx) 1 − |tx|γ ηγ (tx)I
[|x| c] for all t, x ∈R. (25)
(a) If γ  2, then ηγ decreases on [0,2π] by Lemma 5(a). Therefore, for |t | 2π/c,
E
(|X|γ ηγ (tX)I [|X| c])E(|X|γ ηγ (tc)I [|X| c])= βγcηγ (tc). (26)
Combining (25) and (26) yields that for |t | 2π/c,
E
(
cos(tX)
)
 1 − |t |γ E(|X|γ ηγ (tX)I [|X| c]) 1 − |t |γ βγ cηγ (tc)
= 1 − βγc
cγ
+ βγc
cγ
cos(tc).
(b) If γ ∈ (0,2), then ηγ increases on [0, bγ ] by Lemma 5(b). Therefore, for |t | bγ /c,
E
(|X|γ ηγ (tX)I [|X| c])E(|X|γ ηγ (tc)I [|X| c])= βγcηγ (tc) (27)
and
E
(
cos(tX)
)= E(cos(tX)I [|X| c])+ E(cos(tX)I [|X| > c])
E
(
cos(tX)I
[|X| c])− E(I [|X| > c])
= 1 − 2P [|X| > c]− |t |γ E(|X|γ ηγ (tX)I [|X| c]). (28)
Combining (27) and (28) yields the required result. The proof is complete. 
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Appendix A. A recursive formula for the function mfn (t)
Theorem A. Let X be a random variable with α2n+2 < ∞ and | supp(X)| n+2 for some
positive integer n. Let Σn = [Cov(Xi,Xj )] = [αi+j − αiαj ] = [σi,j ] be the covariance
matrix of X,X2, . . . ,Xn. Denote the vectors an = (σ1,n+1, σ2,n+1, . . . , σn,n+1)	 and
F n(t) =
(
Cov
(
exp(itX),Xj
))n
j=1
= ((−i)f ′(t) − α1f (t), . . . , (−i)nf (n)(t) − αnf (t))	, t ∈R.
Then the following recursive formula holds:
m
f
n+1(t) = mfn (t) −
1
λn+1
∣∣∣∣F	n+1(t)
[
Σ−1n an
−1
]∣∣∣∣
2
, t ∈R,
	 −1where λn+1 = σn+1,n+1 − an Σn an > 0.
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matrix of X,X2, . . . ,Xn+1. Then its inverse is of the form
Σ−1n+1 =
[
Σ−1n 0
0 0
]
+ 1
λn+1
[
Σ−1n ana	n Σ−1n −Σ−1n an
−a	n Σ−1n 1
]
.
Proof. Write
Σn+1 =
[
Σn an
a	n σn+1,n+1
]
=
[
I 0
a	n Σ−1n 1
][
Σn 0
0 σn+1,n+1 − a	n Σ−1n an
][
I Σ−1n an
0 1
]
≡ Mn+1
[
Σn 0
0 λn+1
]
Nn+1,
where I is the n × n identity matrix. Since | supp(X)|  n + 2, both Σn and Σn+1 are
nonsingular and hence λn+1 > 0. Note that the inverse matrices
M−1n+1 =
[
I 0
−a	n Σ−1n 1
]
and N−1n+1 =
[
I −Σ−1n an
0 1
]
.
Therefore we have the required result:
Σ−1n+1 = N−1n+1
[
Σ−1n 0
0 λ−1n+1
]
M−1n+1
= N−1n+1
[
Σ−1n 0
0 0
]
M−1n+1 + N−1n+1
[
0 0
0 λ−1n+1
]
M−1n+1
=
[
Σ−1n 0
0 0
]
+ 1
λn+1
[
Σ−1n ana	n Σ−1n −Σ−1n an
−a	n Σ−1n 1
]
. 
Proof of Theorem A. Firstly, recall that by definition
F	n+1(t) =
(
F	n (t), (−i)n+1f (n+1)(t) − αn+1f (t)
)
, t ∈R,
and that by Lemma A,
Σ−1n+1 =
[
Σ−1n 0
0 0
]
+ 1
λn+1
[
Σ−1n an
−1
][
a	n Σ−1n − 1
]
.
Secondly, write
F	n+1(t)Σ
−1
n+1
(
F	n+1(t)
)H = F	n (t)Σ−1n (F	n (t))H + 1λn+1
∣∣∣∣F	n+1(t)
[
Σ−1n an
−1
]∣∣∣∣
2
,
t ∈R,
where H stands for Hermitian (conjugate) transposition. Finally, by Corollary 6 of Matysiak
and Szablowski [4], we obtain the required result:
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f
n+1(t) = 1 −
∣∣f (t)∣∣2 − F	n+1(t)Σ−1n+1(F	n+1(t))H
= 1 − ∣∣f (t)∣∣2 − F	n (t)Σ−1n (F	n (t))H − 1λn+1
∣∣∣∣F	n+1(t)
[
Σ−1n an
−1
]∣∣∣∣
2
= mfn (t) − 1
λn+1
∣∣∣∣F	n+1(t)
[
Σ−1n an
−1
]∣∣∣∣
2
, t ∈R. 
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