In this comment I argue that the causal entropy proposed in [1] is state-independent and the entropic force is zero for state-independent noise in a discrete time formulation and that the causal entropy description is incomplete in the continuous time case.
In a recent paper, [1] proposes a mechanism to explain the occurence of intelligent behavior. The proposal is to consider a stochastic dynamical system and to compute the entropy of trajectories over a finite time horizon, all starting in the same initial state x. The dynamics is then a gradient flow that maximizes this so-called causal entropy.
In this comment, I argue that the causal entropic force mechanism provides zero forces for state-independent noise in any discrete time formulation with arbitrary small discretization dt and that its description is incomplete in the continuous time case.
Consider a stochastic dynamical system of the form
with x an n-dimensional state vector, f an arbitrary function and dξ 2 t = ν(t, x t )dt with ν(t, x) the noise covariance matrix. By writing x = (p, q), and allowing for the case that ν is not of maximal rank, this class of dynamical systems contains all classical mechanical system with additive noise, in particular the class of dynamical systems discussed in [1] . We will discuss both the discrete time formulation with dt a positive constant, in which case we can set dt = 1 without loss of generality. We also discuss the continuous time formulation with dt → 0.
In the discrete time case, consider a finite horizon time T and consider trajectories τ = x 1:T . Let q(τ |x 0 ) = T −1 t=0 q t (x t+1 |x t ) denote the probability to observe a trajectory τ under the dynamics Eq. 1 given an initial state x 0 , with q t (x t+1 |x t ) a Gaussian distribution in x t+1 with mean x t + f (t, x t ) and noise covariance matrix ν(t, x t ). Define the Causal entropy in x 0 as
One can easily show that for any first order Markov process the path entropy is a sum of contributions for individual times:
s t (x t ) = − dx t+1 q t (x t+1 |x t ) log q t (x t+1 |x t ) * Also at Gatsby Computational Neuroscience Unit, UCL; b.kappen@science.ru.nl with q t (x t |x 0 ) the marginal probability to observe state x t at time t given state x 0 at time zero and s t (x t ) is the entropy of the conditional distribution q t (x t+1 |x t ) [2] .
Since q t (x t+1 |x t ) is Gaussian, s t (x t ) can be easily computed:
When ν(t, x t ) is not of maximal rank, the determinant is replaced by the so-called pseudo-determinant, defined as the product of the nonzero eigenvalues of ν(t, x t ). When the noise is state independent, ν(t, x) = ν(t), the causal entropy Eq. 3 becomes S(x 0 ) = T −1 t=0 s t because dx t q t (x t |x 0 ) = 1. Thus, the causal entropy is independent of x 0 and the entropic force is zero. This is true for arbitrary dt > 0. The examples that are reported in [1] are special case of the dynamics Eq. 1 with stateindependent noise. Therefore, one cannot understand the reported intelligent behavior in these examples.
Alternatively, one might consider a continuous time formulation. For arbitrary dt, s t (x t ) = − dx t+dt q t (x t+dt |x t ) log q t (x t+dt |x t ) = 1 2 log 2π det ν(t, x t )dt + 1 2 .
In the limit dt → 0, the path entropy Eq. 2 diverges and is not well-defined. Instead, one may consider the relative entropy
where q(τ |x 0 ) and q 0 (τ |x 0 ) denote the distributions over trajectories under the dynamics Eq. 1 with drift terms f (t, x) and g(t, x), respectively and identical noise covariance ν(t, x)dt. One can show that
with u(t, x) = f (t, x) − g(t, x) and where q denotes expectation with respect to the distribution q(τ |x 0 ). u(t, x) can be viewed as a control variable and K(x 0 ) as the quadratic control cost [3, 4] . K(x 0 ) does depend on x 0 in this case and its gradient may provide the reported entropic force. The path (relative) entropy is minimised when u(t, x) = 0. However, the interpretation of the causal entropy as a relative entropy depends on g(t, x), which is not specified in [1] . One further detail is the possible effect of walls or boundaries on the entropy production. When ν is state independent, S(x 0 ) may still be state dependent when the walls are absorbing in which case probability is not conserved. In that case the reported emergent behavior would be entirely the result of the interaction of the system with the walls. However, in all examples in [1] it is explicitly stated that the collision with the walls are elastic. Such elastic collisions can be viewed as mirror images of the non-colliding trajectories and do not affect the entropy production s(x t ).
In the case that not all degrees of freedom are observable, the dynamics on the observed degrees of freedom is no longer first order Markov. In that case, Eq. 3 no longer holds and the above conclusion may no longer be true. This may possibly explain the observed behavior in the Tool Puzzle and Social Cooperation example, but not the simpler examples Particle in a Box and Pole Balancing. [1] , however, do not mention the necessity of partial observability for the results that they report.
