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Abstract : Detailed computer modeling to optimize the performance and design Of semiconductor devices in general and of solar cells in 
pjiticulai has become cxircniely popular ovei the last iwo decades I his is because, expcrimenially. such optimization involves a huge 
number of trials; wheicas the number of trials needed to optimize the pciformancc of such .semiconductor devices, can be decimated, using 
computer modeling, which is nowadays tliercfore widely recognized as a tool for faster progress of such research A detailed computer 
model, as opposed to simple analytical models, is where the Poisson's equation and the electron- and luile-coniinuity equations are all 
solved from the first principles, without resorting to any simplifying assumptions It is therefore, only such tictailed models that arc 
capable t>f giving an insigfii into ilevice pciftirmance. Such models hectime vcmv complicated m the case of disordeied semiconducttirs. 
where we also have to take into account the trapping and recombination kinetics through the gap states. Moreover, in order to model both 
the electrical and optical properties ol optt.) elcctiomc devices based on semiconductots m their entirely, we also need to ctmibine the 
cletdical model with a suiiahlc optical model, capable of calculating not only the absorption m each portion of the device, but also the 
losses suffered by reflection or absorption in the non active layers of the device. Moreover, diffused reflectance, transmittance and 
absorption when the device is deposiied on a texlured or lougb suitaee also need to be taken inio account, as also specular inicrlcrenec 
effects when the inlcifaccs aic flat In this review', we will discuss a detailed elecincal-optical model that is capable of modeling the 
pcflormance of a general /i-layer device based on crysialliiic. amorphous, poly-, micro- or nano-crystalline semiconductor, with particular 
leleicncc to the modeling ot optf>-electromc devices, such as solai cells and color sensors.
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1. Introduction
In the past two decades, computer modeling o f solar cell 
structures has become an increasingly popular tool for 
analyzing the performance o f solar cells and for optimizing 
the design o f crystalline, polycrystalline and amorphous 
semiconductor devices. There is no doubt that the role o f 
device mcxieling will increase further in future. But, setting 
up these models is not easy, especially where the 
semiconductor material is a disordered one, with many 
defect states in the forbidden energy gap. Detailed computer 
modeling *s very complicated, requiring knowledge o f a 
large numocr o f input parameters. Moreover, the results 
produced by such a model are obtained in a tabular form, 
or in the form o f graphs, which makes it quite difficult to 
grasp the controlling physics. Simple analytical models on 
the other hand, do not require all the parameters and the 
results can be captured in simple analytical expressions. In 
spite o f the above-mentioned difficulties in detailed 
computer modeling, the emphasis on the latter is due to 
the fact that we aim to get solar cells o f the highest 
efficiency. To achieve this, it becomes essential to gain a 
full understanding o f the device physics and explore fully 
the solar cell structures. When we are trying to understand 
every detail o f solar cell performance and squeeze out 
every bit o f efficiency possible, all the parameters that 
detailed computer-modeling need as input must be 
considered. In the analytical m odels s im plifying 
assumptions to the transport equations are used to avoid 
numerical integration o f the Poisson’s and continuity 
equations. Such analytical models, therefore, are only as 
good as these approximations and in order to get a full 
insight into device performance, there is no alternative to 
detailed computer modeling. Our definition o f  the latter is 
the approach where Poisson’s equation and the continuity 
equations are all solved rigorously without any simplifying 
i^ssumptions, using numerical techniques.
Detailed computer models deliver as output : (i) external 
properties o f a device that are measurable quantities, (ii) 
internal properties o f a device that cannot be measured 
directly, or cannot be measured at all. In the case o f solar 
cells, the dark and the illuminated current density-voltage 
U -V ) characteristics and the quantum efficiency (QE) are 
the external properties. The electric field, the concentration 
o f free and trapped charge carriers, the space charge, the 
electron and hole current densities and the recombination 
rate as a function o f  the position in the solar cell, are its 
internal properties. An important step in modeling is 
accurate calibration o f model parameters, Le. assignment o f
proper values to the input parameters. The calibration 
procedure is based on comparison o f the simulated external 
properties with experimental data. If  the calibrated computer 
model reproduces a broad range o f experimental results, 
then only can one be confident about the correctness o f 
the model and the fact that the values used for the input 
parameters correctly represent the device being modeled. 
One can then use these parameters to optimize the solar 
cell or detector structure, etc., as the case may be, for the 
best performance. This procedure o f model development, 
model calibration, prediction, and derivation o f the model 
from experiments, contribute to a better knowledge o f the 
material properties and the physics controlling the device 
operation.
Mo.st o f the simulation programs were initially designed 
for crystalline semiconductor devices |1,2]. These programs 
were based on the solution o f semiconductor equations, 
and on the physical models that describe the semiconductor 
material properties. This approach can also be used in 
modeling a-Si:H based devices. However, in the case o f a- 
Si:H, special attention has to be paid to model the 
continuous distribution o f localized states in the band gap 
and the recombination-generation (R-G ) statistics o f these 
states.
Since, Swartz [3] introduced detailed ab initio numerical 
device modeling in 1982 to study hydrogenated amorphous 
silicon solar cells, device simulators are being used in the 
a-Si:H photovoltaic research community. In the course of 
time, various simulation programs have been developed 
especially for a-Si:H solar cells. Different independent 
variables (quasi-Fermi levels, carrier population) are chosen 
in the different models. Different programs use different 
solution techniques. One o f the most important intrinsic 
properties o f a-Si:H is the density o f localized states in the 
gap. Charge carriers in these states do not take part in 
drift and diffusion currents, but they significantly influence 
recombination o f light-generated carriers and also affect 
the space-charge di.stribution, which, in turn, modifies the 
magnitude and distribution o f the built-in electric field 
inside the multi-layered a-Si:H solar cell structure. To 
describe these localized gap states, different density o f 
states (DOS) models have been used in the different 
programs. Contact treatments also differ in different models.
In order to simulate the performance o f  the present day 
state-of-the-art solar cell in its entirety, both the electrical 
and the optical properties have to be investigated. Thus, 
two aspects o f computer modeling o f  a-Si:H based solar 
cells have become important : one deals with the electrical
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transport o f the charges, their recombination, trapping, 
mobility etc., while the other aspect deals with the optical 
generation o f electron-hole pairs, their absorption, reflection 
and transmission in the different layers. In the following, 
a historical background o f both the electrical and optical 
models is discussed separately in brief.
2. Electrical model
As already stated, in detailed ab initio computer modeling, 
the Poisson’s equation and the two carrier continuity 
equations arc simultaneously solved using rigorous 
numerical techniques under non-thermodynamic equilibrium 
steady-state conditions (i.c. under light or voltage bias t>r 
both). Swartz |31 o f RCA laboratories developed the first 
comprehensive computer model o f an amorphous silicon 
PIN  solar cell in 1982. In this work, he used Scharfetter- 
Gurnmel trial functions [4]. He, however, assumed for 
simplicity a single level Shockley-Read-Hall (SRH) 
recombination model [5,6J (a-Si:H has a complicated DOS 
with a number ot levels inside the band gap participating 
in the recombination process) and ignored trapped charges 
in the intrinsic(/>-layer. The latter assumption is also 
incorrect because trapped charge dominates the space 
charge in amorphous semiconductor materials. Also the 
model did not address transport or electrostatics in the 
doped regions; instead assuming boundary conditions at 
the P/I and N/I interfaces.
At about the same time, Chen and Lee I?) also 
developed a model that used a numerical solution scheme 
based on the integral technique to solve the Poisson’s 
equation and the continuity equations. Here, the equations 
were solved using an iterative relaxation technique. Like 
Swartz’s model, this model also assumed a single level 
SRH model to compute recombination. Hence this model 
also did not account tor recombination properly. However, 
they introduced band tails in their DOS picture. These tails 
were only allowed to trap charges; however recombination 
through these states was not considered. But they did use 
Feimi statistics to calculate the space charge density in 
the tail states. In their model, the electron and hole 
concentration at the front and back contacts were fixed at 
their thermodynamic equilibrium values, which means that 
they considered ideal ohmic contacts.
In the next two years, a sort o f combined analytical- 
numerical approach was used by some investigators. This 
type o f approach uses various approximations to the 
transport equations to permit closed-form solutions and to 
avoid numerical integration o f the continuity and Poisson’s 
equations. However, numerical techniques were then often
u.sed in solving the resulting algebraic equations. Crandall 
[8J, Okamolo et al [9], Sichanugrist et al [10,11] and 
Faughnan et al [12,13J have used this approach to solve 
the transport equations. Some o f  the sim plifying 
assumptions used by this group are constant minority 
carrier lifetimes in amorphous semiconductors, invariant 
dritt mobilities and they implied that the field profile and 
charge distribution were entirely controlled by the intrinsic 
layer. Crandall [8] also assumed a constant electric field 
over the /-layer. The doped regions as well as the contact 
to thesis regions were not considered properly. Thus, for 
the abc^e rea.sons, analytical models are only as good as 
their a^umptions. They may be utilized to give a patch up 
explan^ion to experiments. But they cannot introduce any 
new coiricept to improve the efficiency or help refine our 
under.standing o f the physics o f solar cells.
From 1985, we find a spurt o f activities in the ab initio 
detailed modeling sector. Ikegaki et al [14| developed a 
computer model similar to reference [7]. It too allowed for 
a single recombination level. However, rather than assuming 
ohmic contacts, they used recombination velocities at the 
PH and NU interfaces as boundary conditOns. Thus, they 
too did not consider the transport kinetics in the doped 
layers.
It was Hack and Shur [15] who published the first 
detailed computer model o f solar cells that allowed a more 
complete DOS picture in the band gap, and for the first 
time, took into account both recombination and charge 
storage (trapping) in these states. The model used two 
exponential acceptor-like tails emerging from the conduction 
band and two exponential donor-like tails emerging from 
the valence band. The occupancy in these states were 
also calculated using the Taylor-Simmons’ approximation 
(T  = 0°K occupation function) fl6J. In addition, the Hack 
and Shur model [15J took into account the transport 
kinetics in the doped layers; although the boundary 
conditions used were still ideal ohmic contacts. At about 
the same time, Schwartz [17] developed a similar model 
independently that allowed for an even more general DOS 
picture. In its more developed form this model introduced 
amphoteric dangling bond states in the gap where 
occupancy was determined by the statistics developed by 
Sah [18]. The model initially assumed ideal ohmic contacts 
only but this restriction was removed with subsequent 
work. Pawlikiewicz et al [19] developed a model on the 
lines o f Hack and Shur [15] with a two donor-two acceptor 
tail states. However, the band related properties were 
allowed to vary with position. But, these authors assumed 
ideal ohmic contacts at the boundary. Tasaki et al [20]
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developed a model which tried to address the physics in 
a-Si:H based P/N hetero junction solar cells for the first 
time. Besides tail states, it considered the distribution o f 
deep dangling bond states two della functions. Hovvcvci, 
the contacts were still consideied to be ideally ohmic and 
the Taylor-Simmons’ (C^K) approximation (16] was used to 
compute trapped charge and recombination through the 
localized gap slates.
Another signit'icanl model to explain the perlormance 
o f a-Si:H based solar cells was developed by Misiakos and 
Lmdholrn (21 j at the same time. Like that ot Hack and vShur, 
this model used exponential distributicm h>i acceptor and 
donor slates in the bandgap. Taylor-Simmons' approximation 
was also used here to compute the recombination and the 
trapped charges in the defect states. The boundary 
conditions for the minority carriers were surface 
recombination sj^eeds that characterize minority carrier flow 
across the contacts. However, the majority earner 
concenti ati^ms were assumed to be the same in 
thermodynamic equilibrium and under different voltage 
bias and illumination conditions.
1'hc computer model AMPS developed by Tonash et al 
(22“ 24j requires to be mentioned next. Jl was revised later 
by Hou ct al [25] and Rubinclli et al [26j. Trapping and 
recombination in the AMF'S model was determined using 
the Shockley-Rcad-Hall formalism, taking proper account 
o f the ambient temperature. In other words, the Taylor- 
Simmons' (0°K ) approximation was not employed. AMPS 
takes into account the effective force-fields caused by 
drift, diffusion, bandgap and affinity variations. The material 
properties were allowed to vary with position and the gap 
state properties with both position and energy. The 
boundary conditions were also general, requiring the 
electrostatic energy o f the vacuum level (for the Poisson's 
equation) and the hole and electron rccombinatioa speeds 
o f the transparent conducting oxide (TCO)/P and A/metal 
contacts (for the two continuity equations) to be specified 
It takes into account both charge storage and recombination 
through the band tail states and the dangling bond states. 
In the final form [26], the latter is modeled by Gaussian 
distribution functions. This model also allows for direct 
hole tunneling at the front contact [271. The same group 
in 1991 first formulated the strategy to simulate the contact 
region between two subcells o f a multi-junction structure. 
The junction was modelled by a thin, highly defective, 
recombination layer with a reduced mobility gap. The 
potential barriers for carriers moving towards this region 
were reduced by band gap grading.
Mittiga et al [28] developed a simplified model which 
qualitatively explains the complete simulation results to 
study the dark J-V  characteristics o f P IN  a-Si:H solar cells. 
They u.sed the Gaussian distribution model o f one electron 
slates for the gap states. This gap stale distribution could 
not completely account R>r correlation effects but was 
found to be a good approximation always in computing 
the recombination and trapped charges. They however 
chose equal earner band microscopic mobilities for electrons 
and holes, which is unphysical. Ohmic contacts were used 
by them at the boundaries. Also, at the same time, another 
device model for amorphous silicon based tandem solar 
cells was developed for direct simulation o f  the 
characteristics o f the tandem structure 129]. The model was 
implemented in the developed one-dimensional device 
simulator called AMOJ where the Shockley-Ftead-Hall 
statistics was used to calculate the electron occupancy o f 
the states. Both ohmic contacts at the electrode- 
semiconductor interface and Schottky barrier contact 
boundary conditions at the N~P junction between P/N 
sub-cells in a multi-junction structure were used. Tandem 
cells have been modeled by two P IN  cells in series and 
thus proper consideration o f the physics o f caiTicr transport 
at the junction o f the two sub-cells has not been taken 
into account in this model. The potential at the tandem 
interface between the cells is consistently set at the 
position o f the half the applied voltage to maintain the 
current continuity.
In 1992, antithcr model was developed by Chatterjee o f 
the Indian As.sociation for the Cultivation o f Science, 
Kolkata, India, that is similar to the AM PS model [30], This 
program also introduced a dom>r-like and an acceptor-like 
Gaussian distribution function to simulate trapping and 
recombination through the deep dangling bond states, 
independently in 1992. The exponential band-tails were 
also, o f course, present. Recombination and charge trapping 
in the defect stales were considered using the Shockley- 
Rcad-Hall statistics. This electrical model has been used to 
simulate the J-V  and Q -E  characteristics o f single |31, 32] 
and double junction |33j cells. It has also been applied to 
study the properties o f a-Si:H based temperature sensors 
[34] and investigate the origin o f current gain in amorphous 
silicon N -I-P -I-N  structures (colour sensors) [35]. This 
program, which is very similar to the AM PS program, has 
been used for all calculations in this study. It will be 
described in detail later, Smole et al [36] developed the 
ASPIN  model, Shockley-Read statistics [5,6] was used to 
calculate the recombination and charge trapping. In addition 
to tails o f donor-like and acceptor-like states, three Fermi-
Detailed computer modeling o f semiconductor devices 15
energy dependent defect slates densities D~, 
described by Gaussian distribution functions, with their 
correlated states according to the defect pool model were 
also used. Smole et al [37] also included in their device 
modeling program, the transparent conducting oxide (TCO) 
layer.
in the meantime, another model (A S A ) was developed 
bv Zeman ct al [38-41]. This model has the advantage o f 
simulating quasi steady-state capacitance-voltage (C'-VO 
characteristics, in addition to the steady-state 
characteristics, 'fhere is provision heie to either use the 
‘standard’ model (exponential tail states and deep dangling 
bond states simulated by a donor-Iikc and acccptor-Iike 
Gaussian distribution function) or the defect pool model, 
where a amphoteric three-states model is used to calculate 
recombination and charge trapping. ASA  is also equipped 
with the trap-assisted tunneling recombination model o f 
Hurkx er al [421, which models the field-dependent 
iccombination in high-field regions o f the device such as 
the junction region between two subcclls o f a multi- 
junction structure. This trap assisted tunneling model yields 
a much higher recombination in the space charge regitins 
by lakmg into account an increased carrier concentration 
al a recombination centre, resulting from tunneling from 
nearby locations and gives a modification o f the well 
known Shocklcy-Read-Hall formula for iccombination. But, 
the application o f the trap assisted tunneling model alone 
was not sufficient to simulate the ./-V'" characteristics o f the 
tandem cells due to the fact that the tunneling model docs 
not account for the tunneling transport towards the 
recombination sites. It was found by Willcmcn et al [41] 
that this could be accximplishcd by increasing the extended 
stale mobility in high field regions and they have used a 
constant increased mobility m high field regions. Based on 
experimental evidence, that room-temperatuic drift mobility 
increa.ses exponentially in fields above 10'' V/cm [43,44], 
they applied the following formula to the usual extended 
state mobilities .
=/^.„-exp (1)
where the electric fields |JET| are the thermal equilibrium 
values and stands for the effective mobility. With the 
parameter value Eq — 2 x. lO** V/cm, they obtained good 
results.
The model ASC A  was developed by Martins et al [45]. 
This model is able to describe both the transient and 
steady-state behavior o f solar cell devices. It can be used
to simulate the time-degradation dependence ascribed to 
changes in DOS. fh e ‘standard’ gap slate model was 
used. However, the majority earner density al the front and 
back contacts was chosen to be equal to its value in the 
thermal equilibrium. A  numerical modeling programme was 
also developed by KrciscI [46] to study the degradation in 
amorphous silicon based thm film solar cells.
3. Review' of optical model and integrated cleetrical-optical 
tiKKlel
In most the above models, the optical generation term 
G, in the continuity equatit>ns was calculated using a 
formula'based on the simple exponential law o f ab.sorption.
1 lerc, Gf ~  and represents the photo-
generation due to light o f an arbitrary spectrum where the
incident flux o f each comi-Kinent wavelength A, characterized 
by an absorption c<.>cfficienl o f in the material, is 
C(mstant values were chosen for the reflections at the 
friuit and the back surfaces. 'I'his simple formula is not 
able to calculate correctly the absorption inside the device 
because several aspects have been neglected. The 
w'avelcngth dependent reflection at the front tran.sparcnt 
conducting oxide (TCO), and from the back contact metal 
and absorption in these two end layers, need to be 
piopcriy considered. Also light trapping effects due to 
textured TCO surfaces and specular interference effects 
when the TCO is Bat, should be taken into consideration. 
A good optical design is one o f the key attributes for 
achieving high-efficicney silicon .solar cells. Thus it is 
important to design a structure in which the absorption o f 
incident light in the active parts o f the cell is a maximum. 
In case o f a-Si:H solar cells, several light trapping techniques 
have been implemented to achieve this aim. These include 
the introduction o f textured (rough) surfaces and the use 
o f special reflector layers to keep light inside the active 
part o f the cell. With the irnplcmenlaiion o f various light 
trapping techniques the cells become very complicated 
systems and, it becomes essential io  replace the above 
simple and straightforward exponential absorption law by 
sophisticated optical models. In this approach the .solar 
cell IS regarded as a multi-layer ihin-film optical sy.stem 
and the optical behavior o f this system, which has to take 
into account rellection and transmission at all interfaces 
and absorption in all layers o f the system, is .solved using 
numerical techniques. The general treatment o f optical 
properties o f thin films can be found in several references, 
e.g. Heavens [47J. This treatment uses the complex refractive 
indices o f the media and the effective Fresnel’s coefficients.
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The texture causes scattering o f incident light at the 
interface and in general, the amount and the angular 
distribution o f scattered light depend on the refractive 
indices o f the media, the texture o f the interface, and the 
incident angle. I f  the exact morphology o f the rough 
interfaces is known, one can apply several approaches 
such as geom etrical optics, physical optics or 
electromagnetic theory to study the scattering o f light at 
these interfaces. As the texture introduces spatial variations 
in all three dimensions o f device structure, the precise 
optical modeling o f the solar cells on textured substrates 
should be carried out using at least two-dimensional (2-D) 
modeling. But, this rigorous treatment requires enormous 
computation facilities and so a semi-empirical approach is 
usually chosen. Different groups have addressed this 
problem by more or less sophisticated semi-empirical mtxlels. 
Among them, the scientists who attempted this first, were 
Yablonovitch [48] and Cody [49J, This group was followed 
by Deckman et al [50] and Shade and Smith [51J.
An original semi empirical optical model for simulating 
the optical properties o f solar cells had been developed at 
the Laboratoire de Physique des Interfaces ct des Couches 
Minces (LPICM ), Ecole Poly technique, France, by Leblanc 
et al [52—54]. In this model diffuse reflectances and 
transmittances due to interface roughness are derived from 
angular-resolved photometric measurements, and are used 
as input parameters to the numerical program. The 
electromagnetic field’s specular reflection and transmission 
coefficients are assumed to be proportional to the classical 
Fresnel coefficients, the proportionality factor depending 
on the amount o f total diffused light. Consequently specular 
light coherence is kept and specular interferential effects, 
which may be observed experimentally with a flat or even 
a moderately rough TCO substrate, are taken into account. 
However, phase coherence between the diffused light at a 
rough interface and the incident light is assumed to be 
lost, so that diffused light effectively behaves as a new 
source o f light; which again is partly diffused and partly 
specularly transmitted or reflected at a rough interface. 
The meth(xi is to calculate the total Poynting vector flux 
(due to the direct incident, specularly reflected and diffused 
light) at the entrance and exit points o f each layer; thus 
obtaining the amount o f light absorbed in each. Moreover, 
the mathematical treatment o f the optical model permits 
one to consider normal or oblique incidence o f the 
impinging light. The model yields the amount o f light 
absorbed in each layer o f a stacked structure (including 
the TCO  and the metal contacts) and estimates the 
percentage o f  light reflected from the front surface o f the
device (optical reflection loss).
Another approach to integrated optical and electrical 
modeling was taken by Rubinelli et al |55]. For 
helerojunctions having textured TCO as the front contact, 
the generation rate profile was calculated by a light ray 
tracking optical modeling, accounting for light scattering at 
rough interfaces. A  light beam in a medium, propagating 
into the next medium was split at the interface into a 
transmitted and a retlected ray. The complex reflected and 
transmitted waves were given by the standard Fresnel’s 
equations. These two rays were tracked by the computer 
until the next interface was reached and this procedure 
was repeated till the ray amplitude became negligible. This 
process is performed on all other rays until tracking o f 
new rays no longer alters the calculated average 
ab.sorbance.
Chatterjee et al [56] integrated the optical model o f 
Leblanc et al [54] de.scribed above into a global electrical- 
optical model, capable o f simulating the properties o f the 
present day state-of-the-art solar cell or any other opto­
electronic device in its entirety. The model lakes into 
account both specular interference effects and diffused 
reflectance and transmittance due to a n^ugh textured 
surface. In amorphous semiconductor devices, the electric 
field is highly non-uniform on account o f carrier trapping 
in the large number o f gap states, especially under 
illumination. Hence calculation o f the total light absorbed 
in each layer o f the cell is not enough to study in detail 
the transport properties as a function o f position in the 
device. Thus, in order to calculate accurately both the 
non-uniform light absorption and the extremely non-uniform 
field inside an amorphous device, in this model, any 
semiconductor device structure is subdivided into a large 
numbers o f (typically 400 to 1000) grid points. The light 
absorbed in each layer (as well as the reflection loss from 
the device) is obtained by taking the difference o f the 
Poynting’s vector flux from the top and bottom interface 
o f each layer as already stated. A  maximum o f two rough 
interfaces have been considered in the model. This electrical- 
optical model will be described in detail later.
Several other semi-empirical 1-D optical models based 
on thin-film optics have been developed [57,58]. These 
models use the average scattering data o f the rough 
interfaces in a-Si:H solar cells which can be determined 
experimentally. The model developed by Tao et al computes 
reflection and transmission at each interface o f  a multi­
layer structure by using the Fresnel’s coefficients that is 
only specular reflection or transmission is taken into 
account. Only normal incidences o f the light can be modeled
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and scattering at the surfaces is not taken into account. 
This model was later improved [59] to take into account 
scattering due to textured substrates and in its final form 
IS similar in approach to the model o f Leblanc ct al [54J, 
with the added advantage that any number o f rough 
interfaces may be considered. This model has also been 
integrated into a combined electrical-optical model [60]. An 
excellent review o f electrical modeling, optical modeling 
and the electrical-optical modeling approach is given by 
Schropp and Zeman [61)
4. Dynamic inner collection efficiency in a-Si:H based 
P IN  solar cells
Tn order to improve the conversion efficiency o f amorphous 
silicon based solar cells, various analyses o f the solar cell 
photovoltaic characteristics have been carried out. One 
important analysis that is necessary to improve the device 
design is to calculate the depth profile o f the photo­
generated carrier collection efficiency in the solar cell. We 
will then be in a position to PW-point in exactly which 
region o f the device {e.g. P/l interface, /-layer, N/l interface, 
etc.) the photo-generated carriers are mainly being lost. 
Takahama et al [62] first developed such an analysis for 
the calculation o f the dynamic inner collection efficiency 
(DICE) in amorphous silicon solar cells. This quantity is 
defined as the probability that an electron-hole pair 
generated at a certain' depth x inside the solar cell is 
collected, in other words, that it contributes to the external 
solar cell current. DICE(jc) therefore represents the depth 
profile o f the carrier collection efficiency within the solar 
cell.
The first calculation o f DICE by Takahama et al [62] for 
hydrogenated amorphous silicon (a-Si:H) P IN  solar cells 
made use o f quantum efficiency (QE) experiments, where 
the current generated by a monochromatic light impinging 
on the cell, under a' given bias light and bias voltage, is 
measured. This method involves calculating the inner 
collection efficiency at a certain depth xj, viz., DICE(Xj), j  
= 1, 2, ...m  , in a P IN  solar cell, using the measured 
normalized external collection efficiency, ri(Ei), / =  1, 2. 
...n, where E  is the incident photon or electron energy, 
through a rectangular matrix, g  o f  elements, g/, =  g(Et, Xj)
V ^ g D /C E . (2)
Solving this^  equation for DICE, requires in principle 
inversion o f the matrix g (therefore, for the matrix g to be 
invertible) and for m to be equal to n. However, approximate
solutions can be found for the over-determined case m < 
n as also for the underdetermined case m > n, using the 
Singular Value Decomposition (SVD  -  Takahama et al,
[62]) technique. In a typical solar cell however, DICE 
should be calculated at a large number o f points (m ) in the 
device because under operating illumination conditions, 
the electric field is strongly position dependent. Since in 
QE experiments, appreciable response from an a-Si:H based 
solar cell is obtained only over a wavelength range 
spanning fmm 0.35 pm  to 0.75 pm, m is in fact much larger 
than / I .  'fhus the solution attempted via the SVD technique, 
has resulted in oscillatory and unstable solutions [63,64].
To ifnprove the resolution in the standard DICE 
approachi in the back and middle o f the /-layer, Fischer [63] 
introduedd the ‘bifacial DICE analysis’ , where the combined 
quantum* efficiency measured from the P-side and that 
measured from the V-side are used to generate the /-layer 
DICE profile. This analysis requires the solar cell to be 
contacted with a transparent conducting oxide back contact, 
so that light can also be made to enter the device from the 
back. The drawback is that this is not the case in a solar 
cell for optimized performance, so that the DICE calculated 
by this method, does not represent the DICE o f a solar cell 
under optimal operating conditions.
Electron beams too can be used as probe instead o f a 
probe monochromatic light, and the electron beam induced 
current (EBIC) technique at variable electron beam energy, 
has also been used to calculate the inner collection 
efficiency in a-Si:H based devices [65]. In this method, 
electron-hole pair generation in the material takes place 
under the influence o f an electron beam o f energy E, and 
beam current //,. The EBIC technique also relies on matrix 
inversion (inversion o f eq. (2) above). However, its 
advantage over the photo-current generation method lies 
in the fact that this generation function exhibits a maximum, 
the position o f which increases with E. It can be shown, 
that this leads to an easier numerical inversion. However, 
a weakness o f this method [65] is the uncertainty in the 
value o f the electron-hole pair generation function.
These techniques belong to the ‘ inverse problem 
solving’ approach, in the sense that one tries to calculate 
DICE from the external collection efficiency via a matrix 
inversion. It was shown for the first time by Chatterjee’s 
group [66], that DICE or the position-dependent inner 
carrier collection efficiency or PDICE, as the quantity has 
been named hereafter, can also be calculated using a 
detailed electrical-optical model. This involves extracting 
the parameters characterizing a given solar cell, by
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simulating its experimentally measured J~V and QE 
characteristics under various conditions using a detailed 
electrical-optical model based on the solution o f the 
Poisson's and the continuity equations. These parameters 
can then be used via the ‘direct problem st)lving’ approach, 
that will be described in Section 5.3, to calculate the 
PDICE profile under given bias illumination and voltage 
conditions.
5* Description of such a typical detailed onc-^imensional 
electrical-optical model (ASDMP)
The model that will be described in detail is the one 
developed by Chatterjee and named "Amorphous 
Semiconductor Device Modeling Program (A SD M P)' [30, 
31,56]. It is a versatile model, capable o f simulating both 
the electrical and optical properties o f a solar cell; in brief 
the functioning o f a solar cell m its entirety. The electrical 
part consists o f a detailed ab initio computer model 
capable o f simulating the dark and the illuminated current 
density-voltage (J -V ) characteristics and the quantum 
efficiency o f the devices, in the process analyzing the 
electric field, carrier transport, recombination and trapping 
in the gap stales as a function o f position in the device. 
The pn^gram used here is applicable to a general /i-layer 
device where the material properties vary with position 
and the gap state properties with bt)th {xisition and energy. 
The different layers may be amt>rphous, microcrystal line or 
polycrystallinc. The model helps to analyze the role o f the 
defects and their impact on the overall operation o f the 
device. It also plays an important role in providing valuable 
feedback for device optimization. By helping to provide 
the necessary directions, it also cuts down on the time 
spent on costly and time-consuming experiments.
This electrical model has been integrated [32] with an 
optical model (541 which takes into account both specular 
interferential effects and diffused reflection and transmission 
due to a rough interface. The latter is very important when 
a solar cell is deposited on a rough textured transparent 
conducting oxide (TC O ) to enhance light trapping in the 
device. Besides solar cells, the model has also been 
successfully applied to semiconductor detector structures
[67], temperature sensors [34] and color sensors [35].
5./. Electrical model :
In the electrical part o f the model, three coupled differential 
equations : the Poisson's equation and the two carrier 
continuity equations, are solved simultaneously under non- 
equilibrium steady state conditions {i.e. under the effect o f
voltage or light bias, or both), directly from the first 
principles. The equations used are :
Poisson's equation :
V  (A )  _  p { x )
Hole continuity equation :
1 dJ (x)
0 ^ G ( x ) - R ( p { x h n ( x ) ) -  *
q ox
Electron continuity equation :
0 ~ G (a ) -  R { p i x ) , n ( A ) )  -f
1 d 7 „ (.v )
q
where >o(x) = net charge density
=  ^y[/J(-v)-;i(-v)+ p, ( x ) - n ,  (J i)+  
and the electric field 
^ B ^ P (x )
(3)
(4)
(5)
(6)
(7)
Here, i' is the dielectric constant, E the electrostatic field, 
ip{x) represents the position in energy o f the local vacuum 
level, X the position in the device, p and n the valence- 
band hole density and the conduction band electron density 
respectively, q the electronic charge, R the recombination 
rate, p j  and nr the trapped hole and electron population 
density respectively, the net doping density, if any, G 
the electron-hole pair generation rate, Jj, and the hole 
and electron current density respectively and and 
the hole and electron quasi-Fermi levels. In our calculations, 
the three state variables that completely define the state o f 
a device have been taken to be the local vacuum level, 
and the quasi-F-ermi levels and . Once these tliree 
dependent variables are known as a function o f jr, all other 
information about the system can be determined as 
functions o f position. In thermodynamic equilibrium, the 
Fermi level is a constant as a function o f position, and 
hence the three eqs. (3)~(5) essentially reduce to only one 
equation, v/z., the Poisson's equation. This is a second 
order non-linear differential equation, with one dependent 
variable, local vacuum level y/{x) and one independent 
variable ( jc) .  This equation must be solved subject to the 
boundary conditions
V^(0) = 0 -  ;t (^ ) + 0^  ^+ 2:(0)
and
t ^ (L )  =  0
(8a)
(8b)
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in thermodynamic equilibrium. Once y/ yA .x )  is obtained, 
the band edges, fields, free carrier pKjpulations and trapped 
charges present at ihermtxlynamic equilibrium arc found.
In the nomthermodynamic equilibrium steady-state, a 
system of three coupled non-linear second order differential 
equations in the three unknowns j are
obtained. In order to solve these equations for our state 
variables need six boundary conditions,
two for each dependent variable. The two boundary 
conditions used in non-thermt^dynamic equilibrium are 
modified versions o f C8a) and (8b)
i// (0) = 0 -  Z (0 ) -  V (8c)
and
V^(/.)=0, (8d)
where L  is the length o f the device, ;rt0), z^L) are the 
electix>n affinities at -v = 0 and v -  L respectively and Vis 
the externally applied voltage, </>u) and are the distances 
m energy from the I'ermi level to the conduction band in 
thermodynamic equilibrium. It should also be mentioned 
here that y/ — y/ (x) — O is cht>sen to he the position in 
energy o f the vacuum level at the boundary point a = L.
The four other boundary conditions arc obtained from 
imposing constraints on the currents at the boundaries at 
\ = 0 and A = L. These constraints force the mathematics 
to acknowledge the fact that the currents must cross at .v 
= 0 and A = L  (the contact positions) by either therm-ionic 
emission or interface recom bination. Hxpressed 
mathematically, wc obtain the followings :
Jn (0) =  [;;(0 ) -  /i„(0)J,
J „ (0) = [/h O) -  (0 ) ]  ,
y„ (.L) = [/»(/,) -/!<,(£,)] ,
J =  <sr5p/. [ / ’ ( ly) -  .
(9a)
(9b)
(iOa)
(10b)
where5 „ are surface recombination velocities for
electrons and holes respectively at the x = 0 interface, and 
the q u a n t i t i e s a r e  the corresponding velocities at 
the X = L interface. The largest value they can have is 
--10  ^ cm/sec dictated by thermo-ionic emission. Here 
'*(0)/7(0) are the electron (hole) density at a* = 0, 
/i(L)^>(L)are the same at a* = L. t\f0)pQ(Q), p^^{L) ,
are the electron (hole) density in the thermodynamic 
equilibrium at jc = 0 and a' = L  respectively. The quantities 
(pRU, SttQf, Spo, S„i^  and Sp,t are the six boundary 
conditions that determine the quality o f the contacts to
the solar cell or the semiconductor device under study. By 
varying the.se one can change the degree o f ohmicity o f 
the contacts. With the help o f the boundary conditions 
stated above, the three equalitms (3) to (5) can be solved 
simultaneously for i/r = i//(a ) , and
p —  ^ . For this, the different terms in the equations
are to be calculated first. This is di.scussed below.
5.1.1. Calculation o f the net charge density :
The net charge density p (A )can  be represented by eq.
(0 ) :
p ( x ) ^  q ^ p i x ) - n { x ) +  Pf { x ) ~ n ,  ( a )+  ] ,
where /?(a ) is the number o f valence band holes per unit 
volume, f?( v) is the number o f conduction band electrons 
per unit volume, pj (jc) = number o f trapped holes per unit 
volume arising from continuous localized states,/i, ( a ) = 
number o f trapped electrons per unit volume arising from 
continuous localized states, = net effective di.scretc
localized state density, which may be the impurity trapped 
charge in the case o f doped semiconductors.
A. Free carrier population model :
Calculation o f free charges in thermodynamic equilibrium : 
The models for the n and p terms t)f eq. (6) arc developed 
assuming the very general band structure seen in Figure 
1. llerey/ ~y/{x) gives the value o f the vacuum level 
at some point x'.
The free-hole density at thermodynamic equilibrium 
P i , ( x )=  (V „(A )exp[-{£,__ -C ,, (a )}/ *7 'J . (11)
From the definitions,
= y / (L )-x (.L )-< t> ,„
or
E , ^ = 0 - X { L ) - % ,  . (12)
Also
E , ( x ) = \ i t { x ) - x i x ' > - E ^ i x )  (13)
From eqs. (12) and (13), (11) becomes
Paix)  = A ,.(A c )ex p [- {O -;t (£ - )-0 „  -V'(Jc)
+X(.x) + E^{x) }/kT' ] .  (14)
Similarly, free electron density.
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charge state and that the difference in the formation 
energies depends on the Fermi energy and the energy o f 
the defect itself.
Stutzmann 174| introduced the weak-bond dangling- 
bond conversion model and Smith and Wagner [75] 
identified the weak-bond energies with the valence-band- 
tail states, which are exponentially distributed in energy, 
giving a further distribution o f formation energies.
Winer brought together these different aspects in a 
classic paper, which defined the modern defect-pcxil model 
(76|. He calculated the density o f states in undoped and 
doped a-Si:H and produced the key result that for a 
sufficiently wide pool, negatively charged defects in N- 
type material were lower in energy than positively charged 
defects in P-type material, even when the correlation energy 
is positive. This surprising result, found in many 
experiments (68,77,78) could not be explained on the basis 
o f fixed Gaussian distribution functions representing 
dangling bond defects.
Powell and Deane [79,80] have presented a modified 
defect-pool model, where they have shown that the energy 
spectrum o f the density o f states does depend on the 
number o f Si-H bonds mediating the weak bond breaking 
reaction, and that on this basis it is possible to calculate, 
analytically, the density-of-states distribution. They have 
concluded that the best agreement with experimental results 
is obtained for a rather wide defect pt>ol and for a model 
where two Si-H bonds mediate the weak-bond breaking 
reaction. Using data from a wide range o f experiments, 
they have calculated a density-of-stales distribution for 
intrinsic a-Si:H with approximately four times as many 
charged defects as neutral ones.
The defect-pool model for calculating the density o f 
dangling bond defects in hydrogenated amorphous silicon, 
has not yet been incorporated into ASDMP.
(ii) Probability o f  occupation function :
As already mentioned, in amorphous semiconductors, a 
quasi-continuum o f states exists in the mobility gap. Their 
distributions, as assumed in this model, has been described 
in the previous .section. Here, therefore the total number o f 
trapped holes per cc (pr) must be computed by integrating 
the trapped charges in all the donor-like states. Likewise, 
/17, the total number o f trapped electrons per cc, is 
computed by integrating the trapped charges in all the 
acceptor-like states. It may be pointed out here, that we
have assumed all states to be singly charged states. In 
other words, a donor-like state is defined as one having 
a single positive charge when empty, and is neutral (has 
zero charge) when filled with an electron. An acceptor-like 
state has a single negative charge when occupied by an 
electron, and is neutral when empty. In order to calculate 
the values <^ f p j and rtr in both thermodynamic equilibrium 
and in the non-thcrmodynamic equilibrium steady state, we 
need first to consider the probability t>f occupation function.
Thermodynamic equilibrium probability o f  occupation 
function :
The usual Fermi-Dirac distribution function :
fo ~
I + expj^CE, - (25)
represents the probability o f electron occupation o f a 
slate. 'Fhe probability o f hole occupation is given by 
(1 —/ „). In the above equation E, is the position on the 
energy scale o f a defect level in the mobility gap, is 
the thermodynamic equilibrium Fermi Jevel and 7’ the ambient 
temperature.
Non-thermodynamic equilibrium steady state probability 
o f  occupation function :
In order to arrive at the expression o f this probability 
function, wc have made u.se o f the Shockley-Read-Hall 
model and considered the follow ing four processes 
responsible for populating and depopulating a particular 
defect state N, in the mobility gap ; (a) electron emission
(b) electron capture c„, (c) hole emission and (d) 
hole capture r,.
where
= a,,/ ■ (26a)
<•„ =n(l-/)/V,CT„v,^, (26b)
(26c)
(26d)
where is the capture cros.s-sect ions o f electrons
(holes) in the states Nf cm"-^ , v is the thermal velocity and 
and O/, are constants to be determined using the law o f 
detailed balance in thermodynamic equilibrium, /  is the 
probability o f occupation function. For any steady state 
condition, the following equation holds :
= S , = ^ .  (27)
where R is the recombination rate in cm"^ sec"'.
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jn thermodynamic equilibrium, R -  0 and we have
r -e.. = c „  = 0 . (28)
In thermcxlynamic equilibrium, using/ = /o (eq. (25)) and e„ 
= c„. we obtain from eqs. (26a) and (26b)
g - / o )
fo
(n n in thermodynamic
equilibrium).
; /I, = e x p [- (E  - E , ) / k T ] . (29)
Similarly using /  = fo and e,, = r,„ we obtain from eqs. (26c) 
and (20d)
fo
l - / o
crv,^
Thcrmoiiymimic equilibrium trapped charges :
For a band o f donor states in the energy region \E\, Ef\ 
with constant DOS per energy G, = G/> the trapped hole 
population is given by :
p , = c f \ { ! i - f „ { E ) ) d E , (32)
where in the thermodynamic equilibrium probability o f 
occupation function, given in eq. (25).
Similarly, for a band o f acceptor states in the energy 
region DE., /12I with constant DOS per energy G, = Ga> the 
trapped/electron population is given by :
=* J f„dE . (33)
'p^ih^ (j? -  po in thermodynamic
* ^0 y
equilibrium).
=  <^p'',hP, P i =  exp [ - ( £ , -  E„)//cr j . (30)
In the above, no(j)o) is the free electron (hole) population 
in thermodynamic equilibrium and (A^ ,, )the effective 
DOS m the conduction (valence) band. Substituting the 
expression o f (eq. (29)) and Uf, (eq. (30)) in eq. (26), we 
obtain, using the law o f detailed balance (eq. (27)), the 
expression for the probability o f occupation function f  in 
the steady state condition under voltage or light bias as
/  = (fT„/i + )/[cr„ (ft + /J, )-t CT,, (p  + p, ) ] ,  (31)
where n(p) are the free electron (hole) population in the 
non-equilibrium steady state. In calculating the above 
expression for the occupation function, we have correctly 
accounted for the temperature effect, i.c. the Taylor- 
Simmons [16] approximation (F  = 0*^K) has not been u.sed 
in the present analysis.
(///) Charge in localized states :
We obtain p r  and nr, the trapped hole and electron 
densities in the localized gap slates by integrating the 
product o f the localized gap state density and the 
occupation function across the mobility gap. We do this 
by dividing the energy gap into a large number o f intervals, 
assuming the density o f states per energy, G, to be 
constant in each tiny energy interval [£ i, iEil- Gt is the 
value o f the DOS at the midpoint o f the energy interval, 
calculated using the various distributions, described in 
part (i) o f the present Section ‘Continuous localized state 
model’ .
Trapped charges at the steady state under voltage and/ 
or light bias :
Here again, for a band o f donor states in the energy 
interval.
Here again, for a band o f donor states in the energy 
interval l£'i, E 2 ] with constant DOS per energy G, = G/>, 
the trapped hole population is given by :
p, = c , , J ( i - / )^ y E , (34)
where /  is the probability o f occupation function in the 
non-equilibrium steady state given by eq. (31).
Likewise,
n, = c f \ f d E , (35)
where Ga is the constant density o f acccptor-like stales in 
the energy interval [Ei, Ei]-
5.1.2. Recombination through localized states :
The recombination term, R appears in the continuity eqs. 
(4) and (5). To develop the equation for the recombination 
traffic through the gap states we use the Shockley-Read- 
Hall model using the expression (27) for the recombination 
R we obtain
^  )
R = c „ - e „  = ( c ^ - e ^ ) ,  f36)
where /  is the probability o f occupation function under 
non-equilibrium steady state conditions, and is given by 
eq. (31). The above expression is obtained by substituting 
the value o f a„ in eq. (29) in the expression for (eq.
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(26a)) and also using the expression (26b) for c„. 
Substituting for /  from eq. (31) and simplifying, we obtain
R(cn\- sec ) =
np — n,
(37)
where n„ the intrinsic carrier density is given by
-E ,
n, =  yjN^N^ exp
2kT
(38)
For a band o f states {Nt cm''- )^ in the energy region [£'i, 
E l] with a constant DOS per energy G/, the expression lor 
recombination becomes ;
np -* n'l
CT„(H + /l,) + c r ^ (p + p ,)
dE (39)
5.1.3. Expressions fo r  J„, Jf, :
Current density terms J„ appear in the continuity eqs.
(4) and (5). From transport theory, these have been 
expressed as :
= (40)
J n {x )  = qnli„VE , . (41)
HereAt„(/tp) are the electron (hole) band microscopic
mobility, ( ^ f^ )  -  the quasi-Fermi level for electron
(hole) and q  — the electronic charge.
The equation for J„ and Jp can be expressed as
= qnp.„V{yf - x ) - ^  - q n U y  (In ),  (42)
•/p = {}>f - X - E , ) ~ q D ^ V p  + qpD^,V(In  A ',) ,
(43)
where y/ is the vacuum level, x  is the electron affinity, 
Dn{Dp) -  the electron(hole) diffusion constant, and Nt{Ny) -  
the effective DOS in the conduction (valence) band. Here, 
term 1 is the drift due to the ‘effective field ’ on the 
electrons (holes), which in a hetero-junction { y x  ^  0 ) 
includes besides the usual electrostatic field, also a 
contribution due to the gradient in the electron affinity. In 
other words, term 1 includes the gradient o f the conduction 
(valence) band edge Ec(Ev). For a homo-junction, V x  = 0 
and hence, the first term reduces to ip only. Term 2 is the 
dsual diffusion term due to the carrier concentration 
gradient, while the last term determines the diffusion due
to the gradient ( i f  any) in the number o f available states 
M(/Vv) per cm"' in the conduction (valence) band.
5.2. Calculation o f  dark reverse bias current taking into 
account high f ie ld  em ission under reverse bias 
conditions :
In any type o f detector structure, the dark reverse bias 
current is detrimental to device performance. That is why 
it is very important to have the minimum possible value for 
the dark reverse bias leakage current. The possible origins 
o f this leakage current arc bulk thermal generation, contact 
injection and edge leakage. It has been demonstrated that 
for PIN  structures with doped layers that provide good 
blocking contacts, the contact injection currents are 
negligible; hence the dark reverse bias leakage currents are 
controlled by thermal generation o f electron-hole pairs 
through the bulk defect states. It was demonstrated {8i,82J 
that the reverse bias cuiTcnt is strongly inlluenced by the 
high electrical field existing in a diode under reverse bias. 
These authors suggested that field-enhanced thermal 
generation takes place under reverse bias conditions, and 
introduced this effect in their simulation model AM PS via 
a Poole-Frenkel mechanism. Similar modifications have been 
introduced in the model ASD M P o f P  Chatterjee, who 
demonstrated that the reverse bias dark current is enhanced 
by nearly three orders o f magnitude in the ca.se o f a thin 
-6(X) nm diode. The high field enhancement (I IFF) effect 
was originally suggested by Pcx>le f83,84} and later modified 
by Frenkel [85]. It basically enhances the population o f  a 
band in the presence o f an electric field. Let us consider 
a donor-like localized gap .state, which is characterized by 
a long-range Coulombic attraction for electrons. Then in 
the presence o f an electric field the superposition o f the 
Ctmlomb potential o f the donor-like site and the potential 
o f the electric field results in the lowering o f the ionisation 
energy o f the donor-like site by an amount I f  the 
donor-like sites are far enough apart that their Coulomb 
potentials do not overlap, as wc assume to be the case 
here, then [86,87]
In this equation.
(44)
(45)
where ^ is the material permittivity and q^ the electronic 
charge. The conductivity o f  the conduction band is then 
enhanced by the factor
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exp (/3|"V A :r). (46) _ a y „ o (B z , ,v )  ,
where /: is the Boltzmann's constant and T  — the absolute 
temperature. This is the Poole>Frenkel effect that enhances 
the thermal generation in the presence o f an electric field. 
It was only after this modification in the program was 
made, that we could correctly reproduce the experimentally 
measured reverse bias currents from P IN  diodes having 
standard hydrogenated amorphous silicon  and 
polymorphous silicon /-layers.
5.3. Calculation o f  the position-dependent inner carrier 
collection efficiency ( PD IC E )  in solar cells :
Position dependent inner carrier collection efficiency 
PDICEto) has been calculated as follows: The P/N cell is 
divided into a large number o f segments (typically 6()0), so 
that the calculated PDICE may be .sensitive to the internal 
electric field, under a given bias light (B L ) and voltage V. 
BL IS assumed to enter through the P-layer, and the start 
o f this layer is designated as jc = 0. For the purpose o f 
calculating PDICE at jc,, we produce with the help o f our 
model, generation o f BL in all the 600 segments, and 
additional G(jc,) generation in only the segment at x^ . 
Similarly for calculating PDlCE{Xt.^\) we produce additional 
C(jr,+j) generation in segment x,+i. G(x3 may be prcxluccd 
by any light signal, but it must have a delta function 
p>osition dependence, being non-zero only in the required 
segment Xt where P D IC E  is being calculated. The 
normalized collection, Cp,o (G(jr,),BL. V) o f holes at v = 0, 
due to G(jC|) at x, is defined as :
[ A h s U ^ , , { { B L -^ G { x , ) \ V ) ) -A b s U ^ ^ ^ { B U V ) )y q
G{x, )
, (47)
where the subscript ‘0 ’ o f the hole current Jp represents 
its value at x =  0 and q is the electronic charge. This 
collection depends on the applied BL and V. We can 
similarly define the normalized collection Cn,QiGix^),BL,V) 
o f electrons at x =  0, due to G(x,) at x,. Then :
PDICEix^ , BL, V ) =  )*
~C„.o(G (x^),BL,V). (48)
The difference in the numerator o f eq. (47), AJpo., is in 
general, the sum o f :
(G (x ,)) (49)
The first term o f eq. (49) is the hole current at x = 0 due 
to the generations G(x,) at x,. The second term is the extra 
BL hole current at x = 0 ( i f  any) due to the now well- 
known ‘photogating effect’ [88,89,35], where represents 
different parameters, a change o f which may give rise to 
this effect, such as the electric field, N/I potential barrier, 
etc. But for PDlCE(x,) to be calculated from eq. (48), the 
numerator o f (G(x,).BL. K) should be the first term o f 
eq. (49) alone. To minimize the effect o f the second term 
o f the eq. (49), G(x,) is chosen to be two orders o f 
magnitude lower than the intensity o f B L  at X/. Under 
these conditions, the second term in eq. (49) is often 
negligible, but when it is not, PDICE has to be renamed 
a ‘position-dependent carrier collection response’ instead 
o f ‘efficiency’ . Also then, PDICE (x,) becomes a function 
o f the intensity o f G (x,). We would like to emphasize 
however, that in all experiments on QE and calculations o f 
PDICE [62,63], the modifications described by the second 
term o f eq. (49) actually exist, and when non-negligible, 
can give rise to QE or PDICE higher than unity. The value 
o f PD IC E  (x,) calculated by eq. (48) is identical to its value 
tom  :
PDICE{x,  C„ , (G ( x )^, B U Y )
(50)-C ,,,(G (.x,),BL,V/),
where Cn,dG(xO.BL,V) and CpL(G(x, ) .BL,V)  are the 
normalized collection o f electrons and holes respectively, 
at X = L (the A-layer/metal back contact junction), due to 
the generation G(x<) at x,.
5.4. Generation/optical model :
In our present integrated electrical-optical modeling program, 
there are two options f<or calculating the generation term 
in the continuity equations: (i) the generation model using 
the exponential absorption law and (ii) the generation 
model which besides calculating the absorption via the 
exponential absorption law, also takes into account specular 
interferential effects as well as light trapping due to rough 
interfaces. It is this latter optical model that has been used 
for all calculations in this article.
(/) Generation model using the exponential absorption 
law :
Initially in this program the optical generation rate G which
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appears in the continuity eqs. (4) and (5), was calculated 
using a formula based on the simple exponential law o f 
absorption. Here,
(51)
and rcpre.sents the photogeneration due to light o f an 
arbitrary spectrum where the incident Hux o f each 
component, characterized by an absorption coefficient o f 
in the materiah is <px- This exponential absorption law 
may be u.scd for the calculation o f the generation term. 
But, this method has several drawbacks, c.g. the optical 
losses suffered by reflection or in the transparent 
conducting oxide at the front contact and in the back 
metal contact are not considered properly. Furthermore, 
specular interferential effects or light trapping by diffused 
reflection and transmission due to scattering at rough 
surfaces were not taken into account at all. Hence, an 
alternative method was incorporated in the program to 
calculate the optical generation in the device correctly. 
This is dc.scribed below.
(//) Generation model taking into account specular 
interferential effects and liftht trapping due to rough 
interfaces :
The generation term in the continuity equations has been 
calculated using an original semi-empirical model [52, 54], 
that has been integrated into the modeling program. Figure 
4 shows the propagation o f light in a P IN  device which 
is deposited on a textured TCO  coated glass sub.strate. A 
part o f the light is specularly reflected and transmitted, 
while the other part undergoes diffused reflection and 
transmission. This is .shown in more details in Figure 5. 
Due to the roughness o f the TCO  and jumps in the 
refractive indices between the different materials shown, 
two types o f optical confinement take place, which may be
distingui.shed in terms o f their relative distance :
(a) Local trapping in the thin layers, due to reflection at 
different interfaces. This, as shown in the figure, is on a 
microscopic scale and takes place in the layers o f the solar
IM G)
Figure 4. Propagation of light in a PtN device deposited on a rough 
surface : local and non-local trapping.
Figure 5. Schematic illustration of the assumptions of the model for 
the specular and dilfused transmission and rellection of the TE mode. 
The same assumptions arc made for the TM mode, whoic H replaces L.
cell itself. The blue wavelengths are strongly absorbed in 
a-Si:H, and hence local trapping for such wavelengths is 
unimportant. However for the weakly absorbed red 
wavelengths > 6000 A, such trapping is very important. 
The index o f refraction is the highest for intrinsic a-Si:H (/i 
~ 3.7 for 6000 A ) and decrea.scs progressively as one 
passes through the P-laycr {n 3.4), the T (?0  {n -  1.0),
glass (/I -  1.5) and air {n =  1). Thus on account o f total
internal rellection, a considerable part o f the energy
reflected by the metal electrode is trapped in the active 
absorber a-Si:H layer.
(b) Non-local trapping, due to total internal reflection o f 
the energy diffu.sed by the structure at the glass/air 
interface, and shown in Figure 4.
Wc now come to a brief description o f the optical 
model. According to the classical thin film theory, the 
propagation o f an electromagnetic plane wave incident 
upon a stack o f thin layers separated by ideally flat
interfaces, can be solved from the classical Maxwell 
equations. For general non-normal incidence, the incident 
light is divided into two polarized modes ~ the transverse 
electric (TE) and the transverse magnetic (T M ) ~ which are 
linearly polarized perpendicular to the direction o f 
propagation, Le, to the wave vector k. For the TE  (T M ) 
polarization mode, the field ’s amplitude reflection and 
transmission coefficients 're. and I’r£j2 ( ^^^12 )
at the interface between two layers 1 and 2 depend on the 
electromagnetic wave’s angle o f incidence, is the
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component o f k lying in the interface plane xy. According 
to the Descartes-SneH’s law, k^ y remains constant at the 
reflection and refraction at each interface, and therefore is
an invariant variable when specular 
through the entire stack. Thus, ,
are given as functions o f by :
A:,
e, 2^
t',
k.
2k,
k, +k^^
'^i2 - ~
light propagates 
 ^ and
(52)
(53)
an A/^ -layer stack surrounded by two semi-infinite media 0 
and N + 1, the boundary conditions (
i^iicicicnt ~ ^0 ♦ ) allow the calculation o f the field in each 
layer, as a function o f .
3’hc Poyn ting ’ s vector Z ' correlates the total 
electromagnetic field with the electromagnetic energy 
transport through the stack. It's flux through an unit area 
o f interface surface is the power flux passing through the 
surface. Z  is given by :
S  =  :^Re^£:x//’' j
From Maxwell-b’araday’s equation. :
(58)
where
k,„ ^ ( f ) ‘ - k t (m  = 1 ,2 ) .
due t o t  •*, =
2n
A
(55)
where and e„, are the complex refractive index and 
dielectric permittivity o f the medium //i, and A the wavelength 
in vacuum.
The total electromagnetic field at each interface o f the 
entire stack is the sum o f the components coming from 
multiple rellection and refraction. This total electromagnetic 
field may directly be derived by using the powerful matrix 
method o f Abeles 190,91]. At a given interface between 
two media m and //i + I, in the case o f TE mode (for the 
TM mode, the magnetic field amplitude H  replaces the 
electric field amplitude E ), fields propagating in both 
directions and in the medium rn are correlated to 
the fields and E^+x.- propagating in the medium m
+ 1 by the interface matrix given by
Ini/nt + l
1 1
(56)
Field propagation through layer m is described by a 
diagonal propagation matrix Pm given by
0 e \ p (+ ik j„ )
(57)
// = — k x E  
cop
(54) Therefore,
(59)
(60)
where Im is the layer thickness and = -1 . The total field 
is related to the field in the surrounding media by 
multiplying the and the P„, matrices. In the case of
Here, E  and // are the complex electric and magnetic fields, 
respectively. Re (Im ) refers to the real (imaginary) part o f 
such a complex vector, and to the conjugation operator. 
At the interface between the two media, the electric field 
amplitude propagating in both directions E^ and £■_, is 
known from the calculations given above. Hence, the 
llux Z ,  o f Z  through any xy section can be calculated. 
For the transverse electric (TE ) mode :
Z . = (l/ 2 w ^ )[R e (* .)(| £ ,p -| e _| - )+ 2 1 m (A r ,)lm (£ :£  ) ] .
(61)
where the permeability p  equals the permeability o f the 
vacuum for a non-magnetic media and A:, is the z-component 
o f the wave-vector. For the transverse magnetic (T M ) 
mode we have :
2;. -  (l/2 m )
Re (;t, /e )  (| //, p - 1 )  + 2 Im (A:, / f )  Im (//; //.) J ,
(62)
where e  is the dielectric permittivity o f the medium.
The absorbance in each layer Am o f the solar cell is 
obtained by taking the difference o f the power flux through 
the lop and bottom interface o f the layer :
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X  - X
^  *»»**>P ^  larAottom
(63)
This classical thin-film method takes into account light 
coherence and applies to flat interface. When using this 
method for a-Si:H P IN  solar cells, interference peaks are 
predicted in the /-layer absorpiance and reflectance (R (A )) 
curves. These predicted interference peaks are clearly 
observed in the experimental quantum efficiency QE(>^) and 
R(/ )^ curves o f PIN  cells deposited on smooth or moderately 
rough TCO-
Reflection and refraction at a rough interface : Treatment 
o f  specular and diffused components :
At a rough interface, the incident light is divided into two 
specular and two diffused components (Figure 5). The 
transverse electric (magnetic) specularly reflected and 
transmitted fields’ amplitude coefficients r'^ . andt!^ 
( and tj^ ) are assumed to be proportional to the 
respective Fresnel’s coefficients (eqs. (52) and (53)) with a 
constant o f proportionality Yn. ( Ytm )
~ Yii fn : ('rAf ~ Yim )»  (64a)
h'E ~ Ytf t^e (^ rM ~ Ytm t^m )  • (64b)
The factor [Ytm )  depends on the diffused reflectance 
Ra and diffused transmittance, at the interface, is derived 
by equalizing the power flux, before and after the interface. 
/?*/ and Tfi are calculated from angular-resolved photometric 
measurements and used as input parameters to the numerical 
program. It is then r'^ and tjj. ( and ), which are to 
be used in eq. (56) to determine the interface matrix, .
when the interface is rough. Thereafter, the incident light’s 
specular propagation is determined by the matrix formalism 
o f Abeles [91] as already stated. The specularly reflected 
and transmitted light’s coherence has been kept; and 
hence specular interferential effects (when the TCO is flat 
or even moderately rough) may be obtained from 
calculations based on this model as already stated.
In order to analyze the diffused flux, each half-space 
surrounding the interface is sampled in several directions 
(typically 40) corresponding to an incrementation o f the in­
plane component kxy o f the wave vector k. k^ y is given by
=
2nns\nB
(65)-
The angular diffused reflectance (transmittance) 
defined as the reflected (transmitted)
power around the direction 6  per unit solid angle and is 
related to the experimentally measured quantity P j ( T ^ ) . 
The diffused reflected flux in the direction ft corresponding 
to k^ y is given by
2nR^ (0 )s in (9 )d e i : l   ^ , (66)
where X®^ is the Poynting’s vector in the positive z 
direction corresponding to the specular field which is 
known. A  similar expression can be derived with T^{Q) .
The angular variation o f R j { 0 )  at the TCO/p interface 
is assumed to be Lambertian, i.e. it obeys the cos^B law, 
while that for 7 '^(0)is assumed to obey a cos'^ft law. A  
Lambertian angular distribution law has also been assumed 
for both/?j(0) and (ft ) at the ///aluminium or the N/ 
silver interface. The spectroscopic distribution o f these 
quantities, based on experimental measurements, are taken 
from Leblanc [52].
In the model, with the support o f experimental results, 
it is assumed [52], that phase coherence between diffused 
light and incident light is lost at the rough interface. 
Hence this diffused light (eq. (66)) and a similar expression 
with 7^  (ft ) is similar to a ‘new .source’ emitting within the 
stack. The power flux due to this ’new source’ is again 
calculated at the top interface and the bottom interface o f 
each layer. Thus in each layer the absorption coming from 
this diffusion and calculated along the kj(y direction is 
derived, as are also the new incident fluxes at rough 
interfaces. This procedure is continued via an elegant 
matrix method [54,52], to compute the n times diffused flux 
and the absorption in each layer every lime. The total 
absorbance is finally calculated by successively adding 
the contribution o f each step. This is the value for the 
generation term G in the continuity eqs. (4) and (5).
When used in conjunction with the electrical model, 
this method is used to calculate the energy absorbed in 
each o f the (typically) 600 segments into which the solar 
cell is divided, besides the part o f the incident light lost 
by absorption in the TCO, the back contact metal; and the 
reflection loss from the device. It is necessary to divide 
the cells into such a large number o f segments to take 
proper account o f the non-uniformity o f the light absorbed 
in different layers, as well as the extremely non-uniform 
nature o f the field inside an amorphous device, resulting 
from carrier trapping in the large number o f gap states, 
specially under illumination.
5.5. Solution technique :
5,5.7. Thermodynamic equilibrium :
In thermodynamic equilibrium, as already mentioned in 
Section 5.1, there is only the Poisson’s equation (eq. (3))
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to be solved. This is a second order non-linear differential 
equation with one dependent variable (ip) and one 
independent variable (x). This equation must be solved 
subject to the boundary conditions (cqs. (8a) and (8b)) 
(mentioned in Section 5.1)
We get ip - ip (x )  by turning Poisson’s equation into a 
set o f second-order finite difference equations and using 
the Scarfetter and Gummcl [4J method in conjunction with 
the New lon-Raphson technique fo r so lv in g  the 
simultaneous, non-linear equations. 'I'hese latter techniques 
are described towards the end o f this section. Once y/ is 
obtained, the band diagram, electric field, trapped and free 
carrier populations can be calculated.
5.5.2. Non-thermodynamic cqulibrium steady state :
Here, the electron potential energy o f the vacuum level, y/ 
and the quasi Fermi levels and are used as the 
dependent variables with one independent variable (x ) in 
which the set o f semiconductor equations : the Poisson’s 
equation (eq. (3 )) and the hole and electron continuity 
equations (eqs. (4), (5 )) are to be solved. The terms in 
(he.se governing equations are non-linear. The current 
density derivative term in the continuity equations and the 
vacuum level derivative term in the Poisson’s equations 
are represented by finite central differences that couple 
every position in the device to the adjacent position. The 
three equations (eqs. (3), (4) and (5 )) are coupled non­
linear equations, which arc to be solved using the six 
boundary conditions (eqs. (8c), (8d), (9a). (9b), (10a) and 
(lOb)). The eqs. (4) and (5) contain the current densities 
which are given by the current density equations (eqs.
(40) and (4 i)), the recombination term /?, given by eq. (39) 
and the generation term G, calculated on the basis o f one 
or the other o f the optical models described in Section 5.4. 
Flowcver, with the expressions (40) and (41) for the cuiTent 
densities, numerical methods show difficulty in convergence. 
Scharfetter and Gummel [4] have derived a trial function 
for the current densities that is more convenient for 
obtaining numerical solutions. This method basically splits 
the device into two interpenetrating lattices. On one set o f 
grid points, we solve for the unknowns ’
while the current densities (containing the derivatives o f 
the quasi-Fermi levels — eqs. (40) and (41)) are solved at 
the other set o f grid points. It then uses a direct banded 
matrix solution technique to solve the linearised set o f 
equations resulting from applying the Newton-Raphson 
technique to the system o f non linear, coupled finite 
difference equations. Iterative solutions are then obtained 
for the three coupled differential equations using the
Newton-Raphson technique.
Newton-Raphson method :
This method finds the root o f a function f ( x )  iteratively, or 
roots o f a set o f functions, if given an adequate initial 
guess for the roots. Here, the function/(x) is expanded in 
Taylor’s series about some initial guess jcq :
f ( x )  = f (Xg )  + ( x - A„ )/ '(A q ) + f ' ( X o )  + -  .
(67)
Considering only the first two terms o f the above equation, 
this technique finds the root o f f ( x ) ,  i.e. f i x )  = 0. Solving 
for A yields ultimately.
(68)
The difference between the initial guess (jcq) and the actual 
root ( a ), ( ) , is added to the initial guess ( x q )  for a better 
estimate to the root for the next iteration. The method 
requires gtx>d initial guess values for the three independent 
variables y/, , and E,.  ^ as input. I f  the initial guess is
close enough to the root, this method converges extremely 
rapidly to the desired root. The iterative procedure is 
slopped when the d ifferenced is less than some 
predetermined error criterion, h. The one-dimensional device 
here is divided into NPTS slabs (typically 400 to 600 slabs 
for single junction structures and lOCX) or greater for multi­
junction or NIPIN  type o f devices, where there is a rapid 
variation o f one or all the dependent variables (V  ^ , ,
E,^^  ) over small distances (a )), which lead to (NPTS-»*1) 
equidistant grid points in the device where the three sets 
ol unknowns, W. calculated. Since there are
6 boundary conditions, two for each unknown, at the two 
ends o f the device, there are (N PTS-1 ) points in the 
device where the three governing equations must be solved 
simultaneously. Therefore, there will be (NF1'S~1) x 3 
equations along with their partial derivatives (as required 
in eq. (68)) to solve for the (NPTS—1) unknowns. The three 
eqs. ((3 )- (5 )) at the /-th point with the derivative terms 
expressed as central differences and the right hand side 
set equal to zero may be written respectively as :
(69)
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*^ ,^1+1/2 PJ 1/2
Ax
—  = 0 at steady state, 
df
= ( G , +
Ax
dn = 0 at steady state.
(70)
(71)
where Ax is the grid spacing, assumed to be the same for 
both the interpenetrating lattices.
The partial derivatives o f , and F,, arc taken
with respect to every unknown non-dimensional variable 
{e.g, Xff^fkT, Ef JkTs  at the /-th grid point).
The following specific matrix equation, is then solved for 
the matrix X  :
(72)
where the matrix A is the Jacobian matrix o f partial 
derivatives o f the three functions Fj,, p 2 ,^ and F^ , (eqs. 
(69)—(71)) w.r.t. each o f the above-mentioned non- 
dimensionalised variable corresponding to the matrix X.X  
is constructed as :
ft
Sy/,/kT
S E  fk T
S E  tk T
and the matrix B. constructed as :
'  2,1 
f t
The matrices are set up in this manner so that the Jacobian 
matrix i4 is a banded matrix. This minimizes the amount o f 
computer time necessary to invert the matrix A to solve for 
the matrix X. After each iteration, the matrix X  is added to 
the latest guess until the smallest value contained within 
the matrix X is less than some predetermined error criterion
h. Here, h is taken to be equal to 10^ in the non- 
thermodynamic equilibrium steady state and 10~‘^  in 
thermodynamic equilibrium for all the non-dimensionalized 
unknowns.
6. Typical results for a single junction a-Si:H based 
solar cell : calculations based on ASD M P
Typical results obtained for a standard single junction a- 
Si:H based P IN  structure solar cell using the above model 
are described in this section. The cell chosen is an ~l.O 
/vm standard P IN  cell o f structure : F-a-SiC:H//-a- 
SiC:H(buffer)//-a-Si:W-a-Si:H. In addition, the llrst 10 nm o f 
the intrinsic layer is assumed to have a dangling bond 
density intermediate between the DOS in the buffer and 
that in the main /-layer. This layer will be referred tt> as the 
‘ intermediate layer’ (IL ).
The input parameters as extracted by modeling the 
measured dark and illuminated current density-voltage (7- 
VO as well as the quantum efficiency (QE) characteristics 
o f this cell in the annealed and light-stabilized states are 
given in Tables 1 and 2. The front and back contact barrier 
heights are taken to be 1.34 cV  and 0.21 cV, respectively.
The calculated values o f the dark current at a reverse 
bias o f 2 volts, both with and without the high field 
enhancement (HFE) effect, taken into account via the 
Poole-Frenkel mechanism in the model ASDMP, are given 
in Table 2 in the annealed (low dangling bond (DB) 
density) and light-stabilized (high DB density) slates. Dark 
current densities at a forward bias o f 1 volt are also given 
under these two conditions.
Figure 6(a) gives the dark J-V  characteristics o f the 1.0 
microns P IN  cell considered, as calculated on the basis o f 
model ASDMP, in the annealed and light-stabilized states. 
The calculated light J-V  characteristics (Fig. 6(b)) o f the 
cell yield a short-circuit current density o f 15.73 mA/ 
tm^, open-circuit voltage 0.806 volts, fill-factor F F  =
0.601, and efficiency rj — 1.629%^ in the annealed state. In 
the same graph, the light J-V  characteristic in the degraded 
condition o f the cell is also shown. Except for the open- 
circuit voltage, all the other solar cell output parameters 
are found to deteriorate considerably. The model yields the 
following values under this condition : /vr= 13.97 mA/cm^,
0.798 volts, FF  = 0.487, t] = 5.44%. Figure 6(c) shows 
the quantum efficiency (QE) under A M I.5 illumination at 
0 volts, in the annealed and light-soaked states o f the 
given cell, as calculated on the basis o f our model. As 
expected, the QE after prolonged light-soaking deteriorates
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Table 1* Parameters extracted using ASDMP to sinuilute the experimentally measured charactcnMics of a standard a-SrfI based single junction PIN  
solar cell.
Parameter
Layer thickness (nm)
Election affinity (cV )
Mobility gap (eV )
Activation energy (eV )
Effective DOS in valence and conduction bands (cm 
Characteristic energy (VB  tail) (cV)
C haracteristic energy (CB tail) (eV )
Exponential tail prefactors O'/x), d,\o (cm ' c V ‘ )
Electron mobility (cm-/V s)
Hole mobility (cm~/V s) 
n o s  (cm“’ ) (annealed slate)
DOS (cm-^) (siabih/xd slate)
Neutral C7*' (tails) (cm-)
( haiged a*' (tails) (cm’)
Ncuiial CT*' (midgap) (cm-)
('harged (midgap) (cm-) (annealed)
C’haiged cr*’ (niidgap) (cm-) (stabilized)
‘7/. stiimis for ‘mtcrnicctiate lover’, defined m the text 
^rri\ the capture ( r o\s \et turn of a i>iven defer t \tate
Tabic 2. C?alculaled values of the daik current density from the I O jam 
PIN  cell at a reverse applied voltage of 2 volts and a foiwaid applied 
voltage of 1 volt, for different values of the dangling bond (DB) density 
in the intiinsic absorber
P  a  S i V  H / - a -S iC ’ H  (b u lT i ' i  ) /-a S i H  ( I L /-a S i H A ' - a - S i . H
8 3 1 0 9 9 0 2 0
3 . 8 9 3 8 8 4  0 0 4  0 0 4 . 0 0
2 0 0 2 0 0 1 8 6 1 8 6 1 . 8 0
0  4(> 0  4 6 0  8 7 0 . 8 7 0  21
2 .0  X 1 0 ’ <* 2  0  X 1 0 ’ *' 2 0 x 1  ( ) ’ *' 2  0 x 1  0 -* ’ 2 0 x 1 0 - * ^
0  1 2 0 0  1 1 0 0 . 0 5 0 0  0 5 0 0  0 5 0
0  0 7 0 0  0 5  5 0  0 3 0 0  0 3 0 0 . 0 3 0
4  0  X 10-* 4  0  X 10^* 4  0  X 4  0  X 10-* 4  0  X  K V
2 0 2 0 3 0 3 0 3 0
2 4 5 5 5
8 X 10"* 5 X 10*7 2 X 1 0 " 5 X lO'** 9  X 1 0 ' *
8 X I 0 ' « 5 X 10 '^ 2  X 10'*' 1 X 1 0 " 9  X 10**
1 0 - * ^ ! ( ) - * ' 1 0 - * ’ 1 0 - ' ’
2 x  10 2 X  1 0 - '^ 10 -16 5 X 10  *’
1 0 1 0 - * " 5 X  10 I'* 1 0 - “ ’ 1 0 - * ’
2 X 10-*^ 2 X 10 5 X l O - " * 5 X 10 * ' 1 0
2 X 10 2 X 1 0 - * ' 5 X 10  *•» M r * - * 1 0
Applied 
voltage 
(volts) 
- 2  0 
1.0
U a ik  c u t  r e n t  ( m A  c m  ’ )
Low DB density High DB density
HFE no HFE* IIFE* no HFE’^
0 83 X 10-" 2.29 X 10 ■’ 3 17 x 10 " 5 07 x 10“
1.78 0 44
*HhE stands for hir^ h field enhancement at reverse bias
over the middle and long wavelength regions o f the solar 
spectrum, due to increased recombination in the intrinsic 
layer on account o f the increase o f the mid-gap defect 
density and the charged capture cross section o f these 
states in the intrinsic layer (Table 1). The short wavelength 
QH (SW QE) however, remains unaffected. This is because 
light o f this wavelength is mainly absorbed in the first 100 
nm o f the device and in part o f this region (P«layer, buffer, 
//-), the DOS and cr are unchanged (Table 1)- Over that 
part o f the /-layer, immediately adjoining the lU  the dangling 
bond (D B ) DOS o f course does increase; however the 
higher DOS also leads to increased hole trapping and 
hence a higher electric field over a narrow front region 
(Figure 7(b)), than that which existed here in the annealed 
state. This stronger field annuls to some extent the negative
eftect o f the increased DB density over the first -  100 nm; 
hence the SWQE in the light-soaked state docs not fall 
relative to that in the annealed state (Figure 6(c)). Figure 
0(d) shows the position-dependent inner collection efficiency 
in the annealed and light-soaked states. Carrier collection 
IS seen to deteriorate in the middle and back o f the device 
(I'lgure 6(d)) with an increa.se o f the dangling bond density 
and their charged capture cross-section, in the light- 
stabilized state.
However PDICE in the front remains unaltered due to 
the same reason as mentioned above for the case o f the 
SWQE.
The band diagrams at thermodynamic equilibrium in the 
annealed condition, and at the steady state under 
illumination both in the annealed (low  DB) and light- 
soaked (high DB) states, are compared in Figure 7(a). We 
find that the bands under illumination become flatter than 
tho.se obtained under thermodynamic equilibrium. When 
the dangling bond density is high, as e.g. after light- 
soaking, the bands become flatter still. This is because, 
under illumination, due to excess hole trapping near the P/ 
/ interface a stronger field develops over this region, 
relative to that at thermodynamic equilibrium (Figure 7(b)); 
and this in turn leads to a collapse o f the bulk electric
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Figure 6. Different characteristics of the 1 //m PIN  cell having a 
standard a-SiiH /-layer in the annealed state {i.e., when the dangling 
bond (DB) DOS is low) and in the hght-stabihzed state (high DB density 
with increased charged capture cross section) : (a ) the dark J -V  
characteristics -  the current at reverse bias has been calculated both by 
taking into account high field enhancement (HFE) via the Poole-Frenkel 
effect, and when this effect is absent (no HFE), (b ) the light J -V  
characteristics, (c) the QE characteristics at 0 volts and (d) the PDICE 
at 0 volts All quantities in (b), (c) and (d) have been calculated under 
AM  1.5 light.
*■*•■•*"Tlirrin«ilyn.ri|w il
-------Ligbi, 0 vwli. DB
-----Li«hi. 0 vott, bieli DB
Figure 7. (a) The band diagrams of the I pm PIN  cell having a standard 
a-Si:H /-layer in the annealed state (i.e., when the dangling bond (DB) 
DOS is low) under thermodynamic equilibrium and under AM  1.5 
illumination at 0 volts and of the same cell after prolonged light- 
soaking (high DB density with increased charged capture cross section) 
under AM  1.5 light, 0 volts and (b) the electric field within the device 
under the same three conditions.
field. The dangling bond density increases on light-soaking 
(high DB case in the Figure), leading to further hole- 
trapping at the P/I interface and a progressively lower field 
irt the bulk. This is seen in Figure 7(b), where the electric 
field within the device is plotted at thermodynamic 
equilibrium and under illumination in the annealed and 
light-soaked states. The free electron and hole density (n 
and p) profiles, the electron and hole current densities and 
recombination in the device for the two cases (annealed 
and light-soaked) are shown in Figures 8(a-c) respectively 
under illumination and 0 voltage bias.
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Figure 8. (a) The free electron and the hole densities, (b) the electron 
and hole current densities and (c) the recombination in the device in the 
annealed (low DB) and light-stabilized (high DB) states under illumination 
and 0 voltage bias
7. Summary
In this review, we have shown how detailed computer 
modeling can be used to simulate the output characteristics 
of semiconductor devices, such as the dark and illuminated 
current density-voltage and quantum efficiency curves 
under different light and voltage bias conditions. The 
parameters extracted by simulating the experimental 
characteristics can then be utilized to gain an insight into 
the working of the device, understand the factors which 
may be responsible for the possible under-performance of 
a device, and in general, suggest ways of optimizing the 
device performance. These extracted parameters can also 
be used to calculate the electric field, the recombination, 
the free and trapped charge densities, and the electron and 
hole current densities as a function of position inside the 
device-quantities that cannot be determined exp>erimcntally. 
Such insight and suggestions from modeling calculations 
help experimentalists improve device performance, with a 
minimum of trial runs. We have in this review, described 
one such typical model -  ‘Amorphous Semiconductor 
Device Modeling Program (A SD M P )’ -  capable of 
simulating both the electrical and optical properties of 
semiconducting opto-clectronic devices.
8. Future outlook
The future of computer modeling of semiconductor devices 
lies in predicting novel designs and new combinations for
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improved device performance. A  case in point is the 
concept o f band gap profiling introduced by Guha’s group
[92], which brought into focus the hugely successful and 
relatively high efficiency amorphous silicon/amorphous 
silicon-germanium tandem solar cells. As semiconductor 
design becomes more and more complicated, it becomes 
extremely time-consuming and exp>ensive to optimize device 
design. As already stated, such efforts on the part o f 
experimentalists can be vastly reduced with the help o f 
detailed computer modeling. We may site the example o f 
the amorphous silicon/crystalline silicon heterojunction with 
Intrinsic Thin layer (H IT ) cells, discovered by the Japanese 
group -  Sawada et al [93]. These cells combine the high 
efficiency o f crystalline silicon solar cells and the low cost 
o f amorphous silicon cells. In fact conversion efficiencies 
as high as 20.7% have been achieved by the Sanyo group 
[94]. In such cells there are several interfaces and the 
design is extremely complex, so that detailed electrical and 
optical mcxieling, using a model such as ASDM P described 
here, is indispensable for their optimization.
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