The luminosity distance measurement of GW170817 derived from GW analysis in Abbott et al. (2017) (A17:H0) is highly correlated with the measured inclination of the NS-NS system. To improve the precision of the distance measurement, we attempt to constrain the inclination by modeling the broad-band X-ray-toradio emission from GW170817, which is dominated by the interaction of the jet with the environment. We update our previous analysis and we consider the radio and X-ray data obtained at t < 40 days since merger. We find that the afterglow emission from GW170817 is consistent with an off-axis relativistic jet with energy 10 48 erg < E k ≤ 3×10 50 erg propagating into an environment with density n ∼ 10 −2 −10 −4 cm −3 , with preference for wider jets (opening angle θ j = 15
INTRODUCTION
The first gravitational wave (GW) detection of a binary neutron star (BNS) merger was made on 2017 August 17 at 12:41:02 UT by the Advanced LIGO/Virgo detectors (LV Scientific Collaboration 2017; Abbott et al. 2017) . The event was localized to a region of about 30 deg 2 with an estimated distance of ∼ 40 Mpc (LV Scientific Collaboration 2017) . A short burst of γ-rays was detected with a delay of about 2 s relative to the merger time by Fermi/GBM and Integral (Blackburn et al. 2017; Savchenko et al. 2017b; Goldstein et al. 2017; Savchenko et al. 2017a) . Optical follow-up observations of the LIGO/Virgo sky map, led to several indepen-dent detections of a counterpart, associated with the galaxy NGC 4993 (Coulter et al. 2017; Valenti et al. 2017; SoaresSantos et al. 2017; Cowperthwaite et al. 2017; Nicholl et al. 2017; Chornock et al. 2017) .
It has long been argued that the combination of a distance measurement from a gravitational wave signal with a redshift measurement from an electromagnetic counterpart can be used to measure cosmological parameters in a novel way, in particular the Hubble constant (Schutz 1986; Holz & Hughes 2005; Dalal et al. 2006) . Here, the ratio of the redshift velocity of the host galaxy to the absolute distance from the GW event directly yields the Hubble constant such that v = H 0 × d where v is in km/s, H 0 is in km/s/Mpc, and d is in Mpc. This method has been discussed in Nissanke et al. (2013) and Taylor et al. (2012) , which show that with large numbers (20-50) of similar GW-EM detections out to z ∼ 0.1, percent-level H 0 measurements can be determined. This measurement is important as there is currently 3.4σ tension between the local measurement of H 0 (Riess et al. 2016 ) and the CMB measurement of H 0 (Planck Collaboration et al. 2016) . The tension may be a hint of new cosmological physics, so independent measurements of H 0 are needed to resolve this issue.
The first BNS event discovered by LIGO-Virgo allows for the first independent measurement of the Hubble constant using GWs (Abbott et al. 2017, hereafter A17:H0) . While previous studies are correct in finding that a number of events are needed to make a percent level measurement, the current tension in H 0 measurements is large enough that even single GW events could provide interesting constraints. However, the key limitation in the precision of GW H 0 measurement by A17:H0 is due to the degeneracy between the distance, which arXiv:1710.06426v2 [astro-ph.CO] 19 Oct 2017 is ∼ 40 Mpc, and the orbital inclination angle of the BNS. In this context, the inclination is defined as the angle between the line of sight from source to earth and the angular momentum of the binary system.
The analysis of the electromagnetic emission from BNS mergers provides an independent constraint on the inclination angle, as these systems are expected to launch relativistic jets aligned with their angular momentum vector (e.g. Eichler et al. 1989; Narayan et al. 1992) . The interaction of a relativistic jet with material in the circumbinary environment is a well known source of non-thermal synchrotron emission across the electromagnetic spectrum (e.g. Sari et al. 1998 Granot & Sari 2002) , known as "afterglow" in the Gamma-Ray Burst (GRB) literature. While the UV-optical-NIR emission from a BNS merger can be dominated by the "kilonova" (i.e. a transient powered by the radioactive decay of r-process nuclei synthesized in the neutron-rich merger ejecta, Metzger 2017), the jet interaction with the circumbinary medium dominates the X-ray and radio portion of the electromagnetic spectrum, with observable properties that directly depend on the binary inclination angle with respect to the line of sight (e.g. Rossi et al. 2002) .
In this paper we build on our previous analysis of the X-ray and radio emission from GW 170817 (Margutti et al. 2017; Alexander et al. 2017; hereafter, M17 and A17, respectively) . We update our modeling to include all the available data obtained at t < 40 days since NS-NS coalescence, and we run a more extended and finer grid of off-axis jets simulations. Our data set is described in Sec. 2, while in Sec. 3 we employ realistic models of synchrotron emission from off-axis relativistic jets to estimate the BNS jet parameters. We combine the estimate of the binary inclination angle obtained with these models with the GW measurement and improve the distance determination of GW 170817 in Sec. 4. We conclude in Sec. 5. With this pilot study we demonstrate that the combination of GW and EM observations of the same BNS merger improves the accuracy of the measurement of cosmological parameters.
In this paper we list 1 σ c.l. uncertainties unless otherwise stated and employ the notation Q x ≡ Q/10 x .
DATA SET
We collected the available X-ray and radio observations of GW 170817 acquired at t < 40 days since merger (Fig. 1) . This data set includes VLA observations at different frequencies (∼10 GHz, 6 GHz, 3 GHz, 1.4 GHz) and X-ray observations with the Chandra X-ray Observatory (CXO). The original data sets have been published in A17, M17, Haggard et al. (2017) , Hallinan et al. (2017) , Kim et al. (2017) and Troja et al. (2017) . We refer to these papers for details about data acquisition and reduction. For internal consistency, we crosscalibrated the X-ray observation from Troja et al. (2017) using the published count-rate of 12 photons in 50 ks of CXO observations with the spectral parameters of M17. Additionally, given the larger degree of uncertainty affecting the flux calibration of radio observations acquired at 6 GHz (Hallinan et al. 2017) , we concentrate our modeling on the 1.4 GHz, 3 GHz and 10 GHz data set. The entire data set, inclusive of the 6 GHz data points, is shown in Fig. 1 .
For the measurement of H 0 , we follow A17:H0 and use the heliocentric recessional velocity of 2995 km/s from Kourkchi & Tully (2017) , as NGC 4993 can be associated as part of the group ESO-508. Applying a bulk flow estimate from 2M++ of −300 km/s to the redshift in the velocity in the CMB frame, they find a final velocity of 3017 km/s. The uncertainty for the redshift from A17:H0 is 150 km/s. This redshift and uncertainty is analyzed in Hjorth et al. (2017) which find a lower mean heliocentric velocity of the group and a final velocity of 2922 km/s. The magnitude of the peculiar velocity uncertainty is reconsidered below and the shift from Hjorth et al. (2017) is also propagated as a variant in the analysis.
MODELING OF THE BROAD-BAND AFTERGLOW EMISSION
We model the X-ray and radio observations of GW 170817 with synchrotron emission from a relativistic jet pointed away from our line of sight (i.e. off-axis jet), as we did in A17 and M17 (see also Haggard et al. 2017; Hallinan et al. 2017; Troja et al. 2017) . To this aim, we run the publicly available code BOXFIT (v2; van Eerten et al. 2010; van Eerten & MacFadyen 2012) , which assumes a uniform jet with kinetic energy E k ploughing through a constant interstellar medium with density n. By varying E k , n, p (power-law index of the electron distribution), B , e (fraction of post-shock energy in magnetic fields and electrons, respectively) , and θ j (jet opening angle), we calculate the off-axis afterglow emission as observed from different lines of sight θ obs , with θ obs varying from θ j + δ θ to 90
• (i.e. equatorial view) with a fixed pace of δ θ = 2.5
• . In this paper we always refer to isotropic-equivalent luminosities, but we differentiate between isotropic-equivalent kinetic energy E k,iso , and beaming-corrected kinetic energy of the blast wave E k , where
We explore a wide portion of parameter space corresponding to E k,iso = 3 × 10 49 − 3 × 10 52 erg, n = 10 −4 − 1 cm −3 , B = 10 −4 − 10 −1 , and e = 0.01 − 0.1. Except for θ obs , the grid is logarithmically paced as in Table 1 . We a priori excluded all θ obs ≤ θ j cases as clearly incompatible with the initially rising X-ray afterglow peaking at ≥ 15 days (M17). We explored two values of the power-law index of the electron distribution p = 2.1 and p = 2.2 (as expected from particle acceleration in the ultra-relativistic limit, Sironi et al. 2015) . Current X-ray and radio observations favor p = 2.1. We do not consider values p > 2.2 (such as p = 2.4, median value from short GRBs afterglows from Fong et al. 2015) for the reasons we already discussed in M17+A17. We run each simulation for a collimated θ j = 5
• jet and a jet with θ j = 15
• , representative of a less collimated outflow. Our choice encompasses the bulk of the distribution of estimated θ j 's for short GRBs (Fong et al. 2015 and references there in).
To usefully limit the number of grid points in the parameter space, we preliminarily impose two observationally-driven constraints: (i) the peak time of the afterglow, calculated as t p = 2.1 E 1/3 k,iso,52 n −1/3 ((θ obs − θ j )/10 • ) 8/3 days (Granot & Sari 2002) , must lie in the range 10 < t p < 300 days; (ii) the flux density at 1 keV at t ∼ t p , calculated as F ν (t p ) ∝ FIG. 1.-Off-axis jet models with θ j = 5 • (left) and θ j = 15 • (right) that best fit the current set of X-ray (1 keV, blue) and radio observations (black, orange, red and grey for flux densities at ∼10 GHz, ∼6 GHz, ∼3 GHz and ∼1.4 GHz , respectively). The values of the other model parameters are listed in the plot titles. Triangles identify upper limits. These plots show the current data set and demonstrate that the emission from an off-axis relativistic uniform jet can reasonably account for the X-ray and radio observations of GW170817. Wider jets are currently favored by observations because of the milder rise and broader peak of the associated emission, as we found in A17 and M17, and as independently found by Haggard et al. (2017) , Hallinan et al. (2017) and Troja et al. (2017) . Radio data at 6 GHz are displayed here for comparison, but they have not been used in our calculations (see text for details).
(1−p) (assuming X-rays lie between synchrotron peak and cooling frequency, in slow cooling regime, as expected at this epoch; e.g., Granot & Sari 2002) , must match the observed flux at 15 days within a factor of ∼ 30.
The final multi-parameter posterior is estimated from the combination of a likelihood function which assigns each model m i a probability p i ∝ exp (−χ 2 i /2), with χ 2 i evaluated from comparing m i with the entire broadband set of data and upper limits, along with an uninformative, scale-invariant prior on each logarithmically paced parameter. Such a prior is flat on logarithms. The final marginalized posterior on the only interesting parameter θ obs is obtained by approximating the integration of the posterior over the remaining nuisance parameters space as a sum over all of the grid points. This way, the scale invariant prior is automatically encoded, as a logarithmically paced grid is equivalent to a flat distribution on logarithms.
Overall, we confirm the results that we published in M17 and A17. The mild temporal evolution of the X-ray and radio emission favors wider jet opening angles θ j = 15
• (similar θ j are invoked by Troja et al. 2017; Hallinan et al. 2017 in their analysis). For θ j = 15
• , our simulations favor n ∼ 10 −4 − 10 −2 cm −3 , 10 48 erg < E k ≤ 3 × 10 50 erg and θ obs ∼ 25
• − 50
• . For both jet opening angles, the measurement of θ obs is degenerate with n and E k , with larger E k /n fractions favoring lower θ obs . We show the posterior probability density function (PDF) of θ obs in Fig. 2 , smoothed with a Gaussian kernel with σ = 7.5
• (= 3 δθ). These estimates assume a luminosity distance to NGC 4993 d L = 39.5 Mpc as listed in the NASA Extragalactic Database (NED). Varying d L between 36 − 43 Mpc (full range of distances reported in NED, Han & Mould 1992; Sakai et al. 2000; Freedman et al. 2001 ) produces negligible impact on our final estimates. Finally, we note that the X-ray (and maybe the 6 GHz) excess at early times (t < 10 days, Fig. 1) , might be the signature of a structured jet (i.e. a jet with energy profile that deviates from uniform and without a sharp edge, e.g. Rossi et al. 2002; Zhang & Mészáros 2002) . Both Gaussian and powerlaw structured jets would be brighter than uniform jets when viewed from the same θ obs before peak, while having a similar evolution at later times (see e.g. Troja et al. 2017 , their Extended Data Fig. 3 ).
CONSTRAINTS ON H0

LIGO Data
We use the Markov chains from A17:H0 from the 2d plane of distance and the cosine of inclination angle of the binary star system. This is shown in Fig. 2 (top) .
Redshift Uncertainty
Every galaxy responds to the pull of large-scale structure, resulting in the so-called peculiar velocity. The observed velocity is the sum of the Hubble expansion at that redshift and the line-of-sight component of the peculiar velocity, v obs = v + (v pec ) . To account for (v pec ) , we adopt three alternate approaches. Here we assume that the uncertainty in the redshift of the group by modeling the individual redshifts is sub-dominant to the peculiar velocity uncertainties.
First, we follow A17:H0 and correct the redshift by the large scale bulk flow correction from 2M++ as described in Carrick et al. (2015) . The uncertainty of this correction is 150 km/s for halos, as estimated in N-body simulations from Carrick et al. (2015) , and the uncertainty was increased in A17:H0 by 70 km/s in quadrature due to additional correction uncertainties. This should be considered a lower floor on the uncertainty because it assumes the ability to convert from galaxy luminosity observations to the total matter field (and thus peculiar velocity) in three dimensions -a process that is subject to systematics because of the uncertainties in how light traces mass.
For a more conservative estimate of the peculiar velocity uncertainty, we can simply estimate the statistical variance in H 0 expected at z = 0.01, without attempting to correct for it. We adopt the results from Wu & Huterer (2017) who used a large-volume cosmological N-body simulation to quantify the variance in the local value of H 0 (Riess et al. 2016 ) due to local density fluctuations and the SN sample selection. We use the largest volume in the public release of the Dark Sky simulations 12 (Skillman et al. 2014) , with 10240 3 particles within a volume of (8 h −1 Gpc) 3 (h = H 0 /(100 km/s/Mpc)), and the mass resolution of 3.9 × 10 10 h −1 M . We place observers at centers of 512 sub-volumes of (1 h −1 Gpc) 3 ; in each subvolume we identify all halos in the virial mass range [10 12.3 , 10 12.4 ] M , then further identify closest-match halos to redshift z = 0.01 in random directions on the sky. For each of these closest-match halos and in each subvolume, we measure dH 0 = (v pec ) /r. We then calculate the variance of these measurements, σ 2 ((v pec ) ), which corresponds to the expected range due to peculiar velocity for an object at z = 0.01 observed anywhere in the universe. The corresponding rms is σ((v pec ) ) ≈ 260 km/s, and it is robust with respect to simulation statistics as well as the choice of the halo mass range.
A compromise method is to apply the bulk flow corrections, but include a more conservative estimate of the peculiar velocity uncertainty as done in Scolnic et al. (2017b) , which compares the dispersion in SNIa distance residuals for z ∼ 0.01 SNe and z ∼ 0.05 SNe after bulk flow corrections are applied. The main difference in the dispersion is the impact of the peculiar velocities, which is determined to be 250 km/s (and 270 km/s if bulk flows were not applied). Since there is consistency between this estimate of the uncertainty and that derived based on the Wu & Huterer (2017) analysis above, we adopt 250 km/s. Furthermore, this estimate is consistent with the uncertainty estimated in Hjorth et al. (2017) This uncertainty is ∼ 8% of the galaxy velocity. We show the inclination versus H 0 posterior for a peculiar velocity uncertainty of 166 and 250 km/s in Fig. 2 (top) . We find a small shift in the contours due to edge effects as well as the smoothing of the posterior with an additional velocity uncertainty.
Inclination Priors from EM data modeling
Broad-band X-ray to radio observations provide an independent measurement of the inclination of the BNS system, which we quantified in Sec. 3 in terms of θ obs . NS-NS mergers are expected to launch two jets in opposite directions. θ obs is the angle between the observer's line of sight and the closest of the two jets. For this system, the inclination angle is i = 180
• − θ obs . We re-analyze the LIGO posteriors incorporating the θ obs constraints obtained from the X-ray and radio afterglow modeling to produce an updated estimate of H 0 (Sec. 4.4).
As a refinement, we consider additional constraints on θ obs derived from modeling of the optical and near-infrared light curves and spectra of GW 170817 (Cowperthwaite et al. 2017; Nicholl et al. 2017; Chornock et al. 2017; Covino et al. 2017; Díaz et al. 2017; Kilpatrick et al. 2017; McCully et al. 2017; Pian et al. 2017; Tanaka et al. 2017; Tanvir et al. 2017; Valenti et al. 2017) . Explaining the observed emission requires the inclusion of an early-time "blue" kilonova component, consistent with lanthanide-poor ejecta, which implies θ obs 45
• (Kasen et al. 2015; Sekiguchi et al. 2016; Metzger 2017) . For θ obs 45
• the blue kilonova emission would be obscured by the lanthanide-rich (and thus high opacity) dynamical ejecta in the equatorial plane. We note however, that this interpretation is more model-dependent and makes assumptions about the ejecta geometry. For example, this interpretation would not be necessarily true if instead the blue emission is almost always visible due to the lanthanide-poor material having a higher expansion velocity compared to the lanthanide-rich material.
Results
Our recovered estimates of H 0 are summarized in Table 2 . We present a series of variations in our analysis based on the different priors from inclination and the different uncertainties on the peculiar velocity. It is notable that in almost all of our variations, the overall best fit value of H 0 is higher than in A17:H0. This is due to the higher inclination angle favored in our modeling. The increase in H 0 pushes our result away from Planck Collaboration et al. (2016) and towards the value measured by the SH0ES collaboration (Riess et al. 2016) , though for our baseline case with a 15
• jet angle and 250 km/s, Planck Collaboration et al. (2016) is only disfavored at ∼ 1σ.
We also include a shifted best fit value of H 0 using the final velocity modeled in Hjorth et al. (2017) . We performed an independent verification of their velocity estimate using the AAOmega spectrograph (Smith et al. 2004 , Sharp et al. 2006 , in which we obtained redshifts of 24 galaxies in the group and calculated a mean heliocentric recessional velocity of 2953km/s. Using the peculiar velocity correction from Carrick et al. (2015) we find a velocity of 2939km/s in the CMB frame. Our independent estimate agrees more with Hjorth et al. (2017) than that of A17:H0 and therefore we use Hjorth et al. (2017) as a variant in this analysis. In this scenario, H 0 decreases by ∼ 3%, but a robust calculation requires a complex shift of the chains provide in A17:H0.
SUMMARY AND CONCLUSIONS
In this study, we combined constraints on the inclination from modeling of the electromagnetic observations of GW 170817 with the correlated constraints between distance and inclination as presented in A17:H0. While our inclination constraints from modeling of EM data are model dependent, our best fit case assuming the favored 15
• jet angle yields H 0 =75.5 ± • case is not significantly reduced when applying the inclination constraints, partly due to our increase in the peculiar velocity uncertainty from A17:H0. Still, it can be noted our recovered H 0 value marginally favors the Riess et al. (2016) over the Planck Collaboration et al. (2016) by ∼ 1σ.
We find that the leverage from the independent inclination measurement reduces the uncertainty on H 0 from the distance alone from ∼ 14.5 km/s to ∼ 11.7 km/s, assuming a symmetric uncertainty 13 . The measurement uncertainty from Riess et al. (2016) is 1.7 km/s. To reach that level of precision using GW measurements, with similar X-ray/radio constraints, 47 events like this one would be needed, but without X-ray/radio constraints, 72 events are needed. Given expected rates of 1 KN per year discovered by LIGO at current sensitivity, the importance of X-ray/radio measurements is obvious. This is especially true if like as expected for this specific case of GW 170817 , the constraints on the inclination are significantly improved with observations at t 100 days since merger, when GW 170817 will be observable again in the Xrays. If GW events are similar to GW 170817 , it will be possible to detect future GW events at X-rays and radio wavelengths out to a distance of ∼ 100 Mpc 14 . Since the inclination constraint from X-ray and radio data gets worse at further distances, but the impact of uncertainties in the peculiar velocities on H 0 is inversely proportional to distance, the overall H 0 uncertainty of future events is likely to be similar to our calculated uncertainty for GW 170817 . For a very competitive measurement of H 0 from GW events, both the sensitivity of GW detectors as well as X-ray and radio detectors must increase.
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