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Abstract
Mid- and Near-Infrared (MIR, NIR) spectra convey characteristic information on material type and sample composition. Intense 
developments towards more robust and reliable IR spectrometers have made this technique an important chemical analytical 
method for industrial quality control and in-line process monitoring. New trends in miniaturization of spectrometers facilitate a 
wide range of possible applications in fields such as food & beverage, healthcare, fuel/media quality control, and environmental 
analytics. Multivariate data analysis is mandatory for data evaluation of NIR spectra. The development of novel chemometric 
tools also plays an important role in promoting new applications of IR spectroscopy in the near future.
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1. Introduction
Infrared spectroscopy is well suited to identify and study the chemical composition of materials. In the mid-
infrared range of the electromagnetic spectrum (MIR: 2.5 – 25 μm, i.e. 4000 – 400 cm-1), fundamental vibrations of 
molecules are excited and characteristic features and peaks can be assigned to specific chemical groups, see Fig. 1a.
Hence, fingerprinting of materials and determination of material properties is feasible [1,2]. Near-infrared 
spectroscopy (NIR: 0.8 – 2.5 μm, i.e. 12500 – 4000 cm-1) is based on overtones and combinations of the molecular 
vibrations, which results in more complex spectra characterized by broad and overlapping features [1,2], see Fig. 1b.
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Data evaluation based on peak height or peak area is not applicable. Multivariate data analysis is required to extract 
hidden information. Therefore, NIR spectroscopy has always been a driving force in the development of 
chemometric methods.
a b
Fig. 1. (a) Example of MIR spectra of coal (IFS66v, Bruker, Ettlingen, Germany). Fundamental vibrations can be assigned to chemical groups;
(b) Example of NIR spectra of coal (PSS 1720, Polytec, Waldbronn, Germany). Chemical information is present in the spectra. However, it 
cannot be extracted without sophisticated statistical tools.
2. Spectra evaluation
The typical approach for the evaluation of NIR spectra is first to pre-process the spectra using methods such as 
smoothing or standardization, and then to calibrate a model relating a quantity of interest and the corresponding 
measurements, or observations, i.e. the NIR spectra. Quantities of interest, called “response” in statistics, could be 
for example the calorific value of a coal sample, or the type of textile when discriminating fabrics. To determine this 
relation and, hence, set up a calibration model, a learning sample is required, where both response and respective 
observations are precisely known.
One has to differentiate between two model types. If the response consists of values of a categorical scale, the goal 
of a calibration model is to classify or cluster observations. If the response is continuous, the goal of a calibration 
model is to regress the response on the observations. 
In chemometrics, common approaches employ multivariate models, where the term “multivariate” refers to the type 
of observations at hand. This means that for every value of the response, say for every calorific value, the respective 
observation is not a single value, but a vector, i.e. the absorption values of the spectrum at a grid of wavelength 
values. Among the most popular multivariate models range the Principal Component Analysis (PCA) and the Partial 
Least Squares (PLS) regression for regression issues as well as the Partial Least Squares Discriminant Analysis 
(PLS-DA) and k-Nearest-Neighbor (kNN) approaches for classification issues [2,3]. Most of these classical 
approaches are favored because they are implemented in various data analysis tools, are easy to use, and often yield 
interpretable results. Their main drawback, especially from a stochastical point of view, is that they put very strong 
assumptions on the relation between response and observations, or on the underlying distribution of the data, which 
not necessarily cope with the actual underlying reality. Some of the more sophisticated statistical methods, enabling
more complex response-observation relationships and distributions, have entered the practitioners’ world in the last 
decades. Many of them are better suited for certain data situations than the simpler models and thus yield better 
results in terms of prediction accuracy. To mention only a few popular methods: Support Vector Machines (SVM), 
Random Forests or Boosting techniques [4-6]. Other methods, especially Artificial Neural Networks (ANN), often 
allow for good predictions [7-9], but lack interpretability due to their black box character. If insight in the 
underlying response-observation relationship is of interest, such methods are of limited use only.
Spectroscopic data, on closer inspection, is not vectorial, but actually functional. Although the data measured is 
represented by a vector, this is only due to the finite resolution of the measurement apparatus. Obviously, the 
spectrum is not limited to those wavelengths that are recorded, but is a continuous function of the continuous 
electromagnetic spectrum. Thus, not only the absorption values, but also the relative and mutual order of the 
observed data points conveys information. This additional information is not exploited by multivariate approaches 
and gave rise to the field of Functional Data Analysis (FDA). An introduction to FDA can be found in [10]. Recent 
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advances in the theory of FDA can be found in [11,12]. In [13], the broad spectrum of applications for FDA based 
models is summarized.
3. Instrumental set-up and applications
For more than 20 years, increasingly robust NIR spectrometers that are easy to operate and equipped with 
accessories, such as fiber-optic probes suitable for remote sensing, have been implemented in a vast number of 
industrial applications. Examples range from the analysis of complex mixtures in industrial quality control to in-line 
process control. Today, even micro-spectrometers become available which are based on a technology called variable 
wavelength filtering. Here, the dispersive element is directly mounted onto an NIR-detector array, thus, facilitating 
robust, and even hand-held near-infrared spectrometer solutions at reduced costs.
One of such applications is depicted in Fig. 2a: a miniature NIR textile identifier based on a micro-spectrometer 
MicroNIR 1700 (JDSU, Milpitas, CA, USA). The model predicting the textile material is based on a PLS-DA 
algorithm. Programming has been conducted in Matlab R2014a 64bit (The MathWorks Inc., Natick, MA, USA) and 
using PLS-Toolbox 7.0.2 (Eigenvector Research Inc., Wenatchee, WA, USA). Having calibrated the model on 311
samples, the accuracy of prediction reaches 100%. The model comprises 11 different types of textile corresponding 
to 11 sub-models that have been calibrated. Each of these sub-models is calculating a predictive score using between 
3 and 7 latent variables depending on the underlying type of material. The model with the highest score above a 
threshold of 0.5 is then chosen and determines the predicted class in validation, while the material is labelled
“unrecognizable” when none of the model exceeds the score of 0.5. The results of validation are shown in Fig. 2b.
a b
Fig. 2. (a) Hand-held textile identification scanner based on an NIR micro-spectrometer (JDSU); (b) Validation results of a PLS-DA linear 
modeling of 11 classes of textiles. The material recognition model reached 100% correctness.
An example for modeling of absorption spectra in the near-IR using a functional linear model is the coal quality 
monitor. Power and heating plants demand monitoring systems for on-line measurements of coal properties and 
quality. The goal is to optimize the combustion processes, i.e. to increase the energy production while reducing coal 
consumption, and to reduce pollution due to gases such as sulfur oxides and carbon oxides. Independent from the 
measurement location, e.g. at conveyer belts or transport pipes as shown in Fig. 3a, coal properties such as the 
calorific value, and different ingredients, such as humidity, sulfur or the ash content, can be determined using 
spectroscopy. Naturally, all monitoring tasks are executed on-line. Typical spectral data is shown in Fig. 3b
(measured with the MPA spectrometer, Bruker, Ettlingen, Germany), plotted in arbitrary units, with color coding 
reflecting the calorific value of each sample. For the analysis, the data was randomly split 25 times into calibration 
and validation subsets of 116 and 13 observations, respectively. The model used here was a functional linear model
(1) regressing the calorific values, yi, on the coal spectra, xi(s), and independent and identically distributed normal 
errors, İi. The intercept ȕ0 and the regression function ȟ1(s) both have to be estimated from the calibration data.
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Programming has been conducted in R (R Foundation for Statistical Computing, Vienna, Austria), using the package 
mgcv (Wood, R package mgcv, version 1.7-26 (2013)).
ݕ௜ = ߚ଴ + ׬ ݔ௜(ݏ)ߦ௜(ݏ)݀ݏ + ߝ௜. (1)
In Fig. 3b, the true calorific values of the validation data sets are plotted against respective estimated values. The 
dashed lines mark the bisecting line ± the standard deviation of the relative mean squared error of prediction
(relMSEP). The implemented boxplot shows the relMSEP across the 25 data splits.
a b
Fig. 3. (a) Scheme of the coal quality monitor installation points; (b) NIR spectra of the coal (MPA, Bruker, Ettlingen, Germany) and results from 
the functional linear model.
4. Conclusions
Spectroscopy has entered the field of in-line process monitoring in the last decade. Both size and prize reductions 
have enabled this. Now, in order to benefit from these powerful analytical tools, novel and sophisticated data-
analysis is currently under development.
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