We present a continuum model of ion-induced surface patterning. The model incorporates the atomic processes of sputtering, re-deposition and surface diffusion, and is shown to display the generic features of the damped Kuramoto-Sivashinsky (KS) equation of non-linear dynamics. Linear and non-linear stability analyses of the evolution equation give estimates of the emerging pattern wavelength and spatial symmetry. The analytical theory is confirmed by numerical simulations of the evolution equation with the Fast Fourier Transform method, where we show the influence of the incident ion angle, flux, and substrate surface temperature. It is shown that large local geometry variations resulting in quadratic non-linearities in the evolution equation dominate pattern selection and stability at long time scales.
Introduction
The erosion of surface material by ion sputtering is a fundamental process, which leads to the formation of surface roughness and patterns at the nanoscale. In some technological applications, sputtering erosion can be a significant factor in material degradation, while in others, nano-patterning by energetic particles can be a useful fabrication tool. The bombardment of solid surfaces with energetic ions initiates near surface collision cascades and the ejection of surface atoms. While a fraction of the ejected atoms may find their way back to be deposited on the surface, the majority travel farther away as the surface is eroded. The result of such atomistic events is a complex process of roughening, pattern formation, erosion and re-deposition; all of which have the ingredients of producing pattern-forming instabilities (Makeev et al. 2002) .
Experimental evidence shows that ion sputtering can result in the formation of periodic surface patterns (Costantini et al. 2001; Habenicht 2001; Navez et al. 1962; Rusponi et al. 1997; Valbusa et al. 2002) . The nature of these patterns, including their wavelength, amplitude, and orientation depends on many factors (e.g. ion energy, flux, angle of incidence, substrate temperature, and material properties). Considerable research has been performed by a number of groups to examine the effects of these many parameters on the surface features that develop under ion bombardment. The many experimental variables involved in the determination of the pattern spatial symmetry and periodicity make it imperative to develop a theoretical understanding that can guide experimental research. Notable existing theories of ion-induced patterning have been developed by Sigmund (1973) , Bradley and Harper (1988), and Makeev et al. (2002) .
Among the key observations of ion-induced nano-patterning relate to the effects of the ion incidence angle, the ion fluence, and the surface temperature. It has been observed by Navez et al. (1962) that the bombardment of a clean glass surface with an ion beam produces surface morphology that is dependent on the ion beam incidence angle, θ. The observed morphology was the formation of ripple structures oriented perpendicular to the ion beam for incidence angles close to normal (θ = 0), and parallel to the ion beam for incidence angles close to grazing. Habenicht studied the effect of ion fluence on surface dynamics by exposing a highly ordered pyrolytic graphite (HOPG) surface with (0001) orientation increasing levels of ion fluence (Habenicht 2001) . At high ion fluence the surface roughness increased as the nanostructures grew in size. Rusponi et al. (1997) studied the influence of temperature on the surface morphology of ion-bombarded silver. The results of their work showed that ion bombardment at low temperatures (160K) resulted in a rough surface, but as the temperature was raised to 290 K and above, a ripple structure began to appear aligned along the < 110 > direction. The tendency of surface structures to orient along a particular direction is attributed to the enhanced surface diffusion that occurs at higher temperatures. On the surface of metals such as Ag (110) and Cu(110) , the in-channel direction, < 110 > is an easy pathway for the diffusion of ad-atoms and vacancies compared with the cross-channel, or < 001 > direction. Therefore, at higher temperatures where anisotropic surface diffusion is enhanced, the ripple structures have a quicker path to organize in that orientation (Costantini et al. 2001) .
The early ideas of Sigmund provided the basis for Bradley and Harper to develop a continuum equation for surface evolution, from which the wavelength of the emerging pattern can be determined. More recently, Makeev et al. provided a comprehensive extension of the theory, where additional nonlinearities were incorporated as a result of a more rigorous analysis of the local geometry around the ion impact region. Nevertheless, the general framework remained consistent with earlier developments, with additional insights on casting the evolution equation into more familiar forms in the non-linear dynamics literature. In the present work, we extend these theoretical efforts further in two regards. First, we examine the stability and symmetry of evolving surface patterns with an analytical procedure. Second, we develop numerical solutions for the evolution of surface patterns that are consistent with the developed analytical method.
The main objective of the present work is to develop analytical and computational methods to further the understanding of surface pattern evolution under ion bombardment. We build on previous efforts by Sigmund (1973) , Bradley and Harper (1988), and Makeev et al. (2002) . Specifically, we aim at determination of the pattern wavelength and spatial symmetry at the later stages of surface evolution beyond the linear regime. Our efforts are confined to the main aspects of ion-induced surface instabilities, where the effects of surface stress, subsurface point defect generation, surface composition, impurities, mass redistribution, hydrodynamic effects, stochastic noise, and other contributing processes are excluded. We then develop a numerical method to describe the evolution of surface patterns, where the competition between erosion, redeposition, and surface diffusion is considered. We begin by reviewing the framework used to explain the underlying erosion mechanisms controlling surface morphology, as well as theoretical attempts to model deposition in "Background theory" section. Stability analysis of the governing equations is then explored in "Stability analysis" section, providing insight into the effects of nonlinearities on surface evolution and expected pattern formation. The numerical method for simulating surface evolution using an FFT algorithm is then put forward, and the results of the numerical simulations are presented in "Numerical simulations of pattern evolution" section. The interest here is to compare analytical theory to numerical simulations in order to reveal the role of nonlinear phenomena on pattern selection, stability, and long-term evolution. Lastly, a discussion of the numerical results of surface stability is given in "Numerical simulation results" section, and a summary of conclusions of the study is provided in "Conclusions" section .
Background theory
The continuum theory of surface erosion and stability due to energetic particle sputtering is reasonably well-established, and dates back to the work of Sigmund (1973) . Several authors have added more features to the theory, and applied it to the understanding of surface nano-patterning and roughening. We will briefly introduce the theory here for completeness, while references (Makeev et al. 2002) and (Bradley and Harper 1988) provide more detailed descriptions.
When an obliquely-incident ion bombards the surface, it initiates a collision cascade downstream, leading to the removal of surface atoms that are energized by the Primary Knock-on Atom (PKA). Surface atoms that receive enough energy to break their bonds will be sputtered. If the surface location where the cascade initiates is concave (a local trough), more surface atoms will be closer to the PKA position than a convex surface, and thus more material will be removed. This fundamental idea was introduced by Bradley and Harper (1988) , and it obviously leads to surface instabilities, since troughs will continue to be deeper as disproportionately more atoms are removed. Other phenomena can lead to modification of this behavior, for example, when surface diffusion is considered, it results in smoothing out of this geometry-dictated instability, and a periodic structure is obtained. Additional factors can also be introduced to account for surface stresses and point defect generation , as well as higherorder non-linearities and noise (Makeev et al. 2002) . Mass redistribution resulting from the momentum transfer by incident atoms has also been shown to be an influential factor in the dynamics of pattern formation (Muñoz-García et al. 2014) . The presented study, however, is constrained to the primary known mechanisms for modeling ion sputtering, including curvature-induced erosion, temperature-induced surface diffusion, and the effect of nonlinearities and linear damping.
In Sigmund's theory of sputtering (Sigmund 1969 (Sigmund ,1973 , the average energy deposited by an ion within the bulk of a material is assumed to be described by a Gaussian distribution, defined by the total energy deposited by the ion. The local surface geometry is expected to have a significant bearing on local material removal rate in Sigmund's model. Non-uniform profiles result in varying erosive effects, depending on the distance of a surface point from the center of the collision cascade, where an impinging ion releases its energy distribution. The analytical description of sputtering developed by Sigmund is important in developing a quantitative model for surface evolution. Using the approximation for the average energy deposition, Bradley and Harper (1988) showed that the yield depends on the curvature of the material surface. The following equation expresses the erosive velocity relative to the local normal vector of the surface (the Z-axes, see Fig. 1 for geometry definitions):
where the coefficients X and Y are functions of the angle of incidence ϕ, as well as the collision cascade dimensions, a and β. Here a is the penetration depth of the ion along its trajectory, and β is the energy distribution width, assuming isotropy in the X and Y directions (i.e. a spherical distribution) to greatly simplify the terms, as utilized by Valbusa et al. (2002) . Y 0 (ϕ) represents the sputtering yield, and is defined by the ion energy, angle of incidence, and collision cascade dimensions. The atomic surface density is n, while the radii of curvature in the X and Y direction, R X and R Y , respectively, are equivalent to the second derivatives of the local surface height, Z, in each direction. Next, a transformation must be done between the local (X, Y , Z) and laboratory coordinates (x, y, h), as shown in Fig. 1 , to relate the normal velocity of erosion v n to the velocity of erosion along the h-axis (Cuerno and Barabási 1995) ,
g is the magnitude of the vector normal to the surface. The negative sign is needed to reflect the rate at which the hight decreases, as v n is simply the erosion velocity. The effect of surface diffusion on the rate of change of the surface height, h, in the lab coordinate system has been analyzed by several authors (Asaro and Tiller 1972; Mullins 1957; Yang and Srolovitz 1994) . It is included in the surface height evolution equation as:
Here D s is the surface diffusivity, γ is the surface free energy, is the atomic volume, ρ s is the atomic surface density, and k is Boltzmann's constant, and T is the substrate temperature. The first term of Eq. (2) may be expanded in an infinite series, and therefore approximations are needed to successfully model the expression. Bradley and Harper (BH) approximated the equation by expanding it to first order to produce a linear Fig. 1 Illustration of the local reference frame (X, Y, Z) relative to the laboratory frame (x, y, h) . θ is the angle between the h-axis and the ion trajectory, and ϕ is the angle between the local normal, Z, and the ion trajectory differential equation that describes the formation of surface ripples on an ion-bombarded surface (Bradley and Harper 1988) :
This linear BH equation is a useful model for predicting ripple formation and explaining experimentally observed processes, such as ripple orientation and the flux and ion energy dependence of the wavelength (Makeev et al. 2002) . However, the equation is limited to small local changes in the surface curvature, where differences between local and global (lab) frames are small. Makeev et al. (2002) sought to address these limitations of the BH equation, accounting for processes such as lateral growth and kinetic roughening. Expansion of the first term in Eq. (2) that connects local-to-global coordinates was approximated to fourth order to yield:
where the noise η(x, y, t) represents random fluctuations in the evolution, and the coefficients are defined by the collision cascade parameters and angle of ion incidence, as defined by Makeev et al. (2002) . Equation 4 is a nonlinear partial differential equation that is similar to generic forms in the non-linear dynamics literature. For example, the Kardar-Parisi-Zhang (KPZ) equation (Edwards and Wilkinson 1982; Godrèche 1991 ) was used to describe crystal growth by atomic beams at different length scales (Villain 1991) . On the other hand, the Kuramoto-Sivashinsky (KS) equation is a deterministic, nonlinear equation originally developed to describe chemical turbulence (Kuramoto and Tsuzuki 1976) and laminar flame fronts (Sivashinsky 1977) . The KS equation has been shown to offer a similar analytical description of the surface as the KPZ equation (Makeev et al. 2002) . In addition, a damping term may be added to produce the Damped KuramotoSivashinsky (DKS) equation.
The damping term results in smoothing of all spatial frequencies, thereby inhibiting kinetic roughening (Keller and Facsko 2010) . Its presence in the continuum equation for ion-bombarded surfaces has been used to account for redeposition of sputtered material (Facsko et al. 2004; Keller and Facsko 2010) , although this has been disputed (Bradley 2011 (4)), and approximating the expansion to the lowest order nonlinearity, we finally use the form:
where the coefficients are defined as:
β s 2 c 3 ,v y = −c 3 , with c = cos ϕ and s = sin ϕ. In this expression, the following
2(2π) 1/2 , where J is the ion flux, ε is the ion energy, and a β = a/β characterizes the collision cascade size. Equation (6) is the time evolution equation of the surface in the laboratory frame. This expression has been simplified for normal ion incidence (θ = 0), and by assuming an isotropic, or spherical energy distribution for the collision cascade (i.e. a radius of β).
The damping term depends directly on the surface position, h, rather than its derivatives, indicating that its effect goes beyond the scope of Sigmund's theory of sputtering (Sigmund 1973) . The influence of this term on the surface morphology may be explained as the self-deposition of sputtered material resulting from ion bombardment (Facsko et al. 2004 ). When patterning is present, a significant amount of material may be deposited due to line-of-sight interaction of the sputtered material with adjacent surface features. This effect is more significant in the surface troughs rather than the peaks, thereby producing a damping effect to the curvature instabilities described in the Bradley-Harper model (Bradley and Harper 1988) .
Stability analysis

Linear stability analysis
Linear stability of the evolution equation is examined by submitting the system to small perturbations and observing their temporal evolution. For small perturbations, the nonlinear terms of the governing equation may be neglected. Performing a Galilean transformation and excluding nonlinear terms, a non dimensionalized form of Eq. (6) may be written as:
Performing a Fourier transform on Eq. (7), it may be written in Fourier space as:
It has been shown thatν x andν y are negative for a wide range of incidence angles (Bradley and Harper 1988) so that the linear growth rate of perturbations may become positive inducing the instability of uniform profiles. Effectively, considering the magnitude of the coefficients only, and dividing outh leads to the following growth rate for the amplitude of the spatial mode q where q 2 = q 2 x + q 2 y .
For |ν x | > |ν y |, the maximum growth rate corresponds to a critical wavenumber defined as
, allowing us to rewrite the growth rate into the usual expression for anisotropic systems close to a pattern forming instability: 
4K
. The patterns developing during the very early stages of the evolution, i.e. when the nonlinear terms are still negligible, correspond to ripples built on the most unstable wave vector. According to the values of |ν x | and |ν y | the selected wavelength is thus:
The resulting wavelength expression is very parameter sensitive, meaning that the scale of the selected wavelength will depend significantly on the variables that determine the diffusive coefficientK and the erosive coefficientν x . Figure 2 illustrates the wavelength scale at various values of temperature, which is inversely proportional toK, as well as increasing values of ion flux, J, which is directly proportional to the erosive coefficient. The ion and material parameters were designed to represent the bombardment of Ar + on tungsten. It can be seen that the scale ranges from the nanometer to the millimeter range, depending on the magnitude of ion flux and temperature. Other parameters, including ion energy , penetration depth a, and the dimensions of the collision cascade will likewise affect the erosive contribution, while material properties such as the surface diffusivity and atomic density will affect the diffusive contribution. For the general case whereK is , ε = 300 eV, normal ion incidence. The scale of the resulting wavelength is shown to be greatly affected by the ion flux J and the temperature also anisotropic, the determination of the linearly selected patterns is more complicated, as shown by Bradley and Harper (1988) .
The range of ripple sizes observed in plasma-facing materials has been well documented. As previously reviewed, nano-ripples were observed on glass substrates early on by Navez et al. (1962) . In addition, ripple formations have been seen to develop on the insulator rings of Hall thrusters at the mm-scale (De Grys et al. 2010 ). The latter case likely involved the influence of stress effects due to plasma bombardment and thermal conditions. These experimental observations demonstrate the variety of size scales that may result from plasma exposure as surface features develop.
Weakly nonlinear stability analysis
As time proceeds, nonlinear terms grow and have to be taken into account. According to the distance from the instability threshold, these terms may saturate the linear growth of unstable modes and stabilize specific spatial patterns, or may induce spatio-temporal behavior that is irregular in space and time. To discuss the qualitative aspects of these regimes, let us consider the damping rate α as a varying parameter with other coefficients corresponding to anisotropies, diffusion, beam orientation, etc. as fixed.
For θ such that |ν x | ≥ |ν y | andK > 1. Equation 7 may be written to include the nonlinear term such that in Fourier transform, it is expressed as a convolution integral. Equation 7 in then written in Fourier space as:
where
, spatial modes with q = ± q c 1 x become first unstable, followed by modes different in wavenumber or in increasing orientation difference with 1 x up toᾱ =ν 
4K
, modes with all orientations become thus unstable, but the maximum growth rate still corresponds to q c 1 x . Finally, forᾱ = 0, the set of unstable wave vectors extends to q = 0, characteristic of the undamped KS equation.
Let us consider first small values of ᾱ slightly belowν 2 x
. In this case, the range of unstable wave vectors is defined by q 2 c − K < q 2 < q 2 c + K . For small , corresponding to the weakly nonlinear regime, stable modes may be adiabatically eliminated and amplitude equations may be derived (Ghoniem and Walgraef 2008 ).
• For example, for critical ripples of uniform amplitude h = A 1 e iq c x + A 2 e i2q c x + . . . + c.c one obtains:
and the adiabatic elimination of harmonics leads to
where u = (Ghoniem and Walgraef 2008; Walgraef 1997) , resulting in the formation of stable ripples with critical wave vector parallel the x axis and amplitudes |A 1 | = u , |A 2 | = , ...
• The quadratic nonlinearity also couples triplets of modes satisfying the triangular relation q 1 + q 2 + q 3 = 0 which are able to destabilize one-dimensional patterns and sustain stable hexagonal ones. For example, the wave vector of critical ripples, considered as q 1 = q c 1 x , is coupled to q 2 = − 2 q c 1 y . On writing the profile built on these wave vectors as h = n (A n e in q 1 r + B n e in q 2 r + C n e in q 3 r + c.c), the corresponding amplitude equations, for the dominant contributions, have the structure:
. Critical ripples correspond to the steady state
The linear evolution of perturbations of this state is given
and the corresponding linear growth rate is positive for
Hence, in large systems, for which the present discussion is valid, when < c , ripples should be selected, while for > c , steady state solutions of (16), corresponding to anisotropic hexagonal patterns (also viewed as "dots-on-ripples" patterns), should develop.
Note that in the two-variable model proposed by Motta et al. (2012 Motta et al. ( ,2014 , the resulting set of unstable wave vectors consists of a finite domain around the critical wave vector, as in the DKS equation, plus a marginal mode with q = 0. This is a classical problem of Turing-like instability coupled with a Goldstone mode (Cox and Matthews 2003; Dewel et al. 1995) . The nonlinear couplings between the Goldstone mode and the finite wavelength unstable modes induce differences in the selection and stability ranges of patterns. In reference (Motta et al. 2012 ), a detailed amplitude equation analysis, including the effect of anisotropy, leads to a similar conclusion also supported by numerical analysis. The comparison between the outcome of the DKS and the two-variable model would of course be highly desirable in the analysis of specific experimental situations.
Beyond the weakly nonlinear regime
By decreasing the damping rate α (increasing ), the range of unstable wave vectors increases, which allows more coupling between small and large scales. The weakly nonlinear approximation breaks down and the amplitude equation description is not valid anymore. Spatio-temporal patterns usually develop and numerical analysis is required to study them, as we will present in the Numerical simulations of pattern evolution Section. However, for vanishing damping, our evolution equation becomes a genuine anisotropic KS equation. While the one-dimensional KS equation has been studied in detail in a huge number of papers (a few basic references are (Cvitanovíc et al. 2010; Kevrekidis et al. 1990 )), the 2D version, which in the undamped case has features of the KPZ equation, is much less investigated. In the damped case, the formation of steady hexagonal patterns, breathing hexagons or more complex spatio-temporal behavior has been reported (Gomez and Paris 2011; Paniconi and Elder 1997) . In the 2D anisotropic case, coarsening ripples may appear in the undamped case (Rost and Krug 1995) , while in the damped case, a numerical study shows competition between one-and two-dimensional patterns (Vitral 2015) .
Let us just recall here very basic aspects of the problem which are relevant to the present investigation.
• One dimension. For values of θ such that |ν x | > |ν y |, the system is anisotropic and its behavior may be considered as essentially one-dimensional, where the evolution equation is:
This equation is one of the simplest PDEs, which exhibits spatiotemporal chaotic behavior. When x ∈[ 0, L], Eq. (19) is equivalent to an infinite set of ODEs:
The zero solution is unstable versus modes with |k| <
, or L > L c (the number of such modes increases with L). If L is taken as the bifurcation parameter and grows beyond L c , the solution passes through a complex hierarchy of bifurcations leading to cellular multi-modal stationary, oscillatory and chaotic states. A typical behavior includes an irregular succession of windows with quasi-periodic and chaotic behavior. In this analysis, it is the boundary condition that determines the wavenumbers which enter in the unstable domain. In our problem, on varying beam orientation, temperature (K) , or damping rate, one may increase or decrease the number of unstable modes in the system and expect similar results as in the previously mentioned finite domain case. Following a high T approximation,K dominates and D xx may be neglected (Bradley and Harper 1988; Makeev et al. 2002) . In the absence of damping, the domain of unstable wave vectors extends to zero, which rules out an amplitude equation description, except, perhaps, for the first stages of the evolution, which is dominated by the fastest growing modes and the ones generated by nonlinear interactions. The evolution is described by Eq. (19) and the fastest growing mode corresponds to q 0 = |ν x | 2K 1 x with a growth rate q 4 0K . It is directly coupled, through the quadratic nonlinearity, with 2 q 0 , 1 2 q 0 . The resulting evolution equations for these modes are:
h(2 q 0 , t) may be adiabatically eliminated and one obtains: 
Hence, the quadratic coupling betweenh( q 0 , t) andh ± q 0 2 , t enhances the latter's growth rate to about 1.85Kq 4 0 . A cellular state with wavelength λ = λ 0 = 2π/q 0 grows thus first and, after some time, is replaced by another cellular state with λ = 2λ 0 . This situation has been studied in more detail by Misbah et al. in (Misbah and Valance 1994) . Similar arguments may be performed for successive subharmonics and provide a qualitative picture for the first stages of the surface evolution.
• Two dimensions. In this case, the fastest growing mode remains the mode with q = q 0 = q 0 1 x . Besides the quadratic coupling with 2 q 0 and 1 2 q 0 ,h( q 0 , t) may also be coupled withh( q 1 , t) andh( q 2 , t) where
2 q 0 1 y . The coupled evolution of these modes is then:
where = 3 4 q 2 0 (|ν x | − |ν y |). On the saturation scale ofh( q 0 , t), the maximum growth rate ofh( q 1,2 , t) is (( √ 2 − 0.5)|ν x | + 1.5||ν y |)
2 . This growth rate is greater than the effective growth rate of subharmonics
for |ν x | < 1.6|ν y |. Hence, there is a range of incidence angles around θ = 0 where two-dimensional effects should dominate over subharmonic ones during the first stages of the evolution. Further analysis requires of course numerical simulations, as presented in the next section.
Let us recall that we considered, in this section, systems with large spatial extension, where boundary effects are irrelevant, and random initial conditions. Boundary effects in small systems and preexisting initial patterns may force spatial modes into the system able to compete with the dynamically selected ones, and affect pattern selection and evolution. We consider these effects in a separate publication D Walgraef, CSR Matthes, NM Ghoniem: The influence of surface architecture on ion-induced nano-patterning, in preparation.
Numerical simulations of pattern evolution
Method development
To simulate surface evolution according to defined parameters, the evolution equation is solved numerically in Fourier space (D Walgraef: Nano-patterning of surfaces by ion sputtering. Working comments and thoughts, unpublished). If u(x) is a function sampled at n discrete points x i ∈ h, 2h, . . . , ih, . . . , 2π − h, 2π and h = 2π/n in real space, then the Fast Fourier Transform (FFT) is expressed as:
The Fourier transform of derivatives can easily be found subsequently fromû k : FFT
To model the directional dependence of the expression, it is necessary to introduce the indices k x and k y , as the derivatives are applied across both dimensions.
The nonlinear term of the evolution equation can be written in Fourier space using the convolution property. It should be noted that the convolution of two vectors in Fourier space (note the use of the convolution operator [ * ]) is equal to the Fourier transform of their element-wise product in real space. The derivatives are expressed as the product of h with powers of the index k. Damping can be added by taking into account translational invariance, achieved by subtracting the average surface height at each time step h A from the height profileĥ. Thus,
The nonlinear term requires the solution of the ODE to be performed using a hybrid implicit/explicit method, in which all terms are written implicitly except the nonlinear term, which is written explicitly. The result may be calculated in Fourier space for each time step (n), then converted back to real space.ĥ n+1 is the height in Fourier space at time step n + 1, and t is the time step increment.
This result may be calculated for all time steps, and converted back to real space. The operation is performed over many time steps to simulate the evolution of the surface profile over a specified span. In the case of linear evolution, the nonlinear term in the numerator, expressed by the convolution, may be removed.
Convergence and accuracy tests
In this section, we address the accuracy and convergence of the numerical solutions. For this purpose, the "average" wavelength is used to help quantify the evolution of the surface according to the spectral density, p, of all emergent wavelengths in the spectrum. Figures 3 and 4 show the results of the evolving ripple morphology using the linear evolution equation for θ = 30°, and an initial surface of h = A cos(ωx) sin(ωy) where ω = 3.2. The evolution was carried out according to the parameters defined in Table 1 .
The wavelength spectrum can by averaged at each time step in the following way:
, and is shown over a range of time steps on the left in Figs. 3 and 4 in the xand y-direction, respectively. It can be observed that the average wavelength begins at a value corresponding to the initial surface, and grows to a steady-state value as the surface morphology changes, representing the final "evolved" wavelength spectrum of the surface. The behavior of the average wavelength demonstrates the emergence of surface ripples of a particular wavelength, which cause the average spectral wavelength to grow toward a converged result as the most unstable wavelength takes over the morphology.
The "dominant" wavelength refers to the single wavelength with the highest spectral density at any given time. This value is shown on the right side in Figs. 3 and 4 , and is observed to begin at a particular value determined by the initial configuration. In this case the dominant λ is shown to switch after 9 h of simulated exposure to a value close to the analytical result, indicated by the horizontal black line. The steady-state value corresponding to the wavelength expected by linear stability analysis further indicates an accurate converged value.
The accuracy of the simulation is dependent on the number of discrete points that the surface is sampled at, defined by the grid size n, which corresponds to the FFT indices k x and k y . Figure 5 shows the global error, or the difference between the final converged wavelength, and the analytical result, for different grid sizes. The global error is computed over grid sizes that correspond to increasing powers of 2, to optimize speed. It can be seen that for a sufficiently large grid size, the error reaches a steady value of 1.28×10 −6 m in the x-direction, and 1.48×10 −6 m in the y-direction. Relative to the scale of the 
Numerical simulation results
Numerical simulations using the FFT method were performed to provide insight into the long-term evolution of the surface height, and extend the scope of analytical predictions described above. The simulations were performed without the presence of damping (i.e. α = 0), such that the bifurcation parameter , and thus the range of unstable wave vectors is maximized. Under these conditions, surface symmetries according to the linear evolution equation may not match directly with theory, and pattern formation according to weakly nonlinear analysis becomes less predictable. Periodic boundary conditions have been applied. Spectral analysis was performed on the surface profiles to allow for a determination of dominant frequencies associated with the ripple wavelengths present in the developed symmetries. The parameter values used in all of the present numerical calculations are given in Table 1 .
Effects of nonlinearities in the transient regime
The quadratic non-linearity introduced in the surface evolution equations is physically a result of large local geometric variations, in violation of the small slope approximation of the original BH approach. Therefore, one expects that as time proceeds, the influence of higher order non-linearities will become more significant. Our previous analytical results indicated that couplings between the dominant surface mode and other modes that are The influence of surface architecture on ioninduced nano-patterning, in preparation. Here, we consider a case of an initial structured surface and numerically follow its linear and non-linear evolution. The observed nonlinear patterning is explained visually in Fig. 6a . The top plot shows the initial pattern, composed of a series of 4 gaussian "bump" formations. This initial architecture was selected because it resulted in an increased speed of pattern selection compared to a randomized initial profile. Using this initial surface geometry, the nonlinear wavelength emerges in the profile after about 30 h, rather than closer to 75 h for a randomized configuration. At an ion flux of 5 × 10 21 m −2 s −1 , this corresponds to ion a b fluences of 5.4 × 10 26 m −2 and 8.1 × 10 26 m −2 , respectively. The next plot down shows the periodic pattern of the evolved surface profile, with a wavelength that corresponds to linear stability analysis of the evolution equation. The plot below the linearly evolved profile shows the isolated nonlinear term, which clearly has twice the frequency of the linearly evolved profile. When factored into the evolution equation, the effect nonlinear term is magnified as it grows, and plays a large part in the evolved surface profile. With this nonlinear contribution, it can be seen how the patterning of the nonlinear evolution comes about. Figure 6b shows the 1-dimensional evolution of a particular surface for both the linear and nonlinear case after 34 h of exposure. It can be seen that the nonlinear plot possesses similar periodicity to the linear plot, but with additional undulations in the final profile. It should be noted that while the linear profile is steady-state, the nonlinear profile is at a transient point in its morphological evolution (i.e. the final converged symmetry is not yet reached for the chosen time of the simulation). This point of evolution was selected to observe the combined effect of the linear pattern selection with the added effect of the nonlinear term prior to it dominating the morphology. At later times, the nonlinear term takes over, and the morphology is dictated by the corresponding wavelength alone. The spectral analysis shown in Fig. 7 corresponds to the evolution shown in Fig. 6 . It can be seen that prior to evolution, the original surface possesses a distinct pattern, which disappears after 30 h of evolution in both the linear and nonlinear case. Under linear evolution, it can be seen that a peak exists close to the analytically expected result for linear stability, denoted by the black vertical line. A notable observation is that the evolved geometry for the nonlinear case has a dominant wavelength present that is approximately half the size of the analytical result. There also exists a peak on the nonlinear plot near the analytical result, indicating the presence of the linear morphology in the final patterning, as can be observed in the plot from Fig. 7 . An intermediate wavelength spectrum is also displayed, taken after 10 h of exposure, and from this it can be observed that the dominant Fig. 7 Wavelength spectrum for linear (top) and nonlinear (bottom) evolution cases. The distribution function of the surface is shown prior to evolution, after 10 h, and after 30 h to demonstrate the changes throughout evolution. The effect of nonlinearities shows the emergence of a wavelength at later times, which is half the analytical result according to linear theory. After 10 hours, both evolution regimes show similar results wavelength for both linear and nonlinear evolution were identical, close to the analytical result. This indicates that at earlier time steps, the nonlinear term has little effect, as it has not grown sufficiently to influence the morphology. Figure 8 shows the surface color plots corresponding to the surface height, in m, of a surface that has a randomized initial height profile (shown as pixels in Fig. 8a) , and the same surface shown after 60 h of simulated exposure at normal ion incidence (θ = 0), for both linear (Fig. 8b) and nonlinear (Fig. 8c) evolution. Here we assume no effects due to damping (i.e. α = 0). The red color areas indicate surface peaks, while the blue color areas correspond to troughs.
System behavior in 2 dimensions
It can be observed that when using the linear equation, the evolved surface (Fig. 8b ) demonstrates the emergence of "dots-on-ripples" type patterning, where organized ripples mixed with hexagonal features have been produced. The ripple formation corresponds to previous experimental work on graphite (Habenicht 2001) and glass (Navez et al. 1962 ) surfaces, as well as certain metals (Costantini et al. 2001; Valbusa et al. 2002) . The ripples are oriented at an angle relative to the incident ions traveling in the 1 x direction. Because the angle of incidence is set to the surface normal (θ = 0), the curvature coefficientsν x andν y are equal, such that orientational degeneracy is expected. The simulations displayed this degeneracy in the direction of the emergent ripples (i.e. the x-and y-components changed between positive and negative with successive simulations), but both components were shown to be equal in magnitude, as expected analytically. The wave vectors in the displayed case can be defined as q 1 = q c 1 x , q 2 = − 2 1 y , satisfying the triangular relation q 1 + q 2 + q 3 = 0. The linear result demonstrates the presence of all three wave vectors, with more dominant critical ripples corresponding to q 2 , having components in both the x-and y-directions. In these simulations, we are operating in a regime where the damping rate α is set to zero, making a maximum value. Therefore, the evolution of the surface is determined according to a KPZ equation form. The result shows the emergence of a number of coupled unstable wave vectors, resulting in the "dots-on-ripples" pattern that has emerged. Successive simulations showed the orientation of the dominant ripples to vary between q 2 and q 3 , as the randomized initial surface allowed for the competition between wave vectors to vary. Table 1 . θ = 0°
The evolution results according to the nonlinear equation (Fig. 8c) show the formation of striations similar to that of the linear evolution. However, the wavelength scale differs. It can be seen that the nonlinear evolution produced wavelengths that are noticeably smaller in size than the linear evolution, replicating the nonlinear behavior demonstrated in Fig. 6 , where the wavelength is half the magnitude as the linear result. The orientation of the critical ripples, like the linear result, corresponded to the q 2 mode, indicating the presence of other modes to be less consequential in determining the resulting symmetries for the shown simulation. In other simulations with a randomized initial profile, it was observed that the critical mode varied between q 2 and q 3 , indicating a degenerate solution. The scale of the ripple wavelength appears to be half the magnitude of the wavelength in the linear case, indicating the emergence of 2 q 2 as the dominant wave vector, which was consistent for all simulations.
Patterning of the surface profile can also be investigated using Fourier spectral analysis, where the distribution function of the various surface modes (wavelengths) can give direct evidence of the regularity of emerging patterns. Figure 9 shows the wavelength spectrum of the initial surface profile (red line), shown together with the final surface profile spectrum (blue line) after 60 h of exposure, in both the linear (top) and nonlinear (bottom) case. The results are displayed in both the x-direction (Fig. 9a ) and y-direction (Fig. 9b) . A vertical black line was added to the plots to show the value of the dominant wavelength obtained from the analytical solutions of the previous section. Both the x-and y-directions show similar results in that the linear evolution produces a dominant wavelength, shown by the tallest peak, which is consistent with the analytical result. Alternately, the nonlinear evolution produces a dominant wavelength that appears to be half the length of the analytically determined pattern. This may be attributed to the trend explained by Fig. 6 , in which the nonlinear term possesses a wavelength twice that of the linearly stable pattern. The result from this simulation indicates that under evolution over long timeframes, the nonlinear term dominates the pattern selection. The final behavior of the distribution function, and the corresponding dominant wavelengths at long times, is identical to the results for all the 2-dimensional simulations at each respective angle of ion incidence. Fig. 9 Distribution function of the wavelengths corresponding to the surface modes present at time t=0 (red) and after 60 h of exposure (blue), for θ = 0°. Note that in case of linear evolution (top), in both the (a) x-direction (b) y-direction, the dominant wavelength present in the spectrum matches closely with the analytical prediction according to linear stability analysis (shown by vertical black line). Nonlinear evolution (bottom) shows a final wavelength that is approximately half the analytical description, indicating the coupling of 2 q has taken over the symmetry Additional simulations were performed at various angles of incidence to observe the effect of nonlinearities. The results of a simulation performed at θ = 45°are shown in Fig. 10 , before and after 60 h of ion exposure. The linear results are similar to those at θ = 0, showing the coupled presence of all three wave vectors in the morphology. In the nonlinear case, contrasting surface morphologies can be seen for the respective angles of incidence. While an incidence angle θ = 0°yielded a clear dominant wavelength, simulations for θ = 45°showed the presence of coupling between differently oriented wave vectors, producing the dot pattern seen in Fig. 10c . At this angle,ν x =ν y , such that the x-and y-components are equal in magnitude. In addition, there is orientational degeneracy of the dominant wavelength, however the same type of "dot" and ripple patterning is consistent across all simulations. This result further indicates competition between the wave vectors. The patterning in the nonlinear result for θ = 45°is unique in that the wavelengths controlling the patterns are again half the magnitude of the linear result. The conclusion that may be drawn for the nonlinear case is that in all directions, the wave vectors that emerge are twice in magnitude as in linear evolution. That is, the dominant wave vectors correspond to 2 q 1 , 2 q 2 , and 2 q 3 .
As noted previously, the orientation of the dominant wave vectors is determined by the relationship of the magnitudes of the second order curvature coefficientsν x andν y . This relationship is shown in Fig. 11 , which displays the magnitudes of both terms over a range of angles of ion incidence, θ. It can be seen that at θ = 0°and θ = 45°, the magnitude of both values is equal, which explains why for both simulations the x-and y-components of the ripple wave vectors were equal, and there was orientational degeneracy of the solution. It can also be seen than the magnitude ofν x is greater thanν y for all angles of incidence except between approximately 45°and about 57°.
To observe the morphology under an angle of incidence in whichν x andν y are not equal, simulations were performed on a randomized surface at θ = 50°, where |ν x | < |ν y |. The results are shown in Fig. 12 . It can be seen in Fig. 12b that the linear result looks similar to that of other angles of incidence, except that the orientation of the ripples is different due to the anisotropy of the second order terms. The nonlinear result (Fig. 12c) shows a Table 1 . Both evolution regimes produce dots-on-ripples patterns, with contrasting characteristics Fig. 11 Comparison of the second order curvature term coefficients magnitudes, |ν x | and |ν y |. It can be seen the magnitude ofν x is greater thanν y for all angles except the range 45 • < θ <∼ 57°p articularly unique pattern, where the multiples of diagonal wave vectors (i.e. 2 q 2 , 2 q 3 ) dominate the morphology and create the diamond patterns that are observed. Figure 13 shows the convergence behavior of the evolution corresponding to Fig. 8 . On the left is the linear evolution, where the dominant wavelength converges rather quickly, after 2.25 h. The nonlinear evolution on the right side of the figure shows the solution initially settles near the analytical solution after 2.25 h, but the final solution converges after 15.75 h, where the dominant wavelength corresponds to half the wavelength of the analytical solution after the nonlinear term has taken over. Because of the random nature of the initial surface, the speed of convergence will vary for alternate simulations. Generally, the solution was found to converge at times under 10 h for the linear case, and 20 h for the nonlinear evolution. With this simulation, the displayed solution shows no variation for over 40 h of simulated exposure, indicating convergence.
Conclusions
This study highlights the pattern-forming characteristics of ion-bombarded surfaces according to a theoretical understanding of the physical processes. The outcomes have Fig. 12 Height data for the surface profiles of the (a) original surface prior to evolution, and surface after 60 h of evolution using (b) the linear evolution equation and (c) nonlinear evolution equation at θ = 50°. The surface height is normalized to the maximum height, where the peaks are shown by the red regions while the troughs are shown as blue. The x-and y-axes are expressed in [m] to show the feature size. The evolution parameters are as shown in Table 1 Fig . 13 Convergence of the dominant wavelength in the x-direction both linear evolution (left) and nonlinear evolution (right). Black horizontal line indicates analytical result. The nonlinear result shows that initially the morphology reaches a steady solution near the analytical result, but as time advances the nonlinear term takes over and the solution converges at this wavelength been achieved through both an analytical examination of stability, as well as a computational investigation to provide insight where analytical theory is questionable. The comprehensive stability analysis provides a background for understanding the types of patterns that occur under various conditions relating to the evolution equation. Linear stability analysis provides the expected dominant wavelength magnitude of ripple formations, determined by the ion and material parameters. This furnishes a baseline to which the size of ripples may be compared, in order to track the presence of coupled modes resulting from the quadratic nonlinearity. The orientation of ripples is shown to be dependent on the most unstable wave vector. In addition, weakly nonlinear analysis demonstrated that the coupling of other modes can destabilize one-dimensional stripes in order to sustain hexagonal patterns. When the damping coefficient is set to zero (ᾱ = 0), the evolution operates outside the weakly nonlinear regime, such that the range of unstable wave vectors is maximized. Under such conditions, the evolution proceeds following the undamped KS equation form, presenting an area that has not been well investigated. In the undamped regime, the ripple orientation is not easily predicted and depends on the competition between modes. The selected mode for a particular initial surface configuration is controlled largely by the angle of ion incidence θ, which controls the magnitude of the coefficientsν x andν y .
Computational simulations offer insight into the evolution behavior outside the weakly nonlinear regime, where the competition between wave vectors is not easily predicted. Therefore, the resulting patterns are dependent on the initial surface architecture, which influences the emergence of certain modes. For the 2-dimensional simulations, a randomized surface height profile has been selected in order to observe overall trends associated with the evolutionary mechanisms, rather than relying on the consistent influence of a particular surface configuration.
Simulations performed using the linear evolution equation have produced numerical results that demonstrated the formation of "dots-on-ripples" type patterning. The orientation of these ripples depends on the relationship of the curvature coefficientsν x andν y , where the components of the wave vectors are equal at angles where their magnitudes match (i.e. θ = 0°and 45°). Performing spectral analysis on the profiles show that the most dominant wavelength closely matches the analytical calculations for stable ripple formation. By introducing the nonlinear term to the evolution equation, it has been found that the effect of the nonlinearities is significant over long time spans, producing sharpened or enhanced symmetries. Spectral analysis as well as qualitative results have shown that at short times, the nonlinear term has little effect on the morphology of the surface profile. After a sufficient number of time steps, however, the nonlinear term grows rapidly and dominates the evolution equation. The nonlinear influence manifests itself by producing surface ripples with a dominant wavelength that is half the magnitude of what is expected according to linear stability. This result demonstrates the coupling of 2 q c as the fastest growing growing mode, following the effect of the quadratic nonlinearity. It is worth mentioning here that the nonlinearities in the evolution equation actually reflect the large local variations in the surface structure; an aspect that has not been considered in the original BH theory.
In the nonlinear case, the angle of ion incidence is found to be influential in the selected pattern formation. While normal incidence only resulted in dots-on-ripples patterning, θ = 45°resulted in the ripples becoming a clear dot pattern. That is, at θ = 0°, the nonlinear mode oriented along q 2 dominates the coupled modes of other orientations, while θ = 45°permits strong influence of multiple differently oriented modes. The nonlinear dots-on-ripples again reveal 2 q c to be the fastest growing mode, which contrasts with the linear result. The presence of nonlinearities has also been shown to require an extended speed of convergence compared with linear evolution, as the nonlinear term is initially not present in the symmetry, but eventually dominates the evolution.
