The NCS (networked control system) is different from the conventional control systems which is the integration of the automation and control over communication network. When an NCS operates over the communication network, one of the major challenges is the network-induced delay in data transfer among the controllers, actuators, and sensors. This delay degrades system performance and causes system unstablility. This paper proposes a GPC (generalized predictive control) with the Kalman state estimator to compensate for the network-induced delay and packet loss. The GPC is implemented in WiNCS (Wireless NCS) based on IEEE 802.11 standard. An analytical NCS model and NS2 (network simulator version 2) are developed to simulate and evaluate the performance under the effect of various delays and packet loss rates. The result shows that the proposed GPC is adaptive and robust to the uncertainties in a time-delay system. The WiNCS is evaluated with latency and throughput measurements in various environments. The experiment setup conforming to the IEEE 802.11 standard achieves an average latency of 1.3 ms and a data throughput of 3.000 kB/s up to a distance of 70 m. The results demonstrate the feasibility of real-time closed-loop control with the proposed concept.
Introduction
In recent years, there has been an increasing interest in implementing networked transmission protocols (e.g., wire/ wireless local area networks) in automation and control system. Cost effectiveness and flexibility are achieved using communication protocol in the feedback control.
The NCS closes the feedback control loops through a real-time network. The control signals to the actuators and the feedback signals from sensors are in the form of information packages [1, 2] . Interconnecting the sensors, actuators, and controllers via networks can eliminate wiring, reduce installation costs, and enable remote monitoring and tuning. Additional components and modules can be added without additional circuitry to the existing layout. The controllers effectively share the data via the information technology allowing easy data fusion and integration to the controller for an intelligent decision or optimal operation in a large and complex process [3, 4] . The potential applications of NCS include industrial automation, military, hazardous environment exploration, or robots application.
Three methods on scheduling packets were proposed to improve NCS performance and stability as static scheduler, try-once-discard (TOD) scheduler with continuous priority level, and TOD with discrete priority level [5, 6] .
A networked DC motor control system was proposed using controller gain adaptation to compensate the changes in QoS (quality-of-service) requirements over time-varying network [7] .
Stabilization of NCS was investigated in the discrete-time domain with random delays [8] . Two Markov chains were applied to model the delay on controller-to-actuator delay and sensor-to-controller.
Model-based NCS was proposed using an explicit model of the plant to produce an estimate of the plant state during transmission delay. The stability was evaluated for the controller/actuator which was updated with sensor information at nonconstant time intervals [9] .
International Journal of Distributed Sensor Networks An NCS model including network-induced delay and packet loss in transmission network was proposed. The feedback gain of a memory-less controller and the maximum allowable value of the network-induced delay were derived by solving a set of linear matrix inequalities [10] . Two predictors estimating the plant outputs in open-loop and closed-loop were proposed [11] . An error predictive model was built using a back propagation neural network to reduce the error on estimation of output. Three control methods were compared as PID, GPC, and GPC with error correction. GPC with error correction was validated to have the best performance [12] .
A novel GPC strategy was proposed controlling NCS with respect to the NSC structure characteristics. The timestamp mechanism of data communication network was applied. Accurate measurement to the system output and timely modification to the predictive value were required under the random network-induced delay [13] .
A client-server control architecture was implemented on the dual-axis hydraulic position system of an industrial fishprocessing machine. The GPC algorithm was adopted to compensate for data-transmission delays. It incorporates a minimum-effort estimator to estimate missing or delayed sensor data and a variable-horizon adaptive GPC controller to predict the required future control efforts to drive the plant to track a desired reference trajectory [14] .
Time-varying delays for the transmission of sensor and control signal over the wireless network were evaluated using a randomized multihop routing protocol. The proposed predictive control scheme with a delay estimator was based on a Kalman filter [15] .
This paper presents a model of the NCS with networkinduced delay and packets loss for a general SISO NCS model. The stochastic time delays reduce the system performance (e.g., stability, controllability, and observability). This paper applies GPC to predict the network-induced delay and simulate it through the wireless network environment setup by NS2 in Linux. The PiccSIM is used as the platform in the client/server architecture for the WiNCS. The MPC concept was adopted and the GPC control algorithm with the Kalman state estimator is implemented in WiNCS to reduce the effect on network-induced delay and packets loss.
The contributions in the paper are summarized as follows.
(i) The main factors affecting the performance of NCS in communication networks have been identified.
(ii) The NCS with network-induced delay and packet loss is modeled.
(iii) The GPC algorithm is implemented in WiNCS to cope with the time-varying delay issue.
(iv) The simulated platform is constructed which connects NS2 and Matlab\Simulink for implementation of GPC in WiNCS.
Method
The GPC is proposed to compensate the network-induced delay in WiNCS. The algorithm, closed-loop structure, and CARIMA model structure are developed. The GPC in state space with state estimator is derived for WiNCS simulation. The state space is adopted to reduce the algebraic complexity in the GPC control law.
Formulation of GPC.
The SISO (single-input singleoutput) system is given which considers the operation around a specific set point after linearization. A predictive model known as CARIMA (controlled autoregressive integrated moving average) for GPC is
with
where ( ) is output signal, ( ) is input signal, ( ) is zero mean white noise, and , , and are
where ( −1 ) is selected to be 1 for the simplicity. The cost function including the influence of ( ) on future system is to enhance the system robustness. GPC algorithm applies a control sequence to minimize a multistage cost function as
wherê( + ) is optimum -step ahead prediction of system output, 1 and 2 are the minimum and maximum of the prediction horizons and the order of 2 must be larger than ( −1 ), is control horizon ( ≤ ), ( ) and ( ) are weighting sequences, ( ) is selected to be 1, and ( ) is a constant. ( + ) is the future reference trajectory as
where ( ) and are the set point and the future output of the system, respectively. is a parameter between 0 and 1 that affects the response of the system (closer to 1, smoother response curve).
The optimal prediction of the output ( + ) is driven close to ( + ) to optimize the cost function. Diophantine equation for predicting the precede -step output is given by
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Equation (1) is multiplied by Δ ( −1 ) to obtain the predictive equation of -step after time as
Equation (9) is rewritten in consideration of (6) as
Noise term in the future on the system is neglected in (10) . Letting ( −1 ) = ( −1 ) ( −1 ), the best prediction of future output iŝ ( + ) = ( −1 ) Δ ( + − 1) + ( −1 ) ( ) . (11) The set of the control signals ( ), ( +1), . . . , ( + ) is obtained to optimize (4) . The values 1 , 2 , and are defined by 1 = 1 and 2 = and the predictive horizon = and the control horizon = . ahead optimal prediction is considered aŝ
The above equations are marshaled aŝ
. . .
; G=
;
] .
In (13) , it includes known and unknown sequences at time . The known sequence which is the last two terms is grouped into f asŶ
where f = ( −1 ) ( ) + ( −1 ) Δ ( − 1) .
Equation (4) is written in consideration (15) as
The minimum of J, assuming there are no constraints on the control signal, is found by taking gradient of J. Let J/ ΔU = 0 which leads to
In (19) , the actually control signal that is sent to the system is the first element of ΔU as
where = [ 1 2 ⋅ ⋅ ⋅ ] is the first row of the matrix
The optimization in GPC is different from the general optimal algorithm; the optimized target is moving by time (i.e., local optimization in every sampling time). The first element of ΔU is applied and the optimal procedure is repeated at the next sampling time [16, 17] .
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(a) The reference trajectory in (5) is
From (7) and (22), the CARIMA model is driven as
where the polynomial is selected to be 1.
(c) The predictive output in (16) is
(25) (d) The control-increment vector is Figure 1 shows that the GPC control-loop structure consists of smoothing, tuning, and prediction processes. The thick line indicates the vector signal and the thin line indicates the scalar signal. At each moment, the desired output vector is obtained after smoothing the set point . Compared with the predictive output and desired output, the declination vector is obtained. The control signal Δ at this moment is the product of declination vector and vector . The control signal Δ also generates the new predictive output f with the vector H and the system output.
GPC in State-Space Formulation.
Consider a state-space description [18, 19] of the system plant which was given as follows. The dimension of the state vector is = max ( + 1, + 1, ) :
wherẽare the coefficient of polynomial̃. The random variables and ] represent disturbance input and measurement (sensor) noise, and they are assumed to be white Gaussian zero mean with normal probability distributions.
The noise and disturbance in (22) are neglected; the predictive model is rewritten as
From (27), the -domain transfer function ( ) is derived as
From (30), the current output is obtained as
Since the predictive horizon = , the future output is obtained as 
From the previous equations, the prediction state of the system is also obtained as
A general term of ( + ) with ( = 1, 2, 3, . . . , ) is obtained as
Therefore, the predictive output is denoted aŝ
(36) 6
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The cost function is fundamental for the determination of control action [20] and it is rewritten as
where and are the penalization matrixes. The cost function in (37) is further rewritten as
The cost function J adp based on square-root minimization is separated into two square roots as
After obtaining the predictive outputsŶ, the cost function J m in (40) is derived as
To minimize the cost function in (41), the solution of the algebraic equation (the control action) is derived as
Equation (42) is further presented as follows:
For solving (42), the QR decomposition [21] method based on the Householder algorithm [22, 23] is used to decompose matrix as
where is an upper triangular matrix and is an orthogonal matrix as
where (i = 1, 2, . . . , ) is a Householder matrix. Considering (45), the solution of least squares in (43) is
The preceding Equation (47) is rewritten as
Thus, the control signal is obtained as
Obtained vector ΔU represents the control signal for the whole predictive horizon N, and the actual control signal sent to plant is the first element in (49).
State
Estimator. Consider the system in state space which is presented in (27) as follows:
where and ] are sequences of white Gaussian noise with zero mean with known covariance as
The joint covariance matrix is
The initial state 0 of a Gaussian random vector with mean presents as
The covariance matrix is given by
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The conditional probability density functions (pdf) represent the Gaussian pdf as
where the state estimatê( ) and the covariance matrix ( ) are presented aŝ(
Considering (55), the filtering cycle states at the instant + 1 are presented as
wherê(
The Gaussian pdf is characterized by the mean and covariance matrix. Considering (27) by applying the mean value operator which is presented as
From (55) and (57), the with zero mean is obtained aŝ
The prediction error is defined as
which is replaced in expression of ( + 1) and̂( + 1). Equation (61) is rewritten as
where the filtering error is̃( ) = ( ) −̂( ).
Equation (59) is rewritten as follows:
From (63), the notations in (56) and (58) result in
The predictive estimated states of the system and the associated covariance matrix in (60) and (64) correspond to the optimal system state at the time instant +1 before making observation at time instant . The predicted measurement with a Gaussian pdf is given bŷ
The measurement prediction error̃( + 1) = ( + 1) − ( + 1) is rewritten by replacing the and̂as ( + 1) =̂( + 1) + ] ( ) .
(66)
Considering (66), the covariance matrix is obtained as
Multiply ( + 1) on both sides of transpose in (66) as ( + 1)̃( + 1) = ( + 1)̂( + 1)
Consider { ( + 1)̃( + 1)} = ( + 1) and evaluate the estimate statêat time instant + 1 aŝ
The optimal estimator to compute the state is based on a Kalman filter. The -step ahead system output presented in (34) is
In (69), the estimation of the state vector̂is obtained by the Kalman filter aŝ
where is Kalman filter gain matrix represented in (72) to adapt the estimation of model states to measure the outputs from controlled system. Consider
where the updated error covariance is ( ) = [ − ( ) ] ( − 1). Figure 2 shows the block diagram of the state estimator using Kalman filter to provide the estimate state for GPC. The Kalman filter is linear, discrete time, and finite dimension. The filter gain is independent of the system outputs. The error covariance and the filter gain are calculated before the filter is executed. Figure 3 shows the setup for the proposed GPC controller with Kalman state estimator implemented; control and sensor signals are encapsulated into packets to transmit in a wireless network environment emulated by NS2 (see the Appendix) under the WiNCS client/server architecture (IEEE 802.11b protocol) provided by PiccSIM (see the Appendix).
Result

GPC Implementation in WiNCS.
The simulation architecture is illustrated in Figure 4 . The control system is in the server. The sensor, actuator, and plant are in the client under an emulated IEEE 802.11b wireless network. 3.1.1. Controller Node. The controller node in server module includes GPC controller, Kalman state estimator, sender, and receiver as shown in Figure 5 . The square wave (period: 15 seconds, peaks: 1, and duration: from 0 to 100 seconds) is applied as the controller input.
Actuator/Sensor
Node. The actuator/sensor node in the client module includes actuator, plant, sensor, sender, and receiver as shown in Figure 6 . A white noise is applied as the disturbance to sensor measurement. The discrete state-space plant model is given by 
Latency and Throughput on Actual Wireless Network Environment.
The performance of the networked data acquisition system for an actual small UAV (CoaX helicopter) is evaluated with the topology in Figure 7 . The UAV sends images to a ground-based computer where the data is processed, and control packages are sent back to the UAV. Latency and throughput of the system are determined with the hrPing utility and the Interprocess Communication (IPC) library (see the Appendix). Experiments were performed in two different indoor environments. The first is a room with a square ground plane and the second is a long corridor as shown in Figures 8  and 9 . The line of sight connection of the transmission is uninterrupted by massive structures like concrete walls at all times.
The latency and throughput are tested for several distances between the CoaX helicopter and the stationary wireless router under two standards (IEEE 802.11 g and IEEE 802.11n). IEEE 802.11n provides longer range and higher throughput. The throughput of the wireless connection is determined for data packet sizes between 1 kB and 256 kB. The transfer rate for smaller packets is lower because the overhead of the transmission is dominant.
Laboratory Environment.
The average latency of the IEEE 802.11 g connection ( Figure 10 ) is constantly very low, and also the maximum values are stable over the whole distance range. Figure 11 shows the measurements for the connection conforming IEEE 802.11n. The mean latency is slightly higher, but the maximum latency does not significantly exceed the results of the previous measurements.
The throughput of the connection with the CoaX helicopter (IEEE 802.11 g), shown in Figure 12 , is practically independent of the distance in this environment. In the measurements with the IEEE 802.11n connection (Figure 13 ), the throughput decreases with longer distance for bigger data packets.
Corridor Environment.
The measurements are taken in the long corridor at distances from 10 to 70 meters. The latency of the connection with the CoaX helicopter (IEEE 802.11 g) is illustrated in Figure 14 . The results show that the average latency is very low at around 1.2 ms, which is close to the minimum value. The worst case of the latency in the measurements is 20 ms. The measurements of a connection with the recently introduced standard IEEE 802.11n are shown in Figure 15 . The average latency for distances from 30 meters and higher is low at around 1.2 ms. In close distance, however, the mean latency rises to 6.5 ms and the maximum value of 100 ms is comparatively high.
The results for the throughput of the connection with IEEE 802.11 g are depicted in Figure 16 . The throughput decreases with rising distance up to 60 meters; however, the measurement for 70 meters gave a higher value. As expected, the connection with IEEE 802.11n achieved significantly higher transfer rates. The data in Figure 17 shows that the throughput decreases as the distance is increased.
System Response with Random Delay and Packets Loss.
This experiment is to evaluate the capability of the proposed GPC with Kalman state estimator approach for compensating the random time delay in NCS. The random delay model is adopted to validate the GPC capability of compensating the delays. The system response is shown in Figure 18 with the random delay between 160 ms and 200 ms. The GPC parameters are listed in Table 1 . The system response is stable but with the higher overshoot and the longer settling time. When the delay time closes to the sample time, the system response occurs with highly jitter.
The packet loss phenomenon is emulated by a switch with various packet loss rates. Figure 19 shows the system response with random delay between 120 ms and 160 ms and packets loss rate 5%. The higher packet loss rate causes the higher jitter of the system response (unstable).
System Response with Network-Induced Delay in NS2.
The network-induced delay is generated by NS2 to evaluate if the system can follow the reference trajectory. Figure 20 shows the system response. Figures 21, 22, and 23 show the controller-to-actuator delay, sensor-to-controller delay, and sensor disturbance measurement, respectively. The simulation information is listed in Table 2 . All of the packets were successfully transmitted without dropped packets. The system response successfully follows the reference trajectory as shown in Figure 20 . Figure 24 shows the system response with sample time 0.3 sec. Figures 25, 26, and 27 show the controller-to-actuator delay, sensor-to-controller delay, and sensor disturbance measurement, respectively. The simulation information is Table 3 . The system is stable but with higher overshoot and the longer settling time. Different sample times affect the system performance. When the system is with the short sample time, the sender must generate more data packets. It might raise the packets loss rate and shorten the predictive horizon which might cause system unstablility. Figure 28 shows the system response with sample time 0.2 sec. Figures 29, 30, and 31 show the controller-to-actuator delay, sensor-to-controller delay, and sensor disturbance measurement, respectively. The system response is highly jitter and with longer settling time. The simulation information is listed in Table 4 . The system response already cannot follow the reference trajectory. 
Discussion
The WiNCS is implemented and evaluated with random delay, network-induced delay, and packets loss implementation by an analytical model and NS2. Result shows that the numbers of transmission data packets. The larger the number of transmission data packets is, the easier the packets loss occurs.
It is easier to evaluate the performance of GPC in WiNCS when it is simulated via a model because the condition of random delay and packets loss rate can be controlled. WiNCS implemented in NS2 is closer to actual wireless network; therefore, the distance between control node and actuator/sensor node affects the network-induced delay and packets loss. This causes GPC performance to be difficult to analyse. The parameter in NS2 needs to be reestimated when being in the various wireless coverage environments. This also affects the simulation results when GPC is implemented in WiNCS. The wireless networked control system results suggest that the latency is not directly related to the distance between sender and receiver. The mean values of the measurements are adequate for a closed-loop control system; however, the maximum values might have to be considered depending on the application. One reason for latency is the property that different wireless networks share the same frequency channel. Therefore, the density of wireless networks and the rate of traffic in close vicinity to the measurement setup determine the latency of the connection.
The throughput of the wireless connection according to standard IEEE 802.11 g is sufficient to transmit compressed images of size 320 × 240 at a rate of 30 frames per second up to a distance of 70 meters. The connection with the faster IEEE 802.11n standard allows transmitting the same images with smaller time delay or images with higher resolution at the same rate.
The measurements suggest that the concept of the wireless networked control system is applicable to autonomous navigation of small UAVs. The latency in a controlled environment is very low and does not inhibit real-time closedloop control applications. The throughput of either standard IEEE 802.11 g or IEEE 802.11n is sufficient for transmitting compressed images of adequate resolution at a rate of 30 frames per second; however, the standard IEEE 802.11n is preferable for better performance. The ideal environment for the wireless networked control system approach would be a closed room with strong walls to shield against interference from other networks. The limitations of the proposed system are the high sensitivity to interference from other wireless sources and the necessity of a line of sight connection without massive obstacles like concrete walls.
Conclusion
This paper proposed the GPC controller with Kalman state estimator in WiNCS based on PiccSIM platform. The packets are exchanged between the controller node and actuator/sensor node via wireless network IEEE 802.11b which is emulated by NS2. Although network-induced delay characteristics in the wireless communication network are difficult to model, this paper describes the main problems which might induce the time delay.
This paper simplifies complex architectures in the wireless communication network for analysis proposed with WiNCS which is simulated in NS2 using the two-ray ground model. First, this study implements WiNCS with the random delay to verify GPC controller capability with the Kalman state estimator to cope with time delay. Then, WiNCS is implemented with NS2 to present the effect of different sample times in the predictive horizon; that is, system performance decreases when sample time decreases. When WiNCS is implemented
