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Abstract
Convergence results are shown for full discretizations of quasilinear parabolic partial differential
equations on evolving surfaces. As a semidiscretization in space the evolving surface finite element
method is considered, using a regularity result of a generalized Ritz map, optimal order error estimates
for the spatial discretization is shown. Combining this with the stability results for Runge–Kutta
and BDF time integrators, we obtain convergence results for the fully discrete problems.
Keywords: quasilinear problems, evolving surfaces, ESFEM, Ritz map, Runge–Kutta and BDF methods,
energy estimates;
1 Introduction
In this paper we show convergence of full discretizations of quasilinear parabolic partial differential
equations on evolving surfaces. As a spatial discretization we consider the evolving surface finite element
method. The resulting system of ordinary differential equations is discretized, either with an algebraically
stable Runge–Kutta method, or with an implicit or linearly implicit backward differentiation formulae.
To our knowledge [ER15] is the only work on error analysis for nonlinear problems on evolving surfaces.
They give semidiscrete error bounds for the Cahn–Hilliard equation. The authors are not aware of fully
discrete error estimates published in the literature.
We show convergence results for full discretizations of quasilinear parabolic problems on evolving
surfaces with prescribed velocity. We prove unconditional stability and higher-order convergence results
for Runge–Kutta and BDF methods. We show convergence as a full discretization when coupled with
the ESFEM method as a space discretization for quasilinear problems. Similarly to the linear case the
stability analysis is relying on energy estimates and multiplier techniques.
First, we generalize some geometric preturbation estimates to the quasilinear setting. We define a
generalized Ritz map for quasilinear operators, and use it to show optimal order error estimates for the
spatial discretization. During the optimal order L2-error bounds of the Ritz map we will use a similar
argument as Wheeler in [Whe73], and elliptic regularity for evolving surfaces. A further important point
of the analysis is the required regularity of the generalized Ritz map. This will be used together with the
assumed Lipschitz-type estimate for the nonlinearity, analogously as in [DD70, LO95, AL15].
We show stability and convergence results for the case of stiffly accurate algebraically stable implicit
Runge–Kutta methods (having the Radau IIA methods in mind), and for an implicit and linearly implicit
k-step backward differentiation formulae up to order five. These results are relying on the techniques
used in [LO95, DLM12] and [AL15, LMV13]. By combining the results for the spatial semidiscretization
with stability and convergence estimates we show high-order convergence bounds for the fully discrete
approximation.
A starting point of the finite element approximation to (elliptic) surface partial differential equations
is the paper of Dziuk [Dzi88]. Various convergence results for space discretizations of linear parabolic
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problems using the evolving surface finite element method (ESFEM) were shown in [DE07a, DE13b], a
fully discrete scheme was analysed in [DE12]. These results are surveyed in [DE13a].
The convergence analysis of full discretizations with higher-order time integrators within the ESFEM
setting for linear problems were shown: for algebraically stable Runge–Kutta methods in [DLM12]; for
backward differentiation formulae (BDF) in [LMV13]. The ESFEM approach and convergence results
were later extended to wave equations on evolving surfaces, see [LM15].
A unified presentation of ESFEM and time discretizations for parabolic problems and wave equations
can be found in [Man13].
A great number of real-life phenomena are modeled by nonlinear parabolic problems on evolving
surfaces. Apart from general quasilinear problems on moving surfaces, see e.g. Example 3.5 in [DE07b],
more specific applications are the nonlinear models: diffusion induced grain boundary motion [CFP97,
FCE01, Han89, DES01, ES12]; Allen–Cahn and Cahn–Hilliard equations on evolving surfaces [CENC96,
EG96, ER15, ES10, Che02]; modeling solid tumor growth [CGG01, ES12]; pattern formation modeled
by reaction-diffusion equations [LB02, MB14]; image processing [JYS04]; Ginzburg–Landau model for
superconductivity [DJ04].
A number of nonlinear problems, in a general setting, were collected by Dziuk and Elliott in [DE07a,
DE07b, DE13a], also see the references therein. A great number of nonlinear problems with numerical
experiments were presented in the literature, see e.g. the above references, in particular [DE07a, DE07b,
ES12, DES01].
The paper is organized in the following way: In Section 2 we formulate our problem and detail our
assumptions. In Section 3 we recall the evolving surface finite element method, together with some of
its important properties and estimates. We introduce the generalized Ritz map, and show optimal order
error estimates for the residual, using the crucial W 1,∞ regularity estimate mentioned above. Section 4
covers the stability results and error estimates for Runge–Kutta and for implicit and linearly implicit
BDF methods. Section 5 is devoted to the error bounds of the semidiscrete residual, which then leads to
error estimates for the fully discretized problem. In Section 6 we briefly discuss how our results can be
extended to semilinear problems, and to the case where the upper and lower bounds of the elliptic part
are depending on the norm of the solution. Numerical results are presented in Section 7 to illustrate our
theoretical results.
2 The problem and assumptions
Let us consider a sufficiently smooth evolving closed hypersurface Γ(t) ⊂ Rm+1 (m ≤ 2), 0 ≤ t ≤ T ,
which moves with a given smooth velocity v. Let ∂•u = ∂tu + v · ∇u denote the material derivative of
the function u, where ∇Γ is the tangential gradient given by ∇Γu = ∇u −∇u · νν, with unit normal ν.
We are sharing the setting of [DE07a, DE13b].
We consider the following quasilinear problem for u = u(x, t):{
∂•u+ u∇Γ(t) · v −∇Γ(t) ·
(
A(u)∇Γ(t)u
)
= f on Γ(t),
u(., 0) = u0 on Γ(0),
(1)
where A : R→ R is sufficiently smooth function.
Remark 2.1. The results of the paper can be generalized to the case of a sufficiently smooth matrix
valued diffusion coefficient A(x, t, u) : TxΓ(t) → TxΓ(t). The proofs are similar to the ones presented
here, except they are more technical and lengthy, therefore they are not presented here.
The abstract setting of this quasilinear evolving surface PDE is a suitable combination of [LO95,
Section 1] and [AES14, Section 2.3]: Let H(t) and V (t) be real and separable Hilbert spaces (with norms
‖.‖H(t), ‖.‖V (t), respectively) such that V (t) is densely and continuously embedded into H(t), and the
norm of the dual space of V (t) is denoted by ‖.‖V (t)′ . The dual space of H(t) is identified with itself,
and the duality 〈., .〉t between V (t)′ and V (t) coincides on H(t) × V (t) with the scalar product of H(t),
for all t ∈ [0, T ].
The problem casts the following nonlinear operator:
〈A(u)v, w〉t =
∫
Γ(t)
A(u)∇Γv · ∇Γw.
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We assume that A satisfies the following three conditions:
The bilinear form associated to the operator A(u) : V (t)→ V (t)′ is elliptic with m > 0
〈A(u)w,w〉t ≥m‖w‖2V (t) (w ∈ V (t)), (2)
uniformly in u ∈ V (t) and for all t ∈ [0, T ]. It is bounded with M > 0∣∣〈A(u)v, w〉t∣∣ ≤M‖v‖V (t)‖w‖V (t) (v, w ∈ V (t)), (3)
uniformly in u ∈ V (t) and for all t ∈ [0, T ]. We further assume that there is a subset S(t) ⊂ V (t) such
that the following Lipschitz–type estimate holds: for every δ > 0 there exists L = L(δ, (S(t))0≤t≤T ) such
that ∥∥(A(w1)−A(w2))u∥∥V (t)′ ≤ δ‖w1 − w2‖V (t) + L‖w1 − w2‖H(t), (4)
for u ∈ S(t), w1, w2 ∈ V (t), 0 ≤ t ≤ T .
The above conditions were also used to prove error estimates using energy techniques in [LO95, DD70],
or more recently in [AL15].
The weak formulation uses Sobolev spaces on surfaces: For a sufficiently smooth surface Γ we define
H1(Γ) =
{
η ∈ L2(Γ) | ∇Γη ∈ L2(Γ)m+1
}
,
and analogously Hk(Γ) for k ∈ N and W k,p(Γ) for k ∈ N, p ∈ [1,∞], cf. [DE07a, Section 2.1]. Finally,
GT = ∪t∈[0,T ]Γ(t)× {t} denotes the space-time manifold.
The weak problem corresponding to (1) can be formulated by choosing the setting: V (t) = H1(Γ(t))
and H(t) = L2(Γ(t)), and the operator:
〈A(u)v, w〉t =
∫
Γ(t)
A(u)∇Γv · ∇Γw.
The coefficient function A : R→ R satisfies the following conditions.
Assumption 2.1. (a) It is bounded, and Lipschitz–bounded with constant ℓ.
(b) The function A(s) ≥m > 0 for arbitrary s ∈ R.
Throughout the paper we use the following subspace of V (t):
S(t) := S(t, r) = {u ∈ H2(Γ(t)) ∣∣ ‖u‖W 2,∞(Γ(t)) ≤ r}.
Then the following proposition easily follows.
Proposition 2.1. Under Assumption 2.1 and u ∈ S(t) (0 ≤ t ≤ T ) the above operator A satisfies the
conditions (2), (3) and (4) (with δ = 0).
Proof. The first two conditions (2) and (3) are following from (a) and (b). Condition (4) holds, since for
u ∈ S(t), w1, w2 ∈ H1(Γ(t)) and any z ∈ H1(Γ(t)), we have∣∣〈(A(w1)−A(w2))u, z〉t∣∣ =
∣∣∣∣ ∫
Γ(t)
(
A(w1)−A(w2)
)
∇Γu · ∇Γz
∣∣∣∣
≤ cℓ ‖w1 − w2‖L2(Γ(t)) r ‖z‖H1(Γ(t)),
where the constant ℓ is from Assumption 2.1 (a).
Definition 2.1 (Weak form). A function u ∈ H1(GT ) is called a weak solution of (1), if for almost
every t ∈ [0, T ]
d
dt
∫
Γ(t)
uϕ+
∫
Γ(t)
A(u)∇Γu · ∇Γϕ =
∫
Γ(t)
u∂•ϕ (5)
holds for every ϕ ∈ H1(GT ) and u(., 0) = u0.
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3 Spatial semidicretization: evolving surface finite elements
As a spatial semidiscretization we use the evolving surface finite element method introduced by Dziuk
and Elliott in [DE07a]. We shortly recall some basic notations and definitions from [DE07a], for more
details the reader is referred to Dziuk and Elliott [Dzi88, DE13b, DE13a].
3.1 Basic notations
The smooth surface Γ(t) is approximated by a triangulated one denoted by Γh(t), whose vertives are
sitting on the surface, given as
Γh(t) =
⋃
E(t)∈Th(t)
E(t).
We always assume that the (evolving) simplices E(t) are forming an admissible triangulation Th(t), with
h denoting the maximum diameter. Admissible triangulations were introduced in [DE07a, Section 5.1]:
every E(t) ∈ Th(t) satisfies that the inner radius σh is bounded from below by ch with c > 0, and Γh(t) is
not a global double covering of Γ(t). Then the discrete tangential gradient on the discrete surface Γh(t)
is given by
∇Γh(t)φ := ∇φ−∇φ · νhνh,
understood in a piecewise sense, with νh denoting the normal to Γh(t) (see [DE07a]).
For every t ∈ [0, T ] we define the finite element subspace Sh(t) spanned by the continuous, piecewise
linear evolving basis functions χj , satisfying χj(ai(t), t) = δij for all i, j = 1, 2, . . . , N , therefore
Sh(t) = span
{
χ1( . , t), χ2( . , t), . . . , χN ( . , t)
}
.
We interpolate the surface velocity on the discrete surface using the basis functions and denote it with
Vh. Then the discrete material derivative is given by
∂•hφh = ∂tφh + Vh · ∇φh (φh ∈ Sh(t)).
The key transport property derived in [DE07a, Proposition 5.4], is the following
∂•hχk = 0 for k = 1, 2, . . . , N. (6)
The spatially discrete quasilinear problem for evolving surfaces is formulated in
Problem 3.1 (Semidiscretization in space). Find Uh ∈ Sh(t) such that
d
dt
∫
Γh(t)
Uhφh +
∫
Γh(t)
A(Uh)∇ΓhUh · ∇Γhφh =
∫
Γh(t)
Uh∂
•
hφh, (∀φh ∈ Sh(t)), (7)
with the initial condition Uh( . , 0) = U
0
h ∈ Sh(0) being a sufficient approximation to u0.
3.2 The ODE system
The ODE form of the above problem can be derived by setting
Uh( . , t) =
N∑
j=1
αj(t)χj( . , t)
into (7), testing with φh = χj and using the transport property (6).
Proposition 3.1 (quasilinear ODE system). The spatially semidiscrete problem (7) is equivalent to the
following nonlinear ODE system for the vector α(t) = (αj(t)) ∈ RN , collecting the nodal values of Uh(., t):
d
dt
(
M(t)α(t)
)
+A(α(t))α(t) = 0
α(0) = α0
(8)
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where the evolving mass matrix M(t) and a nonlinear stiffness matrix A(α(t)) are defined as
M(t)kj =
∫
Γh(t)
χjχk, A(α(t))kj =
∫
Γh(t)
A(Uh)∇Γhχj · ∇Γhχk,
for α(t) defining Uh =
∑N
j=1 αj(t)χj(., t).
The proof of this proposition is analogous to the corresponding one in [DLM12].
3.3 Discrete Sobolev norm estimates
Through the paper we will work with the norm and semi-norm introduced in [DLM12]. We denote these
discrete Sobolev-type norms as
|z(t)|M(t) := ‖Zh‖L2(Γh(t)), |z(t)|A(t) := ‖∇ΓhZh‖L2(Γh(t)),
for arbitrary z(t) ∈ RN , where Zh( . , t) =
∑N
j=1 zj(t)χj( . , t), further by M(t) we mean the above
mass matrix and by A(t) we mean the linear (but time dependent) stiffness matrix:
A(t)kj =
∫
Γh(t)
∇Γhχj · ∇Γhχk.
A very important lemma in our analysis is the following:
Lemma 3.1 ([DLM12] Lemma 4.1). There are constants µ, κ (independent of h) such that
zT
(
M(s)−M(t))y ≤ (eµ(s−t) − 1)|z|M(t)|y|M(t),
zT
(
A(s)−A(t))y ≤ (eκ(s−t) − 1)|z|A(t)|y|A(t)
for all y, z ∈ RN and s, t ∈ [0, T ].
3.4 Lifting process and approximation results
In the following we recall the so called lift operator, which was introduced in [Dzi88] and further inves-
tigated in [DE07a, DE13b]. The lift operator projects a finite element function on the discrete surface
onto a function on the smooth surface.
Using the oriented distance function d ([DE07a, Section 2.1]), for a continuous function ηh : Γh(t)→ R
its lift is define as
ηlh(p, t) := ηh(x, t), x ∈ Γ(t),
where for every x ∈ Γh(t) the value p = p(x, t) ∈ Γ(t) is uniquely defined via x = p + ν(p, t)d(x, t). By
η−l we mean the function whose lift is η.
We now recall some notions using the lifting process from [Dzi88, DE07a] and [Man13]. We have the
lifted finite element space
Slh(t) :=
{
ϕh = φ
l
h |φh ∈ Sh(t)
}
.
By δh we denote the quotient between the continuous and discrete surface measures, dA and dAh, defined
as δhdAh = dA. Further, we recall that
Pr :=
(
δij − νiνj
)m+1
i,j=1
and Prh :=
(
δij − νh,iνh,j
)m+1
i,j=1
are the projections onto the tangent spaces of Γ and Γh. Further, from [DE13b], we recall the notation
Qh =
1
δh
(I − dH)PrPrhPr(I − dH),
where H (Hij = ∂xjνi) is the (extended) Weingarten map. For these quantities we recall some results
from [DE07a, Lemma 5.1], [DE13b, Lemma 5.4] and [Man13, Lemma 6.1].
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Lemma 3.2. Assume that Γh(t) and Γ(t) is from the above setting, then we have the estimates:
‖d‖L∞(Γh(t)) ≤ ch2, ‖νj‖L∞(Γh(t)) ≤ ch, ‖1− δh‖L∞(Γh(t)) ≤ ch2,
‖∂•hd‖L∞(Γh(t)) ≤ ch, ‖Pr−Qh‖L∞(Γh(t)) ≤ ch2, ‖Pr(∂•hQh)Pr‖L∞(Γh(t)) ≤ ch2,
with constants depending on GT , but not on t.
Lemma 3.3. For 1 ≤ p ≤ ∞ there exists constants c1, c2 > 0 independent of t and h such that the for
all uh ∈ W 1,p
(
Γh(t)
)
it holds that ulh ∈ W 1,p
(
Γ(t)
)
with the estimates
c1‖uh‖W 1,p(Γh(t)) ≤ ‖ulh‖W 1,p(Γ(t)) ≤ c2‖uh‖W 1,p(Γh(t)).
Proof. The proofs follows easily from the relation ∇Γhuh = Prh(I − dH)∇Γulh, cf. [Dzi88, Lemma 3].
3.5 Bilinear forms and their estimates
Apart from the ξ dependence, we use the time dependent bilinear forms defined in [DE13b]: for arbitrary
z, ϕ, ξ ∈ H1(Γ), ξ ∈ S(t), and their discrete analogs for Zh, φh, ξh ∈ Sh:
m(z, ϕ) =
∫
Γ(t)
zϕ,
a(ξ; z, ϕ) =
∫
Γ(t)
A(ξ)∇Γz · ∇Γϕ,
g(v; z, ϕ) =
∫
Γ(t)
(∇Γ · v)zϕ,
b(ξ; v; z, ϕ) =
∫
Γ(t)
B(ξ; v)∇Γz · ∇Γϕ,
mh(Zh, φh) =
∫
Γh(t)
Zhφh
ah(ξh;Zh, φh) =
∫
Γh(t)
A(ξh)∇ΓhZh · ∇Γhφh,
gh(Vh;Zh, φh) =
∫
Γh(t)
(∇Γh · Vh)Zhφh,
bh(ξh;Vh;Zh, φh) =
∫
Γh(t)
Bh(ξh;Vh)∇ΓZh · ∇Γφh,
where the discrete tangential gradients are understood in a piecewise sense, and with the tensors given
as
B(ξ; v)ij = ∂•(A(ξ)) +∇Γ · vA(ξ) − 2A(ξ)D(v),
Bh(ξh;Vh)ij = ∂•h(A(ξh)) +∇Γh · VhA(ξh)− 2A(ξh)Dh(Vh),
with
D(v)ij = 1
2
(
(∇Γ)ivj + (∇Γ)jvi
)
, ,
Dh(Vh)ij = 1
2
(
(∇Γh)i(Vh)j + (∇Γh)j(Vh)i
)
,
for i, j = 1, 2, . . . ,m+ 1. For more details see [DE13b, Lemma 2.1] (and the references in the proof), or
[DE13a, Lemma 5.2].
We will also use the transport lemma (note that ∂•hzh = ∂tzh + vh∇Γzh for a zh ∈ Slh(t)):
Lemma 3.4. For arbitrary ξlh ∈ Slh(t) and zh, ϕh, ∂•hzh, ∂•hϕh ∈ Slh(t) we have:
d
dt
m(zh, ϕh) = m(∂
•
hzh, ϕh) +m(zh, ∂
•
hϕh) + g(vh; zh, ϕh),
d
dt
a(ξlh; zh, ϕh) = a(ξ
l
h; ∂
•
hzh, ϕh) + a(ξ
l
h; zh, ∂
•
hϕh) + b(ξ
l
h; vh; zh, ϕh),
where vh velocity of the surface.
Proof. This lemma can be shown analogously as [DE13b, Lemma 4.2], therefore the proof is omitted.
Versions of this lemma with continuous material derivatives, or discrete bilinear forms are also true.
The following estimates will play a crucial role in the proofs.
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Lemma 3.5 (Geometric perturbation errors). For any ξ ∈ S(t), and Zh, φh ∈ Sh(t) with corresponding
lifts zh, ϕh ∈ Slh(t) we have the following bounds∣∣m(zh, ϕh)−mh(Zh, φh)∣∣ ≤ ch2‖zh‖L2(Γ(t))‖ϕh‖L2(Γ(t)),∣∣a(ξ; zh, ϕh)− ah(ξ−l;Zh, φh)∣∣ ≤ ch2‖∇Γzh‖L2(Γ(t))‖∇Γϕh‖L2(Γ(t)),∣∣g(vh; zh, ϕh)− gh(Vh;Zh, φh)∣∣ ≤ ch2‖zh‖L2(Γ(t))‖ϕh‖L2(Γ(t)),∣∣b(ξ; vh; zh, ϕh)− bh(ξ−l;Vh;Zh, φh)∣∣ ≤ ch2‖∇Γzh‖L2(Γ(t))‖∇Γϕh‖L2(Γ(t)).
Proof. The first estimate was proved in [DE13b, Lemma 5.5], while the third can be found in [LM15,
Lemma 7.5].
The proof of the second estimate is similar to the linear case found in [DE13a, Lemma 4.7]. Again
using the notation from [DE13a]:
Qh =
1
δh
(I − dH)PrPrhPr(I − dH)
we obtain
A(ξ−l)∇ΓhZh · ∇Γhφh = δhA(ξ−l)Qh∇Γzh(p, .) · ∇Γϕh(p, .). (9)
Similarly as in [DE13b, Lemma 5.5], the boundedness (Proposition 2.1) and the geometric estimate
‖Pr−Qh‖L∞(Γh) ≤ ch2 provides the estimate
∣∣a(ξ; zh, ϕh)− ah(ξ−l;Zh, φh)∣∣
=
∣∣∣ ∫
Γ(t)
A(ξ)∇Γzh · ∇ΓϕhdA−
∫
Γh(t)
A(ξ−l)∇ΓhZh · ∇ΓhφhdAh
∣∣∣
=
∣∣∣ ∫
Γ(t)
A(ξ)∇Γzh · ∇ΓϕhdA−
∫
Γh(t)
δhA(ξ−l)Qh∇Γzh(p, .) · ∇Γϕh(p, .)dAh
∣∣∣
=
∣∣∣ ∫
Γ(t)
A(ξ)(Pr−Qh)∇Γzh · ∇ΓϕhdA∣∣∣
≤ Mch2‖∇Γzh‖L2(Γ(t))‖∇Γϕh‖L2(Γ(t)).
To prove the fourth estimate we follow [LM15]: starting with the equality
d
dt
∫
Γh(t)
A−l(ξ−l)∇ΓhZh · ∇Γhφh =
d
dt
∫
Γ(t)
A(ξ)Qlh∇Γzh · ∇Γϕh
then the transport lemma (Lemma 3.4 above) yields∫
Γh(t)
A(ξ−l)∂•h∇ΓhZh · ∇Γhφh +
∫
Γh(t)
A−l(ξ−l)∇ΓhZh · ∂•h∇Γhφh
+
∫
Γh(t)
Bh(ξ−l;Vh)∇ΓhZh · ∇Γhφh
=
∫
Γ(t)
A(ξ)Qlh∂•h∇Γzh · ∇Γϕh +
∫
Γ(t)
A(ξ)Qlh∇Γzh · ∂•h∇Γϕh
+
∫
Γ(t)
B(ξ; vh)Qlh∇Γzh · ∇Γϕh +
∫
Γ(t)
∂•h(A(ξ)Qlh)∇Γzh · ∇Γϕh.
Therefore using that the lift of ∂•hZh is ∂
•
hzh, (9) and Lemma 3.2 provides
|bh(ξ−l;Vh;Zh, φh)− b(ξ; vh;Zh, φh)|
=
∣∣∣ ∫
Γ(t)
∂•h(A(ξ)Qlh)∇Γzh · ∇Γϕh
∣∣∣+ ∣∣∣ ∫
Γ(t)
B(ξ; vh)
(
Qlh − I
)∇Γzh · ∇Γϕh∣∣∣
≤ ch2‖∇Γzh‖L2(Γ(t))‖∇Γϕh‖L2(Γ(t)),
where the last estimates follow from Lemma 3.2, similarly as in [LM15, Theorem 7.5].
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3.6 Interpolation estimates
By Ih : H
1
(
Γ(t)
) → Slh(t) we denote the finite element interpolation operator, having the error estimate
below.
Lemma 3.6. For m ≤ 3, there exists a constant c > 0 independent of h and t such that for u ∈ H2(Γ(t)):
‖u− Ihu‖L2(Γ(t)) + h‖∇Γ(u− Ihu)‖L2(Γ(t)) ≤ ch2‖u‖H2(Γ(t)).
Furthermore, if u ∈ W 2,∞(Γ(t)), it also satisfies
‖∇Γ(u− Ihu)‖L∞(Γ(t)) ≤ ch‖u‖W 2,∞(Γ(t)),
where c > 0 is also independent of h and t.
Proof. The first inequality was shown in [Dzi88]. The dimension restriction is especially discussed in
[DE13a, Lemma 4.3].
The analogue of the second estimate for a reference element were shown in [SF73, Theorem 3.1]. Then
using standard estimates of the reference element technique we obtain the stated result, cf. [BS08].
3.7 The Ritz map for nonlinear problems on evolving surfaces
Ritz maps for quasilinear PDEs on stationary domains were investigated by Wheeler in [Whe73]. We
generalize this idea for the case of quasilinear evolving surface PDEs. We define a generalized Ritz map
for quasilinear elliptic operators, for the linear case see [LM15].
By combining the above definitions we set the following.
Definition 3.1 (Ritz map). For a given z ∈ H1(Γ(t)) and a given function ξ : Γ(t)→ R there is a unique
P˜hz ∈ Sh(t) such that for all φh ∈ Sh(t), with the corresponding lift ϕh = φlh, we have
a∗h(ξ
−l; P˜hz, φh) = a∗(ξ; z, ϕh), (10)
where a∗ := a+m and a∗h := ah +mh, to make the forms a and ah positive definite. Then Phz ∈ Slh(t)
is defined as the lift of P˜hz, i.e. Phz = (P˜hz)l.
We remind here that by ξ−l we mean a function (living on the discrete surface) whose lift is ξ.
The Galerkin orthogonality does not hold in this case, just up to a small defect:
Lemma 3.7 (pseudo Galerkin orthogonality). For any given ξ ∈ S(t) there holds, that for every z ∈
H1(Γ(t)) and ϕh ∈ Slh(t)
|a∗(ξ; z − Phz, ϕh)| ≤ ch2‖Phz‖H1(Γ(t))‖ϕh‖H1(Γ(t)), (11)
where c is independent of ξ, h and t.
Proof. Using the definition of the Ritz map:
|a∗(ξ; z − Phz, ϕh)| = |a∗h(ξ−l; P˜hz, φh)− a∗(ξ;Phz, ϕh)|
≤ Mch2‖Phz‖H1(Γ(t))‖ϕh‖H1(Γ(t)),
where we used Lemma 3.5.
Error bounds for the Ritz map and for its material derivatives
In this section we prove error estimates for the Ritz map (10) and also for its material derivatives, the
analogous results for the linear case can be found in [DE13b, Section 6], [Man13, Section 7]. The ξ
independency of the estimates requires extra care, previous results, e.g. the ones cited above, or [LM15,
Section 8], are not applicable.
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Theorem 3.1. The error in the Ritz map satisfies the bound, for arbitrary ξ ∈ S(t) and 0 ≤ t ≤ T and
h ≤ h0 with sufficiently small h0,
‖z − Phz‖L2(Γ(t)) + h‖z − Phz‖H1(Γ(t)) ≤ ch2‖z‖H2(Γ(t)).
where the constant c is independent of ξ, h and t (but depends on m and M).
Proof. (a) We first prove the gradient estimate.
Starting by the ellipticity of the form a and the non-negativity of the form m, then using the estimate
(11) we have:
m‖z − Phz‖2H1(Γ(t)) ≤ a∗(ξ; z − Phz, z − Phz)
= a∗(ξ; z − Phz, z − Ihz) + a∗(ξ; z − Phz, Ihz − Phz)
≤M‖z − Phz‖H1(Γ(t))‖z − Ihz‖H1(Γ(t))
+ch2‖Phz‖H1(Γ(t))‖Ihz − Phz‖H1(Γ(t))
≤Mch‖z − Phz‖H1(Γ(t))‖z‖H2(Γ(t))
+ ch2
(
2‖z − Phz‖2H1(Γ(t))+‖z‖2H1(Γ(t))+ch2‖z‖2H2(Γ(t))
)
,
using the interpolation error, and for the second term we used the estimate
‖Phz‖H1(Γ(t))‖Ihz − Phz‖H1(Γ(t))
≤
(
‖Phz − z‖H1(Γ(t)) + ‖z‖H1(Γ(t))
)(
‖Ihz − z‖H1(Γ(t)) + ‖z − Phz‖H1(Γ(t))
)
≤ 2‖z − Phz‖2H1(Γ(t)) + ‖z‖2H1(Γ(t)) + ch2‖z‖2H2(Γ(t)).
Now using Young’s and Cauchy–Schwarz inequality, and for sufficiently small (but ξ independent) h we
have the gradient estimate
‖z − Phz‖2H1(Γ(t)) ≤
1
m
Mch2‖z‖2H2(Γ(t)).
(b) The L2-estimate follows from the Aubin-Nitsche trick. Let us consider the problem
−∇Γ ·
(A(ξ)∇Γw)+ w = z − Phz on Γ(t),
then by elliptic theory, cf. Theorem A.1, we have the estimate, for the solution w ∈ H2(Γ(t))
‖w‖H2(Γ(t)) ≤ c‖z − Phz‖L2(Γ(t)),
where c is independent of t and ξ. By testing the elliptic weak problem with z − Phz we have
‖z − Phz‖2L2(Γ(t)) = a∗(ξ; z − Phz, w)
= a∗(ξ; z − Phz, w − Ihw) + a∗(ξ; z − Phz, Ihw)
≤ M‖z − Phz‖H1(Γ(t))‖w − Ihw‖H1(Γ(t))
+ ch2‖Phz‖H1(Γ(t))‖Ihw‖H1(Γ(t)).
Then the estimates of the interpolation error and combination of the above results yields
‖z − Phz‖L2(Γ(t))
1
c
‖w‖H2(Γ(t)) ≤ ‖z − Phz‖2L2(Γ(t)) ≤Mch2‖z‖H2(Γ(t))‖w‖H2(Γ(t)),
which completes the proof of the first assertion.
We will also need the following error estimates for the material derivatives of the Ritz map.
Theorem 3.2. The error in the material derivatives of the Ritz map satisfies the bounds, for k ≥ 1, and
for arbitrary ξ ∈ S(t) and 0 ≤ t ≤ T and h ≤ h0 with sufficiently small h0,
‖(∂•h)(k)(z − Phz)‖L2(Γ(t)) + h‖∇Γ(∂•h)(k)(z − Phz)‖L2(Γ(t)) ≤Mckh2
k∑
j=1
‖(∂•h)(j)z‖H2(Γ(t)).
The constant ck > 0 is independent of ξ and h (but depends on α and M).
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Proof. The proof is a modification of [Man13, Theorem 7.3].
For k = 1: (a) We start by taking the time derivative of the definition of the Ritz map (10), use the
transport properties (Lemma 3.4), and use the definition of the Ritz map once more, we arrive at
a∗(ξ; ∂•hz, ϕh) = −b(ξ; vh; z, ϕh)− g(vh; z, ϕh)
+a∗h(ξ
−l; ∂•hP˜hz, φh) + bh(ξ−l;Vh; P˜hz, φh) + gh(Vh; P˜hz, φh).
Then we obtain
a∗(ξ; ∂•hz − ∂•hPhz, ϕh) = − b(ξ; vh; z − Phz, ϕh)− g(vh; z − Phz, ϕh)
+ F1(ϕh), (12)
where
F1(ϕh) =
(
a∗h(ξ
−l; ∂•hP˜hz, φh)− a∗(ξ; ∂•hPhz, ϕh)
)
+
(
bh(ξ
−l;Vh; P˜hz, φh)− b(ξ; vh;Phz, ϕh)
)
+
(
gh(Vh; P˜hz, φh)− g(vh;Phz, ϕh)
)
.
Using the geometric estimates of Lemma 3.5 F1 can be estimated as∣∣F1(ϕh)∣∣ ≤ cMh2(‖∂•hPhz‖H1(Γ(t)) + ‖Phz‖H1(Γ(t)))‖ϕh‖H1(Γ(t)).
Then using ∂•hPhz as a test function in (12), and using the error estimates of the Ritz map, together with
the estimates above, with h ≤ h0 independent of ξ, we have
‖∂•hPhz‖H1(Γ(t)) ≤Mc‖∂•z‖H1(Γ(t)) +Mch‖z‖H2(Γ(t)).
Combining all the previous estimates and using Young’s inequality, Cauchy–Schwarz inequality, for suf-
ficiently small (ξ independent) h ≤ h0, we obtain
a∗(ξ; ∂•hz − ∂•hPhz, ϕh) ≤Mch
(
‖z‖H2(Γ(t)) + h‖∂•z‖H1(Γ(t))
)
‖ϕh‖H1(Γ(t)).
Then as in the previous proof we have
m‖∂•hz − ∂•hPhz‖2H1(Γ(t)) ≤ a∗(ξ; ∂•hz − ∂•hPhz, ∂•hz − ∂•hPhz)
= a∗(ξ; ∂•hz − ∂•hPhz, ∂•hz − Ih∂•z) + a∗(ξ; ∂•hz − ∂•hPhz, Ih∂•z − ∂•hPhz)
≤ M‖∂•hz − ∂•hPhz‖H1(Γ(t))‖∂•hz − Ih∂•z‖H1(Γ(t))
+Mch
(
‖z‖H2(Γ(t)) + h‖∂•z‖H1(Γ(t))
)
‖Ih∂•z − ∂•hPhz‖H1(Γ(t)).
Then the interpolation estimates, Young’s inequality, absorption using h ≤ h0, yields the gradient esti-
mate.
(b) The L2-estimate again follows from the Aubin-Nitsche trick. Let us now consider the problem
−∇Γ ·
(A(ξ)∇Γw)+ w = ∂•hz − ∂•hPhz on Γ(t),
together with the elliptic estimate (cf. Theorem A.1), for the solution w ∈ H2(Γ(t))
‖w‖H2(Γ(t)) ≤ c‖∂•hz − ∂•hPhz‖L2(Γ(t)),
again, c is independent of t and ξ.
Then a similar calculation as [DE13b, Theorem 6.2], [Man13, Theorem 7.3] provides the L2-norm
estimate.
For k > 1 the proof is analogous.
10
Regularity of the Ritz map
The following technical result will play an important role in showing optimal bounds of the semidiscrete
residual.
Lemma 3.8. For m ≤ 2, there exists a constant c > 0 independent of h and t such that for a function
u ∈W 2,∞(Γ(t)) for all t ∈ [0, T ], the following estimate holds
‖∇ΓPhu‖L∞(Γ(t)) ≤ c‖u‖W 2,∞(Γ(t)).
Proof. Using the triangle inequality we start to estimate as
‖∇ΓPhu‖L∞(Γ(t)) ≤ ‖∇Γ(Phu− Ihu)‖L∞(Γ(t)) + ‖∇Γ(Ihu− u)‖L∞(Γ(t))
+ ‖∇Γu‖L∞(Γ(t)).
The last term is harmless. The second term is estimated using Lemma 3.6. For the first term, using the
inverse estimate, error estimates for the Ritz map and for the interpolation operator we obtain
‖∇Γ(Phu− Ihu)‖L∞(Γ(t)) ≤ ch−m/2‖∇Γ(Phu− Ihu)‖L2(Γ(t))
≤ ch−m/2
(
‖∇Γ(Phu− u)‖L2(Γ(t)) + ‖∇Γ(u− Ihu)‖L2(Γ(t))
)
≤ ch−m/2h‖u‖H2(Γ(t)) ≤ c‖u‖W 2,∞(Γ(t)).
Remark 3.1. A stronger result holds, assuming that u ∈ W 1,∞(Γ(t)), the bound ‖∇ΓPhu‖L∞(Γ(t)) ≤
c‖u‖W 1,∞(Γ(t)) can be shown. However, the proof is technical and requires more sophisticated arguments,
cf. [Pow]. This enables to weaken the assumption to W 1,∞ in the definition of the S(t) set. We do not
include these results here because of their length.
4 Time discretizations: stability
4.1 Runge–Kutta methods
We consider an s-stage algebraically stable implicit Runge–Kutta (R–K) method for the time discretiza-
tion of the ODE system (8), coming from the ESFEM space discretization of the quasilinear parabolic
evolving surface PDE.
In the following we extend the stability result for R–K methods of [DLM12, Lemma 7.1], to the case
of quasilinear problems. Apart form the properties of the ESFEM the proof is based on the energy
estimation techniques, see Lubich and Ostermann [LO95, Theorem 1.1]. Generally on Runge–Kutta
methods we refer to [HW96].
For the convenience of the reader we recall the method: for simplicity, we assume equidistant time
steps tn := nτ , with step size τ . Our results can be straightforwardly extended to the case of nonuniform
time steps. The s-stage implicit Runge–Kutta method, defined by the given Butcher tableau
(ci) (aij)
(bi)
for i, j = 1, 2, . . . , s,
applied to the system (8), reads as
Mniαni =Mnαn + τ
s∑
j=1
aij α˙nj , for i = 1, 2, . . . , s,
Mn+1αn+1 =Mnαn + τ
s∑
i=1
biα˙ni,
where the internal stages satisfy
0 = α˙ni +A(αni)αni for i = 1, 2, . . . , s,
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with Mni :=M(tn + ciτ) and Mn+1 :=M(tn+1). Here α˙ni is not a derivative but a suggestive notation.
We recall that the fully discrete solution is Unh =
∑N
j=1 αn,jχj( . , tn).
For the R–K method we make the following assumptions:
Assumption 4.1. • The method has stage order q ≥ 1 and classical order p ≥ q + 1.
• The coefficient matrix (aij) is invertible.
• The method is algebraically stable, i.e. bj > 0 for j = 1, 2, . . . , s and the following matrix is positive
semi-definite: (
biaij − bjaji − bibj
)s
i,j=1
.
• The method is stiffly accurate, i.e. bj = asj, and cs = 1 for j = 1, 2, . . . , s.
Instead of (8), let us consider the following perturbed version of the equation:
d
dt
(
M(t)α˜(t)
)
+A(α˜(t))α˜(t) =M(t)r(t)
α˜(0) = α˜0.
(14)
The substitution of the true solution α˜(t) of the perturbed problem into the R–K method, yields the
defects ∆ni and δni, by setting en = αn − α˜(tn), Eni = αni − α˜(tn + ciτ) and E˙ni = α˙ni − ˙˜α(tn + ciτ),
then by subtraction the following error equations hold:
MniEni =Mnen + τ
s∑
j=1
aijE˙nj −∆ni, for i = 1, 2, . . . , s,
Mn+1en+1 =Mnen + τ
s∑
i=1
biE˙ni − δn+1,
where the internal stages satisfy:
E˙ni +A(αni)Eni = −
(
A(αni)−A(α˜ni)
)
α˜ni −Mnirni, for i = 1, 2, . . . , s,
with rni := r(tn + ciτ).
Now we state one of the key lemmas of this paper, which provide unconditional stability for the above
class of Runge–Kutta methods.
Lemma 4.1. For an s-stage implicit Runge–Kutta method satisfying Assumption 4.1. If the equation (5)
has a solution in S(t) for 0 ≤ t ≤ T . Then there exists a τ0 > 0, such that for τ ≤ τ0 and tn = nτ ≤ T ,
that the error en is bounded by
|en|2Mn + τ
n∑
k=1
|ek|2Ak ≤C
(
|e0|M0 + τ
n−1∑
k=1
s∑
i=1
‖Mkirki‖2∗,tki + τ
n∑
k=1
∣∣∣δk
τ
∣∣∣2
Mk
+ Cτ
n−1∑
k=0
s∑
i=1
(
|M−1ki ∆ki|2Mki + |M−1ki ∆ki|2Aki
))
,
where ‖w‖2∗,t = wT (A(t) +M(t))−1w. The constant C is independent of h, τ and n (but depends on m,
M, L, µ, κ and T ).
Proof. The combination of proofs of Theorem 1.1 from [LO95] and of Lemma 7.1 from [DLM12] (or
[Man13, Lemma 3.1]) suffices, therefore it is omitted here. To be precise, the proof of this result is
more closely related to [DLM12], except the estimates involving the internal stages are more similar to
[LO95].
Then, using the above stability results, the error bounds are following analogously as in [DLM12,
Theorem 8.1] (or [Man13, Theorem 5.1]).
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Theorem 4.1. Consider the quasilinear parabolic problem (1), having a solution in S(t) for 0 ≤ t ≤ T .
Couple the evolving surface finite element method as space discretization with time discretization by an s-
stage implicit Runge–Kutta method satisfying Assumption 4.1. Assume that the Ritz map of the solution
has continuous discrete material derivatives up to order q + 2. Then there exists τ0 > 0, independent of
h, such that for τ ≤ τ0, for the error Enh = Unh −Phu(., tn) the following estimate holds for tn = nτ ≤ T :
‖Enh‖L2(Γh(tn)) +
(
τ
n∑
j=1
‖∇Γh(tj)Ejh‖2L2(Γh(tj))
) 1
2
≤ Cβ˜h,qτq+1+C
(
τ
n−1∑
k=0
s∑
i=1
‖Rh(., tk+ciτ)‖2H−1(Γh(tk+ciτ))
) 1
2
+ C‖E0h‖L2(Γh(0)),
where the constant C is independent of h, τ and n (but depends on m, M, L, µ, κ and T ). Furthermore
β˜2h,q =
∫ T
0
q+2∑
ℓ=1
‖(∂•h)(ℓ)(Phu)(., t)‖L2(Γh(t))dt
+
∫ T
0
q+1∑
ℓ=1
‖∇Γh(t)(∂•h)(ℓ)(Phu)(., t)‖L2(Γh(t))dt.
The H−1 norm of Rh is defined as
‖Rh(., t)‖H−1(Γh(t)) := sup
06=φh∈Sh(t)
〈Rh(., t), φh〉L2(Γh(t))
‖φh‖H1(Γh(t))
.
4.2 Backward differentiation formulae
We apply a k-step backward difference formula (BDF) for k ≤ 5 as a discretization to the ODE system
(8), coming from the ESFEM space discretization of the quasilinear parabolic evolving surface PDE. Both
implicit and linearly implicit methods are discussed.
In the following we extend the stability result for BDF methods of [LMV13, Lemma 4.1], to the
case quasilinear problems. Apart from the properties of the ESFEM the proof is based on Dahlquist’s
G–stability theory [Dah78] and on the multiplier technique of Nevanlinna and Odeh [NO81].
We recall the k-step BDF method for (8) with step size τ > 0:
1
τ
k∑
j=0
δjM(tn−j)αn−j +A(αn)αn = 0, (n ≥ k), (16)
where the coefficients of the method are given by δ(ζ) =
∑k
j=0 δjζ
j =
∑k
ℓ=1
1
ℓ (1− ζ)ℓ, while the starting
values are α0, α1, . . . , αk−1. The method is known to be 0-stable for k ≤ 6 and have order k (for more
details, see [HW96, Chapter V.]).
Similarly linearly implicit method modification is, using the polynomial γ(ζ) =
∑k
j=1 γjζ
j = ζk −
(ζ − 1)k−1:
1
τ
k∑
j=0
δjM(tn−j)αn−j +A
( k∑
j=1
γjαn−j
)
αn = 0, (n ≥ k). (17)
For more details we refer to [AL15].
Instead of (8) let us consider again the perturbed problem (14). By substituting the true solution
α˜(t) of the perturbed problem into the BDF method (16), we obtain
1
τ
k∑
j=0
δjM(tn−j)α˜n−j +A(α˜n)α˜n = −dn, (n ≥ k).
By introducing the error en = αn−α˜(tn), multiplying by τ , and by subtraction we have the error equation
k∑
j=0
δjMn−jen−j + τA(αn)en + τ
(
A(αn)−A(α˜n)
)
α˜n = τdn, (n ≥ k).
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In the linearly implicit case we obtain:
k∑
j=0
δjMn−jen−j + τA
( k∑
j=1
γjαn−j
)
en + τ
(
A
( k∑
j=1
γjαn−j
)
−A
( k∑
j=1
γjα˜n−j
))
α˜n = τ dˆn, (n ≥ k),
where dˆn have similar properties as dn, therefore it will be also denoted by dn.
The stability results for BDF methods are the following.
Lemma 4.2. For a k-step implicit or linearly implicit BDF method with k ≤ 5 there exists a τ0 > 0,
such that for τ ≤ τ0 and tn = nτ ≤ T , that the error en is bounded by
|en|2Mn + τ
n∑
j=k
|ej |2Aj ≤ Cτ
n∑
j=k
‖dj‖2∗,tj + C max0≤i≤k−1 |ei|
2
Mi
where ‖w‖2∗,t = wT (A(t) +M(t))−1w. The constant C is independent of h, τ and n (but depends on m,
M, L, µ, κ and T ).
Proof. The proof follows the proof of Lemma 4.1 from [LMV13] (using G-stability from [Dah78] and
multiplier techniques from [NO81]), except in those terms where the nonlinearity appears. For their
estimates we refer to Theorem 1 in [AL15]. For linearly implicit methods we follow [AL15, Section 6].
Therefore these proofs are also omitted.
Again, using the above stability results, the error bounds are following analogously as in [LMV13,
Theorem 5.1] (or [Man13, Theorem 5.3]).
Theorem 4.2. Consider the quasilinear parabolic problem (1), having a solution in S(t) for 0 ≤ t ≤ T .
Couple the evolving surface finite element method as space discretization with time discretization by a
k-step implicit or linearly implicit backward difference formula of order k ≤ 5. Assume that the Ritz map
of the solution has continuous discrete material derivatives up to order k + 1. Then there exists τ0 > 0,
independent of h, such that for τ ≤ τ0, for the error Enh = Unh − Phu(., tn) the following estimate holds
for tn = nτ ≤ T :
‖Enh‖L2(Γh(tn)) +
(
τ
n∑
j=1
‖∇Γh(tj)Ejh‖2L2(Γh(tj))
) 1
2
≤ Cβ˜h,kτk +
(
τ
n∑
j=1
‖Rh(., tj)‖2H−1(Γh(tj))
) 1
2
+ C max
0≤i≤k−1
‖Eih‖L2(Γh(ti)),
where the constant C is independent of h, n and τ (but depends on m, M, L, µ, κ and T ). Furthermore
β˜2h,k =
∫ T
0
k+1∑
ℓ=1
‖(∂•h)(ℓ)(Phu)(., t)‖L2(Γh(t))dt.
5 Error bounds for the fully discrete solutions
We follow the approach of [LMV13, Section 5] by defining the FEM residual Rh(., t) =
∑N
j=1 rj(t)χj(., t) ∈
Sh(t) as ∫
Γh
Rhφh =
d
dt
∫
Γh
Phuφh +
∫
Γh
A(Phu)∇Γ(Phu) · ∇Γφh −
∫
Γh
(Phu)∂•hφh, (18)
where φh ∈ Sh(t), and the Ritz map of the true solution u is given as
P˜hu(., t) =
N∑
j=1
α˜j(t)χj(., t).
The above problem is equivalent to the ODE system with the vector r(t) = (rj(t)) ∈ RN :
d
dt
(
M(t)α˜(t)
)
+A(α˜(t))α˜(t) =M(t)r(t),
which is the perturbed ODE system (14).
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5.1 Bound of the semidiscrete residual
We now show the optimal second order estimate of the residual Rh.
Theorem 5.1. Let u, the solution of the parabolic problem, be in S(t) for 0 ≤ t ≤ T . Then there exists
a constant C > 0 and h0 > 0, such that for all h ≤ h0 and t ∈ [0, T ], the finite element residual Rh of
the Ritz map is bounded as
‖Rh‖H−1(Γh(t)) ≤ Ch2.
Proof. (a) We start by applying the discrete transport property to the residual equation (18)
mh(Rh, φh) =
d
dt
mh(P˜hu, φh) + ah(P˜hu; P˜hu, φh)−mh(P˜hu, ∂•hφh)
= mh(∂
•
hP˜hu, φh) + ah(P˜hu; P˜hu, φh) + gh(Vh; P˜hu, φh).
(b) We continue by the transport property with discrete material derivatives from Lemma 3.4, but
for the weak form, with ϕ := ϕh = (φh)
l:
0 =
d
dt
m(u, ϕh) + a(u;u, ϕh)−m(u, ∂•ϕh)
= m(∂•hu, ϕh) + a(u;u, ϕh) + g(vh;u, ϕh) +m(u, ∂
•
hϕh − ∂•ϕh).
(c) Subtraction of the two equations, using the definition of the Ritz map with ξ = u in (10), i.e.
a∗h(u
−l; P˜hu, φh) = a∗(u;u, ϕh),
and using that
∂•hϕh − ∂•ϕh = (vh − v) · ∇Γϕh
holds, we obtain
mh(Rh, φh) = mh(∂
•
hP˜hu, φh)−m(∂•hu, ϕh)
+ gh(Vh; P˜hu, φh)− g(vh;u, ϕh)
+ a∗h(P˜hu; P˜hu, φh)− a∗h(u−l; P˜hu, φh)
+ m(u, ϕh)−mh(P˜hu, φh)
+ m(u, (vh − v) · ∇Γϕh).
All the pairs can be easily estimated separately as ch2‖ϕh‖L2(Γ(t)), by combining the estimates of Lemma
3.5, and Theorem 3.1 and 3.2, except the third, and the last term.
The term containing the velocity difference (vh−v) can be estimated, using |vh−v|+h|∇Γ(vh−v)| ≤
ch2 from [DE13b, Lemma 5.6], as ch2‖∇Γϕh‖L2(Γ(t)).
The nonlinear terms are rewritten as:
a∗h(P˜hu; P˜hu, φh)− a∗h(u−l; P˜hu, φh) = a∗h(P˜hu; P˜hu, φh)− a∗(Phu;Phu, ϕh)
+ a∗(Phu;Phu, ϕh)− a∗(u;Phu, ϕh)
+ a∗(u;Phu, ϕh)− a∗h(u−l; P˜hu, φh)
For the first and the third term Lemma 3.5 provides an upper bound ch2‖∇Γϕh‖L2(Γ(t)) (similarly like
before).
Finally, using Lemma 3.8 we obtain, similarly to (4), that the second term can be bounded as∣∣a∗(Phu;Phu, φh)− a∗(u;Phu, φh)∣∣
=
∣∣∣ ∫
Γ(t)
(A(Phu)−A(u))∇ΓPhu · ∇Γϕh∣∣∣
≤ cℓ‖Phu− u‖L2(Γ(t))‖∇ΓPhu‖L∞(Γ(t))‖∇Γϕh‖L2(Γ(t))
≤ cℓ‖Phu− u‖L2(Γ(t)) c r ‖∇Γϕh‖L2(Γ(t))
≤ cℓr h2‖∇Γϕh‖L2(Γ(t)).
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5.2 Error estimates for the full discretizations
We compare the lifted fully discrete numerical solution unh := (U
n
h )
l with the exact solution u(., tn) of
the evolving surface PDE (1), where Unh =
∑N
j=1 α
n
j χj(., t), where the vectors α
n are generated by a
Runge–Kutta or a BDF method.
Theorem 5.2 (ESFEM and R–K). Consider the evolving surface finite element method as space dis-
cretization of the quasilinear parabolic problem (1), with time discretization by an s-stage implicit Runge–
Kutta method satisfying Assumption 4.1. Let u be a sufficiently smooth solution of the problem, which
satisfies u(., t) ∈ S(t) (0 ≤ t ≤ T ), and assume that the initial value is approximated as
‖u0h − (Phu)(., 0)‖L2(Γ(0)) ≤ C0h2.
Then there exists h0 > 0 and τ0 > 0, such that for h ≤ h0 and τ ≤ τ0, the following error estimate holds
for tn = nτ ≤ T :
‖unh − u(., tn)‖L2(Γ(tn)) + h
(
τ
n∑
j=1
‖∇Γ(tj)(ujh − u(., tj))‖2L2(Γ(tj))
) 1
2≤ C(τq+1+ h2).
The constant C is independent of h, τ and n, but depends on m, M, L, µ, κ and T .
Theorem 5.3 (ESFEM and BDF). Consider the evolving surface finite element method as space dis-
cretization of the quasilinear parabolic problem (1), with time discretization by a k-step implicit or linearly
implicit backward difference formula of order k ≤ 5. Let u be a sufficiently smooth solution of the problem,
which satisfies u(., t) ∈ S(t) (0 ≤ t ≤ T ), and assume that the starting values are satisfying
max
0≤i≤k−1
‖uih − (Phu)(., ti)‖L2(Γ(0)) ≤ C0h2.
Then there exists h0 > 0 and τ0 > 0, such that for h ≤ h0 and τ ≤ τ0, the following error estimate holds
for tn = nτ ≤ T :
‖unh − u(., tn)‖L2(Γ(tn)) + h
(
τ
n∑
j=1
‖∇Γ(tj)(ujh − u(., tj))‖2L2(Γ(tj))
) 1
2 ≤ C(τk+ h2).
The constant C is independent of h, τ and n, but depends on m, M, L, µ, κ and T .
Proof of Theorem 5.2–5.3. The global error is decomposed into two parts:
unh − u(., tn) =
(
unh − (Phu)(., tn)
)
+
(
(Phu)(., tn)− u(., tn)
)
,
and the terms are estimated by previous results.
The first one is estimated by our results for Runge–Kutta or BDF methods: Theorem 4.1 or 4.2,
respectively, together with the residual bound Theorem 5.1, and by the Ritz error estimates Theorem 3.1
and 3.2.
The second term is estimated by the error estimates for the Ritz map (Theorem 3.1 and 3.2).
6 Further extensions
Semilinear problems
The presented results, in particular Theorem 5.2 and 5.3, can be generalized to semilinear problems.
Convergence results for BDF method were already shown for semilinear problems in [AL15]. For the
analogous results for Runge–Kutta methods follow [LO95, Remark 1.1]. Problems fitting into this frame-
work can be found in the references given in the introduction.
The inhomogeneity f(t) in the evolving surface PDE (1) can be replaced by f(t, u) satisfying a local
Lipschitz condition (similar to (4)): for every δ > 0 there exists L = L(δ, r) such that
‖f(t, w1)− f(t, w2)‖V (t)′ ≤ δ‖w1 − w2‖V (t) + L‖w1 − w2‖H(t) (0 ≤ t ≤ T )
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holds for arbitrary w1, w2 ∈ V (t) with ‖w1‖V (t), ‖w2‖V (t) ≤ r, uniformly in t. Such a condition can be
satisfied by using the same S set as for quasilinear problems.
To be precise: In this case the bilinear form a(., .) is not depending on ξ, it is as in [DE13b]. Section 3
would reduce to recall results mainly from [DE07a, DE13b]. The stability estimates for the Runge–Kutta
and BDF methods are needed to be revised in a straightforward way, cf. [LO95] and [AL15], respectively.
The generalized Ritz map is the one appeared in [LM15, Man13] together with its error bounds. The
regularity result of the Ritz map still needed from Section 3.7.
Deteriorating constants
In view of the cited papers, especially [LO95, Remark 1.1], Theorem 5.2 and 5.3 have an extension to the
situation where the constants m andM, in (2) and (3) are depending on ‖u‖, and allowed to deteriorate
as ‖u‖ tends to infinity. Using energy estimates deteriorating constants can be handled for nonlinear
problems. Then the constant C in Theorem 5.2 and 5.3 depends also on supt∈[0,T ] ‖u(t)‖. For instance
the incompressible Navier–Stokes equation are fitting into this framework.
7 Numerical experiments
We present a numerical experiment for an evolving surface quasilinear parabolic problem discretized by
evolving surface finite elements coupled with the backward Euler method as a time integrator. The
fully discrete methods were implemented in DUNE-FEM [DKNO10], while the initial triangulations were
generated using DistMesh [PS04].
The evolving surface is given by
Γ(t) =
{
x ∈ R3
∣∣ a(t)−1x21 + x22 + x23 − 1 = 0},
where a(t) = 1 + 0.25 sin(2πt), see e.g. [DE07a, DLM12, Man13]. The problem is considered over the
time interval [0, 1]. We consider the problem with the nonlinearity A(u) = 1− 12e−x
2/4. The right-hand
side f is computed as to have u(x, t) = e−6tx1x2 as the true solution of the quasilinear problem{
∂•u+ u∇Γ(t) · v −∇Γ(t) ·
(
A(u)∇Γ(t)u
)
= f on Γ(t),
u(., 0) = u0 on Γ(0).
Let (Tk(t))k=1,2,...,n and (τk)k=1,2,...,n be a series of triangulations and timesteps, respectively, such
that 2hk ≈ hk−1 and 4τk = τk−1, with τ1 = 0.1. By ek we denote the error corresponding to the mesh
Tk(t) and stepsize τk. Then the EOCs are given as
EOCk =
ln(ek/ek−1)
ln(2)
, (k = 2, 3, . . . , n).
In Table 1 we report on the EOCs, for the ESFEM coupled with backward Euler method, corresponding
to the norms
L∞(L2) : max
1≤n≤N
‖unh − u(., tn)‖L2(Γ(tn)),
L2(H1) :
(
τ
N∑
n=1
‖∇Γ(tn)
(
unh − u(., tn)
)‖L2(Γ(tn)))1/2.
Figure 1 shows the errors obtained by the backward Euler method coupled with ESFEM for four
different meshes and a series of time steps. The convergence in time can be seen (note the reference line),
while for sufficiently small τ the spatial error is dominating, in agreement with the theoretical results.
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level dof L∞(L2) EOCs L2(H1) EOCs
1 126 0.07121892 - 0.1404349 -
2 516 0.02077452 1.78 0.0404614 1.80
3 2070 0.00540906 1.94 0.0111377 1.86
4 8208 0.00136755 1.98 0.0033538 1.73
5 32682 0.00034289 2.00 0.0011904 1.49
Table 1: Errors and EOCs in the L∞(L2) and L2(H1) norms
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Figure 1: ‖.‖M -errors of the ESFEM and the backward Euler method at time T = 1
Figure 2 shows the errors obtained by the three step linearly implicit BDF method coupled with
ESFEM for five different meshes and a series of time steps. Again the results are matching with the
theoretical ones.
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Figure 2: ‖.‖A-errors of the ESFEM and the 3 step linearly implicit BDF method at time T = 1
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We note that, for this example, no significant difference appeared between the fully implicit and
linearly implicit BDF methods.
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Appendix A: A priori estimates
The result presented here gives regularity result, with a t independent constant, for the elliptic problems
appeared in the proofs of the errors in the Ritz map.
Theorem A.1 (Elliptic regularity for evolving surfaces). Let Γ(t) be an evolving surface, fix a t ∈ [0, T ]
and a function ξ : Γ(t)→ R.
(i) Let f ∈ H−1(Γ(t)) and
L(u) := −∇Γ ·
(A(ξ)∇Γu)+ u. (19)
Then there exists a weak solution u ∈ H1(Γ(t)) of the problem
L(u) = f (20)
with the estimate
‖u‖H1(Γ(t)) ≤ c‖f‖H−1(Γ(t)), (21)
where the constant above is independent of t.
(ii) Let L(u) be (19), let f ∈ L2(Γ(t)) and let u ∈ H1(Γ(t)) be a weak solution of (20). Then u is
a strong solution of (20), i.e. u solves (20) almost everywhere and there exists a constant c > 0
independent of t and u such that
‖u‖H2(Γ(t)) ≤ c
(‖u‖L2(Γ(t)) + ‖f‖L2(Γ(t))).
Proof. For (i): The Lax–Milgram lemma shows the existence of the weak solution u. Because the coer-
civity and boundedness constants (2) and (3) are independent of t, the constant in (21) also not depends
on t. For (ii): Basically we consider pullback of the operator L to Γ(0), rewrite it in a local chart and
then apply the corresponding results of [GT83].
By assumption there exists a diffeomorphic parametrization of our evolving surface Γ(t), i.e. we have
a smooth map
Φ: Γ(0)× [0, T ]→ Rm+1
such that
Φt : Γ(0)→ Rm+1, Φt(x) := Φ(x, t)
is an injective immersion which is a homeomorphism onto its image with Φt
(
Γ(0)
)
= Γ(t). Because Γ(0)
is compact, there exists a finite atlas(
ϕn(0) : Un(0) ⊂ Γ(0)→ Rm
)k
n=1
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such that ϕn
(
Un(0)
) ⊂ Rm is bounded and a finite family of compact sets (Vn(0))kn=1 with Vn(0) ⊂ Un(0),
and
⋃k
n=1 Vn(0) = Γ(0). Using the properties of the diffeomorphic parametrization the new collections,
Vn(t) := Φt
(
Vn(0)
)
, Un(t) := Φt
(
Un(0)
)
, ϕn(t) := ϕn(0) ◦ Φ−1t ,
still have the same properties. Now consider the following standard formulae of Riemannian geometry
[Eck04]:
∇Γh(x, t) =
m∑
i,j=1
gijn (x, t)
∂(h ◦ ϕn(t)−1)
∂xi
∂
(
ϕn(t)
−1
)
∂xj
,
where
gij,n(x, t) :=
∂
(
ϕn(t)
−1
)
∂xi
· ∂
(
ϕn(t)
−1
)
∂xj
∣∣∣∣∣
x
is the first fundamental form and gijn (x, t) are entries of the inverse matrix of gn := (gij,n), and
∇Γ ·X =
m∑
i,j=1
1√
gn
∂
∂xi
(√
gng
ij
nXj
)
where X is a smooth tangent vector field with Xj = X · ∂
(
ϕ(t)−1
)
∂xj and
√
gn :=
√
det(gn). It is straight-
forward to calculate that(
−∇Γ · A∇Γu+ u
)
◦ ϕn(t)−1(x) =
m∑
i,j=1
aij,n(x, t)
∂2
(
u ◦ ϕn(t)−1
)
∂xi∂xj
+
m∑
i=1
bi,n(x, t)
∂
(
u ◦ ϕn(t)−1
)
∂xi
+ cn(x, t)u ◦ ϕn(t)−1
for some appropriate functions aij,n ∈ W 1,∞
(
Un(t)
)
, bi,n, cn ∈ L∞
(
Un(t)
)
where aij,n represents a
uniform elliptic matrix. Observe that the assumptions (2), (3) and (4) implies that the function above
can be bounded independently of t. Now [GT83, Theorem 8.8] states that, if u ◦ϕn(t)−1 is the H1-weak
solution of (20), then it must be a strong solution as well.
For the estimate in (ii) observe that [GT83, Theorem 9.11] gives us for Vn(t) in particular the estimate
‖u ◦ ϕn(t)−1‖H2(V ′n(t)) ≤ c(‖u ◦ ϕn(t)−1‖L2(U ′n(t)) + ‖f ◦ ϕn(t)−1‖L2(U ′n(t))), (22)
where V ′n := ϕn(t)
(
Vn(t)
)
and U ′n := ϕn(t)
(
Un(t)
)
are obviously independent of t. Thus the constant
above is independent of t. Then Theorem 3.41 in [AF03] shows that
‖u‖H2(Vn(t)) ≤ c(t)‖u ◦ ϕn(t)−1‖H2(V ′n(t)) ≤ c‖u ◦ ϕn(t)−1‖H2(V ′n(t)),
where the constant in the middle depends continuously on t, hence the last constant is independent of
t. A similar estimate holds for the right-hand side of (22). An easy calculation finishes the proof for
(ii).
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