This paper is concerned with the problem of nonlinear simultaneous Chebyshev approximation in a real continuous function space. Some results on existence are established, in addition to characterization conditions of Kolmogorov type and also of alternation type. Applications are given to approximation by rational functions, by exponential sums and by Chebyshev splines with free knots.
Introduction
Let Ω be a compact Hausdorff space and let C(Ω) be the space of all real continuous functions on Ω endowed with the Chebyshev norm · . Let R m be the linear space of real sequences (a 1 We will reserve G (and G * , G 0 , . . .) for m-tuples of identical elements, so that, for example, G = {g, g, . . . , g}, G * = {g * , . . . , g * }, . . . ,
where g, g * ∈ C(Ω). Then if S is a nonempty subset of C(Ω), g * ∈ S is called a best simultaneous Chebyshev approximation to F from G if
We will denote the set of all best simultaneous Chebyshev approximations to F from S by P S (F ). It will also be convenient to write
d(F, S) = inf

g∈S F − G C , d(F,C)= d F, C(Ω) .
The problem of best simultaneous approximation has a long history and continues to generate much interest. When · C is defined by [6, 7, 13, 14] . The norm (1.3) is a special case of (1. where 1/p + 1/q = 1 and R m consists of all converging sequences when p = 1. In particular, [13] deals with approximation from linear Haar spaces and [14] with approximation from the space of rational functions. Approximation from linear subspaces is considered in [6] , but with a completely different and much simpler approach and [7] treats some general nonlinear approximation problems, under conditions such as the weak betweenness property [5] or the property of having a degree [16] . The concept of a betweenness property was introduced by Dunham [5] as a generalization of convexity, although the idea had been used earlier by Brosowski (see [1] ). A variant which applies to complex spaces was introduced by Xu and Li in [21] . It is shown in [21] that any convex set has the weak betweenness property. Sets which have this property are also referred to as having the "closed sign property," or are called "regular" (see [1, p. 35 
]).
It is also shown there that M has the weak betweenness property if and only if it is a sun. See also [17, 24] . Further generalizations can be found in [8, 9, 18, 20] , other types of simultaneous approximation problems are considered in [10, 15] ; see also [12] .
The purpose of this paper is to investigate various aspects of problem (1.2) with norm defined by (1.1). The results include those mentioned above as special cases, but remove many of the restrictions which were required there. In particular, we consider existence of solutions, and present some characterization results, both of Kolmogorov type and also of alternation type. Applications are given to some well-known nonlinear approximation families, including rational functions, exponential sums and Chebyshev splines with free knots.
Some preliminary results
Write
Then C(Ω) can be interpreted as a subspace of F in a natural way because for all f ∈ C(Ω),
As in [9] , it is necessary to impose a condition on U . Specifically, we will assume
Obviously, condition (2.1) is always satisfied when m < ∞. LetŪ denote the weak * closure of U in the space l 1 and be endowed with the weak * topology when condition (2.1) is satisfied. ThenŪ is a compact Hausdorff space. Let W =Ū × Ω and let W be endowed with the product topology. Then W is a compact Hausdorff space.
Remark 2.1. Recall the set F c in [9] defined by
and let
In general, U F (w) is not continuous on W if we merely have F ∈ F . Thus we define 
Proof. Using the well-known Krein-Milman theorem, we have
The result is established. ✷
We will require the sets
Note that M F −G 0 is nonempty for any F ∈ F and E F −G 0 is nonempty for any F ∈ F u .
Existence
The key to existence of solutions is a concept which is referred to as simultaneously approximatively aw-compactness. We require the following two definitions. Definition 3.1 [3, 23] . Suppose that S ⊂ C(Ω), {g n } ⊂ S and g 0 ∈ S. If there exists a dense subset Ω 0 of Ω such that
we say g n aw-converges to g 0 , which is denoted by g n aw −→g 0 . Definition 3.2. Suppose that S ⊂ C(Ω) and F ∈ F . S is called simultaneously approximatively aw-compact at F if any minimizing sequence {g n } of F in G (that is, any sequence {g n } such that lim n→∞ F − G n C = d(F, S)) has an aw-converging subsequence in S. S is called simultaneously approximatively aw-compact if S has this property at each F ∈ F . Proof. Let {g n } be a minimizing sequence of F in S. Then
Since S is simultaneously approximatively aw-compact, there exists a dense subset Ω 0 of Ω, a subsequence of {g n }, which we do not rename, and g 0 ∈ S such that
and so
Since ε is arbitrary, this implies that d(F, S) = F − G 0 C and g 0 ∈ P S (F ). The proof is complete. ✷
Definition 3.3. Suppose that S ⊂ C(Ω).
Then S is called boundedly sequentially awcompact if any bounded sequence {g n } in G has an aw-converging subsequence in S.
Corollary 3.1. Suppose that S ⊂ C(Ω) is boundedly sequentially aw-compact. Then, for each F ∈ F , the simultaneous best approximation to F from S exists.
Proof. Clearly, S is boundedly sequentially aw-compact implies that S is simultaneously approximatively aw-compact. The result follows. ✷ Now we give some examples taken from [1] for which the assumption of Corollary 3.1 is satisfied. 
Then it follows that R m,n is boundedly sequentially aw-compact in C [a, b] .
is the family of extended exponential sums E n defined as follows:
where ∂P i denotes the degree of P i . Then it follows that E n is boundedly sequentially 
Let
Assume that
Then the set of all Chebyshev splines with knots t 1 , . . . , t k is defined as follows:
Then the set of all Chebyshev splines with k free knots is defined by
Characterization
The main results of this section are characterization results of Kolmogorov type for (1.2), and of Kolmogorov and alternation type for a special case of this problem. An important role is played by the property known as the weak betweenness property.
Definition 4.1 [5] . Let S ⊂ C(Ω). Then S is called to have the weak betweenness property if for all g, g 0 ∈ S and any closed subset D ⊂ Ω satisfying
The following theorem connects the weak betweenness property with characterization results of Kolmogorov type for (1.2).
Theorem 4.1. Let S ⊂ C(Ω). Then the following statements are equivalent:
(i) S has the weak betweenness property;
0, ∀g ∈ S;
We first show that U S has the weak betweenness property in C(Ū × Ω). To this end, let D ⊂Ū × Ω, D closed, and for all g, g 0 ∈ S let
Then D 1 and D 2 are nonempty closed subsets of Ω andŪ , respectively. By assumption
and so it follows that
Since S has the weak betweenness property, there exists {g n } ⊂ S such that
This implies that min
Hence U G has the weak betweenness property in C(Ū × Ω). Next, since g 0 ∈ P S (F ) if and only if
In other words, (ii) holds and so we have proved that (i) ⇒ (ii).
(ii) ⇒ (iii) Observe that in this case
Thus, by the Krein-Milman theorem, we can obtain (iii).
Furthermore, g 0 ∈ P S (F ) if and only if g 0 is the best Chebyshev approximation to f from S, which, from (iii), is equivalent to
It is easy to show that (4.1) holds if and only if
where Ω f −g 0 = {t ∈ Ω:
Hence, from the equivalence of the weak betweenness property of S and the Kolmogorov characterization of the best approximation [1] , S has the weak betweenness property and so (iii) ⇒ (i). The proof is complete. ✷
In the rest of this section, we assume that Ω = [a, b] and Z(f ) = {t ∈ [a, b]: f (t) = 0}. This restriction enables us to introduce the concept of alternation, and to give characterization results of alternation type. To facilitate this, we need to introduce ideas from classical nonlinear Chebyshev approximation theory. The following definitions and the related lemmas (Lemmas 4.1 and 4.2) are taken from [11] ; see also [16, 17] and [23] . 
Definition 4.4. Let S ⊂ C[a, b]
, g 0 ∈ S. Then S has degree n g 0 at g 0 if S has properties Z and A of degree n g 0 at g 0 . We say that S has a degree if G has degree n g at g for each g ∈ S.
Lemma 4.1. Suppose that S ⊂ C[a, b] has a degree. Then S has the weak betweenness property.
Lemma 4.2. Suppose that S ⊂ C[a, b] has a degree and g
then the following conditions are equivalent:
In order to apply Lemma 4.2, we require a number of additional results. These are in fact valid in a general Banach space setting, and this generality is given here. However, they will then be specialized to the present problem. Let B, B * and B * * denote the closed unit balls of X, X * and X * * , respectively. Definition 4.5. Let x * 0 ∈ X * be such that x * 0 > 0. Then x * 0 is called an exposed functional if there exists x 0 ∈ B such that
Remark 4.1. The notion of an exposed functional is an important one in the geometric theory of Banach spaces; see, for example, [4] . Obviously, if X is strictly convex, every supporting functional is an exposed functional. Furthermore, if x * = 0 is a supporting functional and x * is a smooth point of x * B * , then x * is an exposed functional. Definition 4.6. Let x * 0 ∈ X * be such that x * 0 > 0. Then x * 0 is called a strongly * -exposed functional if there exists x * * ∈ B * * satisfying x * * , x * = x * 0 such that for any {x n } ⊂ B, x n , x * → x * 0 implies that x n converges to x * * in the weak * topology in B * * .
Remark 4.2.
From the definition, it follows that a strongly * -exposed functional is a generalization of an exposed functional. Indeed (and this explains the terminology) it is stronger than an exposed functional but weaker than a strongly-exposed functional [4] .
Lemma 4.3.
Suppose that x * 0 ∈ X * with x * 0 > 0 is a smooth point of x * 0 B * . If X is reflexive or X * is separable, then x * 0 is a strongly * -exposed functional.
Proof. Under the assumption that X is reflexive or X * is separable, B * * is sequentially compact with the weak * topology. Without loss of generality, assume that x * 0 = 1. Let {x n } ⊂ B be such that x n , x * 0 → 1. Then there exists a subsequence of {x n }, which we do not rename, such that x n converges weakly * to x * * ∈ B * * . Since x * 0 is a smooth point of B * , the sequence x n itself converges to x * * too, and this completes the proof. ✷ Definition 4.7 (see, for example, [2, 19] ). A Banach space X is called weakly uniformly convex if for any x * ∈ X * and ε > 0 there exists δ > 0 such that | x * , x − y | < provided that
Lemma 4.4. Suppose that X is weakly uniformly convex. Then every point in X * \ {0} is a strongly * -exposed functional.
Proof. For any x * ∈ X * \ {0}, without loss of generality, assume that x * = 1. Let {x n } ⊂ B be such that x n , x * → 1. Take x * * ∈ B * * such that x * * , x * = 1. Since B is weakly * dense in B * * , for each y * ∈ B * , there exists {y n } ⊂ B such that
so that y n , x * → 1. This implies that
It follows from the weak uniform convexity that x n − y n converges to 0 weakly. Hence,
Since y * ∈ B * is arbitrary, x n converges to x * * in the weak * topology in B * * and the proof is complete. ✷
Lemma 4.5. Suppose that, for each
Proof. The existence is clear, so it is sufficient to show that, for each t ∈ Ω F −G 0 , such an element a(t) is unique. Suppose that, for some t 0 ∈ Ω F −G 0 , there are two distinct elements a(t 0 ) ∈Ū and b(t 0 ) ∈Ū such that
This implies that
and
) is an exposed functional, it follows that a(t) = b(t). The proof is complete. ✷
Lemma 4.6. Suppose that, for each
Proof. As the existence is clear, it is sufficient to show that, for each t ∈ Ω F −G 0 , such an element a(t) is unique. Suppose that, for some t 0 ∈ Ω F −G 0 , there are two distinct elements
Taking the limit as ε goes to 0, we obtain
Since v * is a strongly * -exposed functional, it follows that a n − b n converges to 0 in the weak * topology so that u * , a n − b n converges to 0. However,
which is a contradiction and proves the lemma. ✷ Lemma 4.7. Suppose that, for each t ∈ Ω F −G 0 , there exists a unique element a(t) ∈Ū such that
Proof. Suppose that t, t 0 ∈ Ω F −G 0 and t → t 0 . Since a(t) ∈Ū andŪ is sequentially compact, it is sufficient to show that, for all {t n } ⊂ Ω F −G 0 with t n → t 0 , {a(t n )} converges to a(t 0 ) provided that {a(t n )} converges. Assume that 
Then, under the assumption of Lemma 4.5, σ (t) is continuous on Ω F −G 0 .
We are now able to give characterization results of both Kolmogorov type and also of alternation type for (1.2) when Ω = [a, b]. We then conclude with some examples where this theory applies. 
such that sign σ (t i ) = − sign σ (t i+1 ), i = 0, 1, . . ., n g 0 − 1. it is not difficult to verify that, for any t ∈ Ω F −G 0 , ((f i − g 0 )(t)) is a smooth point. In addition, in this case, (R m ) * is clearly separable. It follows from Lemma 4.3 that ((f i − g 0 )(t)) is a strongly * -exposed functional. Thus, the assumption of Theorem 4.3 is satisfied whenever 1 p < ∞. Note that the alternation theorem for f ∈ F was not obtained for these special cases in [4, 5, 11, 12] . p i (t)e β i t ∈ E n , β i = β j (i = j ),
Proof. Since d(F, S) > d(F, C) implies that
which is called the order of g. Then for all g ∈ E 0 n , E 0 n and E n have degree (n + k(g)) at g.
