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downstream enzymes such as geranylgeranyl diphosphate synthase (GGPPS) can be targeted, and inhibitors with modest in vitro and in vivo activity have been reported. [5] [6] [7] [8] Obtaining a three-dimensional, atomistic model of Plasmodium falciparum GGPPS may facilitate the development of more potent inhibitors targeting this enzyme.
Here, we create a model of PfGGPPS based on the crystal structure of the homologous P. vivax protein, which has 74% sequence identity and 84% of similarity (Figure 1 ). Through all-atom, explicitly-solvated conventional and Gaussian accelerated molecular dynamics [9] (MD) simulations in apoand product-bound states, we show that PfGGPPS displays remarkable flexibility in loop 9-10 (L9-10), which controls the entrance to the active site. We also show how the product, GGPP, stabilizes PfGGPPS in a closed conformation, which may facilitate the development of more potent inhibitors. [8] In addition, we show that PfGGPPS dynamics around the binding site is very similar to that of Plasmodium vivax GGPPS (PvGGPPS), highlighting the possibility of developing drugs that target both enzymes. Finally, we developed an ensemble of pocket conformations, to be employed in future virtual screening studies targeting the active site, as well as possible allosteric sites, in Plasmodium GGPPSs. Importantly, we made extensive use of Gaussian accelerated MD, [9] an enhanced sampling method that has been shown to enable unfolding and refolding of small proteins, giving confidence that this approach is capable of revealing any differences between the homology models and X-ray crystallographic structures.
| METHODS AND MATERIALS

| Homology model and system set up
The gene sequences for Plasmodium falciparum (Pf) and Plasmodium vivax (Pv) GGPPS (entries PF11_0295 and PVX_092040, respectively) were obtained from UniProt [10] and aligned using BLAST. [11] The sequence identity between PvGGPPS (template) and PfGGPPS (target) was 73.9% ( Figure 1) , with most of the non-conservative amino acids located relatively far from the binding site. Using crystallographic structures of PvGGPPS with PDB entries 3MAV and 3PH7, we built 3D structures of PfGGPS in the apo-and GGPP-bound states, respectively, using the SWISS-MODEL server. [12] [13] [14] The model quality was estimated using the QMEAN and QMEAN Z-score functions, as described in Berkert et al. [15] While the QMEAN function evaluates the quality of the model by combining several structural descriptors, the QMEAN Z-score indicates how good a structure is compared to a set of native (crystallographic) structures in a similar size range. Figure 2 shows the QMEAN scores of our modeled and template structures (red vertical lines) in comparison with a distribution of QMEAN scores for a reference set of proteins of similar size. The corresponding Z-scores range from −0.85 (apo PfGGPPS) to −1.07 (apo PvGGPPS), showing that these structures differ from the average QMEAN by approximately less than one standard deviation. This is an indication that the homology models are comparable to experimental structures of average quality in this size range. Also, the QMEAN scores of the modeled structures are very similar to those of the templates, which means these are very good models subject to the limitations of the quality of the template structures. Next, the homology model was refined by (i) position restrained energy minimization; and (ii) full energy minimization, using Maestro.
a The protonation states of the minimized model were estimated using H++ server [16] [17] [18] and hydrogens were added using pdb2pqr. [19, 20] 
| Conventional and Gaussian accelerated molecular dynamics simulations
For each PfGGPPS model (apo-or GGPP-bound), we performed five independent conventional (cMD) or Gaussian accelerated [9] (GaMD) simulations of 100 ns, with equivalent simulations performed for the corresponding PvGGPPS systems. The simulations were performed using the aMber 14 package [21, 22] with the ff14SB force field. [23] For the ligand, GGPP, we used the same parameters as reported previously. [8] The systems were solvated in a pre-equilibrated cubic TIP3P [24] water box with at least 12 Å between the solute and the box walls. The net charge of the systems was neutralized with Na + or Cl − counter ions.
The systems were minimized using the conjugate gradient algorithm in the following way: (i) 1,000 steps with a 500 Kcal mol −1 Å −1 restraint on protein and ligand, (ii) 1,000
steps with a 500 Kcal mol −1 Å −1 restraint on protein, and (iii)
2,500 steps of unrestrained minimization. After minimization, the PvGGPPS systems were equilibrated by running (i) 20 ps of NVT simulation, with gradual heating to a final temperature of 300 K with 10 Kcal mol −1 Å −1 restraint on protein and ligand and (ii) 3 ns of NPT simulation to equilibrate the density. For the (modeled) PfGGPPS systems, we used a slightly longer equilibration procedure consisting of (i') 50 ps of NVT simulation, with gradual heating to a final temperature of 300 K with 10 Kcal mol −1 Å −1 restraint on protein and ligand and (ii') 5 ns of NPT simulation to equilibrate the density. The production simulations were performed in the NVT regime, with a time step of 2 fs, and all bonds involving hydrogen atoms were restrained with SHAKE. [25] The PME method [26, 27] was used to calculate electrostatic interactions and a 12 Å cutoff was used to truncate non-bonded shortrange interactions. For GaMD simulations, additional acceleration parameters were used to boost the MD simulations. All the systems had a threshold energy E = V max and were subjected to a dual boost acceleration of both the dihedral and total potential energies. To optimize the acceleration parameters, we ran the first 3.2 ns of the simulations with no boost potential during which the minimum, maximum, average, and standard deviation (V min , V max , V av , and σ avg ) of the total potential and dihedral energies were estimated and used to derive boost parameters as detailed in Miao et al. [9] The next 24.8 ns ran with boost potentials derived from the previous cMD, during which the boost statistics and the boost potential were updated until convergence was achieved. After that, 72 ns of GaMD production simulations were performed with fixed acceleration parameters throughout the simulations.
| MD simulation analysis
The MD simulations were analyzed with CPPTRAJ [28] modules rms (alignments and RMSD), atomicfluct (RMSF), distance, and hbond. For principal component analysis (PCA), we generated new trajectories containing the alpha carbons only and then concatenated and aligned these new trajectories to the same reference frame. Construction and diagonalization of the co-variance matrix were performed with the matrix and analyze functions, respectively, while projection of the trajectories into the eigenvector space was performed with the projection function. Visualization of the threedimensional structures and MD simulations was performed with VMD [29] or VMD-XPLOR [30] .
GGPPS pocket shape-based analysis and clustering were performed with PovMe 3.0. [31] For each trajectory, monomer conformations were extracted every 0.2 ns, stripping ligands (GGPP) when necessary. All monomer conformations were aligned to the same reference set of co ordinates and PovMe was used to calculate pocket volumes and shapes, as illustrated in Figure S1 . We then used a shape-based clustering script offered by PovMe 3.0 to cluster the ensemble of pocket shapes into three main conformations. Pocket similarity was measured by means of a Tanimoto metric that counts the number of points that are simultaneously present in the two pocketrepresentative meshes, divided by the number of points present in either. The resulting matrix was then used to perform hierarchical clustering, producing the clusters described below.
| RESULTS
The RMSD profiles of the trajectories revealed that the PfGGPPS homology models were well equilibrated, with the deviation with respect to the initial structure plateauing in the second half of the simulations (Figure 3) . Moreover, their RMSD profiles are very similar to those obtained by simulating crystal structures of PvGGPPS, both in terms of equilibration time and RMSD amplitude. This is another good indication of the quality of the homology models, as poorly predicted models would undergo larger conformational changes and produce high RMSD values in MD simulations. As expected, the average RMSD in GaMD simulations is slightly higher than in cMD simulations because these simulations were accelerated. The root mean square fluctuation (RMSF) shows how the global mobility is distributed along the primary structure of the protein (Figure 4) . The RMSF in cMD (Figure 4a ) and GaMD (Figure 4b ) simulations are qualitatively similar, suggesting that the boost potential activates native motions that are already present in the non-accelerated regime. Interestingly, the homology modeled PfGGPPS and the crystal structures of PvGGPPS display very similar RMSF profiles, indicating similar protein dynamics. Apart from the N-and Cterminals, the most flexible region of the enzyme is the loop connecting helices 9 and 10 (L9-10), seconded by the loop connecting helices 4 and 5 (L4-5). This is also evidenced by the "sausage" representation of the protein in Figure 5a . Interestingly, these loops lie at the entrance of the binding pocket (Figure 5a ), forming a "lid" to the active site.
Consistently, principal component analysis (PCA) over the monomer dynamics reveals that the main motions consist of a large rearrangement of L9-10 ( Figure 5b ; Figure  S2 ), which switches the enzyme from "closed" to "open" with respect to the binding site (Figure 5c ). For the PCA analysis, all the trajectories were projected onto the eigenspace obtained from the combined apo simulations (as the apo states displayed more dynamics). When we projected the GGPP-bound trajectories onto this space, we found that GGPP significantly restricts the conformational freedom of GGPPS, especially along the first principal component (see histograms in Figure 5b ; Figure S3 ). Moreover, the conformational space favored by GGPP binding is characterized by small distances between the entrance loops 2-3 and 9-10 (see color scale and inset in Figure 5b ).
To thoroughly investigate the effect of GGPP on closing of the active site, the distances between residues K301 in L9-10, R135 in L4-5, and K81 in L2-3 were measured throughout the simulation, as indicated in Figure 6a . These positively charged residues are located at flexible loops near the entrance to the active site. In all systems, the distances between these residues are smaller in the presence of GGPP than in the apo state (Figure 6b) , confirming that the product prevents GGPPS from adopting widely open conformations.
As these residues are positively charged, we investigated whether they could favorably interact with the negative phosphate groups in GGPP. Figure 7 shows the frequency of salt bridge formation between the ligand, GGPP, and residues K301, R135, R136, and K81. The consistent formation of salt bridges between GGPP and some of these residues (K81 and R136) suggests an electrostatic mechanism by which GGPP reduces loop mobility around the binding site and stabilizes the enzyme in a closed conformation. In both enzymes, GGPPS stabilizes L9-10 by engaging in salt bridge interactions with positively charged residues-mainly K81 (loop 2-3) and R136 (loop 4-5)-lying at the entrance of the binding pocket. By interacting electrostatically with these residues, the highly anionic GGPP prevents them from having a repulsive interaction with K301, in the 9-10 loop, which could induce the loop to adopt an open conformation. On the other hand, by forming salt bridges with only two of the four positively charged residues that lie at the entrance to the active site (K81, R135, R136, and K301), the GGPPS product (GGPP) does not "seal" the pocket off-as observed previously with substrate-like inhibitor ligands, bisphosphonates, in PvGGPPS. [8] Thus, these simulation results demonstrate that product-bound enzyme can still sample "semi-open" conformational states that we propose are important for product release, and the beginning of a new catalytic cycle. Examination of the pocket shapes [31] throughout the MD simulations shows that GGPPS can adopt three main pocket conformations (Figure 8a ). These conformations differ with respect to the sub-pockets that accommodate the phosphate groups of the substrates and the product, and also to the apolar pocket that accommodates the hydrophobic tail of both FPP substrate and GGPP product. In the apo state, for most of the simulation, GGPPS exists with the polar sub-pockets open (cluster 1), eventually switching to a conformation in which parts of the polar sub-pockets as well as the apolar sub-pocket are closed (cluster 3). This last conformation is not sampled at all when the enzyme is bound to the product, GGPP, because the GGPP ligand forces the apolar site to remain open (cluster 2), or at least partially open (cluster 1). Interestingly, comparison of the pocket shapes throughout the simulations reveals a very similar behavior between PvGGPPS and PfGGPPS in both apo-and GGPP-bound states (Figure 8b ), suggesting that both could be targeted by the same inhibitor. Finally, we investigated which residues are responsible for controlling the shape of the binding pocket as observed in the three clusters detected by PovMe 3.0. In the case of the two polar sub-pockets hosting the phosphate groups of product and substrates (Figure 9a ), their accessible volume is clearly controlled by the backbone motions of residues 273 to 278 (part of L9-10). An inward arrangement of this loop (as in cluster 3) results in the side-chains of Thr273 and Lys275 protruding into the polar sub-pockets and thus reducing their accessible volume. In the case of the apolar pocket that accommodates the hydrophobic tail of GGPP (Figure 9b ), its shape is clearly controlled by the side-chains of residues Phe96 and Gln169. A downward arrangement of Gln169 accompanied by a flipping of the aromatic ring in Phe96 is enough to close the central part of the apolar pocket, as shown in cluster 3 and also partially in cluster 1. Interestingly, all these residues are the same in both Pv and PvGGPPS enzymes, which explains the extremely high similarity between the conformational dynamics of their binding pockets.
| DISCUSSION
Proteins are complex systems whose conformational landscapes (and associated motions) can be significantly reshaped by just a few mutations in their primary sequence. [32, 33] Therefore, it is not obvious how small differences in sequence can differentiate between the dynamics of closely related proteins. [34] Here, we compare the molecular dynamics of apo-and GGPP-bound homology models of P. falciparum GGPPS with that of the corresponding crystal structures of P. vivax GGPPS. We found a striking similarity between the conformational dynamics of Pf and PvGGPPS, of interest in the structure-based design of broad-spectrum antimalarials acting on the two most important malaria-causing organisms. Clearly, L9-10 controls access to the binding pocket and regulates substrate binding and product escape in PfGGPPS, as well as previously reported in PvGGPPS. [8] Moreover, the remarkable loop flexibility displayed by PfGGPPS (and shared by its Pv ortholog) may play an important role in inhibitor binding, as demonstrated previously for example in the cases of HIV-1 protease, [32, 33] c-Src and a-Abl kinases, [34, 35] as well as influenza neuraminidase. [36, 37] We anticipate that the mechanism employed by GGPPS to partially stabilize L9-10 could be a starting point for the development of more potent product-like inhibitors of this enzyme, [8] the three conformations of the enzyme capturing different conformational states of the binding pocket to be used in future virtual screening studies for antimalarial candidates.
