In this paper, we proposed a work on rhetorical corpus construction and sentence classification model experiment that specifically could be incorporated in automatic paper title generation task for scientific article. Rhetorical classification is treated as sequence labeling. Rhetorical sentence classification model is useful in task which considers document's discourse structure. We performed experiments using two domains of datasets: computer science (CS dataset), and chemistry (GaN dataset). We evaluated the models using 10-fold-cross validation (0.70-0.79 weighted average F-measure) as well as on-the-run (0.30-0.36 error rate at best). We argued that our models performed best when handled using SMOTE filter for imbalanced data.
Introduction
Motivated by flourishing availability of scientific articles over internet, keeping updated on relevant articles is important. Since article title represents a paper in a brief manner [1] , a title is fundamental guide to quickly determine whether a paper is relevant to reader needs in literature review. Although its title is substantial for a paper [2] , writers usually spend a bit of time to construct their article title despite its importance. It makes the title sometimes does not reflect what the research is about. Some recent studies showed that quality of article title influences its number of citation [3] [4] [5] . Therefore, it is very important to write a good title.
Automatic title generation is developed to help authors in considering good title. There are several automatic title generation researches have been conducted for indexing purposes [6] [7] . Title generation could be considered as summarization task as a very short summary of a document [1] , [8] [9] [10] . Some researches of automatic title generation have been conducted utilizing extractive summarization approach for news article [9] [10] [11] . The majority of these previous works were focused on how to extract relevant words in article for generating title, without considering discourse structure of document. Discourse actually provides information type that represents communication goal conveyed to the reader by an author of the paper [12] [13] . Information type of sentence in document is argued could improve the performance of automatic title generation, as title of a document presents certain type of information [12] [13] . This research considers discourse structure in form of information type conveyed by sentences. As we want to generate title as similar to human generated title, the problem is to differentiate useful and unuseful information to get nice coverage and saliency [13] [14] [15] . We can model title communication goals more accurately by taking discourse of text into consideration. Information type of sentence (known as rhetorical categories) in document is argued could be incorporated in information selection to judge the importance of sentence. Rhetorical categories, for example research aim or method, indicated the discourse structure of a document. According to our observation, title usually contains research aim and method [2] [3] [4] [5] , [13] . As an example, "Scientific Paper Title Validity Checker Utilizing Vector Space Model and Topics Model". "Validity Checker" phrase is the purpose of the research. Meanwhile "Vector Space Model and Topics Model" phrase is the method. Therefore, useful information in this case are sentences which yield information of research purpose and method. This paper is focused on work of ISSN: 1693-6930  Rhetorical Sentence Classification for Automatic Title Generation… (Jan Wira GP) 657 rhetorical sentence categorization [2] [3] [4] [5] , [13] . It can be specifically incorporated in scientific article title generation task. Some previous similar researches had been done on sentence classification and information structure identification on abstract of scientific article [16] [17] [18] [19] [20] [21] . They defined various rhetorical categories on various domains, as well as feature selection. Teufel and Moens [18] worked on rhetorical sentence classification of abstract section which yielded 0.6861 in precision and recall. Widyantoro et al [20] employed rhetorical classification using 15 categories of sentence from [13] for full paper rhetorical classification. Despite the high performance in precision, performance of their models suffered in recall [20] . We address the issue by modifying the annotation scheme, specific for title generation task. Each sentence is classified into one of three rhetorical categories, i.e. AIM (research purpose), OWN_MTHD (research method), and NR (not relevant). Based on previous research, we assumed that abstract part of article is sufficient as input for title generation task, as it depicts the most important things in the paper [22, 23] . Therefore, we focused on extracting AIM and OWN_MTHD information in abstract part of scientific article to satisfy title communication goals.
The main contributions of our research work are two-fold: (1) developing a corpus for automatic title generation task based on several research paper collections that has been annotated into one of the three categories, and (2) providing model for rhetorical sentence classification that could be incorporated in automatic title generation task.
The rest of the paper is organized as follows. Section 2 provides an overview of related work on annotation scheme for paper sentence rhetorical categories. The proposed method is then explained in section 3. Experiments results and analysis are presented in Section 4, followed by concluding remarks on Section 5.
Related Work
An information category that is conveyed to readers is known as rhetorical categories. These categories are usually applied to sentence unit for extracting particular sentence or argumentative zoning [12] [13] . Teufel et al [13] proposed 15 different rhetorical categories as shown by Table 1 . This annotation scheme has been applied to computational linguistics and chemistry domains. Séaghdha and Teufel [23] argued that words and linguistics forms in paper writing is not specific to research topic. In general, document writing structure could be different across-domains, but similar intra-domain. Abstract of a paper is a short description of the research, which differs from the full papers. An article abstract usually consists of several information types: background, previous work, research aim/problem, proposed method, experimental result, and comparison to other works. An example of writing style is shown in Figure 1 . On the other hand, full paper contains more information type as researched by Teufel et al [13] . Since abstract contains research aim/problem and proposed method, we argue that abstract is sufficient for title generation task. Widyantoro et al [20] worked on rhetorical sentence classification using annotation scheme as provided by Table 1 . It adapted classification features as proposed by Teufel [13] . It employed several classifications. The results were good in terms of accuracy (all above 76%) for Multi-Homogenous Classifier for each algorithm. However, the F-measure was really low; no single classification strategy could obtain more than F1-measure 0.25. Differ from previous work, current work only address classification to capture sentences which yield AIM and OWN_MTHD categories. Moreover, previous research worked on full-paper classification, whereas current work only addresses abstract section sentences classification.
Proposed Method
An article title usually represents the aim and specific method of research (to clearly indicate research subject) [2] [3] [4] [5] . Title will be generated from abstract sentences that have rhetorical category of aim and own method. Therefore, we need to categorize each sentence into three rhetorical categories as shown in Table 2 . We present an efficient multi-level chart parser that was designed for syntactic analysis of closed captions (subtitles) in a real-time Machine Translation (MT) system. OWN_ MTHD
New knwoeldge claim, own work: methods
In order to achieve high parsing speed, we divided an existing English grammar into multiple levels. NR Other information that is not belong to AIM or OWN_MTHD category
The parsing time favorable compares with a Tomita parser and a chart parser parsing time when run on the same grammar and lexicon.
AIM and OWN_MTHD categories represent the specific research aim and method, while the information on other rhetorical categories in Table 1 is argued not important to be presented in the title. As an example, Table 3 shows annotation for an abstract of scientific paper "Analysis of Japanese Compound Nouns by Direct Text Scanning".
Supervised learning was employed to build classification model. We utilized several classification algorithms. At first, we annotated papers' abstract section sentences with corresponding rhetorical category. Then, we moved to decide the features. The features were needed in supervised learning to represent input object. The features should contain enough information to accurately predict the output. As for classification features for sentence classification, we examined and judged that several features used in previous researches then adapted them specifically for abstract sentences classification purpose [21, 24, 25] . The features explanation could be seen in Table 4 . This makes it possible to correct initial over-segmentation errors, and leads to higher accuracy.
7: OWN_MTHD
The accuracy of the method is evaluated using the compound nouns of length 5, 6, 7, and 8.
8: OWN_MTHD
A baseline is also introduced and compared. Location of sentence in abstract per abstract length. Adaptation of explicit structure and location feature [24] , and Contractor et al. [21] .
Numeric {real value}
Content-Semantic Feature
AIM lexicon
Consist of formulaic lexicon that are relevant to research aim. Adaptation of semantic feature [24] .
Yes or No

OWN_MTHD lexicon
Consist of formulaic lexicon that are relevant to research method.
Adaptation of semantic feature [24] .
NR lexicon
Consist of formulaic lexicon that are relevant to research background, previous works, conclusion, and research comparison. Adaptation of semantic feature [24] . On deciding these features, we analyzed the two characteristics of datasets beforehand, namely writing pattern in abstract (rhetorical pattern) and formulaic lexicon statistics (to determine best formulaic lexicon to use). We also argue that sentence classification should respect to previous rhetorical category. Abstract has certain information zones and ordering, similar as what ilustrated in Figure 1 . We adopted expression that is relevant to AIM, OWN_MTHD and NR from action and concept lexicon in [24] . We also added our own analysis of relevant expression to support the lexicon. Details of employed lexicons could be seen in Table 5 . 
. Experiments, Results, and Analysis
Our dataset came from two domains: Computer Science (CS) and Chemistry (GaN). We used conference paper abstracts from 71 papers in Widyantoro et al [20] , 217 papers in Computational Linguistic Conference (COLING) 2014, 186 papers in Human Language Technology Conference (HLT) 2015, and 176 long papers in International Joint Conference in Natural Language Processing (IJCNLP) 2015. For Chemistry dataset, we used 488 GaN paper abstracts in Putra & Fujita [22] . In total, we have 3648 sentences in CS dataset and 2755 sentences in GaN dataset. We used two different kinds of domains to test whether our method could work across domains.
We employed WEKA [26] tool for experiment, our classification algorithms consisted of WEKA implementations: Naïve Bayes, C45 (named as J48), SMO, and Simple Logistic. Naïve Bayes provides a simple probabilistic knowledge for classification. It predicts the most probable label by measuring the probability of labels for given classification features [27] . C45 produces decision tree by observing data and inducing the information gain [27] . SVM is a learning algorithm that constructs a hyperplane with maximal margin between classes [27] . Logistic Regression (Simple Logistic) assumes that probability of each label can be computed as a linear combination of features and some problem-specific parameters [27] .
In case of imbalanced dataset, filters are often used. We employed two filters: SMOTE (Synthetic Minority Oversampling Technique) and Class Balancer. SMOTE is performed by creating extra data for minority data [28] . It will cause classifier to create less specific model. On the other hand, Class Balancer reweights the instances in the data so that each class has the same weight [26] .
Rhetorical Writing Pattern
The top 5 abstract's rhetorical writing pattern for each dataset could be seen in Table 6 . For example, (AIM, NR) pattern means abstract text consisted of one or several AIM sentence(s) then followed by one or several NR sentence(s). Abstract which presented in Table  3 has "AIM, NR, OWN_MTHD, NR, OWN_MTHD" writing pattern. From Table 6 , we actually can see "AIM, OWN_MTHD, NR" sequence occurs in more than one pattern with some additions. There are several patterns overlapping among these 2 domains, however differ in rank. It implies the writing style among CS and GaN datasets are different. Annotation result for each dataset (bigram table) could be seen in Table 7 and Table 8 . Certain rhetoric sentence is usually followed by certain rhetoric as well. It could be seen that the first sentence of abstracts is usually AIM or NR for both datasets. Our annotation result confirms Séaghdha and Teufel abstract's writing style [23] . 
Experiments
There are three dataset combinations in our experiment: CS+GaN, only CS, only GaN. We would like to see whether the models could be domain-independent. We built the models for each domain of dataset. Filters (SMOTE, Class Balancer) were employed for each domain of dataset to handle imbalanced issue. SMOTE filtered CS dataset has 2037 AIM instances, 1932 OWN_MTHD instances, and 2003 NR instances.SMOTE filtered GaN dataset has 1980 AIM instances, 1624 OWN_MTHD instances, and 1854 NR instances. For testing, we used 10-fold-cross validation and test data (CS dataset-trained model tested using GaN dataset and vice versa). We found out that model with SMOTE filter performed best. Table 9 and Table 10 shows the performance of each models for CS training dataset and GaN training dataset. The best weighted average F-measure for CS and GaN dataset respectively are 0.786 and 0.797 using 10-fold-cross validation. When using no filter, F1-Measure was not quite different; the models classify more OWN_MTHD as NR. However, the models classify more NR as OWN_MTHD when using SMOTE filter. Since different algorithms performed much or less similar, algorithm choice does not affect performance considerably. We also tested the previous models performance on-the-run to evaluate the error propagation. We found out that the model performed very poor when tested on-the-run with another domain dataset, but much or less have similar for same domain dataset. We argue that poor on-the-run performance when tested using different domain of dataset is affected by different general writing style on both datasets (see Table 6 ). This result is very logical, since writing patterns can vary across datasets. In CS dataset, the most important feature is AIM lexicon, followed by previous rhetoric category, and position. On the other hand, for GaN dataset, the most important feature is position, followed by previous rhetoric category.
We also tested models performance when using both domains of dataset as training set, and combined with SMOTE filter as well. Models performed better when the dataset filtered using SMOTE. Result could be seen in Table 11 . Results show that the classifier will perform better when the models were constructed separately for each domain dataset. On the other hand, we also tested whether number of instances in dataset would have significant influence in the performance of the models on-the-run. In this case, we experimented using J48 model (dataset filered using SMOTE) with CS dataset and tested on the run on tree iterations of incrementing number of instances. Result could be seen in Table 12 . Our experiment shows the increment in number of dataset would not affect the performance significantly. We took some misclassified sentences example from annotating CS dataset on-the-run by J48 which is constructed using CS dataset (filtered by SMOTE) in Table 13 . Misclassified sentences usually occur when an abstract has rare pattern. We present here a method of calculating person name match probability using a language model derived from a directory of legal professionals.
AIM OWN_ MTHD 2
In this research, we developed a support system for revising titles. AIM NR 3
To achieve these goals, we combine two supervised machine learning paradigms, online and multitask learning, adapting and unifying them in a single framework.
OWN_ MTHD AIM 4
In order to achieve high parsing speed, we divided an existing english grammar into multiple levels.
OWN_ MTHD NR 5
Our contribution is a large-scale user study with 121 participants using the netspeak search engine to shed light on this issue for the first time.
NR AIM 6
The final corpus and the annotation guidelines are freely available to encourage future research in argument recognition.
NR OWN_ MTHD
For example, first sentence is misclassified since OWN_MTHD is not usually followed by AIM. In second example, NR sentence is usually followed by NR in the beginning if there is no AIM lexicon detected. Third sentence is misclassified since NR sentence is more likely followed by AIM sentence at the beginning of abstract. These three misclassifications results are very logical according to the statistics presented in Table 6 . In fourth example, it is misclassified due to precence of NR lexicon in the beginning of abstract. In fifth example, it is classified as AIM due to emergence of AIM lexicon. As for the last example, it is classified as OWN_MTHD because the effect weight presentation, and does not contain any formulaic lexicons. Based on these facts, we argue that our models are overfitting to the most general writing patterns of the dataset. Other variations of writing patterns aside of the incommons contributed significantly to the 0.30~0.36 error rate when on-the-run.
As opposed to recent most similar research [20] , despite cannot be compared straightforwardly, our models performed well and stable. Widyantoro, et al [20] obtained high accuracy, but suffered in recall. It makes the previous model impractical to be used. On the other hand, our models were stable in both terms. Learning from Widyantoro et al, the 15 categories annotation scheme as proposed by Teufel et al [13] may need to be improved to produce satisfiableclassifier. One way is to adjust the scheme, specificto the task (like what we did). We also find that the annotation scheme may not be applicable for complex sentence. For example, "we present here a method of calculating person name match probability using a language model derived from a directory of legal professionals" contains research purpose and research method information. This suggest providing multi-label annotation scheme, possibly improve classifier performance. 
Conclusion
This work introduces novel rhetorical corpus and classification models that specifically could be incorporated in automatic title generation task. A title usually contains information that is specific to the research, especially aim and method of the research. In our method, we develop rhetorical classification as sequence labeling with three categories: AIM, OWN_MTHD, and NR. Our models have much or less reasonable performance compared to 10-fold-cross validation when tested using same datasets as training set on the run (0.30-0.36 error rate at best). We argue the models tend to fit the most common pattern(s) of datasets. We also performed experiments to analyze whether increasing the number of datasets will result in better performance. Our models performed better when they were constructed independently for each dataset, than domain-mixed dataset. It means rhetorical classification may not be applicable as domain-independent classification using our proposed features.
Further research needs to be done to find richer domain independent features. As for near future, we will investigate whether applying sentence rhetorical classification for automatic title generation task can produce good result, and how this strategy should be applied in the task.
