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ABSTRACT 
Let e denote the class of hidden Z-matrices, i.e., M it? if and only if there exist 
Z-matrices X and Y such that the following two conditions are satisfied: 
(Ml) MX=Y, 
(MZ) rTX+sTY >0 for some r,s 20. 
Let P denote the class of real square matrices having positive principal minors. The 
class e has arisen recently as a generalization of the class of Z-matrices [9,23,24]. In 
this paper, we explore various matrix-theoretic aspects of the class e n P. 
1. INTRODUCTION 
The theory and applications of the linear complementarity problem with 
a Z-matrix (i.e., a real square matrix whose off-diagonal entries are nonposi- 
tive) have received much attention in the literature [l, 16, 20, 27, 28, 31, 37, 
411. A subclass of the class of Z-matrices, which is particularly important in 
the linear comeplementarity problem (and also in many other areas) is the 
class of K-matrices, i.e., Z-matrices that are also P-matrices (real square 
matrices having positive principal minors). The theory and applications of 
the linear complementarity problem with a K-matrix have been documented 
in many places in the literature [3, 5, 7, 8, 11, 12, 361. A major difference 
between a linear complementarity problem with a Z-matrix and one with a 
K-matrix is that the former problem is not always feasible, whereas the latter 
problem always has a unique solution [12, 391. 
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Recently, an extension of the class of Z-matrices was introduced by 
Mangasarian in his study of solving linear complementarity problems as 
linear programs (see [23, 241). Th is is the class e of real square matrices M 
for which there exist Z-matrices X and Y satisfying the following two 
conditions: 
(Ml) MX= Y, 
(M2) rrX+.srY>O for some r,s>O. 
Mangasarian’s results in [23, 241 have been refined and extended by R. W. 
Cottle and the author [9, lo], by Mangasarian himself [25] and by the author 
[33]. Some basic properties of matrices belonging to e have been obtained in 
[9]. It is clear that if M is a Z-matrix, then M E e. Several other classes of 
matrices belonging to e are given in [9, 25, 31, 321. The class (? appears to 
be a very appropriate generalization of the class Z,’ because for one thing, 
many of the properties originally possessed by a Z-matrix are carried over to 
matrices in e. This is particularly true in the contexts of the linear com- 
plementarity problem and of the Leontief substitution systems (see [34]). We 
propose to call matrices in e hidden Z-matrices. The word “hidden” is 
borrowed from the phrase “hidden Leontief matrices”. These hidden 
Leontief matrices were introduced by Saigal [38] in his study of a gener- 
alized Leontief property of rectangular matrices. Recall that an n X m matrix 
A is said to be Leontief [14, 441 if it has at most one positive entry in each 
column and there is a vector x>O such that Ax>O. It is clear that if M is a 
Z-matrix, then the matrix (I, MT) is Leontief. Slightly modifying the defini- 
tions in [22, 381, we say that an n X m matrix A is hi& Leontief if there 
exists an n x n nonsingular matrix D such that DA is Leontief. It has been 
shown [34, Proposition 4.11 that if the matrix M is hidden Z, then the matrix 
(I, M ‘) is hidden Leontief. The matrix (I, MT) arises naturally in the linear- 
programming formulation of a linear complementarity problem with a 
hidden Z-matrix M (see [34]). 
Numerous equivalent conditions under which a Z-matrix will become a 
K-matrix have been surveyed in [17]. It is very natural to ask the following 
question: What are some of the matrix-theoretic properties of the class of 
K-matrices that are carried over to the class (? n P? The purpose of this 
paper is to provide at least a partial answer to this question by exploring 
various matrix-theoretic aspects of matrices belonging to e n P. The essential 
result is a theorem that provides a necessary and sufficient condition for a 
hidden Z-matrix to be a P-matrix. As an application of this characterization, 
we shall establish a representation theorem for matrices in e n P and 
identify several classes of matrices belonging to 6? n P. 
It is perhaps worthwhile to point out that the two classes e and P do not 
contain one another. It is clear that there are hidden Z-matrices which are 
‘The letters K, P and Z will also denote the corresponding classes of matrices. 
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not P. Conversely, there are P-matrices which are not hidden 2. This latter 
assertion, although true, is not so obvious as its counterpart. In fact, it can be 
verified, by considering all possible cases, that every 2 X 2 P-matrix is hidden 
2. We shall discuss this point more in a separate paper. 
2. THE CLASS 6? n P 
We start by explaining the notation and reviewing some facts to be used 
later. We denote the class of all fl x m real matrices by Rnx”. We denote 
the cardinality of a set S by IS]. Let MER”~” and o,pc{l,...,n}. We 
define 
where ~={a,,...,cu,} and /3={&,...,&} with l<a,<**. <q<n and 
l< pi<*.. < & < n. In particular, M,, is a principal submatrix of M. 
Similarly, if 9 is an n-vector, we define qa = (qa,, . . . , qJT. Let M bea square 
matrix. By a principal rearrangement of M, we mean a matrix M = PTMP, 
where P is a permutation matrix. Clearly, the classes of K-, P- and Z- 
matrices are invariant under principal rearrangements. Moreover, the prop 
erty of a matrix belonging to any one of the three classes K, P and Z is 
inherited by each of its principal submatrices. Let A be a nonsingular 
principal submatrix of a square matrix M. Let a be a principal rearrange- 
ment of M such that 
Then the Schur complement of A in M, denoted by (M/A), is the matrix 
D - CA - 'B. Properties and applications of the Schur complements have 
been surveyed in [4]. It has been proved [13] that if M is a K-matrix, then so 
is every Schur complement in M. Let M,, be a nonsingular principal 
submatrix of a matrix MER”X”. Let P be a permutation matrix such that 
PWP= (2 2). 
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where /3={1,..., n}\a. The matrix h?=PM*PT, where 
is called a principal pivot transfm of M. The matrix M* is obtained from M 
by performing a block pivot on M,,. Properties and applications of the 
principal pivot transforms are well recognized in mathematical programming 
[2, 6, 19, 421. It has been shown [6] that if M is a P-matrix, then so is each of 
its principal pivot transforms. Note that every Schur complement in M 
appears as a principal submatrix of a principal pivot transform of M. 
A nonnegative matrix Q ER”~” is said to be substochmtic if Qe < e, 
where e is the vector of 1’s. Clearly, if Q is substochastic, then the matrix 
Z-QEK.A~~~~~~MER”~” is said to be an S-matrix [18] if there exists a 
vector x> 0 such that Mx >O. It has been shown that every P-matrix is an 
S-matrix [18] and that every Z-matrix which is also an S-matrix is indeed a 
K-matrix [17]. Let A E Rnx” be Leontief. It is said to be totally Leontief if 
there exists a vector y > 0 such that y TA > 0. Clearly, if M is a K-matrix, then 
the matrix (I, M ‘) is totally Leontief. Let A E R ’ Xm. It is said to be hido!en 
totally kontief if there is an n x n nonsingular matrix D such that DA is 
totally Ieontief. 
We are now ready to establish our results. The first one is the main 
theorem, which provides a necessary and sufficient condition for a hidden 
Z-matrix to be a P-matrix. The theorem generalizes the fact that a Z-matrix 
is in P if and only if it is an S-matrix. 
THEOREM 1. Let M EC? II R”x”. Then the following are equivalent: 
(1) M is a P-matrix. 
(2) M is an S-matrix. 
Proof. (l)*(2). Th’ is is true regardless of what M is and has been 
mentioned above. 
(2)+(I). This is the nontrivial part of the theorem and is of fundamental 
importance throughout the paper. We use induction on n. The implication is 
obviously true for n = 1. Suppose that it is true for all matrices of order < n. 
Consider a matrix MEC?nR”“” which is an S-matrix as well. Let X and Y 
be Z-matrices satisfying the defining conditions (Ml) and (M2). According to 
[9, Theorem 3.91, the matrix X is nonsingular and the matrix (XT, Y ‘) is 
Leontief. Since M is an S-matrix, there exists a vector v ER” such that 
Xv > 0 and Yv > 0. Since (X’, Y r) is Leontief, such a vector o must be 
positive, because (X r, Y ‘) contains a square Leontief matrix with a nonnega- 
tive inverse (see e.g. [14]). Hence, if (Y and /3 are any two complementary 
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index sets in {l,...,n}, the matrix is in K. In particular. we 
have det X >0 and det Y >O. Therefore detM >O. Thus it remains to show 
that every proper principal submatrix of M has a positive determinant. TO 
prove this, it suffices to show that if Ma, is a proper principal submatrix of 
M, then Ma, satisfies the assumptions in the induction hypothesis. In other 
words, we need to show that M,, E e n R lo11 and there exists a vector 
y E R Ial such that y > 0 and Maa y > 0. Since every principal rearrangement 
of M belongs to k? (with X and Y rearranged accordingly) and is obviously an 
S-matrix, we may assume, without loss of generality, that Ma, is a leading 
principal submatrix of M. Let /? = { 1,. . . , n} \a. We have 
By an easy calculation, we may deduce 
M,,( X,, - X,pX,$Xaa) = Y,, - YolsX$Xs~, 
or equivalently, 
(i) 
where 
Since (Xl Xpp) and (W/X& are both 
Finally, since X is a K-matrix, we have 
(X/Xpp)% = ((X/X,,) O)( 
K-matrices, it follows that M,, f e. 
Similarly, we obtain 
Let y = (X/X,,)v,; then 
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M,,y>O and y>O. 
Therefore, M,, satisfies the assumptions in the induction hypothesis. This 
completes the inductive step and also the proof of the theorem. n 
COROLLARY 1. If MEk?nP, then the matrix A*=(Z,M*) is hidden 
totally Leontief. 
Proof. In fact, if M satisfies conditions (Ml) and (M2) for Z-matrices X 
and Y, then condition (2) is equivalent to the fact that the matrix (XT, Y *) = 
X*A * is totally Leontief. The conclusion of the corollary is therefore an 
immediate consequence of Theorem 1. n 
If the P-matrix M satisfies conditions (Ml) and (M2) for Z-matrices X and 
Y, the proof of Theorem 1 shows that the pair of matrices (X *, Y ‘) has the 
G?-property (see Kaneko [21]); i.e., for any two complementary index sets (Y 
and p in {I... ,n}, the matrix 
is in P. The converse is also true, namely, if (X *, Y *) has the ‘3 -property, 
then there exists a vector 2) such that Xv > 0 and YU > 0. This latter assertion 
is true regardless of whether X and Y are Z-matrices and can be proved by 
using a uniqueness result concerning a certain complementarity system 
which is established in [21]. The assertion is an extension of the fact that a 
P-matrix must necessarily be an S-matrix. Of course, if both X and Y are also 
Z-matrices, then by Theorem 1, the matrix M = YX -’ is hidden Z and has 
positive principal minors. 
The following corollary follows immediately from Theorem 1. 
COROLLARY 2. Let M E C? n R”*“. Zf M satisfies either one of the 
following two conditions, then M E P: 
(3) M > N fm some S-matrix N; 
(4) M > 0 and M has no vanishing rows. 
We now identify several classes of matrices belonging to e n P. 
COROLLARY 3. Let MER”~“. If M satisfies any me of the following 
conditions, then M EC? n P: 
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(5) M = Y+ abT fm some K-matrix Y and nonnegative vectors a and b. 
(6) M=2A-Bf orsmZ-matricesAandBwithBEKandA>B. 
(7) M=I+C:=IcuiAi, where AERnX” i.s nonnegative and p(A)<l, 
l>~>c~~+~>Ofor i=l,..., k-l and l<k<co. Zf k=m, then it is re- 
quired in addition that p(A) < p, where fi is the radius of convergence of the 
scalar power series Z y= llyi x i. 
(8) M=eA, where A E RnXn is nonnegative and p(A) < 1. 
(9) M > 0, p(M) < i, 2M < (I-M)-’ and M has no vanishing rows. 
Proof. A matrix M satisfying any one of these conditions has been 
shown to be hidden Z. For (5) and (6), see [9]. For (7), (8) and (9), see [25]. A 
matrix M satisfying (5) or (6) clearly satisfies (3). A matrix M satisfying (7), (8) 
or (9) clearly satisfies (4). Therefore, by Corollary 2, we have M E P. H 
In [17], it was shown that if M E Z, then M is a P-matrix if and only if M 
has positive leading principal minors. This characterization is no longer valid 
if M is in e but not in Z. An easy example is given by 
It is well known that a matrix M is in class K if and only if M can be 
represented as 
M = sI - P, (ii) 
where s > p(P) and P > 0. In fact, this representation was used originally by 
Ostrowski in defining K-matrices [30]. The following theorem generalizes 
this representation to the class k? n P. 
THEOREM 2. Let M E R nXn. The following are equivalent: 
(10) ME(?nP; 
(11) M=(s,Z- P,)(s,Z- PJ’ f or some nonnegative matrices P, and Pz 
and positive scalars s1 and s, which satisfy the condition below: 
0 < (P&P+) < (s,u,s,u) forsome UER”. (iii) 
In particular, if M = (I- PJI - PJ’, where PI and P2 are substochastic 
matrices, then M EC_? n P. 
Proof. (lO)=+( 11). Suppose M E C? n P. Let X and Y be Z-matrices 
satisfying conditions (Ml) and (M2). By the proof of Corollary 1, it follows 
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that there exists a nonnegative vector u such that XU >0 and YU > 0. 
Therefore, X, Y E K, and by applying the representation (ii) to X and Y, we 
obtain (11) readily, 
(ll)*(lO). Let X= sal- Pz and Y=s,I- PI. Then (iii) implies that both 
X and Y are K-matrices. In fact we have XU > 0 and YU > 0. Therefore the 
matrix M = YX -’ EC?. Moreover, with x= XU, we have x >0 and Mx >O. 
Hence M E P. 
The last conclusion of the theorem is obvious. This completes the proof 
of the theorem. n 
REMARK 1. If M has the representation (ll), in particular, if the 
condition (iii) is satisfied, then it follows that 
4 > P(‘i) for i=1,2, (iv) 
or equivalently, both (s,Z- PJ and (ssl- Pz) are K-matrices. Nevertheless, if 
both PI and Pz are nonvanishing, then the condition (iv) alone is not 
sufficient for M to be a P-matrix. This is illustrated in the example below. 
EXAMPLE 1. Let 
p= 12 1 ( 1 p=4 3 ( 1 34’ 2 11’ 
si = 8 and s2 = 5. It can easily be shown that si > p(P,) for i = 1,2. Neverthe- 
less the matrix 
M = (slZ- P,)(s,l- P2)-’ 
which must necessarily be hidden 2, is obviously not a P-matrix. 
For A E R n x n, we define its comparison matrix %(A) = ( mii) E R n x n by 
nt,, = laiil, 9Riii = -laiil, i # i, 1 < i,i < n. 
Clearly, %(A) E 2. The matrix A is said to be an H-matrix [30, 431 if 
%(A) E K. A short survey of H-matrices has been given in [35]; see also 
[40]. It has been shown [29] that the class of H-matrices includes those 
matrices that are strictly or irreducibly diagonally dominant. Together with 
Corollary 3, the following Theorem shows that the class of H-matrices with 
positive diagonal entries is a subclass of e n P. 
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THEOREM 3. Let M ERnX”. Then the following are equivalent: 
(12) M is an H-matrix with positive diagonal entries. 
(13) M satisfies condition (6). 
(14) There exist Z-matrices A, B and C with A > C, B > C and C E K 
such thatM=aA+B-Cforsomea>l. 
Moreover, if M satisfies any one of these conditions, then M E e II P. 
Proof. (12)+(13). See [25, Theorem 4~1. 
(13)=$14). This is obvious. 
(14)=+(12). According to [17, Theorem 4.61, it suffices to show that 
%(M) > aCThis f o 11 ows readily if we write down the entries of %(M) and 
apply the conditions on A, B, C and IX. 
The last conclusion of the proposition is an immediate consequence of 
Corollary 3. This completes the proof of the theorem. n 
The next example shows that the class of H-matrices with positive 
diagonal entries is iroperly contained in e n P. 
EXAMPLE 2. Let 
2 
M=-1 [ 
-2 -2 
2 1 
-1 0 2 
Then M is a hidden Z-matrix because 
Nevertheless there exist no K-matrices A such that M b A. Indeed if A were 
such a matrix, then we would have 
According to Corollary 2, this would imply that 
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which is impossible because 
Therefore, in particular, M cannot be an H-matrix. Moreover, this matrix A4 
satisfies none of the conditions (5)-(g) identified in Corollary 3. 
It is well known that if M is a K-matrix, then A4 - ‘. exists and is 
nonnegative. Therefore M - ’ cannot be a Z-matrix except in the trivial case 
where M is a positive diagonal matrix. Nevertheless, M - ’ E k? II P. More 
generally, the assertion (15) below shows that the class (? n P is invariant 
under inversion. 
PROPOSITION 1. Let M E e n P. Then the following are true: 
(15) The inverse of M belongs to e n P. 
(16) Every pn p l ‘nci a rearrangement of M belongs to 63 n P. 
(17) Every principal submatrix of M belongs to C? n P. 
(18) Every principal pivot transfnm of M belongs to e n P. 
(19) Every Schur complement in M belongs to C? n P. 
Proof. (15). This is obvious. Simply interchange the roles of X and Y. In 
fact, this assertion is a special case of (18). 
(16). This is also obvious. 
(17). This is contained in the proof of Theorem 1. See (i). 
(18) and (19). Th ese are immediate consequences of (16), (17) and the 
lemma below. H 
LEMMA 1. LetMEk?nPnRnx". Let X and Y be Z-matrices satisfy- 
ing (M 1) and (M2). Suppose M is partitioned into 
where CI and p are two complementa y index sets in { 1,. . . , n}. Let X and Y 
be partitioned into 
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Proof. We have 
or equivalently, 
Premultiplying Mai ’ 
terms, we obtain 
(ML’ 
Similarly, we have 
n/r,, xmx + K&?a = xw 
NxaXa, + Ma&,g = Xxp 
throughout these latter two equalities and rearranging 
(4 
or equivalently, 
Substituting the expression (vi) for (X,,,X,,) into these latter two equations 
and rearranging terms, we obtain 
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This completes the proof of the lemma. n 
We conclude this paper by discussing a few points about nonnegative 
matrices M whose inverses are K-matrices. Such matrices M certainly belong 
to e n P. The next proposition shows that all principal submatrices and 
Schur complements of such matrices M have inverses which are also K- 
m&rices. 
PROPOSITION 2. Let M E Rnx” be such that M -’ is a K-matrix. Then 
the following are true: 
(20) Zf M,, is a principal submatrix of M, then Mai1 E K. 
(21) Zf M,, is a principal submutrix of M, then (M/M,,)-‘E K. In 
particular, (M/M,,) is nonnegative. 
Proof. In fact, by setting Y = Z in (Ml) we have MX= I, where X= 
M - ’ E K. Conclusion (20) follows from (i), which gives M,,(X/Xpp) = I, and 
from the fact that (X/X,,) E K. Here ,8 is the complement of a in (1,. . . , n}. 
Similarly, conclusion (21) follows from (v), which gives (M/ M,,)Xpp = 1. This 
completes the proof of the proposition. 
REMARK 2. As a matter of fact, the two equalities 
used in the proof of Proposition 2 are direct consequences of the following 
explicit formula for the inverse of a matrix in partitioned form (see e.g. [4]): 
if 
then 
w-1 = w/w’ 
-D-%(W/D)-’ 
REMARK 3. Markham [26] showed that if M E R ” x n is such that M - ’ E 
K, then Mai1 E K for every (Y of order n - 1. Conclusion (20) is a generaliza- 
tion as well as a consequence of this result. 
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The condition that each proper principal submatrix of a matrix M has an 
inverse which is a K-matrix is not sufficient for M - ' itself to be a K-matrix 
even when M is nonnegative and a P-matrix. This is illustrated by the 
following example: 
1 0 0 0 
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