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Abstract  
The problem of a fluid flow coupled with heat transfer is encountered in many engineering 
applications. In this study, a non-local model is developed towards such problems by using the 
peridynamic differential operator. The classical governing equations are reformulated from 
their differential forms into their integral forms. Furthermore, the non-local model is also cast 
into the non-dimensional form. Finally, the developed model is applied to simulate pure heat 
conduction, natural convection, and mixed convection problems. The simulation results are 
compared with the ones from ANSYS and the published literature. The validity of the proposed 
model is demonstrated good agreements. The non-local model developed in this study provides 
an alternative approach for the numerical simulations of the fluid flow coupled with heat 
transfer problems.       
Key Words: peridynamic differential operator, non-local, fluid flow, heat transfer, natural 
convection, mixed convection 
1 INTRODUCTION 
The problem of fluid flow coupled with heat transfer has been extensively studied. The 
convection problem is one of the typical problems within this field. Convection problems are 
generally divided into two categories, i.e. natural convection and forced convection, depending 
on the different types of driven forces. Temperature-induced buoyancy forces are responsible 
for the fluid flow in natural convection.  On the other hand, the fluid flow is driven by lid 
motion in forced convection. A situation where both the natural and the forced convection are 
comparable is known as mixed convection. The natural and mixed convection problems are 
encountered in many engineering applications, e.g. the collection of solar energy, food 
processing, and safety of nuclear reactors et al.[1]. However, the predicting, understanding, 
and controlling of such complex fluid and thermal systems are challengeable [2]. Due to the 
geometrical simplicity, the natural and mixed convection problems within an enclosed cavity 
have been extensively studied in the literature.  
De Vahl Davis [3] provided a benchmark solution for the natural convection in a square 
cavity with constant temperature boundary conditions. The fluid flow was assumed to be 
laminar and the Boussinesq approximation was valid. The velocities, temperature, and rates of 
heat transfer had been obtained for Rayleigh numbers being up to 106. According to the 
experiment study in [4], the fluid flow will switch over to turbulence when the Rayleigh 
number is larger than 106. Later on, the study of the natural convection was extended to the 
turbulent field for Rayleigh number ranging from 106 to 1016 [5]. If the natural convection is 
driven by large temperature differences, the Boussinesq approximation is not applicable 
because of considerable density variations. Hence, a non-Boussinesq model was proposed by 
Szewc et al. [6] for such situations. Many numerical simulation methods have been applied for 
the natural convection simulation, i.e. the finite difference method (FDM) [3], the finite 
element method (FEM) and the discrete singular convolution (DSC) [7], the smoothed particle 
hydrodynamics (SPH) [6, 8, 9]. On the other hand, mixed convection in a square enclosed 
cavity is another benchmark problem. Moallemi and Jang [10] used the Semi-Implicit Method 
for Pressure-Linked Equations-revised (SIMPLER) [2] algorithm to investigate the effects of 
the Reynold number and Prandtl number on the flow and the heat transfer. The upper lid has a 
constant velocity and the bottom wall was heated. Later on, the situation in which the moving 
top wall was heated and the bottom wall was cooled was discussed by Iwatsu et al. [11]. In 
their work, the FDM was used to study the effect of the Richardson number, which provided a 
measure of the importance of natural convection relative to forced convection. FEM with a 
consistent splitting scheme was used by Wong[12] to simulate the buoyancy-opposing and 
buoyancy-aiding mixed convection problems. In addition, this benchmark problem has been 
discussed in extended configurations, e.g. in a two-sided lid-driven cavity [13] or in an inclined 
driven cavity [14]. 
The peridynamics (PD) proposed by Silling [15] is a non-local, mesh-free Lagrangian 
method. In PD, the equation of motion is reformulated from the classical differential form into 
its integral form. Therefore, no singular stress or strain will be created at discontinuities. The 
equation will be valid everywhere within the body. This is one of its advantages over the 
classical numerical simulation methods such as FDM and FEM. It is initially applied in solid 
mechanics [15-17]. Later on, the peridynamic theory has been applied in  other  fields [18-32]. 
However, the application of PD on fluid mechanics has not been extensively studied,  only a 
few PD fluid models are available in the published literature [33-37]. For the problems of fluid 
flow coupled with heat transfer, to the authors’ knowledge, no PD model is available. Based 
on the PD concepts, a peridynamic differential operator is developed by Madenci et al. [38]. 
By using the peridynamic differential operator, the differential equations can be directly 
converted into their integral form. Therefore, the PD expressions for the classical parameters 
are avoided. Furthermore, the peridynamic differential operator is applicable for any order 
derivatives transformation. As a result, the peridynamic differential operator is utilized to 
convert the governing equations from the differential form into the integral form.               
This paper is organized as follows. Firstly, the PD theory and the peridynamic differential 
operator are briefly reviewed in Section 2. Secondly, the governing equations are reformulated 
by the peridynamic differential operator in Section 3. Thirdly, the numerical implementation 
approach is described in Section 4. Subsequently, a pure heat conduction problem, a natural 
convection problem, and a mixed convection problem are numerically simulated in Section 5. 
Finally, the conclusions are drawn in Section 6.     
2 PERIDYNAMIC DIFFERENTIAL OPERATOR  
2.1 Basic Ideas of PD theory 
PD is a new formulation of the continuum theory, which uses the integral form of the 
equation of motion [39]. The PD equations can apply everywhere regardless of discontinuities 
by omitting the spatial partial derivatives [40]. Therefore, the problems involving 
discontinuities, which are crucial challenges in classical mechanics, can be solved without any 
additional criteria.  
As shown in Fig. 1, in a body R , each material point is identified by its position 
 1 2 3, ,x x xx . Point x  can interact with other PD material points,  1 2 3, ,x x x   x , within its 
domain Hx . The radius of Hx  is called horizon, denoted by  . Here, x  is the point of interest 
and x  is called a family member of x . The relative position between x  and x  is denoted by 
ξ , i.e.   x x ξ .  
 Fig. 1 Interaction of peridynamic central point x  and its family member x   
2.2 Peridynamic differential operator  
Based on the PD theory, the peridynamic differential operator is proposed by Madenci et 
al. [38]. It provides a bridge between the local partial derivatives and the non-local integrals. 
By using the peridynamic differential operator, the partial differential in any order can directly 
be converted to its integral form. The peridynamic differential operator is constructed based on 
Taylor series expansion and orthogonal function properties.  
In this study, PD differential operator corresponding to up to second order derivatives in 
a two-dimensional space is considered. A function f  is defined as a scalar field with respect 
to the variable  1 2,x xx , i.e.    1 2,f f x xx . The difference between  f x ξ  and 
 f x  can be approximated by using Taylor series expansion with ignoring the higher order 
terms as 
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where 
1n  and 2n  represent the differential order with respect to 1x  and 2x . The term ξ  is 
represented as  
 
1 1 2 2  ξ e e   (3) 
where 
1e  and 2e  represent the unit vectors in the 1x  and 2x  directions. The components 1  
and 
2  are evaluated as 
 
1 1 1x x     (4a) 
  
2 2 2x x     (4b)  
The peridynamic differential operator,  1 2p pg ξ , corresponds to the term 
 1 2 1 21 2/
p p p pf x x  x  with the integer variable constraint 
1 20 2p p    [38]. For example, 
 10g ξ  is set to correspond to  1 0 1 01 2/f x x
  x . The peridynamic differential operator possess 
the orthogonal property as [38]  
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with 1,2i  . Multiplying  1 2p pg ξ  on both sides of Eq. (2) and integrating over the horizon 
domain, Hx , results in [38] 
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By using the orthogonal property described in Eq.(5), Eq.(7) becomes 
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Eq.(8) can be rewritten as [38]  
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The spatial differentials of  f x  can be approximated by using the integrations as provided 
Eq.(9).       
The PD differential operators,  1 2p pg ξ , are chosen as [38]  
for  10g ξ :            10 10 10 10 2 10 2 1010 1 01 2 20 1 02 2 11 1 2g a w a w a w a w a w         ξ   (10a) 
for  01g ξ :            01 01 01 01 2 01 2 0110 1 01 2 20 1 02 2 11 1 2g a w a w a w a w a w         ξ   (10b) 
for  20g ξ :            20 20 20 20 2 20 2 2010 1 01 2 20 1 02 2 11 1 2g a w a w a w a w a w         ξ   (10c) 
for  02g ξ :            02 02 02 02 2 02 2 0210 1 01 2 20 1 02 2 11 1 2g a w a w a w a w a w         ξ   (10d) 
for  11g ξ :            11 11 11 11 2 11 2 1110 1 01 2 20 1 02 2 11 1 2g a w a w a w a w a w         ξ   (10e) 
Eq. (10) can also be written in a matrix form as [38] 
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where 1 2
1 2
p p
q qa  with 1 20 2q q    represents the unknown coefficient. In Eq.(10) and Eq.(11), 
w  is the weight function defined as [38] 
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The unknown coefficients in Eq. (11) can be obtained by using the orthogonality condition in 
Eq. (5) for each differential operator. For example, the unknown coefficients in Eq. (10a) are 
obtained from following orthogonality conditions: 
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Similarly, the unknown coefficients in Eq.(10b-e) can be obtained by using the orthogonality 
condition provided in Eq.(5). Thus, the unknown coefficient matrix is obtained by the 
following relation 
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Finally, PD differential operators can be obtained by substituting Eq.(15b) into Eq.(11).   
3 NON-LOCAL GOVERNING EQUATIONS 
In this section, by using the peridyamic differential operator, the governing equations 
which describe the fluid flow coupled with heat transfer are reformulated into non-local form. 
The fluid flow is assumed as Newtonian fluid incompressible, viscous, laminar, two-
dimensional, heat conducting flow.    
3.1 Conservation of Mass 
The local form of conservation of mass is defined as [41]  
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where left-hand side represents the material derivative of density. The terms 
1v  and 2v  
represent velocity components of v  in 1x  and 2x  directions respectively. The partial spatial 
derivatives in Eq.(16) can be converted into their non-local form by applying Eq. (9) as 
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By substituting Eq. (17) into Eq.(16), the non-local form of the conservation equation of mass 
can be evaluated as 
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For an incompressible flow, the conservation of mass becomes  
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However, the time step size needs to be extremely small in numerical simulations [42-44]. As 
a result, the incompressible fluid flow is simulated as weakly compressible fluid flow [43, 44]. 
The density is still updated according to Eq.(18). 
3.2 Constitutive Equation 
For a Newtonian fluid incompressible two-dimensional flow, the stress tensor, σ  is 
defined as [41] 
   Tp      σ I v v   (20) 
where I  is a unit second order tensor, p  is pressure, and   is dynamic viscosity. The stress 
tensor in Eq.(20) can also be written as [41]  
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By using Eq. (9), the non-local form of the velocity derivatives can be expressed as 
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with 1,2i  . By substituting Eq. (22) into Eq.(21), the non-local form of the stress tensor can 
be evaluated as  
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The pressure can be calculated according to the equation of state as [45] 
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  (24) 
where 
0  is the initial density, sc  is the speed of sound, and   is the ratio of specific heat 
capacity with 1   for gas in the present work. In this study, the speed of sound is assumed as 
10 times of the maximum fluid velocity.  
3.3 Conservation of Momentum 
The local form of the conservation of momentum is defined as [41] 
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 
v
v v σ g   (25) 
where g  represents the body force due to gravity. By using the definition of stress tensor in Eq. 
(21) and the incompressible flow constraint in Eq.(19), the divergence of the stress in local 
form can be calculated as [41] 
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The viscosity   in general is a function of the thermodynamic state of fluid [41]. Therefore 
viscosity,   x , is not assumed constant in Eq. (26).  
By using Eq.(9), the non-local form of the spatial differentials in Eq. (26) can be expressed 
as  
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where 1,2i  . Subsequently, by substituting Eq. (17a-b) and Eq. (27) into Eq.(26), the non-
local form of the divergence of the stress tensor can be calculated as 
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The non-local form of the term v v  can be calculated by using Eq. (17a-b) as  
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Therefore, the non-local form of the equation for the conservation of momentum becomes 
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If the viscosity   x  is assumed as uniform and constant, Eq.(30) reduces to  
 
 
 
 
      
      
         
         
 
             
             
1
2
10 20 02
1 1
01 20 02
2 2
10 01
1 1 1 2
10 01
2 2 1 2
g d g +g d
g d g +g d
g g d
g g d
H H
H H
H
H
v
t
v
t
p p V v v V
p p V v v V
v v v v V
v v v v V



 
  
 
 
  
       
    
       
      
   
 
   
 
 
 


x x
x x
x
x
x
x
x
x x ξ x x ξ ξ
x x ξ x x ξ ξ
x x x ξ x ξ
x
x x x ξ x ξ
 

x g
  (31) 
3.4 Conservation of Energy 
For incompressible fluid flows, the local form of the conservation of energy is [41]  
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where e  is the internal energy, Q  is the internal heat generation, and q  is the heat flux vector 
defined as  
  k T  q x   (33) 
where  k x  is the thermal conductivity. 
For thermodynamic systems, the internal energy assumed to be a function of temperature 
and density, i.e.  ,e e T  . For constant density, the specific heat capacity under constant 
pressure, pc , is equal to the specific heat capacity under constant volume, vc , i.e. v pc c C 
[41]. Consequently, the time rate of change of the internal energy can be evaluated as [41] 
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where C  represents the specific heat capacity. By using the definition of stress in Eq.(20), 
the term :σ v  can be written as [41] 
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Substituting the incompressible condition Eq. (19) into Eq. (36) results in [41] 
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By substituting Eq.(33), Eq.(34) and Eq.(37) into Eq.(32), the conservation of energy equation 
becomes [41] 
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By using Eq.(9), the non-local form of the differentials in Eq.(38) can be expressed as  
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Therefore, by substituting the non-local form of the differentials provided in Eq. (17) and 
Eq. (39) into Eq.(38), the non-local form of conservation of energy becomes 
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 (40) 
If the thermal conductivity  k x  is assumed to be uniform and constant, Eq.(40) reduces to 
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  (41) 
3.5 Non-dimensional Form of Governing Equations 
The governing equations in a non-dimensional form can be obtained by using following 
non-dimensional parameters [6] 
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where the subscript  0  represents the reference variable and the superscript  *  represents 
the non-dimensional variable.   
The non-dimensional form of the local governing equations by ignoring the internal heat 
generation can be written as  
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Conservation of momentum 
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  (43b) 
Conservation of energy 
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The non-dimensional parameters in Eq. (43) are defined as  
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where Re  is the Reynolds number, Pr  is the Prandtl number, and Ec  is the Eckert number.  
Similarly, the non-local governing equations in Eq.(18), Eq.(30), and Eq.(40) can also be 
written into their non-dimensional forms as  
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Conservation of momentum 
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Conservation of energy 
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where the non-dimensional relative position is calculated as * * * ξ x x .   
Furthermore, if the viscosity and the thermal conductivity are assumed to be uniform and 
constant, Eq. (45b) and Eq. (45c) reduce to 
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The local Nusselt numbers are defined as  
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By substituting Eq. (39b) into Eq. (48), the Nusselt numbers can be calculated in PD approach 
as  
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The average Nusselt numbers are defined as  
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4 NUMERICAL IMPLEMENTATION 
4.1 Governing Equations in Discretized Form 
The non-local form of the governing equations provided in section 3 can be written in 
their discrete forms as;  
Conservation of mass:  
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where i  represents the point of interest (shown in red colour in Fig. 2), j  represents its family 
members (shown in green colour in Fig. 2). The parameter 
iN  represents the total number of 
the family members of i . The initial coordinates of points i  and j  are denoted as  1, 2,,i ix x  
and  1, 2,,j jx x . The volume of point j  is denoted as jV . The superscript  n  represents the 
current time step. The time step size is t .  
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where 
1a  and 2a  are the acceleration components in 1x  and 2x  directions, respectively. The 
velocity is explicitly predicted by using the Forward Euler Method as  
Velocity: 
1
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n n n
i i iv v a t
       (53a) 
1
2, 2, 2,
n n n
i i iv v a t
       (53b) 
 
 
The displacement is predicted by using the Backward Euler Method as  
Displacement:  
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1 1
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i i iu u v t
       (54b) 
Conservation of Energy:  
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  (55) 
 
 Fig. 2 PD discretization illustration: central point i  and horizon 3 x    with x  being  the 
point spacing distance 
4.2 Boundary Conditions 
The implementation boundary conditions can be adopted by using fictitious layers in PD 
theory [16, 18, 19, 23, 46-48]. The fictitious particles are fixed in the time integration. The 
thickness of the fictitious layer (shown by red spheres) is chosen as the size of the horizon 
shown in Fig. 3. Particle i  represents the fictitious particle which is also considered as a central 
particle. Particle j  which belongs to the fluid represents the family member of particle i .   
 
Fig. 3 Boundary implementation by using the fictitious layers 
In the flow field, the acceleration, velocity, and displacement of particle i  are defined 
according to the solid boundary condition as  
 
i walla a   (56a) 
 
i wallv v   (56b) 
 
i wallu u   (56c) 
 
The pressure is calculated according to the formulation provided in [49] as  
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  (57) 
The weighted function  ijw ξ  is provided in Eq.(12) with the definition of ijξ  being shown 
in Fig. 3. According to Eq.(24), the density of the fictitious particle i  is calculated as [45] 
 02
i
i
s
p
c
     (58) 
The temperature on the boundary is denoted as 
wallT . The temperature of the fictitious 
particle i  is implemented as [18, 19, 47] 
 2i wall jT T T    (59) 
The fictitious particles, j  are located at the same distances from the boundary as the fluid 
particles, i  as shown in Fig. 4   
 
Fig. 4 Temperature boundary implementation  (the pair of the fictitious particle and its 
corresponding fluid particle are shown in the same colour) 
 
4.3 Numerical Algorithm 
The flowchart of the numerical algorithm is provided in Fig. 5. Firstly, the peridynamic 
differential operator is constructed as a function of the initial relative position. Therefore, the 
construction of peridynamic differential operator is conducted prior to the time integration. The 
Math Kernel Library (MKL) [50] is adopted for solving Eq.(14) to obtain the peridynamic 
differential operators. Secondly, both the thermal and flow fields are considered in the program. 
Thus, a flag array is constructed to indicate the material points interactions belonging to the 
thermal field or the flow field.  Finally, the thermal field and the flow field are considered in a 
coupled manner.  
 
Fig. 5 Flowchart for numerical algorithm 
5 NUMERICAL SIMULATIONS 
In this section, three numerical simulations are conducted by applying the developed PD 
model. Firstly, heat conduction for a 2-D plate is conducted. The PD predicted results are 
compared with the solutions from ANSYS software. Secondly, natural convection in a cavity 
is simulated. Finally, mixed convection in a cavity is simulated. The predicted results from 
convection problems are compared with the ones from the previous literature. 
5.1 Pure Heat Conduction Simulation  
First, heat conduction in a 2-D plate is simulated. The length and width of the plate are 
0.1mL W  . The thickness is 0.001 mh  . The material properties are set as: the thermal 
conductivity  8.3075 W/ mKk  ; the density 31620 kg/m  ; the specific heat capacity 
 1092.728 J/ kgKvc  . All the four boundaries are subjected to a constant temperature 
10 KT  . The initial temperature is zero. Without considering the velocity and internal heat 
generation terms, the governing equation Eq. (32) with a constant thermal conductivity for heat 
conduction becomes  
 v
T
c k T
t


 

  (60) 
For PD implementation, the mesh size for x-y plane is 0.0005 mx  . There is one layer 
in the thickness direction. The horizon is chosen as 3.015 x   . Similar to the derivation 
performed by Silling and Askari [39] and Oterkus et al. [18], a von Newman stability condition 
is applied. The stability condition of the present model for heat conduction problems is obtained 
as 
     20 02
1
d /
N
v j
j
t c k g g V

 
  
 
 ξ ξ   (61) 
As a result, the time step size is chosen as d 0.01st  . The total simulation time is 40s. The 
heat conduction is also simulated by using ANSYS software. The mesh size is chosen as 
0.001mx   and the time step is 0.4 s . The element type is chosen as PLANE55. The PD 
predicted temperature distribution is compared with ANSYS results as shown in Fig. 6. The 
good agreement validates the capability of the developed model for solving the pure two-
dimensional heat transfer problem. 
  
                                (a)                                                                     (b) 
Fig. 6 Temperature (K) distribution comparison between (a) ANSYS and (b) PD  
5.2 Natural Convection in a Square Cavity 
Second, a natural convection in a closed cavity is simulated in a non-dimensional form. A 
scheme of the two-dimensional natural convection problem, accompanying with the coordinate 
definitions and boundary conditions are shown in Fig. 7. For the initial state, the fluid is 
stationary and its temperature is zero. The boundary conditions are defined as  
at 0x  : 1T
  , 1 2 0v v
                                                                          (62a) 
at 1x  : 0T   , 1 2 0v v
      (62b) 
at 0y  : / 0T y    , 1 2 0v v
      (62c) 
at 1y  : / 0T y    , 1 2 0v v
                     (62d)      
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 Fig. 7 Illustration for two-dimensional natural convection problem  
For the natural convection in the cavity, the fluid flow is assumed to be weakly 
compressible. The fluid properties are assumed to be constant. Therefore, the viscous 
coefficient   and the thermal conductivity k  are uniform and constant for each PD point, i.e. 
0 0; k k   . The energy dissipation due to viscosity is neglected [6]. The Péclet number 
( Pe=RePr ) is equal to 1 [6]. As a result, the non-dimensional parameters in Eq. (43) and Eq. 
(45) are  
 * *1; 1; Ec 0; RePr 1k       (63) 
Furthermore, the Boussinesq approximation [51] is adopted. Hence, the value of non-
dimensional gravity acceleration is approximated as  
 Ra Prg T    (64) 
where Ra is the Rayleigh number defined as 
 
3 2
0Ra=
g TL C
k
 


  (65) 
where   is the thermal expansion coefficient and T  is the temperature difference across the 
cavity.  
Regarding the PD implementation, the mesh size is chosen as 
* 1/200x  , and the 
horizon is chosen as 
* *3.015 x   . The time step size is * 5d 1 10t   . The total simulation 
time is 
* 3t  , leading to a steady state of the fluid flow at the end of the simulation. The 
boundary implementation is illustrated in Fig. 8. Regarding the flow field, four fictitious layers 
are added to simulate the four solid walls. Their thicknesses are chosen as the size of the horizon. 
The accelerations, velocities, and displacements of the fictitious particles (shown in red colour) 
are zero. On the other hand, for the thermal field, two fictitious layers are added to implement 
the constant temperature boundary conditions. The temperature of the fictitious particle 
*x  is 
set as [18] 
   * * * * * * * *, , 2 , ,T x y t T x y t    for * * 0x x    and * *y y    (66a) 
   * * * * * * * *, , , ,T x y t T x y t    for * * 2x x    and * *y y   (66b) 
where 

x  represents the corresponding fluid particle.  
           
                                   (a)                                                                (b) 
Fig. 8 Illustrations of PD discretization and boundary implementation for (a) flow field and 
(b) thermal field 
There are three simulation cases considered. The non-dimensional numbers in the 
mathematical model are set as 3 4 5Ra 10 ,10 ,10  and Pr 0.71 . The simulation results are 
compared with the ones from the published literature. Firstly, the flow velocity and temperature 
fields at the steady state are provided in Fig. 9 for 
3Ra=10 , Fig. 10 for 4Ra=10 , and Fig. 11 
for 
5Ra=10 . The flow patterns and temperature distributions agree well with the solutions 
provided in [3, 5-7].    
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(c) 
Fig. 9 Simulation results for Ra=103 and Pr=0.71: (a) horizontal velocity distribution, (b) 
vertical velocity distribution, and (c) temperature distribution  
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                               (a)                                                                       (b) 
 
(c) 
Fig. 10 Simulation results for Ra=104 and Pr=0.71: (a) horizontal velocity distribution, (b) 
vertical velocity distribution, and (c) temperature distribution   
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(c) 
Fig. 11 Simulation results for Ra=105 and Pr=0.71: (a) horizontal velocity distribution, (b) 
vertical velocity distribution, and (c) temperature distribution   
Later on, the profiles of horizontal velocity, vertical velocity, and temperature on the mid-
plane are compared with the ones provided in [5] and [9], as shown in Fig. 12. In addition, the 
local Nusselt number along the hot wall (
* 0x  ) is compared with the reference data provided 
in [9] obtained by ISPH, as shown in Fig. 13. It can be inferred from the figures that the PD 
predicted results agree well with the previous ones.  
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(c) 
Fig. 12 Comparisons of dimensionless quantities (a) horizontal velocity on 
* 0.5x  , (b) 
vertical velocity on * 0.5y  , and (c) temperature on * 0.5y  . Reference data is obtained by 
Danis et al. [9] and Markatos and Pericleous [5].         
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(c) 
Fig. 13 Comparison of the local Nusselt number along with the hot wall (
* 0x  )  
for (a) 
3Ra=10 , (b) 4Ra=10 , and (c) 5Ra=10 . Reference data is from Danis et al. [9].  
Finally, as a summary shown in Table 1, the representative quantities predicted by the PD 
model are compared with the available results obtained from finite difference method (FDM) 
[3], finite volume method (FVM) [5, 52], smoothed particle hydrodynamics (SPH) [8, 9], 
discrete singular convolution (DSC) [7]. 
 
 
 
0.5 1.0 1.5
0.0
0.2
0.4
0.6
0.8
1.0
y*
Nu
 ISPH by Danis et al.
 Present work
Ra=103
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
0.0
0.2
0.4
0.6
0.8
1.0
y*
Nu
 ISPH by Danis et al.
 Present work
Ra=104
0 1 2 3 4 5 6 7 8 9
0.0
0.2
0.4
0.6
0.8
1.0
y*
Nu
 ISPH by Danis et al.
 Present work
Ra=105
Table 1 Comparison of the representative quantities.  
 Present Work [3] [5] [8] [7] [9] [52] 
Ra=103 
*
1,maxv  3.731 3.649 3.544 3.431 3.643 3.666 4.077 
*
maxy  0.818 0.813 0.832 0.812 0.817 0.813 0.806 
*
2,maxv  3.796 3.697 3.593 3.511 3.686 3.720 4.130 
*
maxx  0.178 0.178 0.168 0.176 0.183 0.175 0.181 
0Nu  1.115 1.117 - 1.033 1.073 1.119 1.114 
maxNu   1.506 1.505 1.496 1.392 1.444 1.511 1.581 
minNu  0.678 0.692 0.720 0.705 0.665 0.689 0.670 
Ra=104 
*
1,maxv  16.423 16.178 16.180 17.312 15.967 16.207 16.263 
*
maxy  0.828 0.823 0.832 0.823 0.817 0.825 0.818 
*
2,maxv  20.082 19.617 19.440 20.051 19.980 19.896 19.717 
*
maxx  0.118 0.119 0.113 0.112 0.117 0.113 0.119 
0Nu  2.253 2.238 - 2.081 2.155 2.257 2.245 
maxNu   3.519 3.528 3.482 3.448 3.441 3.543 3.539 
minNu  0.574 0.586 0.643 0.541 0.528 0.584 0.583 
Ra=105 
*
1,maxv  35.441 34.730 35.730 - 33.510 34.745 35.173 
*
maxy  0.858 0.855 0.857 - 0.850 0.863 0.859 
*
2,maxv  70.987 68.59 69.08 - 70.81 70.448 69.746 
*
maxx  0.063 0.066 0.067 - 0.070 0.063 0.066 
0Nu  4.621 4.509 - - 4.352 4.526 4.51 
maxNu   7.831 7.717 7.626 - 7.662 7.584 7.636 
minNu  0.707 0.729 0.824 - 0.678 0.743 0.733 
*
1,maxv : the maximum horizontal velocity on the vertical mid-plane 
*
maxy : the corresponding vertical coordinate for the material point with 
*
1,maxv   
*
2,maxv : the maximum vertical velocity on the horizontal mid-plane  
*
maxx : the corresponding horizontal coordinate for the material point with 
*
2,maxv  
0Nu : the average Nusselt number on the hot wall (
* 0x  ) 
maxNu : the maximum value of the Nusselt number on the hot wall (
* 0x  ) 
minNu : the minimum value of the Nusselt number on the hot wall (
* 0x  ) 
 
From the comprehensive comparison between the present simulation results and the 
published literature, it can be concluded that the present model is able to accurately predict the 
two-dimensional natural convection problem in an enclosed square cavity for different values 
of Ra number.    
5.3 Mixed Convection in a Square Cavity 
Thirdly, the problem of a mixed convection in a lid-driven square cavity is simulated in a 
non-dimensional form. The geometry dimensions and the coordinate definition are same as Fig. 
7. The fluid is motionless at the initial state. An initial linear temperature field in the vertical 
direction is defined as [53] 
 * * * * *, ,T x y t y    (67) 
The boundary conditions are defined as 
On 0x  : / 0T x    , 1 2 0v v
                                   (68a) 
On 1x  : / 0T x    , 1 2 0v v
     (68b) 
On 0y  : 0T
  , 1 2 0v v
      (68c) 
On 1y  : 1T
  , 1 21, 0v v
                         (68d) 
Being similar with the natural convection problem, for the mixed convection problem, the 
fluid properties are also assumed to be constant and the viscous dissipation is also neglected 
[11]. As a result, the non-dimensional parameters in Eq. (43) and Eq. (45) are  
 * *1; 1; Ec 0k      (69)  
Furthermore, the Boussinesq approximation [51] is also adopted. The non-dimensional 
gravity acceleration is approximated as  
 
2
Gr
=Ri
Re
g T T     (70) 
where Gr and Ri are the Grashof number and the Richardson number defined as   
 
2
Ra Gr
Gr= , Ri=
Pr Re
  (71) 
For PD implementation, the mesh size is chosen as 
* 1/100x  . The horizon is chosen as 
*3.015 x   . The time step size is * 5d 1 10t    and the total simulation time is * 50t  . The 
mixed convection problem reaches a steady state at the end of the simulation time. The 
boundary implementation approach is the same as the one in the natural convection simulation.  
There are three simulation cases for the mixed convection problem. For all the cases, the 
Prandtl number and the Grashof number are fixed as Pr 0.71  and Gr 100 . The Reynold 
number is set as Re 10,100, 400  respectively. As a result, the Richardson number becomes 
Ri 1, 0.01, 0.000625  correspondingly. Therefore, by varying the Reynold number, the 
different Richardson numbers can be obtained. 
In order to demonstrate the capability of the proposed model for solving the two-
dimensional mixed convection in a square cavity problem, the steady solution for Re=400 (Ri 
=0.000625) is compared with the one provided by Iwastu et al. [53]. The velocity profile 
comparisons are presented in Fig. 14. In addition, the comparison of the temperature profiles 
and the local Nusselt number profiles are shown in Fig. 15. It can be inferred from the 
comparisons that the results agree well with the published literature [53], validating the present 
model.  
 
                                   (a)                                                                          (b) 
Fig. 14 Comparison of velocity profiles for Re=400: (a) horizontal velocity on 
* 0.5x   and 
(b) vertical velocity on * 0.5y  . Reference data is from Iwatsu et al. [53] 
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                                       (a)                                                                       (b) 
Fig. 15 Comparison of thermal quantities for Re=400: (a) temperature profile on 
* 0.5x   and 
(b) local Nusselt profile at the top ( * 1y  ) and bottom ( * 0y  ) wall. Reference data is from 
Iwatsu et al. [53] 
Later on, the average Nusselt numbers ( NuPD ) at the top wall of the cavity (
* 1y  ) are 
provided in Table 2 for all the three cases. The comparison with Iwatsu et al. [53] Nuref  is also 
provided. As it can be seen from Table 2, the relative error between the PD and reference results 
is less than 0.3%.  The relative error is calculated as  
 
Nu Nu
Nu
PD ref
r
ref


   (72) 
Table 2 Average Nusselt number at the top wall for all the three cases 
Re Ri 
Present work 
NuPD    
Iwatsu et al. [53] 
Nuref  
r   
10 1 1.014 - - 
100 0.01 1.937 1.94 0.15% 
400 0.000625 3.849 3.84 0.23% 
Furthermore, the velocity and temperature profiles on the mid-plane are provided in Fig. 
16. The temperature distributions are provided in Fig. 17 for the three cases. 
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(c) 
Fig. 16 Velocity and temperature profiles for all the three cases: (a) horizontal velocity on 
* 0.5x  ; (b) vertical velocity on * 0.5y  ; (c) temperature profile on * 0.5x  .  
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(c) 
Fig. 17 Temperature field distribution for all the three cases: (a) Re=10, (b) Re=100, (c) 
Re=400 
For a small value of Ri (Ri=0.000625 and Re=400 in this study), the fluid flow is 
dominated by the lid-driven force. The buoyancy effect is overwhelmed by the shear effect. 
For a low value of Ri (Ri=0.01 and Re=100 in this study), the buoyancy effect is comparable 
to the shear effect, leading to a mixed convection dominate situation. For an equivalent value 
of Ri (Ri=1 and Re=10 in this study), the buoyancy effect dominates the fluid flow, leading to 
a natural convection dominate simulation. The observations are consistent with the published 
literature [53, 54].    
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6 CONCLUSION 
In this study, a coupled fluid flow and heat transfer model is developed by using the 
peridynamic differential operator. The classical spatial differential governing equations are 
converted into their non-local form. The developed model is applied to solve the pure heat 
conduction, the natural convection, and the mixed convection problems. The good match 
between the predicted results and the ones from the published literature validate the present 
model. The capability of the developed model for accurately simulating the coupled fluid flow 
and heat transfer phenomenon is thus demonstrated.  
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