A new simulation approach for high Reynolds number turbulent flows is developed, combining concepts of monotonicity in nonlinear conservation laws with concepts of large-eddy simulation. The spectral vanishing viscosity (SVV), first introduced by E. Tadmor [SIAM J. Numer. Anal. 26, 30 (1989)], is incorporated into the NavierStokes equations for controlling high-wavenumber oscillations. Unlike hyperviscosity kernels, the SVV approach involves a second-order operator which can be readily implemented in standard finite element codes. In the work presented here, discretization is performed using hierarchical spectral/hp methods accommodating effectively an ab initio intrinsic scale separation. The key result is that monotonicity is enforced via SVV leading to stable discretizations without sacrificing the formal accuracy, i.e., exponential convergence, in the proposed discretization. Several examples are presented to demonstrate the effectiveness of the new approach including a comparison with eddy-viscosity spectral LES of turbulent channel flow. In its current implementation the SVV approach for controlling the small scales is decoupled from the large scales, but a procedure is proposed that will provide coupling similar to the classical LES formulation.
INTRODUCTION
Thirty years after intense research on large-eddy simulations (LES) of turbulent flows based on the eddy-viscosity subfilter models [1] , there is now consensus that such an approach is subject to fundamental limitations. It has been demonstrated for a number of different flows that the shear stress and strain tensors involved in subfilter eddy-viscosity models have different topological features [2] [3] [4] [5] . In particular, it was reported in [4] that the dynamics of the local energy flux, even in the inertial range, is poorly correlated with the locally averaged energy dissipation rate, an assumption employed in most eddy-viscosity
The spectral vanishing viscosity approach guarantees an essentially nonoscillatory behavior although some small oscillations of bounded amplitude may be present in the solution. This theory is based on three key components:
1. a vanishing viscosity amplitude which decreases with the mode number; 2. a viscosity-free spectrum for the lower, most energetic modes; and 3. an appropriate viscosity kernel for the high wavenumbers.
If hierarchical discretizations are employed, the combined formulation inherents the aforementioned scale separation attempted by other authors, e.g., in the multiscale variational method of Hughes [11] or in the nonlinear Galerkin method of Temam [10] . On the other hand, monotonicity of the TVB kind is preserved, but the high-frequency regularization employed is controlled by parameters whose range is given directly by the theory. This theory has been extended to spectral collocation discretizations in [23] and to superviscosity formulations, first by Tadmor [24] and more recently by Ma [25, 26] , in order to extend the range of the viscosity-free spectrum.
All applications of the SVV method so far deal with one-dimensional conservation laws apart from the work of Andreassen et al. [27] , who have used SVV for two-dimensional simulations of waves in a stratified atmosphere; see also [28] for two-dimensional examples for the Euler equations. Standard Fourier or Legendre discretizations were employed by Tadmor and his colleagues while Chebyshev discretization was employed by Andreassen et al. In the current work, the SVV concept is used in the context of simulating incompressible turbulent flows using multidomain spectral methods, based on the spectral/hp Galerkin approach (see Appendix I and [29] ). The equations used are the unfiltered Navier-Stokes equations which are enhanced on the right-hand side with a spectral vanishing viscous operator. For underresolved or marginally resolved simulations, rapid-solution variations appear as discontinuity as sketched in Fig. 1 and this can be described locally by an inviscid Burgers-type equation. For standard Fourier methods and simulations of homogeneous turbulence, SVV can be thought of as using hyperviscous dissipation that will affect only the high Fourier modes. This approach has been used successfully, for example, by Borue and Orszag [4] in achieving high Reynolds number simulations. The proposed method extends such capability to complex-geometry discretizations using a standard finite element framework. To this end, superviscous operators are not used, as they cannot be handled in the standard Galerkin framework that requires C 0 continuity for the trial basis. We note, however, that discontinuous Galerkin methods can handle high-order SVV operators, but at higher computational complexity.
It is worth pointing out an important distinction between the classical LES formulation and the currently proposed SVV formulation. In particular, unlike standard largeeddy formulations where the small-scale dynamics is coupled to the dynamics of the large scales with explicit contributions from the subgrid scales, in the current implementation the SVV approach ignores this coupling. This rather strong assumption is also typical of other monotonicity-based LES approaches; however, in the SVV approach a coupling similar to eddy viscosity subgrid models can be implemented, and it will be discussed in Section 6.
In the current paper, the SVV method is first extended to spectral discretizations using general Jacobi polynomials, in single and multiple domains, with solutions of the Burgers equations compared to previously published results; the emphasis is on the performance of SVV using multidomains. An SVV-based formulation is then developed for the twodimensional Navier-Stokes equation concentrating on preserving spectral accuracy. The
FIG. 1.
Although a well-resolved velocity field may be smooth, when it is underresolved, the discretization may interpret a variation as a discontinuity. In these cases, SVV may be introduced in order to damp the oscillations and reproduce a smooth velocity field.
Kovasznay flow [29] is simulated to investigate the effect of the SVV method on the solution accuracy. Finally, the new method is applied to simulations of the standard three-dimensional turbulent channel flows at Reynolds numbers 180 and 395 (based on wall shear velocity). We conclude with a brief discussion on possible extensions of the proposed methodology, including a strategy for coupling the SVV approach to the dynamics of large scales.
THE SPECTRAL VANISHING VISCOSITY METHOD
Tadmor [22] first introduced the concept of SVV using the inviscid Burgers equation
subject to given initial and boundary conditions. The distinct feature of solutions to this problem is that spontaneous jump discontinuities (shock waves) may be developed, and hence a class of weak solutions can be admitted. Within this class, there are many possible solutions, and in order to single out the physically relevant one an additional entropy condition is applied, of the form
In practical applications, spectral methods are often augmented with smoothing procedures in order to reduce the Gibbs oscillations [30] associated with discontinuities arising at the domain boundaries or due to underresolution. However, with nonlinear problems, convergence of the Fourier method, for example, may fail despite additional smoothing of the solution. Tadmor [22] introduced the SVV method, which adds a small amount of controlled dissipation that satisfies the entropy condition, yet retains spectral accuracy. It is based on viscosity solutions of nonlinear Hamilton-Jacobi equations, which have been studied systematically in [31] . Specifically, the viscosity solution for the Burgers equation has the form
where (→ 0) is a viscosity amplitude and Q is a viscosity kernel, which may be nonlinear and, in general, a function of x. Convergence may then be established by compactness estimates combined with entropy dissipation arguments [22] . To respect spectral accuracy, the SVV method makes use of viscous regularization and Eq. (3) may be rewritten in discrete form (retaining N modes) as
where the star ( * ) denotes convolution and P N is a projection operator. Q N is a (possibly nonlinear) viscosity kernel, which is only activated for high wave numbers. In Fourier space, this kind of spectral viscosity can be efficiently implemented as multiplication of the Fourier coefficients of u N with the Fourier coefficients of the kernel Q N , i.e.,
where k is the wavenumber, N the number of Fourier modes, and M the wavenumber above which the SVV is activated. Originally, Tadmor [22] usedQ
with M ∼ 0.25 based on the consideration of minimizing the total variation of the numerical solution. In subsequent work, however, a smooth kernel was used, since it was found that the C ∞ smoothness ofQ k improves the resolution of the SVV method. For
Legendre pseudo-spectral methods, Maday et al. [32] used ≈ N −1 , activated for modes
In order to see the difference between the convolution operator on the right-hand side in Eq. (4) and the usual viscosity regularization, following Tadmor [33] , we expand as
where
The extra term appearing in addition to the first standard viscosity term makes this method different. It measures the distance between the spectral (vanishing) viscosity and the standard viscosity. This term is bounded in the L 2 norm similarly to the spectral projection error. In this paper we refer to the viscosity as vanishing, as the theory requires that
and thus → 0 for high wavenumbers. In more recent work, Tadmor and his collaborators [23] refer to it as simply spectral viscosity, but this terminology may be confused with the one used by Lesieur and his group [34] . At this point it is also instructive to compare the spectral vanishing viscosity to the aforementioned spectral eddy viscosity introduced by Kraichnan [35] and Chollet-Lesieur [34, 36] . The latter has the nondimensional form [36] 
Comparing the Fourier analog of this eddy viscosity employed in LES [34] to the viscosity kernel Q k (k, M, N ) introduced in the SVV method, Fig. 2 shows both viscosity kernels normalized by their maximum value at k = N . For SVV, two different values of the cut-off wavenumber are considered, This range has been used in most of the numerical experiments so far (see, for example, [27, 32] ) and is consistent with the theoretical results [22] . In the plot it is shown that, in general, the two forms of viscosity have similar distributions, but the SVV form does not affect the first one-third or one-half of the spectrum (viscosity-free portion) and it increases faster than the Kraichnan/Chollet-Lesieur eddy viscosity in the higher wavenumber range, e.g., in the second-half of the spectrum.
EXPERIMENTS WITH 1-D BURGERS' EQUATION
One-dimensional results are first presented, applying the SVV method to inviscid Burgers' equation in order to assess the range of the parameters involved in the viscosity kernel. The more general multidomain discretization is reviewed in Appendix I, i.e., the spectral/hp element method. A multidomain implementation for nonlinear hyperbolic problems has also been reported in [37] . 2 The Fourier method as well as the spectral/hp element method with SVV is applied to the periodic inviscid Burgers equation, using
as initial conditions. The domain considered extends from −1 ≤ x ≤ 1, and a smooth kernel Q N is used.
SVV-Fourier Spectral Method: Results
The SVV method is first briefly presented with the Fourier method, as proposed by Chen et al. [24a] . Here ≈ N −1 and M ≈ 2N 1/2 are used, with the Burgers equation integrated up to time t = 1.0. Figure 3 shows the effect of the SVV method on the 1-D Burgers solution, for different values of , with a C ∞ kernel Q k . It is clear that with the introduction of SVV, the solution converges strongly in L p for p < ∞ (but not uniformly) to the exact entropy solution, in sharp contrast to the oscillatory behavior of the viscosity-free Fourier method. A third-order Adams-Bashforth time-stepping scheme is used, with a time step t = 0.001. It should be noted that with = 0 the solution diverges. This is somewhat obvious from the plot, which shows that as the viscosity amplitude decreases below the theoretical limit, the amplitude of the oscillations increases significantly. It is also noted that the aforementioned spectral convergence is not obvious in this stable, but still wiggly solution. To recover spectral convergence, further postprocessing is required to eliminate the still visible Gibbs phenomenon. This, for example, can be obtained by reconstruction as documented in [38] , in conjunction with an edge detection technique; this has been successfully demonstrated by Gelb and Tadmor [39] . No postprocessing or other type of reconstruction is necessary at each time step, but only at the final time step, allowing this method to be particularly efficient.
SVV-Jacobi Spectral Method: Results
Next, the global spectral method (single domain) is employed using P = 64 hierarchical Jacobi modes as the basis (see Appendix I), and repeat the previous experiment. In Fig. 4 results from these simulations are shown with different values of and M used; the Fourier method for N = 64 is also included for reference. It is clear that as increases, the amplitude of oscillations decreases. By increasing the cut-off wavenumber M the amplitude increases, although the amplitude is more sensitive to changes in rather than M.
SVV-Jacobi Spectral/hp Element Method: Results
Multidomain discretization (see Appendix I) is next investigated with the same test case performed with K = 2 and K = 3 elements (Fig. 5 ). For the 2-element case P = 32 is used, while the 3-element case uses P = 21. Overall, similar behavior to that with the 1-element case is noted. For 3 elements (Fig. 5, right) , there is improvement similar to that with the use of the SVV method. Comparing the results of Figs. 4 and 5 reveals that as the number of elements increases the discretization is more stable even without the incorporation of SVV.
Conclusion
The numerical experiments with the 1-D Burgers equation indicate stability consistent with the theory and the suggested range of parameters. The scaling with respect to and M is consistent with the theoretical prediction. In the multidomain discretization many more experiments are required to rigorously define trends that cannot be predicted by the theory. However, it is evident from these experiments that comparable accuracy may be obtained using parameterizations similar to those used for the Fourier method.
FIG. 4.
One-element discretization. Top: P = 64; M = 16 = 2 √ P. Solid thick line: Fourier discretization-= 1/P; solid thin line: Jacobi discretization-= 1/P; dashed line: Jacobi discretization-= 1/2P; doted line: Jacobi discretization-= 2/P. Bottom: P = 64; M = 26. Same legend as the plot on the top. (P is the number of Jacobi modes.)
CONVERGENCE FOR 2-D NAVIER-STOKES EQUATIONS
The main discretization steps of the incompressible Navier-Stokes equations are summarized in Appendix II. The main point is that the SVV operator can be treated similarly to the variable viscosity operator in traditional LES [40] . It is noted that the resolution per element (spectral order P) may vary and so do the SVV parameters. The 2-D spatial discretization is similar to the 1-D case (see Appendix I) since a tensor product FIG. 5. Top: Two-element discretization P = 32; M = 11 = 2 √ P. Solid thick line: Fourier discretization-= 1/P; solid thin line: Jacobi discretization-= 1/P; dashed line: Jacobi discretization-= 1/2P; doted line: Jacobi discretization-= 2/P. Dash-Dot line: Jacobi discretization-= 0. Bottom: Three-element discretization P = 21; M = 9 = 2 √ P. Same legend as the plot on the top. (P is the number of Jacobi modes per element.)
rule is employed to obtain the 2-D trial basis including triangular domains (see [29] for details). Similarly, the one-dimensional formulation of the SVV method may be extended to two dimensions for quadrilateral and triangular elements by redefining the kernel Q p as 
For an isotropic mesh, the two directions are identical, and results identical to the 1-D results were obtained.
In order to evaluate the effect of SVV on the quality of Navier-Stokes solutions, the exact Kovasznay solution is employed for laminar flow behind a two-dimensional grid (see [29, Chap. 9] ). The solution is a function of the Reynolds number, Re, and is of the form
. All boundary conditions are Dirichlet conditions, defined by the above exact solution.
Two domains are employed, one consisting of 8 quadrilateral elements and one consisting of 2 triangular elements shown in Fig. 6 . The computed steady-state streamline pattern is plotted in Fig. 6 (left) at Re = 40. A parametric study on and M is conducted, with emphasis placed on the effect of the SVV method on the accuracy. The results are summarized in Table I . Using K = 1, 4 and K = 8 elements, it is clear that the SVV method either improves or retains the accuracy of the solution. It is important to note that the addition of SVV to the Navier-Stokes equations does not affect adversely the convergence rate. Due to the smooth character of the Kovasznay flow, spectral accuracy may be achieved very quickly. This is documented in the convergence plot shown in Fig. 7 . In order to contrast the results with the traditional artificial dissipation method, the solution is also computed by keeping only the first term in Eq. (7). We see that the error decays extremely slowly in this case. Therefore, the remaining term in the convolution in Eq. (7) is important in guaranteeing spectral convergence as argued by the theory [22] .
This test case is important, as it indicates the minimal effect of the SVV method in smooth well-resolved regions if the theoretically predicted parameters are used. Furthermore, at low resolutions, enhanced accuracy is achieved.
SVV SIMULATIONS OF TURBULENT CHANNEL FLOWS
The extension of the SVV method to three dimensions is straightforward using tensor products. The effectiveness of the SVV spectral method is evaluated in the context of turbulent channel flow. To this end, a Fourier discretization is used along the flow direction and spectral/hp quadrilateral elements in the cross-flow and wall-normal directions. Note. This smooth solution demonstrates that the addition of spectral vanishing viscosity does not affect adversely the exponential convergence of the spectral element/hp discretization.
Results at Re τ = 180
Channel flow at Re τ = 180 is simulated, with periodic boundary conditions in the streamwise and spanwise directions following the benchmark solutions of Kim et al. [41] . Figure 8 shows the computational domain used, with L x = 5, L y = 2, and L z = 2. Two different meshes are used; the first one (Table II) (Table II) has K = 25 elements in the cross-flow plane, with polynomial order P = 21. This translates to average resolution of z + = 11, y + = 11. The same resolution is used in the streamwise direction as for mesh 1 (Fig. 9 ).
In the benchmark DNS of Kim et al. [41] , the grid resolution was very fine, with a 192 × 129 × 160 grid on a domain of 4π × 2 × 2π, resulting in x + = 12, z + = 7 and a maximum wall-normal spacing of y + max = 4.4. It was shown that most of the energetic scales were resolved even though the resolved scales were larger than the Kolmogorov scale of 2 wall units. As far as other work is concerned, the finest mesh used in [42] was x + = 35, z + = 18, y + > 0.5, while in [43] it was x + = 17, z + = 5.8, 2.1 < y + < 10.8. Both simulations were using eddy-viscosity models, and the results were close to those of the available DNS. The initial field used in the current work has been interpolated from simulations of earlier eddy-viscosity spectral LES [40] . A three-dimensional mesh (see Fig. 10 ) was used consisting of K = 200 prismatic elements with triangular base in the cross-flow plane, at spectral order P = 5, for a computational domain of L x = 13, L y = 2, L z = 6. The resulting average resolution is x + = 108, z + = 45 and 2.83 < y + < 25. A Smagorinsky constant of c s = 0.032, with a Panton wall damping function [44] , was applied. Some details of this LES approach with a modified subfilter model to account for the subcell resolution discretization (in each element) are presented in Appendix III. In the spectral element/hp LES subcell resolution is possible by increasing the polynomial order, and thus an appropriate equivalent length scale needs to be defined as shown in Appendix III.
Baseline simulations.
First, two simulations are performed for each mesh, one without SVV, and one with = 1/P and M = 15; i.e., M ≈ 3 √ P. The interpolated fields were integrated in time for 50 convective time units. Statistics were gathered for the last convective 20 time units. With regard to the mean streamwise velocity profiles, the differences are rather small and agree with the results of [41] . Here a comparison of turbulence intensities is presented. In compared against the experimental results of Kreplin and Eckelmann [45] and against the spectral LES of [40] . For cases 1 and 2 of Table II (Fig. 11) , the turbulence intensities increase substantially in the streamwise and spanwise directions by introducing SVV, while in the wall-normal direction the effect is less. The general trend noted is an increase of the turbulence intensities toward the experimental data of Kreplin and Eckelmann [45] , which were obtained at Re τ = 194. A similar trend is also noted for mesh 2 (Fig. 12) , where in this case the SVV simulation results better match the experimental data. Also in Fig. 11 simulation results with the SVV approach implemented in all three directions are compared against the case where the SVV approach is used in the spectral element planes (cross-flow only) with slight Gaussian filtering applied to the upper onethird of the Fourier modes in the streamwise direction. This is indicated with the dash-dot versus the solid line in the plot, respectively. We see that there are some differences, but the differences with the simulations without the SVV (dot line) are much greater. For the finer resolution case (Fig. 12 ) the spectral element planes and there is slight filtering in the streamwise direction. In this latter case the SVV results are clearly superior to the spectral LES results of [40] .
In Fig. 13 , the SVV results for meshes 1 and 2 are plotted against the benchmark DNS results of Kim et al. [41] . The experimental data and the spectral LES results of [40] are also included, with the high-resolution SVV simulation being in good agreement with the DNS.
Effects of SVV parameters.
Four additional simulations for the low-resolution (i.e., 4 elements; see cases 5-8 in Table II of the wavenumber cut-off M and the amplitude of the SVV viscosity . In Fig. 14 we plot the results for cases 5 and 6 in Table II corresponding to M = 10 (dot line) and M = 18 (dash line) and compare against the standard case 2 (solid line). The trends with respect to this parameter are mixed: The streamwise turbulence fluctuations increase with lowering cut-off and decrease for higher cut-off values and so do the spanwise turbulence fluctuations. However, this monotonic trend does not hold for the wall-normal turbulence fluctuations. In Fig. 15 we plot cases 7 and 8 of Table II corresponding to = 1/42 (dot line) and = 2/21 (dash line), respectively. Again the trends are mixed for the three different components, but at least for the streamwise turbulence fluctuations the trends are consistent with the variation of the wavenumber cut-off. In particular, as the effect of SVV is enhanced, the streamwise turbulence intensity is closer to the experimental results. Clearly, we cannot draw general conclusions from these low-resolution simulations and more extensive studies concentrating on the effects of SVV parameters would provide empirical rules for the selection of optimum values of M and .
Computational cost.
With regard to computational complexity and associated cost, the SVV simulations involve an extra matrix-vector multiply which corresponds to an overhead of about 1% compared to the cost of simulations without SVV. In contrast, in spectral eddy-viscosity LES the overhead cost is approximately 25% [40] .
Results at Re τ = 395
A simulation at higher Re τ = 395 is also performed and compared to DNS of Moser et al. [2] at the same Reynolds numbers. A computational domain of 2πδ × 3 × 2 is used in the streamwise, spanwise, and wall-normal directions, respectively, using the mesh shown in Fig. 16 . A polynomial order of P = 21 is used, with 64 Fourier modes in the streamwise direction. The resulting average resolution is x + = 10, z + = 6.5, and y + = 11.6 at the centerline. Two simulations are presented, one with SVV and the other one following the classical LES approach; all discretization parameters are the same in the two simulations. A velocity field from a previous channel flow simulation at lower Reynolds number was interpolated to the new mesh. At this Reynolds number and for the resolution used, simulations without any SVV treatment were not possible; SVV was employed, with = 1/P and M = 15. It was compared to LES using the Smagorinsky model with c s = 0.032, and the Panton wall-damping function in the near-wall region. Figure 17 shows turbulence intensities of the two simulations, compared with the DNS of Moser et al. Excellent agreement is achieved between the SVV simulation and DNS; however, the LES is overdissipative in the near-wall region, while closer to the center line all the simulations converge.
SUMMARY AND DISCUSSION
The method presented here may be viewed as an alternative LES approach, in the sense of directly computing the large energetic scales while controlling the smaller scales via a spectral vanishing viscous (SVV) operator. The new second-order convolution operator introduced in the Navier-Stokes equations is parameterized by an amplitude and a spectral kernel Q. The latter selects which portion of the spectrum will be viscosity-free and which portion will be in the dissipative subrange. Both parameters depend on the local resolution, i.e., the number of modes. Their range is given by a theory for nonlinear conservation laws, first developed by Tadmor [22] and used mostly in solutions of 1-D and 2-D hyperbolic problems [28] .
The new method can also be viewed as a hybrid approach between monotonicitypreserving schemes (like the PPM and FCT algorithms) and nonlinear Galerkin methods where the large and small scales are separated explicitly. Both of these schemes have been proposed as alternative LES for turbulence, and preliminary results have been encouraging [14, 16] . The important difference in the stability of the proposed SVV spectral/hp method is that it is based on theoretical framework, even for the nonlinear case. Therefore, despite the extra SVV term in the Navier-Stokes equations, spectral convergence is preserved as shown in this paper (Section 4) in accordance with the theory.
Compared to traditional eddy-viscosity LES, the new method does not employ filtered equations, and this eliminates inaccuracies due to commutation errors associated with nonuniform grids. In addition, its computational complexity is insignificant compared to the eddy-viscosity or mixed-model LES. With respect to accuracy, the current results indicate that the SVV simulation results are better than the LES for channel flow, using in both cases spectral/hp discretizations. However, many more numerical experiments are required to assess the accuracy of SVV simulations in turbulence. One of the problems with the SVV approach is that the viscosity kernel does not use information from the resolved scales directly. While this is true in the current implementation, in adaptive p-refinement the P modes per element will be changing dynamically to resolve the local flow physics. Therefore, in this case and depending on the implementation details, e.g., adaptive strategy, the SVV approach will incorporate physics for updating the spectral vanishing viscosity similar to those of the eddy-viscosity models in traditional LES. Such results will be reported in the future.
Another approach that will couple the SVV procedure to the dynamics of the flow can be formulated by considering the viscosity amplitude,
to be a function of position and time through the variable C(x; t). This variable can be selected adaptively by relating it to the dynamics of the flow, i.e., the strain field. More specifically, the following equation is proposed for Navier-Stokes,
where ν is the physical viscosity and ν e is the eddy viscosity obtained, for example, by the Smagorinsky formula enhanced with the Panton modification for correct wall behavior. Clearly, at regions of low strain rates the effect of SVV is minimized and becomes zero right at the wall. In regions with high strain rate, C may achieve values larger than 1, which is consistent with the classical LES premise. The appropriate calibration of such a model should be tested via systematic simulations of various flows, but here we have revisited the inviscid Burgers equation presented in Section 3. The analog of the aforementioned idea is to scale the amplitude viscosity proportional to the magnitude of first derivative u x , i.e.,
normalized with its maximum pointwise norm. Several such tests have been performed and a typical result is shown in Fig. 18 for discretization with N = 64 modes. For this resolution, the Fourier method is unstable without any SVV treatment. Here we obtain solutions corresponding to constant C = 10 (dash line) and to C based on Eq. (12) and multiplied by 10. From this preliminary numerical result it can be seen that a better solution is clearly obtained with the proposed adaptive procedure around the discontinuity, whereas the smooth region is not affected. This solution is also improved compared to the solution corresponding to C = 1 shown in Fig. 3 .
There are other open questions with the current SVV implementation that require resolution in the near future, which we list in the following:
• What is the relation between the SVV kernel and the hyperviscous kernel, and how is the quality of solutions affected in simulations of homogeneous turbulence?
• From the numerical point of view, can the SVV approach be extended to collocation methods and finite-difference methods, and what is the associated cost of computing the convolution operator?
• Can the SVV method be extended to compressible turbulence simulations, thus eliminating the often-used Favre approximate averaging procedure?
• Are the parameters and M employed in the numerical experiments in the current paper optimal, and what is their dependence on grid distortion and flow geometry?
Clearly, we do not have a definitive answer to these issues, and some of these questions are more difficult to answer than others as the preliminary simulation results of section 5.1.2 suggest. The one-dimensional version has already been extended to collocation methods [32] , and the fact that the SVV is a second-order operator allows a straightforward implementation in finite element codes unlike hyperviscous kernels. On the other hand, at present it is not clear how to develop rigorously the SVV method for finite difference methods avoiding the current empiricism, although some progress on this front has been made by employing similar ideas [47] . With regard to the parameter range, it is clear that studies more systematic than the ones presented in Section 5.1.2 are needed to answer questions of optimality and dependence on the flow geometry.
APPENDIX I The Spectral/hp Method
The main discretization concepts of the spectral/hp method are reviewed in the context of the 1-D inviscid Burgers equation enhanced with the SVV second-order operator. The objective is to introduce the hierarchical trial basis of the method which is derived from Jacobi polynomials and to discuss some of the implementation details.
Equation (1) is considered, in a domain −1 ≤ x ≤ 1, with a Dirichlet boundary condition and a Neumann boundary condition; i.e., u(−1, t) = g, u (1, t) = h. The initial condition is a sine wave u(x, 0) = sin(π x). The residual of Eq. (3) is
where u is the trial solution, the set of which is denoted by S, and w ∈ V is a test function. Each test function should satisfy w(−1) = 0 and be homogeneous on a Dirichlet boundary.
Here the spaces are defined as
Integrating Eq. (13) once by parts and setting R(u) = 0 give
Introducing the notation
the above equation may be rewritten as
Searching for solutions in finite subspaces, i.e., 
Since this is true for any c p , G p is necessarily equal to 0 and the above equation may be rewritten as
Equivalently to the Fourier representation of Tadmor [22] , Q N (which will replace Q in the above expression) may be approximated by a kernel Q p , of the form
In essence, the multiplication of Fourier coefficients, in the Fourier method, is translated into a multiplication of modal coefficients, hence an introduction of dissipation at the high modes. Equation (17), therefore, takes the form
The computational domain is subsequently divided into a number of elements k. On each element, a set of local functions is introduced that provide pth order accuracy for the solution over the kth element. In spectral/hp methods, these local functions are called basis functions and are invariably polynomials.
The modal expansions adopted in this work are Jacobi polynomials, P α,β p (x) [29] . Jacobi polynomials are the family of polynomial solutions to a singular Sturm-Louiville problem and, for −1 < x < 1, can be written as
. Jacobi polynomials have the orthogonality property
is orthogonal to all polynomials of order less than p when integrating with (1 + x) β (1 − x) α and the modal expansion basis is then defined as
Unlike the nodal basis where every basis function is an N th-order polynomial, in the modal basis there is a hierarchy of modes starting from the linear, proceeding with the quadratic, cubic, etc. (Fig. 19) .
Returning when inverting the matrix [A], since they have been condensed out and are included in B .
APPENDIX II

Time-Stepping Scheme
For the temporal discretization of the Navier-Stokes equations we use a standard AdamsBashforth/Crank-Nicolson algorithm (a theta scheme) with an improved pressure boundary condition to enhance the temporal accuracy [48] In order to efficiently implement the SVV method, the SVV term ∇(Q ∇V) may be included in the Helmholtz equation; therefore, the Helmholtz equation takes the form
APPENDIX III
Subfilter Model
The spectral LES formulation used is briefly reviewed in the results presented in the current work as there is a new issue not presented elsewhere before: that of the appropriate length scale in a multiresolution method as the spectralhp method. The equations of motion for a large-eddy simulation are
where the term ν s represents the Smagorinsky eddy-viscosity model, defined as ν s = l 2 s |S|, with |S| = (2S i jSi j ) 1/2 the magnitude of the filtered strain-rate tensor. Here, l s is the Smagorinsky length scale or subfilter length scale. It is equal to l s = c s , where c s is the Smagorinsky constant, and is the filter width. In structured grids typically = ( x y z ) 1/3 , where x , y , z are the filter widths in each direction. For the spectral/hp method on quadrilateral and triangular prisms with Fourier expansions along the streamwise (x direction), the filter width has to be defined properly in order to account for the subcell resolution. Following the heuristic argument in [49] , the polynomial order, P, and resolved half-wave number, k, are related by P = kπ . A new definition of is thus proposed based on the area of the triangle, A, and the grid spacing, x, in the Fourier direction, of the form
Numerical experiments with decaying homogeneous turbulence and turbulent channel flow have justified this choice (see [40, 50] ). In the near-wall region, the Panton [44] walldamping function is used which follows the correct shear stress y 3 asymptotic behavior in the near wall. Spectral element/hp-LES based on this choice of subfilter behaves similar to standard LES but because of the dual path of convergence, i.e., reducing the element size or increasing the polynomial order, more flexibility and better diagnostics of underresolution are available.
