Let A be a finite-dimensional commutative algebra over R and let C r A (U ), C ω (U, A) and OA(U ) be the ring of A-differentiable functions of class C r , 0 ≤ r ≤ ∞, the ring of real analytic mappings with values in A and the ring of A-analytic functions, respectively, defined on an open subset U of A n . We prove two basic results concerning A-differentiability and A-analyticity:
ω (U, A) and OA(U ) be the ring of A-differentiable functions of class C r , 0 ≤ r ≤ ∞, the ring of real analytic mappings with values in A and the ring of A-analytic functions, respectively, defined on an open subset U of A n . We prove two basic results concerning A-differentiability and A-analyticity:
A (U ) if and only if A is defined over C.
Preliminaries and statement of the main results
Let A be a finite-dimensional commutative R-algebra. Let us denote by G(A) the group of units of A. Clearly, G(A) is an open dense subset of A and hence it is endowed with a canonical structure of Lie group. Let U be an open subset of A. A function f : U −→ A is said to be A-differentiable if for every a ∈ U there exists the limit f (a) = lim x→a (f(x) − f(a))/(x − a) , x − a ∈ G(A). We say that f is A-differentiable of class C r and set f ∈ C r A (U ) if for every a ∈ U, f (a), f (a), ..., f (r) (a) exist and they are continuous. For further properties on A-differentiability we send to [2, 3, 4] .
As is well-known, if V is a finite-dimensional R-vector space, for each open subset U ⊂ V we have a canonical isomorphism ζ x : V −→ T x (U ) given by ζ x (v)(f) = lim t→0 1 t (f(x + tv) − f(x)) (directional derivative). In the particular case V = A we can define a family of endomorphisms on each tangent space
x (X)). Then, it is proved that the definition of the analyst coincides with that of the differential geometer (this is not the case for non-commutative algebras, see [2] ); i.e., a function f : U −→ A of class C ∞ is A-differentiable if and only if for every a ∈ A, x ∈ U , the mapping
The product in A induces an R-bilinear mapping µ : A × A −→ A. Let e 0 = 1, e 1 , ..., e m−1 be a basis of A as an R-vector space. Then, µ(e i , e j ) = The above definitions and results can also be extended to several variables. Let U be an open subset of A n . A function F : U −→ A is said to be Adifferentiable if for every x = (x 1 , ..., x n ) ∈ U and every i = 1, ..., n the function
x ij e j , i = 1, ..., n. We obtain: F is A-differentiable if and only if ∂F/∂x ij = (∂F/∂x i0 ) e j , i = 1, ..., n ; j = 1, ..., m − 1. Finally, F is said to be A-analytic and then we set
Our basic results are the following two theorems:
Theorem I. The ring of A-analytic functions on an open set U ⊂ A n , is the intersection of the ring of A-differentiable functions of class C ∞ on U , and the ring of real analytic A-valued mappings defined on
The latter theorem can also be restated as follows:
2 Proof of Theorem I
Proof. We proceed by recurrence on k. For k = 1, the above formula is nothing but the Cauchy-Riemann equations for F (cf. §1), and by virtue of the recurrence hypothesis for every k > 1, we obtain
Proof of Theorem I. First we prove (U, A) . Moreover, from the standard properties of power series it follows that we can calculate ∂F/∂x ij simply taking derivatives term by term. As
δ hi e j , we have:
Thus, F is A-differentiable.
Next we shall give two proofs of the second part of Theorem I.
F k e k can be expanded in power series on a neighbourhood of x 0 ∈ U :
where we have set:
Furthermore, we set:
and by virtue of Lemma 1,
as follows by applying to (
By setting
The second proof relies on the Taylor formula below which is of interest by itself. Essentially this formula tells us that an A-differentiable function of class C r+1 can be approximated around a point by a suitable A-polynomial of degree r plus a remainder. Proposition 1. Let F be an A-differentiable function of class C r+1 defined on a neighbourhood |x − x 0 | < of a point x 0 ∈ A n . Then we have:
Proof of Proposition 1. From Taylor's formula with integral remainder we obtain
and we can conclude as in the proof of Theorem 2.3 of [4] ; i.e., since
, and so on.
The proof of the second part of Theorem I is then a simple consequence of the above formula. In fact, we know that if F is real analytic then there exist a neighbourhood N of x, and two positive constants M, ρ, such that for every x ∈ N , and every α ∈ N n , we have (α!)
, and the result follows by simply bounding the remainder term in Taylor's formula.
3 Proof of Theorem II and of the Corollary Lemma 2. Let A be a finite-dimensional commutative local R-algebra and let m be its maximal ideal. If A/m ∼ = C, then A admits a structure of C-algebra compatible with its structure of R-algebra. Proof. As m is nilpotent, it is clear that A is m-adic complete. 2 . From Nakayama's lemma, e 1 , . . . , e r also generate m as an Amodule; that is, every a ∈ A can be written as a = a 1 e 1 + . . . + a r e r for some a i ∈ A. Assume we have constructed a set of multi-indices M l ⊂ N r of order |α| = l so that the cosets of e α , α ∈ M l , are a basis of m l /m l+1 . As e 1 , . . . , e r generate the A-module m, it is clear that all the elements e α , |α| = l + 1, generate m l+1 . Hence each a ∈ m l+1 can be written as a = |α|=l+1 a α e α and since A/m ∼ = R, there exist scalars λ α ∈ R such that a α − λ α ∈ m. Hence, a ≡ |α|=l+1 λ α e α (mod m l+2 ). Accordingly, the cosets of e α , |α| = l + 1, generate m l+1 /m l+2 as a vector space and from them we can select a basis. In other words, there exist a set of multi-indices M l+1 of order |α| = l +1 such that the cosets of the elements e α , α ∈ M l+1 , are a basis for m l+1 /m l+2 . Proceeding by recurrence, it will suffice to put M = n−1 l=0 M l . As for (ii), first let us assume we have a relation α∈M λ α e α = 0. Reducing it modulo m we obtain λ 0 = 0. Reducing it modulo m 2 we obtain λ 1 = . . . = λ r = 0, and so on. Moreover such elements generate A as a vector space, because given a ∈ A there is an scalar λ 0 such that a = a−λ 0 ∈ m. Again a = a 1 e 1 +. . .+a r e r and there are scalars λ 1 , . . . , λ r so that a i = λ i +a i , a i ∈ m; hence a = λ 0 + λ 1 e 1 + . . . + λ r e r + a , a ∈ m 2 , and this process finishes after a finite number of steps because m is nilpotent. 
