The theoretical Beveridge curve has a negative slope and is convex to the origin, a relationship most often associated to the short run. However, search and matching theory indicates that certain shocks may affect unemployment and vacancies in the same way. I trace the effects of both types of shocks affecting the vacancy rate and the unemployment rate using U.S. data. I impose common factor restrictions in an unobserved component model and sign restrictions in a vector autoregressive model. I derive negatively and positively-correlated components of vacancies and unemployment. The negatively-sloped Beveridge curve is the result of an aggregate labour demand shock. This shock also causes some more long-lasting effects for vacancies and unemployment, the 'loops' around the Beveridge curve. The shock that creates a positive co-movement between vacancies and unemployment is due to matching efficiency and job destruction. This positive co-movement occurs after recessions and in the long run.
I. Introduction
The aim of this article is to find whether vacancies and unemployment can co-move positively in addition to the traditional negative co-movement. In order to do this, I impose common factor restrictions in an unobserved component model and sign restrictions in a vector autoregressive model.
Search and matching models have been widely used to describe labour market stocks and flows (Pissarides 2000) . A downward-sloped and convex to the origin homogeneity of the labour market, the Beveridge curve dynamics can be described as (Elsby et al. 2015) : (1) where L represents the labour force, m(U,V) is the matching function of unemployment U and vacancies V, γ describes the flow of new vacancies (υ being the value of an active vacancy), which is a function of productivity p, job destruction rate s and labour market tightness θ. The matching function relation implies a negatively sloped BC in the VR-UR space. A stable locus of the Beveridge curve depends on the stable level of unemployment and stable level of vacancies conditions, i.e.,
The model indicates that changes in aggregate productivity have opposite effects on vacancies and unemployment, thus producing a downward-sloped BC. For example, wage reduction is usually not large enough to fully offset the effects of a negative productivity shock, and thus labour demand must decrease. It leads to a lower number of vacancies and higher unemployment. Blanchard and Diamond (1989) supply empirical evidence of the well-known opposite movement of vacancies and unemployment over the business cycle. In a wider environment, Fujita (2011) finds that demand shocks and technology shocks have opposite effects on vacancies and unemployment.
After the above shocks, the job creation condition, represented by the vacancy-unemployment ratio, needs to adjust very fast to provide a stable BC locus. Various labour market rigidities can lengthen this adjustment, thus providing observed cyclical shifts of the curve, not explained by the productivity shock itself. As a result, vacancies and unemployment often trace counter-clockwise 'loops' around the Beveridge curve. Farther and prolonged 'loops' occur after more severe recessions (Pissarides 2006) . Fujita and Ramey (2005) introduce slow adjustments of job creation (due to sunk costs), that may lead to slow vacancy changes after the productivity shock. According to Coles and Moghaddasi Kelishomi (2011) costly entry is behind the sluggish reaction of vacancies. The post-recessionary labour market adjustments may also be attributed to the depreciated skills of the unemployed. As a result some of the unemployed are possibly 'locked in' (Lee and Hsin 2004) , being engaged in training.
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Is there a Beveridge curve in the short and the long run?
The positive co-movement between vacancies and unemployment may result from changes in the job destruction rate (probability of job loss). This shock may have transitory or permanent effects. When the probability of job loss rises, unemployment increases, but the effect on vacancies is uncertain. A shift in the job destruction (what Blanchard and Diamond (1989) call a 'reallocation' shock) induces opposite-signed responses in unemployment and vacancies if new vacancy postings are inelastic in the short run. Elsby et al. (2015) state that assuming 'reasonable' parametrization of the model, vacancies and unemployment can co-move positively in the steady-state after this shock. A permanent increase in job destruction is likely to shift the Beveridge curve outward in the longer run, implying increases in both unemployment and vacancies.
Shocks to matching efficiency, most often occurring over longer periods, results from various heterogeneities in jobs and workers, e.g., educational, spatial, in qualifications. It is a factor behind the changes in the traditional Friedman and Phelps natural rate of unemployment. In the presence of mismatches between job seekers and employers, not only unemployment may rise. A negative shock increases labour market mismatch, and forces higher levels of both vacancies and unemployment to produce the same employment. Thus, the BC shifts outwards, making vacancies and unemployment move in the same direction. Vacancies would remain unfilled and possibly cumulate, staying even permanently at higher levels than the ones explainable only by transitory frictions. In result, similarly to unemployment, there would also be a natural level of vacancies (job openings) to which they converge in the long run.
Negative as well as positive (inducing BC shifts) co-movement between vacancies and unemployment can be observed in an empirical Beveridge curve for the U.S. economy (Figure 1) .
The co-movement between vacancies and unemployment may possibly result from labour demand or supply reasons. Abraham (1987) argues that the BC shifts across decades could have been caused by the shifts in occupational composition of employment, changes in search behaviour and dispersion of labour demand across sectors. Others provide a theoretical rationale for the role of technology (since the work of Bruno and Sachs 1985) , institutions (Blanchard and Wolfers 2000) , demography (Abraham and Shimer 2001) and education (Phelps and Zoega 2000) driving changes in unemployment in the long run. Also, an intensification of hysteresis in unemployment Summers 1986, 1987) may have had an impact on the BC locus. Jackman et al. (1990) and Münich and Svejnar (2007) show that the hysteresis effect or demand-structural shock caused outward shifts in the BC in many countries as a result of human capital depreciation.
Recent contributions to the literature on BC shifts describe effects of the 2007-10 Great Recession. Hobijn and Şahin (2012) find little evidence of a structural shift as a contributor to increased mismatch and BC 'looping' in the post-recession period. They point rather to aggregate disturbances. The unemployed workers in the U.S. economy once again proved to be more mobile and unemployment insurance benefits lower than in Europe. Thus, the U.S. economy BC 'loop' was narrower and faster-closing than in Europe (especially Southern Europe). Dickens and Triest (2012) recognize an increase in the NAIRU. Davis et al. (2012) find an influence of recruiting intensity, e.g., advertising expenditures, screening methods, hiring standards, and the attractiveness of compensation packages on search frictions. Bouvet (2012) points to the labour market rigidities and long-term unemployment in Europe as factors behind shifts in BC curves for European countries. Bonthuis et al. (2013) conclude that the post-crisis period in Europe induced sectoral shift, which contributed to the change in the BC locus. Benati and Lubik (2013) find that the BC frequently changed slope since the 1960s. Elsby et at. (2015) indicate that changes in the efficiency of the hiring process affected the shifts in the locus of the BC in the European countries' during the 1970s and 1980s, and that since the Great Recession the same occurred in the U.S. economy.
As a conclusion of this section, two types of shocks influence the Beveridge curve: one that creates opposite movements between UR and VR, and one that Is there a Beveridge curve in the short and the long run? induces co-movements between them. Both types of shocks may possibly have transitory and permanent effects (Figure 2 ).
In the next sections I will examine whether both traces of unemployment rate and vacancy rate -BC1 and BC2-can be estimated using empirical data.
III. Data
I use seasonally adjusted data for the U.S. economy. Job openings data come from the Job Openings and Labor Turnover Survey (JOLTS). Unemployment and labour force statistics come from the Current Population Survey (CPS). Labour force refers to persons aged 16 years and over. The period of analysis is 1955Q1-2016Q1. I am convinced that taking into account periods before 1955 had to be supplemented with the analysis of structural change.
Serious problems arise when it comes to empirically investigate labour market matching. The available data provide poor estimates of job openings, especially a casually used approximation, that is vacancies based on job advertisements. Although convenient because of long time series, they do not encompass all job openings (see, e.g., Yashiv 2007) . Data for job openings from JOLTS have been available only since 2001, while finding long-run relations requires long time series. That is why I made an effort to estimate job openings for the years 1955-2000. Traditionally the Help-Wanted Index (HWI) published by the Conference Board has been widely used in such circumstances (Abraham 1987 and Shimer 2005) . The index was based on the advertisements published in the classified sections of 51 leading city newspapers. This may have had a severe impact on BC shifts, considering that the job advertisements market evolves. However, it is confirmed that much of the shift is not caused by such factors (see Abraham 1987) and the HWI has been successfully used to analyse the BC. The data on the HWI are in the form of an index value. To estimate the number of vacancies I ran a simple regression.
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I took data on HWI index and JOLTS job openings for the 2001Q1-2004Q1 period. During these years both times series were available and the relation between them can be approximated by an elementary function. During the following years the HWI values dropped considerably. The Conference Board switched to measuring Internet advertisements by HWIOnline®. I argue that during the period I used changes of both HWI and JOLTS job openings were similar (see also Barnichon 2010) . I regressed job openings on the HWI. This relation was most accurately approximated by the following model: JO t = 114.816HWI t 0.725 ε t , with standard errors for parameters respectively 24.079 and 0.044, where ε t is a disturbance term, adjusted On this basis I computed a measure of the number of job openings ( Figure  A1 ) Barnichon (2010) rescales HWI and obtains estimates with a weaker decline observed from 1980s. The resulting BCfrom Figure 1 ) is similar to the one in Benati and Lubik (2013) . To eliminate the effect of labour force shocks, I divided vacancies and unemployment by the number of economically active persons. This deviates from the usual definition of a vacancy rate, but is more adequate for modelling and interpretational purposes (King 2011) .
The majority of the U.S. unemployment rate studies indicate that it is stationary and that its natural rate is mean-reverting. This was shown by Nelson and Plosser (1982) , Blanchard and Summers (1986) , Song and Wu (1997) , Røed (2002) and Liew et al. (2012) . Papell et al. (2000) confirm this for European countries. Mitchell (1993) supports instead the hypothesis of nonstationarity of the U.S. unemployment rate. Although the results presented by Peel and Speight (1995) , Camarero et al. (2006) and Gustavsson and Österholm (2010) raise some uncertainty regarding the stationarity of the unemployment rate, they suggest that it is rather stationary. However, theory suggests that UR has a long-run component and that its level evolves. The cited articles were oriented to testing between mean reverting natural rate of unemployment and hysteresis in unemployment. They did not take into account the Beveridge curve relation and underlying shocks. In their pioneering work on the Beveridge curve, Blanchard and Diamond (1989) write that 'the evidence strongly suggests that [unemployment and vacancies] are nonstationary'. However, they do not find a cointegrating vector between them (with or without deterministic trend).
IV. Modelling strategy
I test positive co-movements between vacancies and unemployment with the use of two alternative methods: by imposing a common factor restriction in a multivariate unobserved component (MUC) model and by imposing a sign restriction in a Bayesian vector autoregressive (BVAR) model.
With the use of a MUC model, VR and UR can be decomposed into orthogonal unobserved components. The general model takes the form (Harvey 1989) : (3) where y t consists of natural logarithms of VR and UR, denoted vr and ur respectively and t denotes time. μ t is a local linear trend that may consist of a stochastic level and slope (drift) of signal that represent the long-run trend in the following way:
and ψ t is a stochastic cycle of the form (6) In the above model irregular ε t , level η t and slope ξ t multivariate normal disturbances are mutually uncorrelated and Σs represent N × N variance matrices. Cycle disturbances are assumed to have the same matrix, i.e., and N = 2, λ c is a cycle frequency in radians with a period of 2π / λ c and ρ is a damping factor, where higher values represent sharper spectrum peak of the cycle. Both are the same for all time series. With ρ ≠ 1 and σ 2 κ ≠ 0 the cycle is stochastic with changing amplitude and phase. We can impose a common level restriction on the above model (Koopman et al. 2009: 172) : (8) where η † t is a K × 1 vector, Θ is a N × K matrix of standardised factor loadings, D η is a diagonal matrix and μ θ is a N × 1 vector, in which the first N -K elements are zeros and the last K elements are contained in a vector where Θ 1 consists of the first K rows of Θ and Θ 2 consists of the last N -K rows. μ t is partitioned similarly into K and N -K elements. If the model contains one common trend the rank of Σ η = K = 1.
Sign restrictions in a BVAR environment were introduced by Uhlig (2005) . I consider a bivariate system (9) where again y t contains vr and ur, i is the lag length, δ is a vector of deterministic components, A i is a matrix of reduced form parameters and v t is a disturbance term.
To identify a structural model I use a Choleski decomposition and a B-model, such that v t = Bu t , where B is a matrix of structural parameters and u t are the structural shocks. The VAR moving average representation is used to historically decompose the endogenous variables into effects of unobserved shocks, as shown by Burbidge and Harrison (1985) .
To impose sign restrictions I randomly draw an orthogonal impulse vector where is a matrix decomposition of Σ and Several procedures have been proposed to decompose Σ (see Danne 2015) . Fry and Pagan's (2011) criticism of these methods led to creation of a median target model checking procedure. After preliminary estimations I decided to choose the Rubio-Ramirez et al. (2010) rejection method, based on a QR-decomposition. This method yielded results that were closest to median target and, at the same time, fell between error bands.
The identification scheme presented in this article is as follows. By the first shock I understand the one that has an opposite transitory (short-run) impact on unemployment and vacancies. It creates a negatively sloped BC curve. I make no assumptions as to the behaviour of the shock in the long run. This shock can be connected to aggregate labour demand. The second shock induces permanent positive co-movement in UR and VR in the same direction. It may be connected to job destruction and mismatch. There are two advantages of this approach. First, it avoids having to impose dubious zero restrictions, in which it is asserted that one shock has no effect at all (at a short or long-run frequency) on a particular outcome. Second, it is robust to a situation where certain shocks move VR and UR in different directions in the short and long run.
V. Results and discussion
The MUC model in a general form of a local linear trend with cycle is implausible in case of modelling VR and UR. These variables are not generated by processes containing shocks to levels and slopes (the trends do not contain 'drifts'). After removing the slopes from the specification, we obtain a local level model. If we look at Figure 1 we can see that, apart from the trend and the business cycle, there is another component in both time series, which may be negatively correlated. It is the medium-term cycle (Comin and Gertler 2006) . I introduce this as the second cycle in the model. Such a model best explains the data according to the likelihood ratio (LR) test (Table A1 ). Now, it is possible to impose restrictions and test particular specifications. The local level model with two cycles is better than more restrictive models, i.e., without stochastic trends and with only one cycle. This result indicates that the long-run components of VR and UR can be approximated by a random walk model, i.e., they contain a unit root. Prediction error correlation between variables is -0.69. This is mainly due to a high negative correlation between the cycles of the variables, which is almost -1 in the case of both cycles. Level disturbance correlation is -0.15, which is negative and negligible. When we impose a common level restriction on the model, we assume perfect positive correlation between level disturbances. In this case, the first cycle is perfectly negatively correlated between UR and VR ( Figure 5 ). It has an average period of 7.2 years and corresponds to the business cycle. The second cycle has a correlation of -0.68 and an average periodicity of 29.4 years. It is the medium-term cycle.
The VAR model is another way to show the BC relations. Information criteria showed that optimal lag length is 2. The unrestricted estimation led to obtaining generally statistically significant parameters. I start with a Choleski decomposition of the B matrix. It shows that the shock to VR has a strong effect on VR and UR. It affects both variables in an opposite way, i.e., VR is affected positively, and UR is affected negatively. This shock has major effects in the short-run, but it persists even in the long run. A shock to UR has a positive effect on UR, but mainly in the short run. The impulse-response function is still 'hump-shaped', which is the result of the also partially cyclical nature of the shock. Positive effects of this shock on Journal of Applied Economics VR occur after two years. Both variables are affected persistently. Interestingly, the effect of this shock on VR is larger than on UR. The results of this simple factorisation show that there is a long-run part of VR and UR that changes in the same direction. However, the long-run shifts of the Beveridge curve occur mostly as the result of changes in VR. Thus, the path of negatively-sloped BC changes may be closer to vertical than horizontal.
Imposing the long-run restriction of no effect of shock to VR (i.e., aggregate labour demand shock) on UR gives statistically significant results. However, it does not lead to derivation of two Beveridge curves. Instead, both shocks produce movements in UR and VR in an opposite and the same direction. This means that short and long-run restrictions do not explain positive co-movement between vacancies and unemployment. The two shocks affecting the system may have both transitory and permanent effects.
In order to impose sign restrictions I use standard assumptions as to the number of Markov Chain Monte Carlo sampling replications (200), the number of subdraws over the rejection routine (200) and the number of desired draws that meet the imposed sign restrictions (1000). The first sign restriction is a positive transitory effect of an innovation to VR on VR and negative on UR (a shock that induces negative short-run co-movement between vacancies and unemployment). It means setting the last period of the impulse responses to which the sign restrictions apply. After some experimenting I set it to 12 quarters. This period best suits the results of the median target checking procedure, that was applied after modelling. The second sign restriction is a positive permanent effect of an innovation to UR on both variables (a shock that induces positive long-run co-movement between vacancies and unemployment). I set it to occur up to 60 quarters after the shock following Uhlig (2005) . I also tried imposing other restrictions: long-run negative relation between UR and VR and no short-run positive impact on both variables in the system. In the case of both restrictions the number of accepted draws was unacceptably low, thus indicating model misspecification.
Impulse response functions ( Figure A2 ) and forecast error variance decompositions ( Figure A3) show that both shocks explain together over 90% of the variances of both variables. In the short run, the shock that induces negative co-movement between the variables has more important meaning for VR than UR. The effects of the positive co-movement shock on VR increase in time and, in the long run, this shock becomes more important for VR. The contribution of both shocks to UR becomes stable in time after 8 quarters, during which the shock that induces positive co-movement has considerable impact on unemployment. After this period, the rate of unemployment is in 2/3 influenced by labour demand deficiencies, while in 1/3 by the shock that induced positive co-movement between VR and UR. The Fry and Pagan median target method shows that the short-run effects of a labour demand shock are slightly underestimated. The second shock effects are slightly overestimated for the unemployment rate, and underestimated for the vacancy rate, but in the case of the latter it occurs only in the short run.
Empirical Beveridge curves with their decompositions are presented in Figures  3 and 4 . Figure 3 shows the decomposition into short-run, medium-run and longrun components according to the MUC model. Figure 4 shows the BVAR way of looking at the BC, that is through positively and negatively correlated components. These decompositions are also presented in Figures 5 (for the MUC model) and 6 (for the BVAR model), but as a function of time instead of in the vacancy-unemployment space. With the use of both models it is possible to estimate a 'natural' rate of vacancies and a 'natural' rate of unemployment. A way to think of them is that they are the effects of processes that affect VR and UR in the same way and cause their one-directional movements. In this sense, the 'natural' level means the one that does not cause interchangeability between UR and VR.
The BVAR model shows long movement of the negatively sloped Beveridge curve. It also indicates visible 'looping', the long-lasting adjustments after an aggregate labour demand shock. These processes make labour market search and matching temporarily harder, but are not connected to hard-to-change skill mismatch. The shock that induces negative co-movement between the variables affects both unemployment and vacancies at the same time. A negative shock produces sharp movements in both variables, while a positive one produces less steep, slow adjustments.
The shock that induced positive co-movement between VR and UR affected VR to a higher extent than UR, hence the vacancy-unemployment path is closer to vertical than horizontal. During the mid-1950s the starting point of a 'mismatch' level was close to the middle of the line. Then, the mismatch started to grow, which was shown by increasing VR and slightly increasing UR. This process took place until the beginning of 1980s (until then, VR increased by 1.9 and UR increased by 0.3). Afterwards, it started to revert and the period of improvement in labour market efficiency lasted for the next two decades. This shock caused that in 2001Q1 the VR was lower by 3.6 and UR was lower by 1.9 than in 1980Q1. In the 2000s both UR and VR started to increase again. By 2016Q1 they had increased by 1.5 (VR) and 0.9 (UR). Besides long-run movements of vacancies and unemployment as a result of the shock that induces positive co-movement between the variables, this shock produced other effects. After almost all recessions, UR increased, possibly as a result of job destruction. After the Great Recession, this occurred from 2010Q3 to 2014Q2.
According to the MUC model, a negatively sloped BC exists over the business cycle and the medium-term cycle. The medium-term cycles have lower amplitude than the business cycles in the case of VR (std. dev. of the former is 0.05 and the latter is 0.13), but higher in the case of UR (std. dev. of the former is 0.19 and the latter is 0.16). The medium-term cycles induce more time-consuming adjustments in the labour market ('looping'). Additionally, these cycles occur in the presence of more adjustments in labour supply (unemployment) than labour demand (vacancies). The business cycle causes more proportionate adjustments in VR and UR. Similarly to BVAR, also in this case, short-run fluctuations in VR and UR are mirror images, without visible lags. According to the MUC model, the mediumterm cycle phase explains the rise in unemployment in the 2000s. The components of VR and UR that co-move negatively estimated by both models are highly correlated. In the case of VR the correlation coefficient is 0.81 and in the case of UR it is 0.90.
Trends of VR and UR estimated with the MUC model show general tendencies of the effects of the shock that induces positive co-movement between the variables, just as those estimated with BVAR model. According to the former, the sample mean for VR is 4.30 (std. dev. = 0.96), while according to the latter it is 4.45 (std. dev. = 1.23). The correlation between them is 0.89. The trends in UR are visibly less dynamic according to the MUC model. The MUC estimates are mean = 5.79 (std. dev. = 0.21), while in the BVAR case mean = 6.02 (std. dev. = 0.67). Correlation between these components is high, equaling 0.76. Qualitatively both model results show the post-recessionary adjustment effects (rise in both unemployment and vacancies). A notable difference between them is the interpretation of the rise in UR that began in the early 2000s. According to the MUC model it was a mediumterm cycle phase (negatively correlated between vacancies and unemployment), while according to the BVAR it was caused by a shock that induces positive comovement between VR and UR.
VI. Conclusions
The purpose of this article was to test whether a positive co-movement path between vacancies and unemployment exists, besides the well-known negative co-movement, using data from the U.S. economy. I applied a multivariate unobserved component model and a Bayesian vector autoregressive model. I imposed appropriate restrictions to derive the co-movement paths.
The empirical analysis showed that the vacancy rate and the unemployment rate have two components. The first one is the effect of an aggregate labour demand shock. It has transitory adverse effects on vacancies and unemployment. It results in a traditional negatively-sloped Beveridge curve. This shock also causes some long-lasting effects, that is, Beveridge curve 'looping' as a result of labour market adjustments. Opposite movements in VR and UR occur over the business cycles and medium-term cycles. More time-consuming adjustments occur in the mediumterm cycles. The second shock, derived as a disturbance to UR, causes permanent one-directional changes in the unemployment rate and the vacancy rate. It explains Is there a Beveridge curve in the short and the long run? shifts of the negatively-sloped Beveridge curve, especially in the long run. These shifts create a positively-sloped path. During 1955Q1-2016Q1 this curve was steep, showing more adjustments in VR than UR. On the basis of these shocks I computed the 'natural' rates of unemployment and vacancies.
Both models showed that the negatively-sloped BC is not only a result of 'pure' business cycle fluctuations, but also longer adjustments. A positively-sloped path is the result of long-run changes, but also of some post-recessionary adjustments. The Great Recession was caused by a shock that induced a negative co-movement between VR and UR, occurring as a business cycle phase. However, it was amplified by a shock that took place during the previous recession in the early 2000s and was followed by negative effects due to job destruction. 
