We study the Chirikov (standard) map at large coupling λ ≫ 1, and prove that the Lyapounov exponent of the associated Schrödinger operator is of order log λ except for a set of energies of measure exp(−cλ β ) for some 1 < β < 2. We also prove a similar (sharp) lower bound on the Lyapunov exponent (outside a small exceptional set of energies) for a large family of ergodic Schrödinger operators, the prime example being the d-dimensional skew shift.
Introduction

Standard map
The Chirikov or Standard map is the two-dimensional area preserving dynamical system T of the torus T 2 = (R/2πZ) 2 to itself defined by T (x 1 , x 2 ) = (x 2 , 2x 2 + λ sin x 2 − x 1 ) .
For small λ the Chirikov map is known to have a set of invariant curves on which the motion is quasi-periodic. This follows from theory of Kolmogorov, Arnold and Moser (KAM). In fact by a theorem of Duarte [8, 9] , elliptic islands are known to appear for an open dense set of λ.
One of the major problems in dynamical systems is to prove that there is a set of initial conditions of positive measure for which the dynamics is chaotic, i.e. the Lyapunov exponent is positive. Equivalently, the Kolmogorov-Sinai metric entropy h(T ) is conjectured to be positive, and to be of order ln λ when λ ≫ 1. The conjecture remains unproved for any value of λ. The orbit of the Chirikov map is determined by its initial condition (x −1 , x 0 ) and may be expressed in the form · · · , (x −1 , x 0 ), (x 0 , x 1 ), (x 1 , x 2 ), · · · , where x j satisfy the equation for the discrete time pendulum (△x) n = x n+1 + x n−1 − 2x n = λ sin x n .
Setting ψ(n) = ∂x n ∂x 0 ,
we obtain an equation for the linearization about an orbit:
Here H ω is the discrete Schrödinger operator associated with the map T . The potential v = − cos x n is evaluated along the orbit above and will depend on the initial condition ω = (x −1 , x 0 ). By Pesin's entropy formula [11] , the metric entropy of T is equal to the integral over (x −1 , x 0 ) of the Lyapunov exponent of H at energy 0 (which corresponds to energy E = 2λ −1 after the diagonal part of the Laplacian is incorporated in the potential). The precise definition of the Lyapunov exponent (in the non-ergodic setting) is given in Section 2 below. We can also define the average Lyapunov exponent γ(E) at energy E by studying the related equation (H − E)ψ = 0.
Our main theorem roughly states that γ(E) ≈ log λ except for a set of E of Lebesgue measure less than e −cλ β for 1 < β < 2.
Theorem 1. Fix ǫ > 0. For any β < 4/3 and sufficiently large λ,
For any β < 2, and any E 0 ∈ (−1, 1), there exists a set Λ(E 0 ) of λ so that for every λ ∈ Λ(E 0 )
Here and further meas denotes Lebesgue measure.
Remarks.
1. We are mostly interested in energy E 0 = 0, since the metric entropy is equal to the average Lyapunov exponent at E = 0.
2. The interval (−1/2, 1/2) in the first estimate can be extended to (−1 + ξ, 1 − ξ), for an arbitrary ξ > 0.
3. The set Λ(E 0 ) may be chosen to be the complement of the Minkowski (element-wise) sum
for some finite set A ⊂ (−π, π] depending on E 0 and some small δ > 0 (see the proof of Lemma 8) . For E 0 = 0, one may choose A = {0, π}.
4. Instead of eliminating a set of energies of small measure we could have added a random potential (or noise) to the Schrödinger operator with variance ≈ e −λ β .
5.
For any E, one has the complementary inequality γ(E) ≤ ln λ + C; see Section 2. This remark also applies to the setting of Theorem 2 below.
Our proof relies on a formula of Jones and Thouless relating the density of states ρ(E) to the Lyapunov exponent γ(E). To get a lower bound on γ(0) it is sufficient get some mild Hölder regularity of ρ near E = 0 for large λ. This observation, in more general context, goes back to the work of Avron, Craig, and Simon [1] . Although Hölder regularity of the density of states is not known for the standard map, we obtain our theorem by bounding ρ(−δ, δ) for small δ depending on λ.
In [14] , the second-named author proved an inequality similar to that of Theorem 1 with the bound ≈ e −C −1 λ ln λ on the size of the exceptional set. While our argument is based on the strategy of [14] , the latter only uses the regularity of the distribution of f , whereas our result requires an analysis of resonances.
There is also partial unpublished work of Carelson and the second-named author [5] which tried to extend the ideas of Benedicks and Carleson [2] on the Hénon map to the standard map. See also the paper by Ledrappier et al. [13] for other approaches to metric entropy.
In [4] , Bourgain showed that, for sufficiently large λ, γ(E) is positive outside a set of energies of zero measure. While Bourgain's result has a much smaller exceptional set than Theorem 1, his method does not yield an explicit lower bound on the Lyapunov exponent.
A recent paper by Gorodetski [10] proves that there is a set of Hausdorff dimension 2 for which the Lyapunov exponent is positive for all λ > 0. This paper also gives an up to date overview of the dynamics of the standard map.
General bounds on the Lyapunov exponent
The second result of this paper pertains to a large family of Schrödinger operators. The setting is as follows. (Ω, B, µ) is an arbitrary probability space, T : Ω → Ω is a measure-preserving map, and the one-dimensional Schrödinger operators H ω , ω ∈ Ω, are constructed via
where
for some bounded measurable f : Ω → R. The definition of the Lyapunov exponent associated with H and E ∈ R is discussed in Section 2. 
For ℓ = 1, this result can be derived from the arguments in [14] .
torus equipped with the normalized Lebesgue measure. Fix α / ∈ Q, and consider the skew shift
Let h : T → R be a function such that
2. h has one non-degenerate maximum M and one non-degenerate minimum m (without loss of generality
3. h is strictly increasing on [0, c] and strictly decreasing on [c, 2π]
Let f (ω) = h(ω d ) and let H = H ω be the corresponding Schrödinger operator.
The corollary can be extended to more general functions h. For example, if h is a Morse function, the bound holds in any interval away from the critical values of h.
We remark that a related result for the skew shift was obtained by Chan, Goldstein, and Schlag [6] . There, the assumptions on the function h are weaker, and the lower bounds on the Lyapunov exponent are complemented by a proof of Anderson localization; on the other hand, the exceptional set of energies of [6] is much larger than ours (a power of λ −1 ). Stronger results have been obtained for the skew shift in the case when the function h is analytic; see the book of Bourgain [3] .
Preliminaries
Let (Ω, B, µ) be a probability space, and let T : Ω → Ω be a measurepreserving invertible transformation. We shall consider one-dimensional discrete Schrödinger operators H = H ω , ω ∈ Ω, acting on ℓ 2 (Z) by
where λ ≫ 1 is the coupling constant, and V = V ω is constructed from T and a bounded measurable function f : Ω → R by the formula
If the transformation T is ergodic, the operator H is called ergodic. In this case the Lyapunov exponent γ(E; ω) is defined for every E ∈ R and µ-almost every ω; moreover, γ(E; ω) is equal to an ω-independent number γ(E) on a set of ω of full measure. In addition, the density of states ρ is defined (as an ω-independent probability measure on R). The Lyapunov exponent is related to the density of states by the Thouless formula
These facts may be found for example in the book [7] of Cycon, Froese, Kirsch, and Simon. If T is not ergodic, the Lyapunov exponent and the density of states admit a following generalization, based on the theorem on ergodic decomposition (first proved by von Neumann [15] and Krylov-Bogolyubov [12] ). Let us briefly recall the definitions.
A T -invariant probability measure η on (Ω, B) is called T -ergodic if T is ergodic on (Ω, B, η). The space of all T -ergodic measures is denoted Erg(T ). The ergodic decomposition theorem (see Walters [16, pp. 27-28] ) states that there exists a probability measure η on Erg(T ) so that
The representation (2) is called the ergodic decomposition of µ.
By Fubini's theorem, one can prove the following:
Lemma 1. The Lyapunov exponent γ(E; ω)is defined for every E ∈ R and µ-almost every ω ∈ Ω. The density of states ρ ω is defined for µ-almost every ω.
Proof. Let B be the set of ω for which γ(E; ω) is not defined. Then, for any η ∈ Erg T , η(B) = 0 by the ergodic case. Hence by (2), µ(B) = 0. The second statement is proved in a similar way.
We set
and ρ = ρ ω dµ(ω) .
Fubini's theorem also yields the following lemmata:
In particular, for any 0 < α ≤ 1,
Lemma 3. The Thouless-Jones fornula (1) remains valid with the definitions (3), (4).
Lemma 3 yields the following upper bound on the Lyapunov exponent (which can be also easily obtained by other means):
3 Application of the Thouless-Jones formula Fix an energy E 0 ∈ R, t > 0, and 1 ≥ ξ > δ > 0. Denote
Proposition 1. In the notation above, for any δ > 0 we have:
Remark. The main goal of this paper is to make the right-hand side as small as possible by getting good estimates on ρ(E − δ, E + δ) for small δ.
Proof of Proposition 1. From the Thouless-Jones formula (see (1) and Lemma 3),
Therefore by definition of
Denote
and decompose
where we shall later choose k 0 = ⌊ ξ 2g(δ) ⌋ + 1. Consider the following cases: i) |E ′ − E 0 | ≤ 2δ; then by the rearrangement inequality
iii) By the same reasoning,
Combining these estimates, we obtain:
⌋ + 1 and plugging into (5) yields: ln λ − t ≤ 2g(δ) ln 2e measZ t + 6ξ ln e 2 g(δ) ξδ , whence measZ t ≤ 2e exp − ln λ − t − 6ξ ln e 2 g(δ) ξδ 2g(δ) .
Theorem 2: proof
Let H m = H m,ω be the restriction of H = H ω to {0, · · · , m − 1}. Denote
For m = 0, set ∆ 0 (ω) = 1. The proof of Theorem 2 uses the following auxiliary proposition, which we prove after we prove the theorem. 
Remark. Only the case a = 0 is needed to prove the theorem; however, the stronger statement is more suited for an inductive proof and may have other applications.
Proof of Theorem 2.
, where H ω,2ℓ−1 is the restriction of H ω to {0, 1, · · · , 2ℓ − 2}. According to the resolvent identity,
Cramer's rule we can express the matrix elements of G ω,2ℓ−1 as ratios of two determinants. Using the inequality
(cf. (8) below), and recalling that our matrix is of size (2ℓ − 1) × (2ℓ − 1) with indices numbered from 0 to 2ℓ − 2, we obtain:
and
Combining these inequalities with the bound G ω (E + iδ) ≤ δ −1 , we obtain from (6) with δ = λ −ℓ and λ ≥ 2:
By Proposition 2
where A is a bound on the density of V in [a, b], and ξ is the distance from I to {a, b}. By Proposition 1, one can choose C so that
The proof of Proposition 2 is based on two estimates (the first one follows from a rearrangement inequality, the second one follows from the first one).
Lemma 4. Let τ be a sub-probability measure (i.e. τ (R) ≤ 1) with density bounded by A. Then
for any E ∈ R and δ > 0.
Lemma 5. Let σ be a probability measure on R so that the restriction of σ to [−ξ, ξ] has density ≤ A. Then for any real a with |a| ≤ |ξ|/2,
Proof of Proposition 2. Without loss of generality we may set E = 0. Denote
The proof is by induction on m. For m = 1 the statement follows directly from Lemma 5. For the induction step, note that
Represent σ = σ 1 + σ 2 , where
and the density of σ 1 is bounded by A. Then
The first integral is equal to
m−1 has non-negative imaginary part. Hence by Lemma 4
On the other hand,
where a 2 = λ −2 (V (m − 1) − a). Then ℑa 2 ≥ 0 and
for sufficiently large λ. Therefore
Combining (9) with (10), we obtain
Standard map: proofs
Let z = E + iδ, and set
Let a > 0 be a large number independent of λ and define
The next lemma is the main result of this section.
Lemma 6. For sufficiently large a and λ, the following estimates hold:
2. I λ (E, a) ≤ C α if λ is outside a small exceptional set (in the sense of Theorem 1 and the subsequent remark) and α < 1.
Here C α > 0 depends only on α.
Proof of Theorem 1 using Lemma 6. We apply Proposition 1 with δ = λ −2 . The density of states is bounded as follows. Let G ω (z) = (H ω − z) −1 ; to bound G ω (z; 0, 0), we introduce the restriction H 
We have:
For ℑz = δ, we also have the trivial bound
It is easy to see that µ(A a ) ≤ C a λ −2 (since E is away from ±1). Also, |∆ 3 (z; x 0 , x 1 )| is monotone in ℑz, since ∆ 3 (·; ω) has real roots. By Lemma 6,
for sufficiently large a, under the assumptions of Theorem 1. By Lemma 2
By Proposition 1 we obtain the statement.
Proof of Lemma 6. First, we write I as
Lemma 7. There exists ǫ 0 > 0 such that for any 1 2 < α < 1 and |ǫ| ≤ ǫ 0 , J(E, θ, α, ǫ) ≤ Cdist −(2α−1) (θ, {0, ±2 arccos(−E)}) , whereθ = θ mod 2π and the constant C depends only on α.
Note that J does not depend on λ, hence neither does ǫ 0 . We will later apply this lemma with ǫ = (λ 2 (cos x 0 + E)) −1 .
Proof. Without loss of generality we may assume that |θ| ≤ π. As a function of x, g(x) is a trigonometric polynomial of degree 2; hence it has 4 zeros. For ǫ = 0, the zeros are ±x * , ±x * + θ, where x * = arccos(−E). Since E ∈ (−1/2, 1/2) is bounded away from ±1, x * is bounded away from −x * , and x * + θ is bounded away from −x * + θ. Consider four cases.
Case 1: θ is bounded away from 0, 2x * . Then the 4 zeros of g(E, 0, θ; ·) are separated; hence the same is true for g(E, ǫ, θ; ·) when ǫ is sufficiently small, |ǫ| ≤ ǫ 0 (θ). Therefore J(E, θ, α, ǫ) ≤ C .
Case 2: θ is close to 0. Then x * + θ is close to x * and −x * + θ is close to −x * . The corresponding zeros x 1/2 and x 3/4 of g(E, ǫ, θ; ·) satisfy
as one can see, for example, plugging the linear approximation
near x * into the definition of g. Therefore
where we have used the following observation: for any d such that 0 < |d| < 1 (d may be complex) and 1/2 < α < 1,
Cases 3 and 4: θ is close to ±2x * . Then by similar reasoning J(E, θ, α, ǫ) ≤ C|θ ∓ 2x * | −(2α−1) .
To complete the proof of Lemma 6, we need to estimate For λ outside a small exceptional set (satisfying the measure estimate in Theorem 1), the same estimate holds for any α < 1.
Proof. For simplicity of presentation, we first discuss in detail the case E = 0 and b = 0, and then comment on the modifications needed for the general case. Setting x = π/2 − 
