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This thesis tests the effects of policies from various areas of economy in three 
essays respectively. We investigate the influence of policies in three different 
subsectors of economy: real estate, transportation, and consumers’ spending. 
Firstly, we explore the effect of road pricing policy on real estate price. 
Second essay shows the effect of toll increase on commuters’ transportation 
modal choice, and the last essay investigates the response of consumers to 
island-wide shopping event, which was initiated by Singapore’s government.  
In Chapter 2, we use real estate transaction price in the city center, which 
experienced toll increase, and in the surrounding areas with no toll increase to 
capture the difference of market response to the toll increase. By using 
difference-in-difference model, we find that only retail submarket is 
negatively affected while office and residential submarket remain unaffected. 
The second essay in Chapter 3 explores commuters’ response to toll increase. 
We compare the number of bus ridership near gantries with and without toll 
increase. By using bus card tapping information and distributed lag model, we 
find that the toll increase makes commuters switch to use public bus without 
reversion at least within 2 months. Especially, this natural experiment shows 
that the magnitude of the response was greater in the morning hours compared 
to the evening hours. In the last essay, we show the consumers’ response to the 
island-wide shopping event in Singapore. We investigate credit and debit card 
transaction record from a leading bank before, during, and after the event. We 
classify 4 weeks to 2 weeks before the start of the shopping event as a 
reference period and compare daily spending, spending per transaction, and 
number of transaction. Contrary to the previous studies on the effect of price 
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cut scheme, we find clear inter-temporal and cross-categorical substitution 
where consumers spend less before the event and increase spending amount in 
the post event period. The results also confirm that financially constrained 
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Not all the policies are perfect and not all the markets are perfectly efficient. That being said, 
there is no overstressing that policies play an important role in each market. Since the 
outcome of policies is hard to be gauged numerically in many cases, this Ph.D. dissertation 
investigates the efficacy of three government policies in different areas: the effect of 
transportation policy on real estate market, the change of transportation modal choice after 
toll rate change, and consumers’ behavior to the government’s price cut scheme through 
natural experiments in Singapore.  
In Chapter 2, we examine the responsiveness in the real estate market to the increase of 
congestion toll rate, which became effective in November 2010. According to the information 
from the Land Transport Authority (LTA) of Singapore, the LTA considers only average 
traffic speed when they decide whether toll rate change is necessary or not. However, we find 
negative effect of toll increase on the transacted real estate price in retail sub market, while 
no significant change of price was seen in residential and office market. This chapter implies 
that transportation policy can affect unanticipated part of the economy by changing the agents’ 
behavior or anticipation of the market.  
Chapter 3 shows the effect of toll increase to the transportation modal choice. Less is studied 
in the transportation studies in regards to the actual modal shift when toll rate is newly 
implemented or increases, while several extant studies show potential effect of road pricing 
implementation by conducting simulations or surveys. By using a unique data of bus card use 
in Singapore, we estimate the increase of bus ridership in the vicinity of gantries which were 
affected by the toll increase. Control areas are designed to contain 1-kilometer radius from 
each toll post, also known as gantry, which did not experience toll increase, while treatment 
areas were classified 1-kilometer radius area from the affected gantries. We compared total 
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number of bus ridership per each 30 minutes at each bus stop within treatment and control 
area by using difference-in-difference method. The estimated bus ridership significantly 
increased in the areas, which experienced toll increase compared to the control area. 
Especially, the results indicate that the demand for the road in the morning is more elastic 
than that of evening hours.   
In Chapter 4, we investigate the effect of price cut scheme used for boosting consumption. In 
1994, Singapore’s government initiated island-wide shopping event to boost the domestic 
consumption and economy. This event has been a salient shopping opportunity to 
Singaporeans and foreigners as well. We estimate the magnitude of consumption change 
before, during, and after the event by comparing the daily average spending, average 
spending per transaction, and number of transaction. The estimated consumption change 
indicates that consumers show clear inter-temporal and cross-categorical substitution in 
spending, where consumers’ spending level on items that are likely to be affected by the 
shopping event decreases pre event and increases during the shopping event. On the other 
hand, the spending on items that are less likely to be affected by the event shows the opposite 
effect of the event.  In addition to the general response from the consumers, we show the 
heterogeneous response in age, gender, ethnicity, marital status, and financial constraint level.  
These papers are meaningful in that the results gauge the magnitude of the policies on real 
estate market, transportation, and consumption with finer identification. Additionally, 
previous papers either show inconsistent effects of related policies or argue indirect results of 
the policy.  
This thesis is organized as follows. In Chapter 2, we present the first essay, titled “Impact of 
Electronic Road Pricing on Real Estate Prices in Singapore”. This chapter shows the impact 
of toll increase on the real estate transaction price. Chapter 3, “Impact of Electronic Road 
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Pricing (ERP) Changes on Transport Modal Choice”, further investigate direct effect of toll 
increase on commuters’ transportation modal choice. Our third essay, titled “Consumption 
Response to Temporary Price Shock: Evidence from Singapore’s Annual Sale Event”, 





  IMPACT OF ELECTRONIC ROAD PRICING ON REAL ESTATE 
PRICES IN SINGAPORE 
ABSTRACT 
 
Since 1998, Singapore has had an Electronic Road Pricing (ERP) system set up with a 
network of toll gantries to tax vehicles entering designated areas in the city center during 
peak hours. Using the congestion rate hike with effect from November 1, 2010 as an 
exogenous shock, we test the effects of the ERP rate hike on retail, office and residential real 
estate prices. The results show that the November 2010 congestion toll rate increases cause a 
19% drop in retail real estate prices within the cordon ERP areas relative to retail real estate 
prices outside the cordon ERP areas. The results are statistically and economically 
significant. However, the toll rate hike has no significant impact private office and residential 
real estate within cordoned ERP areas. The robustness and falsification tests could not reject 
the negative effects associated with the toll rate hike on retail real estate prices.  
 
Keyword:  Congestion Charge, Traffic Management, Electric Road Pricing (ERP), Real 
Estate Prices,  
 






Traffic congestion is a serious problem faced by urban planners in many cities. 
Congestion road pricing was advocated by Pigou (1920) and Vickrey (1963), and has been 
recognized as one of the most effective ways of curbing congestion.1 Taxing congestion has 
broad impacts on economic growth (Fernald 1999), wages (De Borger, 2009), and new job 
creation (Hymel, 2009). However, many countries have failed to implement congestion road 
pricing because of strong public resistance (Suryo, Fan and Weiler, 2007; Schaller, 2010; De 
Borger and Proost, 2001).  
 
Singapore is one of the few cities in the world that has effectively implemented the 
road pricing system to restrict car inflows into the city.2 Singapore’s government has levied 
congestion taxes for designated areas in the Central Business District (CBD), demarcated as 
the “Restricted Zone (RZ)”, since 1975. The original congestion pricing scheme was known 
as the “Areas Licensing Scheme (ALS)”. This paper-based system required private car 
drivers and motorcyclists to display a special paper license when entering the RZ during 
designated peak hours. In 1998, the paper-based ALS was replaced by the Electric Road 
Pricing (ERP) system, which collects congestion tolls through a pre-installed in-vehicle unit 
(IU) with a prepaid cash card.  
 
Curbing congestion could influence firms' and households' location choices (Glaeser 
and Kahn, 2001; Glaeser, Kahn, and Rappaport, 2008; Larsen, Pilegaard and Ommeren, 
2008). Increases in toll rates ease congestion and reduce city traffic noise in cities. These tolls 
																																								 																				
1  The congestion pricing has gained some supports in the literature (Arnott and MacKinnon, 1978; Mohring, 
1970; Segal and Steinmeier; 1980; Sullivan, 1983a and 1983b; Kraus, 1989; Arnott and de Palma and 
Lindsey, 1993; Small and Yan, 2001; den Berg and Verhoef, 2011; De Lara et al., 2013). 
2  London, Stockholm, and Gotherburg are other cities that have introduced of the controversial Pigouvian tax 
on congestion.  
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consequently improve air quality and the living environment for residents in CBD areas. The 
toll rate hike induces demand shocks that drive up residential prices and bring gentrification 
to poor areas (Guerrieri et al., 2013; Zheng and Kahn, 2013). For local and multi-national 
companies occupying office space in CBD areas, we conjecture that commuting time savings 
on less congested roads outweigh incremental costs associated with toll charges. Office real 
estate prices in the cordoned RZ area could be positively correlated with toll rate changes if 
the congestion tax effectively curbs congestion in CBD areas. However, shoppers may find 
substitutable goods in regional shopping malls outside the CBD areas, making them less 
likely to pay higher ERP toll charges. The ERP toll rate hike reduces foot traffic and causes 
retail real estate in cordoned CBD areas to decline. ERP shocks may induce developers to 
build more shopping malls outside cordoned CBD areas. Increases in shop space outside 
CBD areas create further downward pressure on real estate prices in these areas.  
 
This study aims to empirically test the impact of congestion tolls on real estate prices 
in Singapore. Using the gantries 3  at major roads as demarcation, we assign real estate 
transactions within the cordoned RZ area into a treatment group. Other transactions are 
placed into a control group. We test for differences in real estate transaction prices4 between 
congestion toll areas (“treatment” area) and those outside the congestion toll boundary 
(“control” area). The congestion toll rate hike event on 1 November 2010 was the most 
extensive rate increase since the ERP implementation in 1998. This event, which raised the 
																																								 																				
3	 A gantry is a bridge-like overhead structure with electronic sensors and cameras installed (see picture in 
Appendix 2.1). 
4  Data on rent and lease terms for commercial and residential properties are not available for empirical 
analyses in this study. Unlike commercial leases with terms varying by the market sector, we use the 
transaction price data as a direct proxy for the outcome variable in our empirical tests. However, we 
acknowledge the concerns of one of the anonymous referees that sales prices may encapsulate buyers’ 
expectations of future income streams. We conduct robustness tests to rule out possible forward-looking 
effects that may distort our results. 
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ERP rate by S$1 per car at 23 gantries in the RZ5, is used as the exogenous shocks in the 
difference-in-differences (“diff-in-diff”) experiments. The results show that the retail sector 
showed significant declines in the transaction prices by nearly 19% in the cordoned 
(treatment) area relative to the retail prices outside the cordoned (control) area after the toll 
rate hike in 2010. However, there are no significant responses to the increases in the 2010 
ERP toll rate hike in the office and residential sectors.  
 
We arbitrarily set the event date back to January 2004 in the falsification test, and the 
treatment effects are not statistically significant. The test rules out the possibility that the 
causal-influence of the November 2010 toll hike is spurious. We address the serial correlation 
problems using the methodology proposed by Bertrand, Duflo, and Mullainathan (2004), 
where we compute the price data at the postal code level before and after the ERP toll hike. 
Our results show that the toll rate hike is statistically significant and has negative impact on 
retail real estate prices. However, the hike has no impact on prices in the office and 
residential real estate sectors. We examine price trends in the pre-treatment and the post-
treatment periods. Significant structural changes in the post-treatment price trend are found 
for the retail submarket, but not the office and residential submarkets. We then test if tourist 
arrivals and the employment rate could be potential confounders. The results show that strong 
tourist arrival and employment figures during the treatment periods are unlikely to cause 
declines in retail real estate prices in the treatment area and during treatment time. 
 
The impact of Pigouvian congestion tax on urban economic activities, such as 
shopping, business and housing, has always attracted strong interests of urban economists 
																																								 																				
5  These gantries along major roads covering the RZ that stretches from the Bugis-Marina area, the commercial 
hub in Singapore, to the Orchard Road area, the island’s most popular shopping belt. 
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(Fernald, 1999; Parry and Bento, 2001; Safirova, 2002; Verhoef, 2005; Larsen et al., 2008; 
Hymel, 2009; Rhyee et al., 2014). The past studies use mainly on simulations to estimate 
marginal social costs associated with congestion (Kraus, 1989; Parry, 2002; Arnott, 2007 and 
2013; den Berg and Verhoef, 2011). We provide new empirical evidence for the Pigouvian 
tax hypothesis. Our empirical findings show that the effects of the ERP toll rate hike of S$1 
per car could be translated into 19% declines in retail real estate prices in the cordoned RZ 
area relative to retail real estate prices outside the cordon ERP areas.6  
 
This paper is organized as follows. Section 2.2 of this paper gives a broad overview of 
Singapore’s urban road pricing policy. Section 2.3 describes empirical methodology and data. 
Section 2.4 analyzes the results of empirical tests. Section 2.5 is the conclusion. 
 
 Urban Road Pricing in Singapore 
Singapore is a small island-state with a land area of 716.1 square kilometers and a 
population size of 5,399,2007, as of 2013. The island is connected to Malaysia through a 
bridge and causeway. Malaysia-registered vehicles are required to pay a vehicle entry permit 
(VEP) fee of S$20 per day to enter Singapore.8 The VEP policy is meant to limit the number 
of foreign vehicles on major roads in Singapore.  
 
The World Bank’s statistics show that, except for 2009, the number of motor vehicles 
per 1,000 people9, passenger cars per 1,000 people10, and number of vehicles per kilometer of 
																																								 																				
6  The declines in real estate prices may be caused by reductions in business activities in the cordoned RZ areas 
during the post-ERP rate hike periods. However, due to data constraints, this study is not able to gauge the 
extent of declines in retailers’ revenue is caused by the toll increase. 
7	 Source: Department of Statistics, Singapore	
8   There are 10 days in each calendar year in which vehicle entry permit (VEP) fee is waived for Malaysia-
registered vehicles, when driven on Singapore’s roads. 
9  Motor vehicles include cars, buses, and freight vehicles but do not include two-wheelers. Population refers to 
midyear population in the year for which data are available. 
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the road11 have increased steadily in Singapore since 2003 (Figure 2.1). Figure 2.2 shows that 
Singapore has among the largest numbers of vehicles per kilometer of road in the world. This 
number is slightly lower than Hong Kong. 
 
[Insert Figures 2.1 and 2.2 here] 
 
Singapore’s government introduced the Area Licensing Scheme (ALS), a manually 
operated road congestion pricing, in 1975. The ALS system was subsequently replaced by the 
ERP system in 1998.12 The ERP system consists of a network of gantries erected at major 
entrances to the CBD area. As an integral part of the ERP system, an “In-vehicle Unit” (IU) 
is mandatorily installed in cars that use ERP toll roads in Singapore. A store-valued cash card 
is inserted into an IU, and the sensors fixed on each gantry will automatically deduct ERP toll 
charges from the cash card when a car passes through a gantry.  
 
During the inception stage, 33 gantries were erected along the CBD and the Orchard 
Road areas. New gantries have since been added by the Land Transport Authority (LTA)13 
over the years and a total number of 71 gantries were in operation, as of 2013. Two types of 
ERP gantries have been erected along major roads in Singapore. The first type comprises 
“zonal” gantries erected at all entrances (access) leading to the CBD (Bugis-Marina Cordon) 
and Orchard Road shopping belt (Orchard Cordon). The gantries cordon off the RZ and curb 
																																								 																																							 																																							 																																							 																													
10  Passenger cars refer to motor vehicles, other than two-wheelers, intended for the carriage of passengers and 
designed to seat no more than nine people (including the driver). 
11  Vehicles per kilometer of road include cars, buses, and freight vehicles but do not include two-wheelers. 
Roads refer to motorways, highways, main or national roads, secondary or regional roads, and other roads. A 
motorway is a road specially designed and built for motor traffic that separates the traffic flowing in opposite 
directions. 
12  Finkelstein (2009) argues that the ERP system could makes drivers less salient to toll charges. With a lower 
“compliance” costs under the ERP system, drivers’ short-term elasticity declines inducing them to incur 
higher toll charges per trip. 
13  The Land Transport Authority (LTA) is a government agency that is entrusted with the responsibilities for 
planning, operating, and maintaining Singapore’s land transport infrastructure and systems. The ERP system 
comes under the purview of the LTA, and it will set and review the ERP rates on a quarterly basis. 
10	
	
inflows of traffic into areas enclosed by the RZ. Drivers have no alternative route, but to pay 
toll charges to enter the RZ. The second type comprises “radial” toll gantries erected only 
across major expressways (see Appendix 2.1), which usually do not pass through the CBD. 
Drivers pay toll charges only when they pass through the gantries to enter these expressways. 
However, drivers can avoid paying toll charges by using alternative roads. However, these 
roads are smaller and usually more congested.  
 
The “radial” gantries do not have clearly defined enclosures. The expressways are 
connected to arterial roads providing access to different parts of the island. Congestion taxes 
on “radial” gantries are levied based on expressway traffic flows. Thus, the impact of 
congestion tax on properties on both sides of the expressways may not be clearly identified. 
In this experiment, we use only the cordoned RZ areas demarcated by “zonal” toll gantries to 
sort sample real estate transactions into “treatment” (within the cordoned areas) and “control” 
groups (outside the cordoned areas). Based on the demarcated RZ boundaries covering 
Bugis-Marina and Orchard Road areas in Figure 2.3, we could clearly identify the “within” 
RZ area (treatment) subject to toll charges, and the “outside” (control) area where toll charges 
are not levied.  
 
[Insert Figure 2.3 here] 
 
ERP toll rates vary by location and time. Charges are waived for public buses. 
However, passengers travelling by taxi are responsible for paying ERP toll charges, which 
vary from S$0.50 to S$3.00 per entry depending on location and time of day.14 The toll is 
																																								 																				
14  The ERP toll rate in some gantries, such as the gantries after Braddell Road, Serangoon Road and Balestier 
slip road leading to the Central Tunnel Expressway (CTE) (No 31, 33 and 34), could go as high as $6.00 per 
entry between 8.35pm and 8.55pm (based on the latest rates that take effect from 3 November 2014). 
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only levied during peak morning (between 8.00 am to 10.00 am) and evening (the toll 
operational hours in the sample cordoned areas have been extended from 12.00 noon to 8.00 
pm). ERP rates are reviewed quarterly by the LTA, taking into account traffic speeds of 
priced roads, and off-peak seasons during the June and December school holidays. Rates are 
adjusted upward when traffic speeds fall below the optimal range, set at 20-30 km/h on 
arterial roads and 45-65 km/h on expressways.15 The LTA releases new ERP rates every 
quarter (February-May, May-August, August-November and November-February). Increases 
and decreases in ERP rates are public information.  
 
The announcement of toll rate changes is tightly guarded by the LTA. We expect real 
estate markets to have no access to such information prior to the announcement. 
Announcements of ERP toll rate changes are random and exogenous to drivers, real estate 
space users and occupiers in the affected RZ. The latter could only react to the policy shocks 
by changing real estate location decisions in post-announcement periods. The toll rate hike 
came into effect from 1 November 2010. Drivers entering the RZ at 23 ERP gantries were 
charged an additional $1 per car. In our diff-in-diff experimental design, this effect was 
identified as a randomized shock to test how congestion road pricing could impact real estate 
prices in the treatment area before and after the announcement. The November 2010 
adjustment was one of the most extensive rate changes ever implemented by LTA. ERP rates 
at the Bugis-Marina Centre cordon increased by 50%, from $2 to $3 per car. The ERP rate at 
the Orchard Cordon increased by 100%, from $1 to $2 per car (See Appendix 2.2). Mr. 
Christopher Tan, the senior transport correspondent of the Straits Times, commented that 
 
																																								 																				
15  The ERP rate changes, if any, are unlikely to be correlated with real estate market or shocks, such 
as the slew of cooling measures introduced by Singapore’s government between 2010 and 2014. 
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“In one of the most widespread price increases in recent memory, Electronic Road 
Pricing (ERP) rates will go up by $1 per car at 23 gantries, or about one-third of the total 
network, from next month. 
Usually, ERP rate adjustments - which are done every quarter and during school 
holidays - affect anywhere from three to a dozen gantries.”16 
 
  Data and Empirical Methodology 
2.3.1 Empirical Data 
This study uses transaction prices17 of private commercial and residential real estate 
for the period from November 1st, 2007 to June 30th, 2013. Commercial real estate markets 
include office and retail sub-markets. Transaction data were collected from the Real Estate 
Information System (“REALIS”) of the Urban Redevelopment Authority (URA), a 
government agency that publishes private real estate market information. This dataset is the 
most widely used source of private real estate transaction information in Singapore. The 
public housing market is not included in this study because of the dearth of public housing 
sales in the cordoned CBD area. Each real estate transaction contains information on address, 
size (floor area), property type, sale type (new, sub-sale or resale18) and sale price. A list of 
variables used in the empirical models and their descriptions is given in Table 2.1. 
 
[Insert Table 2.1 here] 
 
We geocode the exact location of each ERP gantry and demarcated the cordoned 
CBD areas by connecting gantries in current operation (as indicated by the dots on the GIS 
																																								 																				
16  Tan, Christopher, “$1 rate hike at 23 ERP gantries,” Straits Times, 26 October 2010. 
17  Transaction prices of properties can be defined as the sum of all future cash flows discounted to the present 
time. As commented by one of the anonymous referees, expectations of the future cash flows may 
potentially encapsulate forward-looking bias in the current price level. Based on the URA’s quarterly retail 
space price index (Appendix 2.3), we find that retail price index in Singapore shows a general up-trend since 
2011. If the toll rank hike in December 2010 had caused negative forward looking sentiment, we will not 
expect retail transaction prices to increase as shown in the Figure. Therefore, we expect the forward-looking 
expectations in the transaction price to have little effects on our results.  
18  The three sale type dummy variables represent properties sold at different stages of development. “Resale” 
refers to completed properties sold by individual sellers in the secondary markets. “New sale” and “sub-sale” 
refer to properties sold at the pre-completion stage by private developers and individual buyers, respectively. 
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map) along major road lines (Figure 2.3). Based on the Bugis-Marina and the Orchard Road 
cordoned RZ areas, we assign real estate transaction data into a treatment group if a building 
is located within the cordon areas. Otherwise, the building is assigned to a control group. We 
collect a total of 19,054 transactions, 1,149 of which fall within the cordoned RZ (the 
treatment samples) and 17,905 of which were outside the cordoned RZ (the control samples). 
By submarket, our residential data consist of 316 transactions in the treatment area and 
15,212 transactions in the control area. The office submarket consists of 287 transactions in 
the treatment area and 1,102 transactions in the control area. The retail submarket consists of 
546 transactions in the treatment area and 1,591 transactions in the control area. For the real 
estate transaction data, we use the unique 6-digit postal code19 to identify building location on 
the GIS map. We use the postal code to control for building-fixed effects. We also measure 
the linear distance of sample properties to the nearest Mass Rapid Transit (MRT) stations 
using the ArcGIS software as an additional control for spatial attributes of properties. 
 
Table 2.2 shows descriptive statistics. Office properties have the highest mean sales 
price of S$7,754,726. The lowest mean sales price estimated for retail properties is 
S$1,923,768. Private residential properties are estimated at an average price of S$2,056,932 
during the sample period. The average distance to MRT stations (or the subway stations in 
US context) is the shortest for office properties estimated at 274.36 meters. Private residential 
properties are located further from MRT stations, with an average distance of 604.10 meters. 
The distance of retail properties to MRT stations is estimated at 359.08 meters on average. 
Office properties have the largest average floor space of 292.54 square meters (m2), followed 
by residential and retail properties estimated at 124.06 m2 and 79.25 m2, respectively. 
Transactions consist mainly of strata-titled space in the private real estate markets. The small 
																																								 																				
19	 A unique 6-digit postal code is assigned to every house and building in Singapore. 
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average square footage represents the nature of the sub-divided space within private 
commercial buildings. Commercial buildings owned by single owners, such as real estate 
investment trusts (REITs), are not traded regularly. Our data do not cover buildings held by 
REITs and other institutional investors for long-term investment purposes. 
 
[Insert Table 2.2 here] 
 
We identify the ERP rate hike taking effects from November 1, 2010 as the most extensive 
ERP toll rate reviews since its implementation in 1998. LTA announced a sharp increase of 
S$1 per car at 23 gantries, constituting about one-third of the ERP gantries networks. After 
the increase, drivers had to pay S$2 to S$3 per entry to enter the two cordoned treatment 
areas (the Bugis-Marina cordon and the Orchard cordon). The S$1 increase is equivalent to a 
50% hike in the Bugis-Marina cordon (from S$2 to S$3) and 100% hike in the Orchard 
cordon (from S$1 to S$2) (see Appendix 2.220). The ERP rate review date (1 November 2010) 
is referred to herein as the “event date”. We use this event as a random shock to test if real 
estate prices reacted significantly to the ERP rate hike before and after the event in a 
difference-in-differences (“diff-in-diff”) framework. 
 
2.3.2 Empirical Methodology 
In the “diff-in-diff” empirical design, we use a “treatment” dummy variable with a 
value of 1 if a real estate transaction is located within the Bugis-Marina and Orchard Road 
cordons (the treatment zone); and otherwise, a value of 0 is used for control samples. The 
indicator separates a real estate treatment group subject to the ERP toll from the control 
																																								 																				
20 It should be noted that toll rate adjustment was not limited to weekdays. Orchard Cordon area experienced 
S$1.00 increase on Saturday during evening peak hours.	
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group21. The geographical boundaries of the treatment and control areas are shown in Figure 
2.3. We use the “After”22 dummy with a value of 1 if a transaction occurred on, and after, 
November 1, 2010 to define the post-ERP toll rate hike event date. At that point, drivers are 
required to pay an additional S$1 per car when crossing ERP gantries into treatment RZ areas. 
Our study empirically tests the impact of the revised ERP toll on real estate prices in the 
treatment area.  
 
We define a baseline empirical equation with the log-real estate price, log(price), as 
the dependent variable. We include an interactive variable “Treatment × After” to test the 
“diff-in-diff” effects before and after the ERP toll rate hike on November 1, 2010. The model 
specification is written below:    
 !"#$%&'(&,*=,+.1(1%(2*3(4*×67*(%)+9&+τ*+:&,*   Eq (2.1) 
 
β1 is a coefficient on the interactive term;	  9& is a building fixed effect23 (6-digit postal code); 
τ* is a quarter-year fixed effect; and :&,* is an error term. We quantify the effects of the ERP 
shocks on prices for the respective sub-markets, which include office, retail, and residential 
properties. 
 
We then expand the simplified model in Eq. (2.1) by adding other hedonic attributes 
of real estate, x’i, to the equation. These attributes include property size (Areasqm), distance 
																																								 																				
21 	Control groups include the planning areas surrounding the treatment area. There are 55 planning areas 
designed by the Singapore’s government. 
22	Any radical change around the toll adjustment date is not considered in this study, as it is hard to find enough 
observations of transactions in the real estate market during short period of time.  
23	In Singapore, each building has its unique 6-digit postal code. Thus, any omitted variables correlated with 
location should not be an issue when postal code fixed effect is considered in the model.   
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to the nearest MRT station (MRT_dist), and sale type (D_resale). For our non-landed 
residential samples, we divide properties using the “D_condo” dummy into condominiums 
(“D_condo =1”) and apartments (“D_condo =0”).24 As Singapore experienced the post-crisis 
recession for the period from September 200825 to November 200926, a recession dummy 
(D_recession) with a value of 1 was used. Otherwise, 0 is included in the model to account 
for external economic shocks. The extended model’s specification is written below: 
 logPrice&,*=,+.1(1%(2*3(4*×67*(%)+DE,F′H	+	9&+τ*+		:&,*  Eq (2.2) 
 
 Empirical Results 
Panel A of Table 2.3 shows the results of the baseline diff-in-diff models, estimated 
separately for each submarket as in Eq. (2.1). The coefficient on “Treatment×After” is 
statistically and economically significant at less than 1% in the retail model (Column 2). The 
coefficient is statistically insignificant in the office and residential models (Columns 1 and 3). 
This result indicates that ERP toll rate hike cause retail property prices in the cordoned 
Bugis-Marina CBD and Orchard Road areas (“treatment”) to decline by 18.4% relative to 
prices of retail real estate located outside the cordoned areas (“control”). The negative 
economic impact caused by the S$1 increase in ERP toll rate during the peak hours with 
																																								 																				
24  Whilst condominium developments usually come with a comprehensive set of communal recreational 
facilities, and are built on a land with a minimum area of 0.4 hectare; apartments are smaller in scale, and 
some apartment developments do not have full communal and recreational facilities. There are no 
restrictions for foreigners to buy condominium, but foreigners are not allowed to buy apartments that are 
below 6-storey height under the Residential Property Act (Chapter 274), revised edition 2009, in Singapore. 
25  Singapore’s economy slipped into technical recession after experiencing two consecutive quarters of 
declines in GDP in the 2nd and 3rd quarters of 2008 with 5.7% and 6.3% respectively. Therefore, the ending 
month of the third quarter 2008 that is September 2008 is used to indicate the start of the recession period. 
See Fiona Chan, “Economy slips into technical recession,” Straits Time, October 11, 2008. 
26  Singapore’s Ministry of Trade and Industry (MTI) officially declared that the recession was effectively 
ended in November 2009; we use November 2009 as the ending month for the recession period in our test. 
See Alvin Foo, “3-5% growth tipped for 2010,” Straits Times, November 20, 2009. 
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effect from November 1, 2010 on the retail real estate prices is substantial. The impact, is 
positive, but economically insignificant on office and residential submarkets.  
 
Panel B of Table 2.3 shows the results of the extended model in Eq. (2.2). Hedonic 
real estate attributes and a recession time dummy were added to the baseline model. The 
adjusted R2 of the expanded models ranging from 0.792 (retail) to 0.947 (residential) has 
improved relative to baseline models in Panel A of Table 2.3. The signs of the independent 
variables in the models are consistent. We found that the size covariate is statistically 
significant in all sub-categories of the transacted properties. The economic impact is small, 
ranging from 0.02% for office properties to 0.52% for residential. The distance to the nearest 
MRT stations is negatively correlated with log-prices of retail and residential properties. 
However, the coefficient is positive in the office submarket. Resale office and retail real 
estate unit prices were insignificantly different from “new sale” units. Private residential 
market units under construction (i.e., new sale units, such that D_resale = 0) were sold by 
developers at an average significant premium of nearly 1% relative to completed units 
(D_resale =1). In the private residential property market, condominium units sold for an 
average of 42% higher than comparable apartment units. Office sale prices were not affected 
during the recession periods. However, sale prices for retail and residential units declined by 
26.3% and 1.9%, respectively.  
 
[Insert Table 2.3 here] 
 
The results show that the toll rate hike announcements have significant and negative 
impacts on the retail submarket. Retail real estate prices in the cordoned RZ area (treatment) 
decline by 18.8% relative to retail real estate prices in the control areas after controlling for 
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variations in physical and location attributes. The “Treatment × After” coefficients are not 
significant for office (Column 4) and residential submarkets (Column 6). ERP toll rate hikes 
increase commuting costs and drive shoppers away from retail malls and shops in the 
cordoned CBD and Orchard Road areas. Retail tenants suffer significant declines in revenue 
in the post-ERP toll rate hike period. Retail real estate owners, whose rental income is closely 
tied to the revenue stream of their tenants, may suffer significant economic losses due to 
drops in shoppers in their retail malls. However, we could not quantify the impact of ERP 
rate changes on revenue losses of retailers in the RZ area due to unavailability of data. 
 
2.4.1 Falsification Tests 
We conduct a falsification test to verify if negative effects of the ERP toll rate hike 
were found in other time periods. The placebo time falsification test is designed by arbitrarily 
moving the toll increase date back to January 1, 2004. We repeat the estimations of the 
baseline model and extended models using transaction data from January 2002 to December 
2005. The “recession” dummy variable is not included in the falsification test.  
 
The adjusted R2 values are estimated at 0.694 and 0.798 for the baseline model 
(Column 7) and extended models (Column 8), respectively, in Table 2.4. The results show 
that the interactive variable, “Treatment×After”, is not statistically significant in the baseline 
(Column 7) and extended models (Column 8). This falsification test confirms that the causal-
influence of the toll rate hike on retail real estate prices is not spurious. The time falsification 
tests also rule out any possible time-dependent endogeneity in the treatment effects.   
 




2.4.2 Serial Correlations in Error Term 
We conduct robustness tests of serial correlations in the treatment effects following 
the methodology proposed by Bertrand, Duflo, and Mullainathan (2004). We first remove the 
time-series dimension by averaging panel data at the postal code level before and after the 
treatment. We then estimate the diff-in-diff models (Eq. 2.1 and Eq. 2.2) using the postal 
code level averages. The “After” dummy for the post- and pre-treatment periods were 
identified as 1 and 0, respectively. Bertrand, Duflo and Mullainathan (2004) show that the 
results could withstand the serial correlation tests if the coefficients are still significant and 
have the same sign. The results of the serial correlation robustness tests of the treatment 
effects in the retail submarket in Table 2.5 show that the estimated coefficients of -23.5% on 
the interactive term “Treatment × After” are significant and with the correct sign for both the 
baseline (Columns 9) and extended models (Column 10). The coefficient estimates are also 
higher than those estimated in the diff-in-diff model with unrestricted standard errors.  
 
[Insert Table 2.5 here] 
 
2.4.3 Pre-Treatment Trend vs. Post-Treatment Trend  
The diff-in-diff method requires that there be no significant break in the price trend in 
the pre-treatment period. Ensuring that prices for the non-treated group are unaffected by the 
treatment event in diff-in-diff tests is also necessary. As transaction prices are non-stationary 
in level, we are not able to observe the linear trend over the full sample period. Therefore, we 
split the 36-month pre-treatment period into two equal periods of 18 months in the pre-
treatment trend. We define the first 18 months in the pre-treatment period as the reference 
period. We compare the price changes in this reference period with those in the last half of 
the pre-treatment and post-treatment periods. If the intervention is random and the treatment 
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is significant, we should expect real estate markets to react to the ERP rate hike only in the 
post-announcement period. We should also not find significant reaction in the pre-treatment 
period.  
We define a pre-treatment dummy, “D_pre18mo”, which has a value of 1, for the 
second half (18 months) of the pre-announcement of the ERP toll rate hike period. A post-
treatment dummy, “D_post24mo”, is given a value of 1 for the 24 months after the toll rate 
hike announcement. We then interact the two time dummies with the treatment area dummy 
to obtain two new variables: “D_pre18mo × Treatment” and “D_post24mo × Treatment”. 
These variables capture price differentials between real estate within the treatment (cordoned 
RZ) and control areas in the pre- and post-announcement periods, respectively. We estimate 
the effects of the interactive terms on log-unit price in the baseline models with the postal-
code and quarter-year fixed effects. Table 2.6 shows a significant break in the price trends in 
the retail submarket (Column 12) for the 24-month period after the ERP rate hike (the post-
treatment period). However, no significant breaks are present in the post-treatment prices in 
office (Column 11) and residential (Column 12) submarkets. The coefficients on 
“D_pre18mo” that represent the break in the second half of the pre-treatment period are not 
significant in any of the three models. The results show that no significant breaks are present 
in the pre-treatment period in any of the three submarkets. We only find a significant post-
treatment break in the retail submarket. The results suggest the ERP toll rate hike has 
significant dampening effects only on the retail prices. 
 




2.4.4 Potential Confounders 
We conduct further tests to eliminate possible confounders that could have negatively 
affected prices in the retail sub-market during the treatment period. The potential 
confounding factors include total number of foreign visitor arrivals (tourist arrivals), 
employment rate and median monthly income. The monthly data on the number of foreign 
visitor arrivals to Singapore released by the Research and Statistics Department of Singapore 
Tourism Board (STB) for the period from January of 2007 to December of 2012. We regress 
the foreign visitor arrival numbers (in logarithm term) against the treatment time dummy, 
“After”. Table 2.7 shows that the “After” coefficient has a value of 1 if the time period is on 
or after November 1, 2010. Otherwise, a value of 0 is granted. This coefficient is statistically 
significant and positive. The number of foreign visitors is estimated to be an average of 28.5% 
higher in the period after the ERP toll rate hike than before. The strong tourist arrivals in the 
post-treatment period translate to higher tourist spending. This spending could increase 
demand for retail space in the cordoned Orchard Road area, which is a popular shopping belt 
in Singapore. The 18.8% decline in retail real estate prices (Column 5, Table 2.3) is unlikely 
to be caused by changes in foreign visitors during and after the treatment periods.    
 
[Insert Table 2.7 here] 
 
Declines in consumption by local residents could be one potential confounding factor 
that may adversely affect retail sales in shopping malls and shops located within the cordoned 
RZ. Sales revenue declines could reduce demand for new retail space. Retail real estate prices 
could then decline in the post-treatment period. Evidence using the Singapore average 
median gross monthly income and employment as in Figure 2.4 shows significant upward 
trends from 2007 to 2013. The sound economic fundamentals could not have caused the 
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declines in retail real estate prices in after November 2010. Therefore, we can reject the 
possibility of confounding effects associated with income and employment.  
 
[Insert Figure 2.4 here] 
 
Sudden increases in retail space supply in the treated zone after the toll increases may 
have been a confounding factor. While the retail space supply is a lagged predictor of price 
changes, we expect that the vacancy level in the retail submarket may be a more 
contemporary causing retail real estate price changes. Vacancy rates may drop if demand 
outnumbers new supply. The low vacancy rate could increase retail real estate prices and 
admit more new retail space coming into the market. Based on the URA quarterly statistics 
on vacancy rate of retail spaces in three submarkets in Singapore: Orchard Planning Area 
(OPA) (prime shopping area), Rest of City Area (RCA), and Outside City Area (OCA), we 
plot the vacancy rate from the 4th quarter of 2009, 1 year before the toll increase, to 2nd 
quarter of 2013. Figure 2.5 shows no significant changes in the vacancy rates that overlap 
with a large part of the treated zones, especially in the two prime shopping areas in OPA and 
RCA.  
 
[Insert Figure 2.5 here] 
 
We then regress the quarterly vacancy rate of the retail submarket on the time dummy if the 
time period fell in, or after, the 4th quarter of 2010. Because the URA reports the vacancy rate 
every quarter, we used the 4th quarter of 2010 to proxy the post-treatment period. We find 
that all estimated changes in vacancy rate were negative, but not statistically significant.27 
																																								 																				
27  The result of regression is not included in the paper due to space limitations. The magnitudes of vacancy rate 
changes are estimated at -12%, -46%, and -30% with P-value of 0.81, 0.48, and 0.19 for the OPA, RCA, and 




Given that the treatment area fell within the OPA and RCA, we infer that no significant 
declines in vacancy level were present in our treatment area in the post-toll rate hike 
(treatment) period. The results suggest that vacancy rate increases associated with oversupply 
in new retail space are unlikely to influence our empirical results.   
 
 Conclusion 
Traffic congestion has been an unintended consequence of the rapid growth and 
urbanization of many cities today. Devising and implementing effective measures to restrict 
traffic flows in major cities has become an increasingly important task for policymakers. 
Policymakers frequently use a pricing mechanism to manage traffic demand in cities to keep 
the marginal social costs on the road at an acceptable level. While the pricing mechanism 
reduces car usage on major roads, it may also create negative effects on economic activities. 
This paper analyzes potential influences of the congestion toll rate increases on real estate 
markets in Singapore. We use the cordoned ERP areas (RZ) to cleanly separate real estate 
located within the cordoned area (treatment group) from that located outside the cordoned 
areas (control group). We then conducted empirical tests on real estate prices between the 
treatment group and the control group, before and after an extensive hike in congestion toll 
rates (ERP toll charges) on November 1, 2010. 
  
We test the heterogeneous responses of different private real estate submarkets, 
including office, retail, and residential, to the ERP toll rate shocks. We test the ERP toll rate 
hike impact in a difference-in-differences framework using the full sample of real estate 
transaction data for the periods from 2007 to 2013. The results show significant negative 
effects on retail real estate prices associated with the ERP rate hike on November 1, 2010. 
However, the effects are insignificant on office and residential real estate prices. We estimate 
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that the increase in ERP toll rates by S$1 per car with effect from November 1, 2010 causes 
retail real estate transaction prices located within the ERP cordoned areas to decline by nearly 
19% relative to comparable retail real estate prices outside the ERP cordoned areas. Our 
results could not rule out the hypothesis that the S$1 per car increase in ERP toll rate 
adversely impacted real estate prices in the retail submarket. The results withstood the 
falsification in the placebo time tests and were robust in the serial correlation and the pre- and 
post-treatment trends tests.  
 
One explanation for the decline in retail transaction prices is drops in retail revenues as a 
result of lower foot traffic after the ERP toll rate hike. An alternative explanation is 
retailers/investors build a higher risk premium into their discount rates in anticipation of 
drops in retail revenues of tenants in the treatment area. Access to revenue data of retailers 
inside and outside the cordoned ERP areas would allow for future research. Policymakers 
should be mindful of unintended consequences on real estate prices when reviewing traffic 




28  The views on the effects of raising toll were mixed between the government and the retailers operating in the 
toll area. On one hand, the government argued that retailers would benefit from a less congested shopping 
environment. On the other hand, the retailers complained that they would suffer from less foot traffic after 
the toll rate hike. See The Straits Times, October 13th, 2008, “Triple whammy hits Orchard Road retailers; 
Cafes to clothing stores see takings down by as much as 50 per cent as fewer customers come in.” 
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Table 2.1: List of Variables and Descriptions 
Variables Description 
Lprice Transacted price in logarithm term 
Treatment A location identification variable that has a value of 1, if a 
transacted real estate is located within the cordon ERP area; and 0 
otherwise 
After A time dummy variable that identifies the policy shocks, and it 
has a value of 1, if a real estate transaction occurs on and after 
November 1, 2010; and 0 otherwise 
Treatment × After An interaction dummy variable is used in the diff-in-diff model to 
test the joint effects of ex-post increase of ERP rate for the toll 
area after the review date on November 1, 2010  
Areasqm Gross floor area (size) of transacted property in square meter 
MRT_dist Distance in meter to the closest MRT station 
D_resale A dummy variable for type of sale, where 1 indicates “resale”, 
which are completed units transacted in the secondary markets; 
and 0 indicates “new sale” or “sub-sale”, which usually involves 
pre-completed units  
D_retail A dummy variable for private retail property type, which has a 
value of 1, if a real estate is a retail unit; and 0 otherwise.  
D_office  A dummy variable for private office property type, which has a 
value of 1, if a real estate is an office unit; and 0 otherwise 
D_residential A dummy variable for private residential property type, which 
has a value of 1, if a real estate is a residential unit; and 0 
otherwise 
D_condo For private residential properties, a “D_Condo” dummy variable 
is used to further differentiate them into a condominium unit 
(D_Condo =1) and an apartment unit (D_Condo =0)  
D_recession A dummy variable indicates the recession period in Singapore, 
which has a value of 1, if a transaction occur between September 
1st, 2008 and November 30th, 2009; 0 otherwise 
 
Note: The table summarizes a list of variables with their descriptions. Lprice, which is the log-prices 
of real estate transacted during the sample period, is the dependent variable in the empirical models. 
We compute the Lprice for three submarkets, which include private residential, office and retail. 




Table 2.2: Summary Statistics 
 




A) Number of observation:  
Treatment sample 546 287 316 1,149 
Control sample 1,591 1,102 15,212 17,905 
Total sample 2,137 1,389 15,528 19,054 
 	 	 	 	
B) Descriptive statistics:  
Price  S$1,923,768 S$7,754,726 S$2,056,932 	
 (S$2,388,707) (S$40,300,000) (S$1,685,154)  
Distance to MRT (meter) 359.08 274.36 604.10 	
 (121.40) (143.99) (280.00)  
Area (meter2)  79.25 292.54 124.06 	
 (115.33) (1542.59) (70.43)  
No. of Observation  2137 1389 15528  
 
 
Note: The table shows the descriptive statistics of the key (continuous) variables that are used in the 
empirical analyses. The “treatment” sample refers to real estate transactions that occur within the 
cordon ERP areas, and the control samples include real estate transactions that occur outside the 
cordon ERP areas. The sample period ranges from November 1, 2007 to June 30, 2013. We divide the 






Table 2.3: Baseline Model and Extended Model on Impact of ERP Toll Rate Hike 
  Dependent variable: lprice 
 
Panel A Panel B 
 (1) (2) (3) (4) (5) (6) 
Sub-market Office Retail Residential Office Retail Residential 
Treatment × After 0.114 -0.184*** 0.015 0.116 -0.188*** -0.002 
 (0.081) (0.063) (0.025) (0.077) (0.057) (0.015) 
       
Constant 15.984*** 15.886*** 14.837*** 11.335*** 16.317*** 14.134*** 
 
(0.127) (0.290) (0.020) (0.580) (0.598) (0.073) 
       
Hedonic Attributes Not Included Not Included Not Included Included Included Included 
       
Year x Quarter Fixed Effects Yes Yes Yes Yes Yes Yes 
Building Fixed Effects Yes Yes Yes Yes Yes Yes 
       Observations 1,389 2,137 15,528 1,389 2,137 15,528 
R-squared 0.812 0.738 0.853 0.830 0.792 0.947 
 
Note: This table reports the result of regressing log-transaction price of office properties, retail properties, and residential properties on the interaction 
dummy variable for ex post increase time and toll area and other hedonic attributes. Hedonic attributes in the Panel B include floor area of a transacted 
property in square meter (Areasqm), distance in meter to the closest MRT station (Mrt_dist), the sale type dummy (D_resale), which takes a value of 1 for 
resale properties; and 0 for new sale properties, a recession dummy (D_recession) that capture the recession periods from September 2008 to November !"#$%&'(&,*=,+.1"1%(2*3(4*×67*(%"+8&+τ*+9&,*, where γi and τt are the building (6-digit postal code) fixed effects and the time (quarter-year) fixed !"#$%&'(&,*=,+.1"1%(2*3(4*×67*(%"+:;,<=	+	8&+τ*+		9&,*. The first row of each variable contains the estimated coefficients; and the second row 
contains the standard errors in parentheses.  *** p<0.01, ** p<0.05, * p<0.1 
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Table 2.4: Time Falsification Tests 
 
 Dependent variable = lprice 
 (7) (8) 
Sub-market Retail Retail 
   
Treatment× After -0.072 -0.079 
 (0.104) (0.085) 
   
Hedonic Attributes Not Included Included 
   
Constant 14.370*** 94.610*** 
 (0.668) (15.130) 
   
Year x Quarter Fixed Effects Yes Yes 
Building Fixed Effects Yes Yes 
   
Observations 1,172 1,172 
R-squared 0.694 0.798 
 
Note: This table is a replication of Column (2) of Table 2.3 and Column (5) of Table 2.3, but with an 
arbitrarily intervention date (placebo date) set on January 1st, 2004, where “After” in the models has 
a value of 1 for periods after the “placebo” post-treatment period, and 0 for the pre-treatment period. 
The transaction data used in the model cover the period from January 1st, 2002 to December 2005. 
Column (7) and Column (8) are estimated based on Eq. (1) and Eq. (2), respectively. D_recession 
was not included in column (8) as there was no recession during the falsified period. 
The first row of each variable contains the estimated coefficients; and the second row contains the 




Table 2.5: Robustness Tests of Serial Correlations 
 
Dependent Variable: Average Transacted Price per Square Meter 
 (9) (10) 
 Base Extended 
   
Treatment x After -0.235*** -0.235*** 
 (0.074) (0.075) 
After 0.536*** 0.536*** 
 (0.036) (0.037) 
   
Hedonic Attributes Not Included Included 
   
Constant 9.925*** 10.280*** 
 (0.155) (0.712) 
   
Observations 660 660 
R-squared 0.976 0.976 
 
 
Note: This table reports the results of the serial correlation tests following the methodology proposed 
by Bertrand, Duflo, and Mullainathan (2004). The test first collapses the data into two periods: the 
pre-treatment and the post-treatment; by using averaged transacted price per square meter at the 
postal code level for each time window. The averaging process allows us to remove the time series 
dimension of the dataset. We then run the regression using the average log-price as the dependent 
variable in the baseline model (Column 9) and the extended model (Column 10). Hedonic attributes 
contain only Areasqm and MRT_dist in column (10). 
 
The first row of each variable contains the estimated coefficients; and the second row contains the 




Table 2.6: Tests of Pre-treatment and Post-treatment Trends 
 
 Dependent variable=l_psm 
 
(11) (12) (13) 
Sub-market Office Retail Residential 
    D_pre18mo x Treatment 0.044 0.068 0.000 
 
(0.028) (0.046) (0.014) 
D_post24mo x Treatment -0.024 -0.066* -0.015 
 
(0.023) (0.039) (0.014) 
Constant 10.070*** 9.966*** 10.190*** 
 
(0.034) (0.168) (0.0089) 
    Year x Quarter Fixed Effects Yes Yes Yes 
Building Fixed Effects Yes Yes Yes 
    
Observations 1,389 2,137 15,528 
R-squared 0.893 0.826 0.922 
 
Note: This table shows the log-unit price trend in each submarket. Dependent variable is transacted 
price per square meter in logarithm term. “D_pre18mo” is a dummy variable for the 18- month 
period before the ERP rate increase. “D_post24mo” is a dummy variable for the 24-month period 
after the rate increase. The two interactive variables: “D_pre18mo x Treatment” and “D_post24mo x 
Treatment”, are used to identify the sample transactions in the cordoned zone in the two window 
periods (“D_pre18mo” and “D_post-24mo”), respectively. Reference period is 18 months before 
“D_pre18mo”. Columns (11), (12) and (13) show the results of the regression models for the office, 
retail, and residential submarket, respectively.  
 
The first row of each variable contains the estimated coefficients; and the second row contains the 










Dependent variable=l_visitor  






  Observations 72 
R-squared 0.690 
 
Note: This table shows the change in the number of foreign visitors to Singapore from January 2007 
to December 2013. The dependent variable is total number of foreign visitors to Singapore in 
logarithmic terms (l_visitor). “After” is the time dummy that indicates the post-ERP toll rate hike 
period, which is after November 2010. The monthly data are used in the estimation. 
 
The first row of each variable contains the estimated coefficients; and the second row contains the 











Note: The above figures are obtained from the World Bank database. The first two graphs from the 
bottom capture the motor vehicle growth and passenger car growth per 1000 people in Singapore, 
respectively (See footnotes 10 and 11 for definitions of motor vehicle and passenger car; and the first 
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Figure 2.2: Comparison of Vehicles per km Road in 5 Countries  
 
 
 Source: The World Bank 
 
Note: The figure is obtained from the World Bank Database. It compares the vehicle per km road for 
5 countries, which include Singapore, Japan, Korea, Hong Kong and United Kingdom. The vehicles 
include cars, buses and freight vehicles, but do not include two-wheelers. Road refers to motorways, 
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Note: The figure is the geographical information system (GIS) map that demarcates the boundaries of 
the areas in the empirical tests. The light blue areas, which contain Orchard Cordon and Bugis-
Marina Cordon, are the cordon ERP areas bounded by the ERP gantries and major access roads. 
Real estate transactions falling in the blue area are used as the treatment samples. The area in yellow 
indicates the control areas, and the real estate transactions in these areas are used as the control 
samples.   
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Figure 2.4: Singapore’s Employment and Median Monthly Income 
 
 
Source: Ministry of Manpower, Singapore 
 
 
Note: the Figure shows the distributions of the employment (in thousand) (in blue bar) and the 
median gross monthly income of households (in S$) (in shaded bar) for the sample period from 2007 
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Source: Urban Redevelopment Authority 
 
Note: The figure plots the vacancy rate trends for the three retail submarkets that are Orchard 
Planning Area (OPA) (darken line), Rest of Central Area (RCA) (dashed line) and Outside City Area 
(OCA) (dotted line) for the sample period from 4Q2009 to 2Q2013. The vertical line indicates the 
treatment period in our empirical tests. 
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Appendix 2.2: Revised ERP rates with effect from 1 November 2010 
 
 
Time period  Current ERP 
Rates*  
Change in Rates*  ERP Rates* w.e.f.  
1 November 2010  
ECP ( Fort Road ) & KPE Slip Rd onto ECP - 2 gantries 
8.30am - 9.00am $3.00 Increase by $1.00 $4.00 
Westbound PIE (Kallang Bahru) 
7.30am - 8.00am $0.00 Increase by $1.00 $1.00 
CBD - Bugis-Marina Centre Cordon (Weekdays)  
6.30pm - 7.00pm $2.00 Increase by $1.00 $3.00 
Orchard Cordon (Weekdays)  
6.30pm - 7.00pm $1.00 Increase by $1.00 $2.00 
Orchard Cordon (Saturdays)  
6.30pm - 8.00pm $1.00 Increase by $1.00 $2.00 
 
* ERP rate per Passenger Car Unit (PCU)  
 
Source: LTA (http://www.sgcarmart.com/news/article.php?AID=3851)  
 
Note: The table show the revised rates for ERP tolls that came into effect from Monday, 1 




Appendix 2.3: Retail space price index of Singapore 
 
 
Source: Urban Redevelopment Authority 
 
Note: The Figure plots the retail price trends for Singapore (dashed line), and also the sub-indices 
in the Central Area (darken line) and the Fringe area (the dotted line). The prices in 4Q98 are used 























This paper analyzes the effect of congestion toll rate increase on the change of commuters’ 
transport modal choice in Singapore’s context. Amongst several alternatives that commuters 
can choose when they face increase of congestion tax, this study specifically tests the impact 
on the modal change to public bus transportation. This study finds that commuters switch to 
public bus services by 12 per cent to 20 per cent in the morning hours and by approximately 
10% in the evening after congestion tax increase in the affected gantry area compared to the 
non-affected area and time through difference-in-difference method. Also, we find that the 
increase in bus ridership has long-lived effect at least within two months. When we repeat the 
same test for robustness with arbitrary time slot during which the toll is not levied, we find no 
significant modal change. Other confounding factors from macro-economic standpoint and 
service quality cannot explain the results as the modal change occurred in short period within 
specific area and time.  
 
Keyword: Congestion Charge; Traffic Management; Electric Road Pricing (ERP); 
Transport Modal Choice  
 






It is known that traffic congestion imposes social deadweight cost (Foster, 1974; De 
Borger and Proost, 2001; Lomax and Shrank, 2005). Tennøy (2010) suggests a few ways to 
reduce urban traffic volumes. The first is to encourage efficient land development that 
requires less traffic. Second is to impose physical and fiscal restrictions, which include road 
pricing, parking regulation, or traffic regulations. Third is to improve the social infrastructure 
to provide better environment for public transportation, walking, or cycling. de Palma and 
Fosgerau (2013) find that parking fees appear to be easy to carry out with less political 
conflict. Parking fee policy is even more effective when fee is time-varying or combined with 
early bird specials. This paper focuses on the effect of the second policy, especially on the 
road pricing. Road pricing has been adopted in many countries including Singapore, Sweden, 
UK, etc. Menon and Guttikunda (2010) finds that Singapore’s road pricing system reduced 
20-30% of the downtown passenger car traffic and Stockholm’s traffic volume decreased by 
at least 20%. In the same paper, the authors show several options for drivers to avoid 
congestion tax. Drivers can a) pay ERP charge; b) change the time or route of the journey to 
pay less or to avoid ERP charge; c) switch to a public transportation; d) modify destination or 
give up the trip. Ubbels and Verhoef (2005) add a few more options to those introduced by 
Menon and Guttikunda (2010). They add change in vehicle occupancy, change in driving 
style, class choice (for public transport), etc.  
 
The effect of road pricing or congestion tax has been long studied in the transport 
policy area. In a sense, the transport policy seems to benefit drivers. de Palma et al. (2006) 
find that users, especially in the cases of 4 European cities including Paris, Brussels, Oslo and 
Helsinki, can get sizable amount of benefit from commuting time reduction, cost saving in 
vehicle management, or enhanced quality of public transportation when road pricing is 
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introduced in each country. However, it doesn’t always appear to be the case. Just like other 
policies, there are countries where the effort to curb down the traffic volume didn’t turn out 
to be success. Indirect assessment of transport policy was conducted in Mexico City and 
Santiago by Gallego et al. (2013). This paper tests the effects of two separate transport 
policies in both countries. Both countries were suffering from severe air pollution from the 
car traffic. The governments introduced policy measures to retire old public transportation 
and restrict car use. However, the result of the study shows that both policies were not 
successful, especially in long-term, to control the traffic levels by monitoring CO levels. 
Instead of lower level of CO after the implementation of the policy, the authors found that the 
CO level and commuting hours in both cities increased in the long-term. Percoco (2014) 
studied a unique transport policy to restrict the vehicle inflow to the CBD in Milan, Italy. In 
2008, the city started to charge €2-€10 depending on the cars’ engine emissions standard. 
This policy was successful in controlling the number of less fuel-efficient vehicle in the CBD, 
while it failed to restrict total traffic volume in the CBD as more of toll-exempt vehicles that 
use liquefied petroleum gas or bi-fuel and toll-exempt hybrid vehicles entered CBD area.   
 
While all the existing studies examine the magnitude of change in car use, it is hardly 
known how the commuters change their transportation modal choice. It has been proved that 
the drivers show responses to the transport policies. From the perspective of policy makers, it 
would be much better if drivers change their transportation mode from self-driving to eco-
friendly mode, such as cycling, or public transportation. Instead of natural experiment 
research, a few papers conducted surveys. According to the survey result of Ubbels and 
Verhoef (2005) in the Netherlands, switching to public transportation ranked as the second 
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highest29 response to hypothetical implementation of peak and off peak kilometer charge. 
Similar survey was conducted in New Zealand and the result of O’Fallon et al. (2004) found 
that the 21 percent of survey respondents were willing to choose to walk and to use public 
transportation, while 67% insisted that they would still drive cars when congestion tax were 
to be introduced. The survey of Hu and Saleh (2005) found that almost 37% of car users were 
willing to spend less or change the shopping destination if they had been asked to pay 
congestion tax for their shopping trip to the CBD. As aforementioned, all the extant studies 
find the effect of the transportation policy in the car use or air pollution levels after 
introducing policies or through hypothetical surveys. However, the results from survey has 
limitation in that it is just hypothetical answers that are not always connected to actual 
behavioral change. As it is obvious that the demand for road during the commuting hours, 
especially in the morning peak hours, is quite inelastic, the increase of the public 
transportation ridership can be interpreted as the decrease of self-driving modal choice. With 
this assumption, this paper tests real change of modal choice after the toll increase through 
natural experiment in Singapore.  
 
Singapore has been known as one of the countries with most efficient road pricing 
system. Singapore implemented road pricing system in 1975 with the name of Area License 
Scheme and started to collect toll electronically from 1998 by having all the vehicles 
equipped with car transponder, which is called In-vehicle Unit or IU, where preloaded cash 
cards are inserted. Total number of gantries30 was 45 in 2004 and it amounted to 71 in 2013. 
After quarterly traffic speed review, the Land Transport Authority (LTA) adjusts the toll rate 
by the increment of S$0.50 or S$1.00. This paper studies the effect of toll increase, which 
																																								 																				
29	The highest response was to travel at other times (47.7%). 17.6% of respondents answered that they would 
use public transport when toll is levied.   
30	Gantry means a structure that looks like overhead bridge. Electronic sensors are installed on gantries and toll 
amount is deducted when cars pass under gantries. For more details, please see Appendix 3.2 and Appendix 3.3.	
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was announced on July 29th, 2013, on the commuters’ transportation modal choice. 
Especially we closely test the change of public bus use around the gantries that went through 
toll increase after the toll adjustment compared to the other areas before the increase by using 
difference-in-difference method. The LTA announced that it would increase toll rate by 
S$1.00 for 6 gantries and S$0.50 for 1 gantry. 6 of them were affected during the morning 
peak hours and only 1 gantry had toll increase in the evening peak hours with effective date 
of August 5th, 201331. Due to small number of bus lines that operate in the southern area, 
where two of the gantries were affected in the morning hours, this paper focuses only on the 
five gantries in the central and northern area of Singapore during morning and evening peak 
hours. Our dataset contains all the bus card use information, including boarding time, 
alighting time, travelling distance, bus number, direction, etc. We set the treatment area by 
drawing 1 km radius circle around the affected gantries and sort all the bus numbers that stop 
at the bus stops within the 1 km circle. We set a control area that doesn’t overlap with the 
treatment area in the same manner to get the bus numbers. By using diff-in-diff method, we 
compare the bus ride numbers of the treatment area to those of control area before and after 
the toll increase. As the dataset starts from 1st of August, 2013, our control period constitutes 
4 days and treatment period ends at the end of September 2015. To test the heterogeneous 
responsiveness in time, we test two different treatment period: one with August data and the 
other with August and September.  
 
Our study contributes in a few ways. First of all, we test the empirical responsiveness 
to the change of road pricing with natural experiment. Even if there are a few studies that 
conducted tests on the effect of new implementation of road pricing, our paper is the first 
paper that studies the toll increase after implementation. Secondly, we show the varied 
																																								 																				
31	For more detail, see Appendix 3.1. 
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responsiveness over time and during the day. This test enabled us to figure out the magnitude 
of response in the morning and in the evening, when the demand for road is quite inelastic 
with respect to road pricing. (Ferrari, 2010) By applying our findings to the real policy 
scheme, each government can establish more effective and efficient traffic control system. 
Thus, policy implication of this study is clear. Thirdly, we can test if the electronic road 
pricing system in Singapore is salient enough to affect the commuters’ modal choice. 
Finkelstein (2009) argues that adopting electronic road pricing system makes tolling system 
less salient and drivers pay less attention to the toll increase compared to the case of manual 
toll collection.  
 
To preview the result, we find that the commuters respond to the toll rate increase 
during our study window. Especially, the commuters in the morning peak hours show greater 
responsiveness compared to the evening peak hours. This seems to be the phenomenon 
caused by more inelastic demand for road in the morning than in the evening. Also, we find 
that the positive increase of bus ride after the toll increase in the treated area doesn’t revert to 
its previous level in short-term, at least in two months. Thus, we show that toll increase has 
long-lived effect on the transportation modal choice amongst commuters. When we test the 
effect of arbitrary toll increase hours during the same study window as a robustness test, we 
find insignificant results throughout all the model specifications.  
 
This paper is organized as follows. Section 3.2 and 3.3 discuss the road pricing 
system in Singapore and the data/methodology respectively. Section 3.4 documents the 
responsiveness of commuters to the toll increase and results from additional robustness tests, 




 Urban Road Pricing in Singapore 
Singapore is a small island-country with its size of 716.1 square kilometers and 
connected to Malaysia via two links. Singapore’s government implemented road pricing 
scheme in 1975 to alleviate the congestion level. In the beginning, the toll was charged only 
within Central Business District under Area Licensing Scheme (ALS). In 1998, electronic 
road pricing (ERP) system was introduced to have more efficient toll collection system and 
easier addition of charging areas. The charging zone expanded over time and total number of 
gantries in Singapore increased from 33 when it was first implemented to 71 in 2013.   
 
LTA periodically monitors traffic speed and revises the toll rate. Desired speed for 
CBD area is 20 to 30 kilometer per hour for ordinary roads and 45-65 kilometer per hour for 
expressways. If the 85 percentile speed during the past quarter falls below the lower limit, 
LTA increases the toll rate, while if the speed is over the higher limit LTA lowers or abolish 
the existing toll rate. This means that only traffic speed is the factor that affect the toll rate 
change. The change of toll rate is announced at least one week before the effective date. All 
the toll rates for each vehicle type are shown on the gantries during the charging hours to 
increase the salience to the drivers. Toll is charged on a fixed schedule per every 30-minute 
slot and area. The minimum charge is S$0.50 and the maximum is S$6.00 as of May 4th, 2015. 
As the toll is charged per each entry to the charging area, drivers may have to pay multiple 
times depending on the travelling route. ERP charges are deducted automatically from pre-
loaded cash-card. All the vehicles registered in Singapore are required to be equipped with 
transponder called In-vehicle Unit (IU) where cash card is inserted. Appendix 3.2 and 





On July 29th of 2013, LTA announced that it would increase toll rate by S$0.50 or 
S$1.00 for four gantries along southbound CTE after Braddell Road and PIE Slip Road into 
southbound CTE (4 gantries in the morning peak hours), one gantry along northbound CTE 
before PIE (evening peak hours), and two gantries along ECP and KPE Slip Road onto ECP 
(morning peak hours)32. The revised toll rate was effective from August 5th, 2013. CTE 
southbound gantries were affected from 7:00 am to 8:00 am and CTE northbound gantry was 
affected from 5:30 pm to 6:30 pm. However, this doesn’t mean that these gantries are free of 
charge during other time slots. Tolling system of CTE southbound gantries were operating 
from 7:00 am to 9:30 am and CTE northbound gantry was charging toll from 5:30 pm to 8:00 
pm with previously announced rate during our study period.  
 
 Data and Empirical Methodology  
3.3.1 Data 
The dataset used in this study contains information of bus card use in Singapore from 
August 1st, 2013 to September 29th, 2013. The dataset contains information about bus number, 
boarding station, alighting station, travelling distance, boarding time, alighting time, bus card 
ID, and passenger type. As this study seeks to see the responsiveness of the commuters to the 
toll rate increase, we draw 1 km radius circle around the affected gantries and demarcate 
treatment area. We also set control area around gantries which were not affected by the toll 
increase on August 5th, 2013 ,and which had least number of bus lines that were operating in 
the treatment area33. The geographical location of treatment area and control area is shown in 
Fig 3.1.  
																																								 																				
32	CTE, KPE, and ECP stand for Central Expressway, Kallang-Paya Lebar Expressway, and East Coast Parkway 
respectively.  
33	As Singapore is a small country in size, having control area near to the treatment area could be problematic 
due to many bus service lines that are operating both in treatment and control area. In Figure 3.1, the control 




[Insert Figure 3.1 here] 
 
We keep bus trip information from the bus lines that went through the 1 km radius 
treatment and control area from the main dataset. Additionally, as the control period before 
the toll increase contains only 4 days, which range from Thursday to Sunday, we trim the 
dataset to contain only Thursday, Friday, Saturday, and Sunday. This is to avoid the potential 
issues stemming from the varied number of bus ridership per each day of week between 
treatment period and control period. We also drop feeder bus lines, which covers small area 
in each neighborhood and express buses that operate only during the peak hours for 
designated specific areas. The longest bus route in Singapore is 38.8 km. If total ride distance 
is over 38.8 km, we drop these trips from our sample as these trips are supposed to be data 
error or abnormal trip behavior such as a city tour with round trips. Additionally, if bus riders 
forget to tap out bus card when they alight, the maximum charges are to be deducted from the 
cash card balance. By dropping all the bus trip information over 38.8 km, we can remove 
these data errors. Thus, we use 37,612,252 bus ride information for 77 bus lines. Average ride 
time is 15.37 minutes and average ride distance is 4.6 km.  
 
We use geocode of each bus stops and location of ERP gantries in the treatment area 
and control area. By using the exact location of gantries, we draw 1 km radius circle around 
each gantry. Then, all the bus stations within the circles are selected to see what bus lines 
pass through the gantry area. This process enables us to match bus ride information with the 
treatment and control area.   
																																								 																																							 																																							 																																							 																													
bus service numbers overlapping in both areas. Also, it should be noted that most of ERP gantries are clustered 




3.3.2 Empirical Methodology 
In our “diff-in-diff” format, we generate a “Treatment” dummy variable that has a 
value of 1 if bus line is passing through treatment area and southbound direction or 
northbound direction in the morning peak hours and evening peak hours respectively; and 0 
otherwise for the control samples. This “Treatment” indicator segregates bus lines that are 
more likely to carry the commuters who are affected by the toll increase from the other bus 
lines in the control area where toll increase does not play any roles. Regarding the second 
difference, we define two separate variables: “Afteraffected” and “Afterpeak”. Afteraffected is 1 
when the trip is after 5th of August, 2013 and boarding time falls on the time slot when the 
toll rate increased; and 0 otherwise. Afterpeak is defined as trips that happened after August 5th, 
2013 and within total peak hours when previous toll rate is charged. The purpose of this 
separation is to see the effect of toll increase on the shift of travelling time to earlier or later 
time slot. It is highly likely that commuters adjust their departure time when they switch to 
public transportation due to the different commuting duration per each transportation modal 
choice.  
 
 Our dependent variable is log-normalized total number of bus ride per each bus line 
and each 30-minute slot of each day. We also add an interaction term “Treatment X 
Afterafffected” and “Treatment X Afterpeak” in separate test. The coefficients of our interest are 
those of interaction terms. The coefficient will tell us to what extent the treated area during 
the treated time responds to the toll increase compared to the control area and time where 




ln	(%&'()*	+,	-./)0,2) = 5 + 78 9*):;')<;×>,;)*?@@AB2AC + 	7D 9*):;')<; +7E >,;)*?@@AB2AC + F0 + GCE8 + H0,2      Eq (3.1) 
 
where i and t stand for each bus line and 30-minute slot of each day respectively;	5 is a 
constant term; 78 is a coefficient on the interactive term, which will tell us the effect of the 
toll adjustment;	7D is a coefficient for treatment area, which identifies bus rides that pass 
through the 1 km radius area around treated gantries;	7E is a coefficient for treatment time; F0 
is a bus line (77 bus lines in the sample) fixed effect;	GC is a day of week fixed effect and H0,2 
is an error term. In Equation (3.1), the coefficient 78	captures the comparative responsiveness 
of treated area during the treated time compared to the control area and control time. 
Equation (3.1) is replicated to test the responsiveness during the whole peak hours by 
replacing >,;)*?@@AB2AC with >,;)*IA?J in the empirical test. Tests based on Equation (3.1) 
are repeated for CTE southbound data and CTE northbound data respectively. We expand 
Equation (3.1) by adding two more time indicator variables that captures the effect of public 
holiday and school terms in separate tests34. The extended model specification is written 
below: ln	(%&'()*	+,	-./)0,2) = α + 78 9*):;')<;×>,;)*?@@AB2AC + 	7D 9*):;')<; +7E >,;)*?@@AB2AC + F0 + GCE8 + LMBNOOP + LNOP0C?Q + H0,2   Eq (3.2) 
More detailed description of all the variables are listed in Table 3.1 below. 
 
[Insert Table 3.1 here] 
 
																																								 																				
34 August 8th and 9th were Hari Raya Puasa (Islamic holiday) and National Day in Singapore. Most of 
universities is Singapore started new semester on August 12th.		
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 Empirical Results 
We show the results from Eq (3.1) and Eq (3.2) with a few variations in specification. 
To test if the effect of the toll increase lasts for longer period or not, we test one-month 
window and two-month window separately. It is likely that commuters revert back to 
previous transportation mode after a few weeks. However, if the effect of toll increase is big 
and salient enough, we should not see any drop in the interaction terms of Eq (3.1) and Eq 
(3.2). The difference in responsiveness between morning affected (or peak) hours and 
evening affected (or peak) hours is tested by comparing CTE Southbound and CTE 
Northbound specification as CTE Southbound experienced toll increase in the morning while 
Northbound faced toll increase in the evening. Following the main results in both one-month 
and two-month window test, we test if the responsiveness is still significant during falsified 
peak hours, which is arbitrarily set between 2:00 pm and 3:00 pm during the test period. All 
the empirical tests include bus number fixed effect and day of week fixed effect.  
 
3.4.1 One-Month Window Tests 
Table 3.2 shows the result from Eq (3.1) within one-month test window. Through this 
test we find positive response from the commuters during the hours when the toll increased. 
CTE Southbound had toll increase from 7:00 am to 8:00 am with effective date of August 5th, 
2013, while CTE Northbound experienced toll increase from 5:30 pm to 6:30 pm. First panel 
on the left shows the result of CTE Southbound in the morning hours. Dependent variable is 
log-bus ridership per each 30 minutes just as explained in Eq (3.1). The coefficient of 
interactive term is of our interest. The coefficient of interaction term indicates the degree of 
commuters’ responsiveness to the toll increase in the treated area compared to the control 
group. We find that the number of bus ride in the area after the toll adjustment increases by 
11.8% compared to the control group without toll increase. The responsiveness is stable at 
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11.8% throughout different specification of the test model with or without school term 
dummy or holiday dummy. Column (2) contains both dummies of holiday and school, while 
column (3) and (4) has only one of the two dummies. Adding holiday dummy or school 
dummy does not change the coefficient of interaction term, while R-squared value increases 
slightly. Thus, this confirms that our results are not affected by either national holiday or 
school term. Second panel is the result from the evening hours in the CTE Northbound traffic. 
It is natural to guess that the demand for road in the evening is less inelastic than in the 
morning as people finish their work in different hours. Additionally, people might spend 
some time in the city after work or head to other destination. So, we expect that we would see 
less concentration of traffic in the evening peak hours. Second panel of Table 3.2 confirms 
our expectation. The interaction term is economically significant at around 7% but 
statistically insignificant. Compared to the magnitude of coefficients in morning hours, the 
responsiveness in the evening hours is smaller and less significant. However, the R-squared 
value is higher than that of CTE Southbound. Adding holiday dummy and school dummy 
does not affect the magnitude of the responsiveness in column (6), (7), and (8). 
 
[Insert Table 3.2 here] 
 
In Table 3.3, we try to find dispersion of departure time. As Menon and Guttikunda 
(2010) argued, commuters can switch to public transportation to avoid road pricing. However, 
the duration of commuting shall change after switching to public transportation. Accordingly, 
it is likely that commuters choose different departure time when they switch transportation 
modal choice from self-driving to public transportation. So, we replace Afteraffected, where the 
effect on the time slots with toll increase is captured, with Afterpeak to test total effect during 
the morning and evening peak hours. CTE Southbound had peak hours from 7:00 am to 9:30 
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am, while the peak hours of CTE Northbound ranged from 5:30 pm to 8:00 pm. It should be 
noted that during the total peak hours the commuters had to pay the toll at the previous toll 
level except for the affected hours where additional toll was added to the previous toll rate as 
of August 5th, 2013. The magnitude of response from morning peak hours almost doubles 
when the treatment time is expanded to whole peak hours. In addition to that, we find that the 
coefficient of CTE Northbound becomes statistically significant and more meaningful 
economically. This makes sense in that most of workers don’t finish work at fixed schedule. 
On the other hand, most of workers are expected to be stickler for punctuality in the morning. 
So, it is natural to find higher and more significant response in the morning hours than 
evening hours. Similar to Table 3.2, holiday dummy and school term dummy do not affect 
the results significantly. 
 
[Insert Table 3.3 here] 
 
3.4.2 Extended Period Test: Two-Month Window Tests 
We conduct the same test with extended window. In Table 3.2 and Table 3.3, total 
sample period is limited to August, 2013. In Table 3.4 and Table 3.5, total test period 
includes both August and September of 2013. This is to see if the responsiveness reverts back 
to previous level before the implementation of toll increase or if toll increase has long-lived 
effect on the transportation modal choice. Finkelstein (2009) states that drivers are less 
sensitive to toll increase when the toll is collected electronically. Even if we find positive 
increase of bus ridership in one-month window, the effect of toll increase might revert to its 
old state when the toll increase is not huge enough or the toll increment is not salient enough, 




In Table 3.4, we find that results from both CTE Southbound and CTE Northbound in 
2-month window show slight increase of response compared to 1-month window. The 
interactive terms in Table 3.4 increase by approximately 2.3% and 1% in the morning 
affected hours and in the evening affected hours respectively. This means more commuters 
switch from self-driving mode to public bus ride mode over time. Even if the increment is not 
dramatically high, the results confirms that toll increase has long-lived effect on the modal 
choice at least within 2-month window. Additionally, the coefficients of CTE Northbound 
test become statistically significant. Holiday dummy and school term dummy do not affect 
the result in the 2-month window, either. This result lends further support to the notion that 
the ERP policy in Singapore is effective in inducing commuters to use more public 
transportation mode both in 1-month and 2-month window.  
 
[Insert Table 3.4 here] 
 
We also test the model of peak hours with extended two-month period. The result 
lends credence to our finding in Table 3.4. The magnitude of responsiveness increases by 3% 
and 2% in CTE Southbound and CTE Northbound respectively. Thus, we can conclude that 
the impact of toll increase on the modal choice doesn’t get alleviated at least in two months. 
Additionally, we find the same trend of comparison between affected hours and peak hours as 
we do in Table 3.2 and Table 3.3. We find significant increase of responsiveness when we 
expand the test window to the total peak hours. Thus, the results from two-month window 
reconfirm that more commuters adjust their departure time in longer term, too. 
 




3.4.3 Falsification Test 
We conduct a time falsification test to double-check if the positive increase in number 
of bus ride is unique phenomenon in the specified treatment time and treatment group. If we 
find similar significant increase of ridership in the falsified hours, the main result can be 
nullified. To see this, we arbitrarily set the toll increase hours to 1-hour slot from 2:00 pm to 
3:00 pm with the same 1-month and 2-month window. Following the model specification of 
Table 3.2-Table 3.5, we test two separate periods of one month and two months from August 
2013.   
 
The coefficients of interaction terms in Table 3.6 (1-month window) and Table 3.7 (2-
month window) are neither economically significant nor statistically significant. Especially, 
the responses from CTE Southbound in one and two-month window and CTE Northbound in 
one-month window are negative. Especially, it is notable that the coefficients in column (45)-
column (48) are economically not different from zero. After considering all the results from 
Table 3.6 and Table 3.7, we confirm that the positive increase in number of bus ride is only 
seen in our treatment group and treatment time. Thus, the positive increase of bus ridership 
after the toll increase in the treated area is a unique phenomenon which can be seen only in 
the peak hours. 
 
[Insert Table 3.6 here] 
[Insert Table 3.7 here] 
 
3.4.4 Potential Confounders 
Any unobserved confounders might have had effects on the commuters’ modal choice 
in the treatment group and treatment time. Paulley et al. (2006) argue that fares, quality of 
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service, income and car ownership can affect the demand for public transportation. Amongst 
all those factors, only the fare can change the demand for bus during our study period as the 
total sample period is too short to be affected by macro-economic factors. However, fare 
change cannot have affected our result as there was no fare change during our study period 
and this was confirmed by the LTA. At the same time, it is hard to believe that there was 
change of service quality throughout the sample area during the test period. Even if there had 
been enhancement of service quality, it is impossible that commuters get induced to use more 
buses right after the ERP rate increase coincidentally. It should be also noted that there are 
only two bus operators35 in Singapore. One operates 102 bus lines and the other operates 250 
lines. Both operators are not limited to geographic regions despite different company size. 
Kingham et al. (2001) show that the drivers are likely to use public bus services if there are 
more frequent services, better drop-off sites, discount tickets, etc. There are no known 
changes of bus schedules, general increase/improvement of bus stops, or change of 
concession card scheme during our study period. Even if the macro-economic factor cannot 
affect the commuters’ behavior in short term, a sudden increase of unemployment rate might 
induce modal change. We check the unemployment rate from 2012 to 2014. Total resident 
unemployment rate in 2012 is between 2.7% and 2.9%. Unemployment rate ranged from 2.7% 
and 2.9% in 2013. From the figures of Table 3.8, we find no significant change of 
unemployment rate between 2012 and 2013. Additionally, Table 3.9 shows that the median 
gross monthly income from work of full-time employed residents increased in 2013 
compared to 2011 and 2012. Thus, we can conclude that general commuters in Singapore 
didn’t experience financial hardship in 2013.     
 
[Insert Table 3.8 here] 
																																								 																				
35	The two companies are SMRT and SBS Transit.	
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[Insert Table 3.9 here] 
 
 Conclusion 
Since the first introduction of road pricing, congestion tax has been advocated by 
many scholars and considered in many countries. Many papers have shown the effectiveness 
of road pricing and expected transportation modal change through a series of surveys. 
However, the actual modal shift has been hardly studied in urban studies. In August of 2013, 
Singapore’s government increased toll rate for 7 gantries during sub-slots of peak hours. This 
paper aims to see the commuters’ modal change after the toll increase. We define treatment 
group as the bus trips of bus numbers that operated through 1 kilometer radius around the 
affected gantries both in the morning and evening hours. Two separate treatment time 
dummies are also designed to segregate the trip hours. First is affected hours when the new 
toll increase is applied. The other is total peak hours when toll is charged at previous level 
without further toll adjustment in August 2013. Two other gantries are selected as control 
area where the toll increase of August 2013 is not applied. By using difference-in-difference 
method, we find that bus ridership increases significantly both in the morning hours and 
evening hours. The magnitude of the increase in bus ridership during the morning hours 
ranges from 12% to 20% in the affected hours and total peak hours respectively within one 
month after the increase, while the response during the evening hours is significant at 10% 
only during the peak hours. This lower responsiveness in the evening seems to be due to the 
relatively flexible trip schedule of commuters in the evening compared to the morning hours. 
When we extend the treatment period to two-month window, we find slight increase of the 
responsiveness with no decrease of bus ridership. This confirms that the effect of toll increase 
has long-lived effect on the increase of bus ridership at least in two months. We also conduct 
a separate time falsification test by setting arbitrary treatment time slot from 2:00 pm to 3:00 
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pm within the same treatment area. We find no significant response in the falsified treatment 
time and some of the coefficients are not economically different from zero. The results of this 
paper confirm the survey response of the extant papers and add significant contribution to the 
policy measures. Additionally, this paper is the first to test the actual response in 
transportation modal change to public transportation with natural experiment. A few 
confounders to the results of this study can be considered from the factors described in the 
existing papers. However, it is hard to connect macro-economic factors with the main results 
of this paper as it is less convincing that macro-economic factors affected in the specific area 
and time, especially within one or two months’ short period. This paper can be extended to 
other transportation modal choice, such as cycling, subway, etc., with feasible study 
framework and reliable datasets. If the future study on other transportation modal choice 
finds significant results, it will be more meaningful to the policy makers along with current 




Table 3. 1: List of Variables and Descriptions 
Variables Description 
lride Number of bus ride of each bus line per 30 minutes in logarithm term 
Treatment 
A location identification variable that has a value of 1, if bus 
number of the ride passes through 1 km radius circle around 
gantries with toll increase on August 5th, 2013; and 0 otherwise 
Afteraffected 
A time dummy variable that identifies the policy shocks, and it 
has a value of 1, if a bus trip started on or after August 5th, 
2013 within the toll-increased hours; and 0 otherwise 
Afterpeak 
A time dummy variable that identifies the policy shocks, and it 
has a value of 1, if a bus trip started on or after August 5th, 
2013 within the peak hours; and 0 otherwise 
Afterfalsify 
A time dummy variable that identifies the policy shocks, and it 
has a value of 1, if a bus trip started on or after August 5th, 
2013 within the falsified affected hours (2:00pm-3:00pm); and 
0 otherwise 
Treatment × Afteraffected 
An interaction dummy variable is used in the diff-in-diff model 
to test the joint effects of ex-post increase of ERP rate for the 
number of bus ride after August 5th, 2103 within affected hours 
Treatment × Afterpeak 
An interaction dummy variable is used in the diff-in-diff model 
to test the joint effects of ex-post increase of ERP rate for the 
number of bus ride after August 5th, 2103 within total peak 
hours 
Treatment × Afterfalsify 
An interaction dummy variable is used in the diff-in-diff model 
to test the joint effects of ex-post increase of ERP rate for the 
number of bus ride after August 5th, 2103 within arbitrary toll 
charging hours(2:00pm to 3:00pm) 
Dholiday 
A dummy variable for the public holiday on August 8th(Hari 
Raya Puasa) and August 9th (National Day) of 2013; and 0 
otherwise 
Dschool 
A dummy variable for the school term (after August 12th, 2103) 
when most of universities start new semester in Singapore; and 
0 otherwise 
 
Note: The table summarizes a list of variables with their descriptions. lride, which is the log-number 
of bus ride during each 30-minute slot, is used as the dependent variable in the model. We compute 
the lride for each bus number during the test window. Other variables are used as independent 
variables in the empirical models. 
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Table 3.2: Effects of Toll Increase on Bus Ride during Affected Hours within 1 Month 
 
         
 
Test Period: August 1st 2013-August 25th 2013 
 
CTE Southbound CTE Northbound 
Dependent variable=lride (1) (2) (3) (4) (5) (6) (7) (8) 
         
         Treatment X Afteraffected 0.118** 0.118** 0.118** 0.118** 0.070 0.068 0.069 0.068 
 
(2.23) (2.25) (2.23) (2.25) (0.99) (0.97) (0.99) (0.97) 
Treatment   0.005 0.005 0.005 0.005 0.011 0.011 0.011 0.011 
 
(0.49) (0.54) (0.50) (0.54) (0.88) (0.87) (0.87) (0.87) 
Afteraffected 0.255*** 0.296*** 0.238*** 0.292*** 0.633*** 0.677*** 0.616*** 0.670*** 
 
(8.19) (9.59) (7.64) (9.47) (17.40) (18.83) (16.95) (18.69) 
Constant 5.158*** 5.167*** 5.110*** 5.158*** 5.768*** 5.781*** 5.722*** 5.767*** 
 
(206.25) (206.86) (202.67) (208.95) (164.98) (166.20) (162.66) (167.32) 
         Observations 57,071 57,071 57,071 57,071 37,506 37,506 37,506 37,506 
R-squared 0.304 0.322 0.307 0.322 0.337 0.356 0.339 0.356 
Bus # FE YES YES YES YES YES YES YES YES 
Day of Week FE YES YES YES YES YES YES YES YES 
Dholiday NO YES NO YES NO YES NO YES 
Dschool NO YES YES NO NO YES YES NO 
 
Note: This table reports the result of regressing log-bus ridership on the interaction dummy variable “Treatment × Afteraffected” where Treatment means all 
the bus rides in the 1 kilometer radius around the gantries that experienced toll increase in August 2013 and Afteraffected is indicator dummy for the affected 
hours and one month after the effective toll increase date. The coefficients on the interactive terms capture the effects of the ex post increase of toll on the 
change of the bus ridership in the affected areas and hours relative to the control group. Each column was tested with or without indicator dummy for 
public holiday and for university semester. Standard errors are given in parentheses. *** p<0.01, ** p<0.05, * p<0.1  
61	
	
Table 3.3: Effects of Toll Increase on Bus Ride during Peak Hours within 1 Month 
         
 
Test Period: August 1st 2013-August 25th 2013 
 
CTE Southbound CTE Northbound 
Dependent variable=lride (9) (10) (11) (12) (13) (14) (15) (16) 
         
         
Treatment X Afterpeak 0.200*** 0.199*** 0.199*** 0.199*** 0.105** 0.103** 0.105** 0.102** 
 
(5.88) (5.93) (5.87) (5.92) (2.34) (2.32) (2.33) (2.31) 
Treatment   -0.003 -0.003 -0.003 -0.003 0.007 0.007 0.007 0.007 
 
(-0.32) (-0.28) (-0.31) (-0.28) (0.56) (0.56) (0.56) (0.55) 
Afterpeak 0.264*** 0.312*** 0.247*** 0.304*** 0.541*** 0.595*** 0.526*** 0.583*** 
 
(13.08) (15.55) (12.23) (15.24) (22.95) (25.44) (22.26) (25.08) 
Constant 5.161*** 5.176*** 5.116*** 5.161*** 5.769*** 5.790*** 5.728*** 5.768*** 
 
(206.86) (207.87) (203.36) (209.71) (165.75) (167.43) (163.51) (168.27) 
         Observations 57,071 57,071 57,071 57,071 37,506 37,506 37,506 37,506 
R-squared 0.308 0.327 0.310 0.327 0.344 0.364 0.345 0.363 
Bus # FE YES YES YES YES YES YES YES YES 
Day of Week FE YES YES YES YES YES YES YES YES 
Dholiday NO YES NO YES NO YES NO YES 
Dschool NO YES YES NO NO YES YES NO 
 
Note: This table reports the result of regressing log-bus ridership on the interaction dummy variable “Treatment × Afterpeak” where Treatment means all 
the bus rides in the 1 kilometer radius around the gantries that experienced toll increase in August 2013 and Afterpeak is indicator dummy for the total peak 
hours and one month after the effective toll increase date. The coefficients on the interactive terms capture the effects of the ex post increase of toll on the 
change of the bus ridership in the affected areas and during the peak hours relative to the control group. Each column was tested with or without indicator 




Table 3.4: Effects of Toll Increase on Bus Ride during Affected Hours within 2 Months 
         
 
Test Period: August 1st 2013-September 29th 2013 
 
CTE Southbound CTE Northbound 
Dependent variable=lride (17) (18) (19) (20) (21) (22) (23) (24) 
 
        
 
        
Treatment X Afteraffected 0.143*** 0.143*** 0.143*** 0.143*** 0.082* 0.081* 0.082* 0.081* 
 
(4.44) (4.46) (4.44) (4.46) (1.92) (1.92) (1.92) (1.92) 
Treatment   0.010* 0.010* 0.010* 0.010* 0.006 0.006 0.006 0.006 
 
(1.65) (1.68) (1.65) (1.68) (0.78) (0.77) (0.77) (0.76) 
Afteraffected 0.475*** 0.483*** 0.467*** 0.480*** 0.728*** 0.738*** 0.720*** 0.734*** 
 
(24.96) (25.55) (24.55) (25.39) (32.93) (33.53) (32.58) (33.39) 
Constant 5.186*** 5.209*** 5.126*** 5.186*** 5.767*** 5.792*** 5.707*** 5.767*** 
 
(310.90) (301.01) (297.37) (312.67) (248.25) (242.69) (239.44) (249.77) 
         Observations 129,096 129,096 129,096 129,096 84,998 84,998 84,998 84,998 
R-squared 0.307 0.315 0.308 0.315 0.338 0.346 0.339 0.346 
Bus # FE YES YES YES YES YES YES YES YES 
Day of Week FE YES YES YES YES YES YES YES YES 
Dholiday NO YES NO YES NO YES NO YES 
Dschool NO YES YES NO NO YES YES NO 
 
Note: This table reports the result of regressing log-bus ridership on the interaction dummy variable “Treatment × Afteraffected” where Treatment means all 
the bus rides in the 1 kilometer radius around the gantries that experienced toll increase in August 2013 and Afteraffected is indicator dummy for the affected 
hours and two months after the effective toll increase date. The coefficients on the interactive terms capture the effects of the ex post increase of toll on the 
change of the bus ridership in the affected areas and hours relative to the control group. Each column was tested with or without indicator dummy for 
public holiday and for university semester. Standard errors are given in parentheses. *** p<0.01, ** p<0.05, * p<0.1  
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Table 3.5: Effects of Toll Increase on Bus Ride during Peak Hours within 2 Months 
         
 
Test Period: August 1st 2013-September 29th 2013 
 
CTE Southbound CTE Northbound 
Dependent variable=lride (25) (26) (27) (28) (29) (30) (31) (32) 
         
         
Treatment X Afterpeak 0.234*** 0.234*** 0.234*** 0.234*** 0.121*** 0.120*** 0.120*** 0.120*** 
 
(11.34) (11.40) (11.34) (11.39) (4.43) (4.42) (4.42) (4.42) 
Treatment   -0.000 -0.000 -0.000 -0.000 0.001 0.001 0.001 0.001 
 
(-0.07) (-0.04) (-0.06) (-0.05) (0.14) (0.12) (0.13) (0.12) 
Afterpeak 0.467*** 0.478*** 0.459*** 0.473*** 0.637*** 0.650*** 0.630*** 0.644*** 
 
(37.82) (38.93) (37.21) (38.54) (44.31) (45.38) (43.77) (45.03) 
Constant 5.190*** 5.225*** 5.139*** 5.190*** 5.768*** 5.807*** 5.717*** 5.768*** 
 
(313.30) (304.17) (300.13) (315.17) (250.22) (245.29) (241.68) (251.82) 
         Observations 129,096 129,096 129,096 129,096 84,998 84,998 84,998 84,998 
R-squared 0.317 0.325 0.318 0.325 0.348 0.357 0.349 0.357 
Bus # FE YES YES YES YES YES YES YES YES 
Day of Week FE YES YES YES YES YES YES YES YES 
Dholiday NO YES NO YES NO YES NO YES 
Dschool NO YES YES NO NO YES YES NO 
 
Note: This table reports the result of regressing log-bus ridership on the interaction dummy variable “Treatment × Afterpeak” where Treatment means all 
the bus rides in the 1 kilometer radius around the gantries that experienced toll increase in August 2013 and Afterpeak is indicator dummy for the total peak 
hours and two months after the effective toll increase date. The coefficients on the interactive terms capture the effects of the ex post increase of toll on the 
change of the bus ridership in the affected areas and during the peak hours relative to the control group. Each column was tested with or without indicator 




Table 3.6: Time Falsification Test with Arbitrary Event Time in 1 Month Window 
         
 
Test Period: August 1st 2013-August 25th 2013 
 
Falsified Time (14:00-15:00) 
 
CTE Southbound CTE Northbound 
Dependent variable=lride (33) (34) (35) (36) (37) (38) (39) (40) 
 
        
 
        
Treatment X Afterfalsify -0.010 -0.012 -0.011 -0.012 -0.007 -0.010 -0.008 -0.010 
 
(-0.19) (-0.23) (-0.20) (-0.23) (-0.10) (-0.14) (-0.11) (-0.14) 
Treatment   0.007 0.008 0.007 0.008 0.012 0.012 0.012 0.012 
 
(0.77) (0.82) (0.78) (0.82) (1.00) (0.99) (0.99) (0.99) 
Afterfalsify 0.137*** 0.177*** 0.120*** 0.174*** 0.107*** 0.148*** 0.089** 0.145*** 
 
(4.38) (5.72) (3.83) (5.63) (2.90) (4.08) (2.42) (3.99) 
Constant 5.157*** 5.164*** 5.108*** 5.157*** 5.768*** 5.774*** 5.718*** 5.767*** 
 
(206.01) (206.50) (202.41) (208.67) (164.05) (164.97) (161.68) (166.26) 
         Observations 57,071 57,071 57,071 57,071 37,506 37,506 37,506 37,506 
R-squared 0.303 0.321 0.305 0.321 0.330 0.348 0.332 0.348 
Bus # FE YES YES YES YES YES YES YES YES 
Day of Week FE YES YES YES YES YES YES YES YES 
Dholiday NO YES NO YES NO YES NO YES 
Dschool NO YES YES NO NO YES YES NO 
 
Note: This table reports the result of regressing log-bus ridership on the interaction dummy variable “Treatment × Afterfalsified” where Treatment means all 
the bus rides in the 1 kilometer radius around the gantries that experienced toll increase in August 2013 and Afterfalsified is indicator dummy for the hours 
arbitrarily set (14:00-15:00) for falsification test and one month after the effective toll increase date. The coefficients on the interactive terms capture the 
effects of the ex post increase of toll on the change of the bus ridership in the affected areas and falsified hours relative to the control group. Each column 
was tested with or without indicator dummy for public holiday and for university semester. Standard errors are given in parentheses. *** p<0.01, ** 
p<0.05, * p<0.1  
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Table 3.7: Time Falsification Test with Arbitrary Event Time in 2 Months Window 
         
 
Test Period: August 1st 2013-September 29th 2013 
 
Falsified Time (14:00-15:00) 
 
CTE Southbound CTE Northbound 
Dependent variable=lride (41) (42) (43) (44) (45) (46) (47) (48) 
         
         
Treatment X Afterfalsify -0.024 -0.025 -0.025 -0.025 0.004 0.003 0.004 0.003 
 
(-0.75) (-0.78) (-0.76) (-0.78) (0.10) (0.07) (0.09) (0.07) 
Treatment   0.014** 0.014** 0.014** 0.014** 0.008 0.008 0.008 0.008 
 
(2.29) (2.33) (2.29) (2.32) (1.00) (0.99) (0.99) (0.98) 
Afterfalsify 0.116*** 0.124*** 0.108*** 0.122*** 0.084*** 0.092*** 0.075*** 0.090*** 
 
(6.04) (6.50) (5.61) (6.38) (3.73) (4.12) (3.34) (4.02) 
Constant 5.185*** 5.201*** 5.120*** 5.185*** 5.767*** 5.782*** 5.699*** 5.766*** 
 
(309.47) (299.23) (295.79) (311.20) (246.02) (240.03) (237.03) (247.47) 
         Observations 129,096 129,096 129,096 129,096 84,998 84,998 84,998 84,998 
R-squared 0.301 0.309 0.302 0.309 0.326 0.334 0.327 0.334 
Bus # FE YES YES YES YES YES YES YES YES 
Day of Week FE YES YES YES YES YES YES YES YES 
Dholiday NO YES NO YES NO YES NO YES 
Dschool NO YES YES NO NO YES YES NO 
 
Note: This table reports the result of regressing log-bus ridership on the interaction dummy variable “Treatment × Afterfalsified” where Treatment means all 
the bus rides in the 1 kilometer radius around the gantries that experienced toll increase in August 2013 and Afterfalsified is indicator dummy for the hours 
arbitrarily set (14:00-15:00) for falsification test and two months after the effective toll increase date. The coefficients on the interactive terms capture the 
effects of the ex post increase of toll on the change of the bus ridership in the affected areas and falsified hours relative to the control group. Each column 
was tested with or without indicator dummy for public holiday and for university semester. Standard errors are given in parentheses. *** p<0.01, ** 
p<0.05, * p<0.1 
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Table 3.8: Quarterly Unemployment Rate from 2012 to 2014 
 
    
 
2012 2013 2014 
Resident Unemployment Rate (%)    
Annual Average   2.8 2.8 2.7 
Seasonally Adjusted as at     
Mar 2.9 2.8 2.8 
Jun 2.8 2.9 2.8 
Sep 2.8 2.7 2.8 
Dec 2.7 2.7 2.7 
 






Table 3. 9: Median Gross Monthly Income from Work of Full-Time Employed 
Residents 
     
 
2011 2012 2013 2014 
LEVEL ($) 3,249 3,480 3,705 3,770 
  Real Change (%)* 2.9 2.5 4.0 0.7 
*Deflated by Consumer Price Index for all items at 2009 prices (2009 = 100). 
 










Note: The above figure shows the 1 kilometer boundary around the gantries that experienced toll 
increase in August 2013 (treatment group) and control group where there was no toll increase. CTE 
South Treatment experienced toll increase in the morning hours and CTE Northbound Treatment had 
toll increase in the evening hours. All the bus lines, excluding feeder bus lines and express bus lines, 
in the control and treatment area are selected as treatment group and control group respectively.   
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Appendix 3.1: Revised ERP rates with effect from 5 August 2013 
 
    
Time Period Current ERP Rates* Change in Rates* 
ERP Rates* w.e.f. 
05-Aug-13 
Southbound CTE after Braddell Road & PIE Slip Road into 
Southbound CTE – 4 gantries 
7:00 am – 7:30 
am $0.00  Increase by S$1.00 $1.00  
7:30 am – 8:00 
am $4.00  Increase by S$1.00 $5.00  
Northbound CTE Before PIE 
5:30 pm – 6:00 
pm $0.50  Increase by S$0.50 $1.00  
6:00 pm – 6:30 
pm $1.00  Increase by S$1.00 $2.00  
ECP (Fort Road) & KPE Slip Road onto 
ECP – 2 gantries 
8:30am – 
9:00am $5.00  Increase by S$1.00 $6.00  
* ERP rate per Passenger Car Unit (PCU) 
    
Source: http://www.lta.gov.sg/apps/news/page.aspx?c=2&id=58e453b0-88d3-464a-ae06-
c2b90be7a10c 
    
Note: The table show the revised rates for ERP tolls that came into effect from Monday, 5 
August 2013. The rates for the other gantries would remain unchanged. CTE, PIE, KPE, 
and ECP stand for Central Expressway, Pan Island Expressway, Kallang-Paya Lebar 





















Appendix 3.3: Visual Description of ERP System 
	
	
Note: The figure is obtained from www.lta.gov.sg. This illustration shows the appearance of In-











 Consumption Response to Temporary Price Shock: Evidence from 
Singapore’s Annual Sale Event  
ABSTRACT 
 
This paper examines the effect of price shock on consumer behavior by analyzing credit and 
debit card transactions around the island-wide sale event in Singapore. As this shopping event 
has been held for years, consumers can adjust their shopping plans in advance. We find an 
inter-temporal substitution effect where consumers spend less before the event and increase 
spending during the event. We also find that consumers show cross-categorical substitution 
behavior between the items that are likely to be affected by the shopping event and those that 
are not. Consumers who are financially constrained are more sensitive to the price change 
during the study period. The heterogeneity test finds that consumers pay by credit card first 
and switch to debit card afterward as they are likely to max out their available credit soon 
after the start of the event.  
 
Keyword:  Consumption, Great Singapore Sale, Credit Card, Household Finance, 
Shopping, Spending  
 





Many countries introduce tax benefit or price cut schemes in an effort to boost the 
economy. Such government stimulus programs have been long studied to formulate 
macroeconomic policy due to consumer spending behavior. One type of policy is 
implemented through price. This channel is explored in a series of papers that test price 
changes by government campaigns such as cash for clunkers (Mian and Sufi, 2012) or state 
tax holidays (Agarwal, Marwell & McGranahan, 2013b). Despite these explorations, whether 
price cut schemes really boost consumption remains an open question. 
 
In this paper, we study the government stimulus program of nation-wide shopping 
promotion started in 1994 by the Singapore Tourism Board (STB) in alliance with the 
Singapore Retailers Association. In recent years, total duration of the Great Singapore Sale 
(GSS) was extended to cover 8 weeks from May to July every year. The effect of this island-
wide sales event has been salient enough to attract even foreign shoppers from the countries 
in the vicinity of Singapore. Merchants can join this event without limitation on items or 
discount rate.  
 
In this paper we use the GSS in 2010 as an anticipated price shock to the nation and 
study its impact on consumption from May 27th to July 25th of 2010. We use a unique panel 
dataset of credit and debit card transactions from a leading bank in Singapore. We exploit 
domestic credit card and debit card spending data from a representative sample group of more 
than 120,000 card holders in Singapore. Specifically, we test the responsiveness of card 
consumption to the anticipated price shock. The detailed information about the transaction 
and demographics of card holders enables us to explore heterogeneity in responsiveness 




A distributed lag model is used to test the responsiveness of consumers. We show the 
change of daily responsiveness in spending by analyzing credit and debit card transactions at 
the personal level. We test both average daily response in pre- and post-treatment period and 
evolution of daily response per each week to figure out the inter-temporal substitution of the 
spending. The reference period is designed to include 3 weeks: from 4-weeks to 2-weeks 
before the GSS. We also include a separate weekly dummy for one week before and after the 
GSS to capture the immediate inter-temporal substitution effect. In the model that shows 
dynamics of responsiveness, we test the change of consumption each week after the reference 
period. Merchant Category Codes (MCC) included in the dataset enable us to test cross-
categorical substitution. Two separate groups are designed to segregate MCC groups that are 
highly likely to be affected by the GSS (shopping category) from the other MCC groups that 
are supposed to be least affected by the GSS (non-shopping category). The richness of the 
dataset enables us to conduct various heterogeneity test as well. We conduct heterogeneity 
test per age, gender, income level, marital status, account balance, ethnicity, and credit limit.  
 
Overall, we find that consumers cut spending before and raise spending during the 
GSS. Consumers subsequently decrease spending level afterwards. This is a clear proof of 
inter-temporal substitution. When we test spending behavior in shopping and non-shopping 
categories, we find cross-categorical substitution effect. Total spending in the shopping 
category grows continuously throughout the GSS period, while spending in the non-shopping 
category is curtailed. The heterogeneity test shows that financial liquidity plays an important 
role. In particular, the financially constrained group, which has low account balances, low 
credit limits, and low monthly income, responds more markedly to the GSS. We also find that 
the constrained group has weaker cross-categorical substitution behavior as they seem to 
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remain at the minimum level in the non-shopping category. Age group comparison tests 
indicate that the responsiveness of young group in shopping category is stronger than that of 
old group in the first few weeks of the GSS. In all groups, spending by credit card is more 
prominent in the first half of the GSS period while payment by debit card increases 
significantly during the second half. We conjecture that consumers are likely to have maxed 
out their credit limit in the beginning part of the GSS; thus, they have to switch to debit card 
payment when their available credit is depleted. In terms of ethnicity and marital status, the 
Chinese group and single group shows stronger response to the GSS. The test on gender 
shows no obvious difference between male group and female group. We test if the significant 
response is from a specific date of the event. When we conduct the mean difference test 
between the first date and the second date in subsequent year, we find no significant 
difference while there is a noticeable difference in the study year.    
 
This paper contributes to the existing literature in a few ways. Since the introduction 
of Life Cycle/Permanent Income Hypothesis (LC/PIH), there have been ongoing debates 
about the effect of income shock. Bodkin (1959) tests if transitory income correlates with 
transitory consumption. He finds significant increase of consumption amongst the veteran 
group who received National Service Life Insurance dividends in 1950. Poterba (1988) 
examines two federal income tax policies in the US. The income tax rebate program of the 
US in 2001 (Johnson, Parker, & Souleles, 2006; Agarwal, Liu, & Souleles, 2007) and 
Economic Stimulus Act in 2008 (Parker 2014; Parker, Souleles, Johnson, & McClelland, 
2013) are tested to see the sensitivity in consumption. While all these tax abatement or 
reimbursement tests show significant increase in spending, Browning and Collado (2001) 
find little evidence of spending response among Spanish-speaking households. A few papers 
find reasons for this discrepancies in responsiveness to income shock in size of the shock. 
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Hsieh (2003) and Scholnick (2013) find that consumers do not respond to larger income 
shocks by testing Alaska’s Permanent Fund and Canadian data of mortgagors’ loan payoff 
information. Even if we do not directly test the anticipated or unanticipated income shock, we 
tangentially test the validity of LC/PIH by analyzing the relationship between spending 
behavior and anticipated price shock, which affects the purchasing power of the consumers.  
 
Additionally, we differentiate our study from previous papers that examine the 
consumption response to price shock in that the item types and discount levels are not limited 
by regulations. For example, the papers on the State Tax Holidays or cross-border shopping 
behavior (Agarwal, Chomsisengphet, Ho, & Qian, 2013a; Agarwal et al., 2013b; Cole, 2009) 
have weakness in that the price change is limited by the local sales tax rate or the items are 
limited to school-related spending. Thus, we contribute to the extant literature by testing 
consumers behavior in a broader and more extensive manner as it relates to the GSS, our 
main event. Our paper is closely related to Agarwal et al. (2013b) as we test the 
responsiveness of consumers to the anticipated price change; however, the event of our study 
is more salient than the events of the previous studies and price shock is larger than that of 
studies related to sales tax holidays.  
 
This paper is organized as follows. Section 4.2 and 4.3 discuss the Great Singapore 
Sale and the data/methodology respectively. Section 4.4 documents the responsiveness of 
consumers to the island-wide shopping event and results from additional heterogeneity tests, 




 The Great Singapore Sale 
The Great Singapore Sale is an island-wide shopping event in Singapore. It was 
launched and organized in 1994 by the Singapore Tourism Board (STB) in alliance with the 
Singapore Retailers Association. In the early stages, it was held during the school holiday 
season for about a month. Early participants at the GSS were limited to major department 
stores and big retailers. However, the scope of participants became much wider and the GSS 
period was expanded to two months so that the GSS can better promote the shopping 
experience of both domestic Singaporeans and foreign visitors. When the GSS was first 
implemented, Singapore’s government played a crucial role. In 1994 the STB spent S$3 
million to promote the GSS, with great success. The support of the STB amounted to S$4 
million in the subsequent year. The STB announced that it would invest an estimated S$20 
million on the tourism promotion that encompasses airline, hospitality, retail, food & 
beverage, and entertainment business in May 2015 to coincide with the GSS period.  
  
Discount rates during the GSS vary from store to store; some products are sold at up 
to a 70% discount. Participants include department stores and small shops. Products include 
but are not limited to: apparel and accessories, watches, jewelry, toys, books, stationery, 
music CDs, homeware, furniture, electrical appliance, beauty and wellness services, food and 
beverage, and the majority of products sold at department stores. On top of the attractive 
price, shoppers can enjoy promotions offered by affiliated companies, such as credit card 
firms. MasterCard is the official credit card sponsor of this event and offers various chances 
to win freebies or vouchers. A few department stores provide shoppers with opportunities to 




Corresponding to these efforts of the government and retailers, total retail revenue has 
been growing year after year, except when natural disaster or financial crisis froze the market. 
The GSS recorded S$2 billion retail sales in 1996. The retail sales during the two-month 
period in 2014 amounted to S$6.4 billion36according to a press release from the Singapore 
Retailers Association, the official organizer of the event. To show the salience of this sales 
event, we analyze the proportion of MasterCard spending during the GSS to total GDP of 
Singapore in Figure 4.1. The figure shows that the percentage of MasterCard spending over 
GDP gradually increased from 2006 to 2014, particularly, from 2010 onward. Considering 
the fact that Singaporeans use various types of credit/debit cards, including MasterCard, we 
can conclude that the total spending during the GSS cannot be considered as a small amount. 
All these figures lend weight to the salience of the GSS in Singapore’s economy.    
 
[Insert Figure 4.1 here] 
	
 Data and Empirical Methodology  
4.3.1  Data 
We used a unique, proprietary dataset of credit and debit card spending from a major 
leading bank in Singapore. The bank has more than four million customers, which comprises 
over 80 percent of Singapore’s population, and over 280 branches across 19 markets in Asia. 
It also has over four times as many automatic teller machines (ATMs) as other banks in 
Singapore. It is known that the bank’s fee and cost structures are similar to the other major 
banks. (Agarwal and Qian, 2014) According to a survey by HSBC37, Singapore’s cardholders 
swipe their main card for 77% of total credit card spending. This means that the majority of 






we don’t have information regarding to the customers’ relationships with other banks, it is 
less likely to for customers in our sample to have other primary banks due to the market share 
and convenience of the easy access to branches and ATMs with wider geographic coverage.  
 
Figure 4.2 shows the statistics of the credit and charge card markets in Singapore 
from 2005 to 2014. The blue solid line is total number of credit and charge cards in Singapore. 
The red dotted line is total card billing amount in millions of Singaporean dollars. We also 
draw a trend line of billing amount to smooth seasonality. Both the number of cards and the 
billing amount have increased over the past 10 years. This confirms that credit and charge 
card has become increasingly important means of transaction. Gross and Souleles (2002) 
confirm that 20 percent of aggregate personal consumption is transacted by using credit card. 
As this statistic is based on the American dataset, we collect similar data from Singapore and 
find a similar dependence on credit. According to a market report from Visa International38, 
one of the biggest global credit card companies, credit card spending accounted for 21.6 
percent of household consumption in Singapore as of 4th quarter 2003.  
 
[Insert Figure 4.2 here] 
  
A great advantage of this dataset lies in the detailed information about consumption 
and representative size of sample. Our original sample contains credit and debit card 
transactions of more than 180,000 cardholders over a period of 24 months ranging from April 
2010 to March 2012. We know the transaction date, the name of merchant, merchant 







card or debit card, and personal identifier for each purchase. The dataset also contains 
cardholders’ demographic information including age, gender, income level, credit limit, 
account balance, ethnic group, and marital status. The richness of the dataset enabled us to 
conduct various heterogeneity tests. Many papers on consumer spending used survey data 
(Zeldes, 1989a; Zeldes, 1989b; Carroll, 1997; Hsieh, 2003; Johnson et al., 2006; Parker et al., 
2013; Parker, 2014). Even if the survey dataset contains meaningful information about 
consumption behaviors, the information of survey cannot be as rich as credit/debit card 
information. Additionally, credit card datasets are said to have little measurement error 
(Agarwal et al., 2013b).  
 
To test the daily response to the GSS, we aggregate the transaction data at the 
individual-day level. We only consider domestic retail transactions as the scope of our study 
is to find the effect of domestic shopping event on consumption. In addition, we drop 
transactions related to annual fees and other fees that are not affected by the GSS. We only 
include the cardholders who have transactions by both credit card and debit card during our 
study period so we can compare the spending behavior between credit and debit cards. The 
original dataset contains transaction information from April 2010 to March 2012. Although 
the Great Singapore Sale is held every year, we analyze only 2010 data because Singapore’s 
government announced that all adult Singaporeans aged 21-years-old and above in 2011 
would receive Growth Dividend, which was a cash payout program of US$1.17 billion. On 
top of the tax reimbursement, Singapore’s government filled up the medical pension balance. 
All the benefits from Growth Dividend program in 2011 could have affected the budget of 
Singaporeans. We use the information of April 2010 to identify the customers’ pre-treatment 
characteristics including demographics, credit limit, account balance, and monthly income 




Our target study period is from April 29, 2010 to August 1, 2010. The total period 
contains 4 weeks before the GSS, whole period of the GSS, and 1 week after the GSS. We 
use the first 3 weeks as the reference period and compare the changes of consumer spending 
behavior from 1 week prior to the GSS to 1 week after the GSS. It is not plausible to extend 
the study period as there were other events in Singapore that could have affected the 
consumption responses. As the responses in spending per day is too noisy to see a significant 
change in spending, our data is tested on a weekly basis by aggregating transaction data at the 
daily level. Following Agarwal et al. (2013b), we fill in the days with missing transactions 
with a transaction amount of $0. This balancing process is repeated for debit card transactions. 
We divide total spending into two groups depending on the Merchant Category Code39. The 
first category is shopping,40 which includes items likely to be discounted during the GSS. 
Spending in the non-shopping41 category is less likely to get price discount from the GSS. We 
include in the Appendix 4.1 a more detailed discussion on the spending categories in the data.     
 
After data cleaning, we have total of 122,861 card holders with an average age of 41.6 
and an average monthly income of S$5,922. Females account for 40% of the total cardholders 
and 81% of the sample group are Chinese. Married cardholders constitute 47% of the sample. 
																																								 																				
39 Several MCCs were dropped from the dataset as it was not clear if those were affected by the GSS or not. For 
example, MCC of telecommunications may have little to do with the GSS if it only included spending on utility 
bills. However, telecommunications contained spending on purchase of mobile phones or accessories of phones.  
40 The shopping category contains the following MCCs: Apparel; Art, Crafts; Hobbies; Automotive Related; 
Beauty Salons & Cosmetics & Spa; Books & News; Building Construction; Child & Mother Care; Department 
Stores; Dining; Electronic & Computer; Entertainment & Recreational; Food & Beverage Stores; Home/Office 
Furnishing & Appliances; Music; Photography/ Photocopy; Sports Merchandise; Specialty Retail; Supermarkets; 
and Watches & Jewelry. 
41 Non-shopping category means spending categories that are less likely to be related to Great Singapore Sale 
and includes: Airlines, Associations/ Memberships, Driving Centers, Education, Fuel, Government, 
Hotels/Lodgings, Insurance, Land & Sea Transportation, Medical, NETS-Kiosk, Pets, Professional Services, 
Rental, Repair, Specialized Cleaning Services, and Tour Agencies. 
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Cardholders have a mean checking account balance of S$37,434 as of April, 2010. For more 
detailed information about the summary statistics, see Table 4.1. 
 
[Insert Table 4.1 here] 
 
4.3.2 Empirical Methodology 
We analyze the responsiveness of spending by using a distributed-lag model with 
credit and debit card spending at the daily level. This model tests responsiveness using three 
methods: total daily spending at the individual level, average spending per transaction, and 
number of daily transactions. Responsiveness is regressed on a weekly basis to avoid the 
varied patterns that would result from daily analysis. We classify the period from April 29, 
2010 to May 26, 2010 (4 weeks) as the pre-treatment period, and the period from May 27, 
2010 to July 25, 2010 (60 days) as the post-treatment period. We include separate weekly 
dummies for one week right before and right after the GSS to figure out the inter-temporal 
substitution effect. We capture two forms of responsiveness: average daily responsiveness 
and dynamics of responsiveness. The former shows the change in the average daily 
responsiveness during the post-treatment term, while the latter captures weekly change in 
daily responsiveness after the event. Additionally, we categorize transactions into two groups 
depending on the merchant category codes (MCC); the shopping category contains 
transactions that are likely to be affected by the GSS, while the non-shopping category is not 
likely to be affected by the GSS. We test both average daily responsiveness and dynamics of 




First, we study average daily responsiveness, which shows the change in spending 
during three periods: one week before, during, and one week after the GSS. The model 
specification is as follows: 
 Y",$ = α + ()*+,	x	1)*+, + 	(011	x	1011 + ()23$,x	1)23$, + 4" + 567, + 8",$ Eq (4.1) 
 
whereas Y",$ measures the responsiveness to the GSS (i.e. total daily spending, average daily 
spending per transaction, or number of daily transaction); 1)*+, is a dummy variable for one 
week right before the GSS; 1011 is a dummy variable for the total period of the GSS; 1)23$, 
is dummy variable for one week right after the GSS; 4" is the individual dummy to capture 
the different level and preference of spending amongst cardholders; 56 is a dummy variable 
for day of week to capture the difference of spending level per each day of week; 8",$ is an 
error term. Standard errors are clustered at individual level throughout our study. More 
detailed description of all the variables is listed in Appendix 4.1. 
 
Secondly, we test the dynamics of responsiveness in each week. Instead of comparing 
the reference period with 3 separate terms (1pre1, 1GSS, and 1post1), we split the GSS period into 
9 weeks; thus, we compare spending from 11 separate periods to the 3 weeks of reference 
period. One thing to note is that total period of the GSS is 60 days, or 8 weeks and 4 days. 
Thus, last week (Week 8) contains only 4 days instead of full 7 days. However, as we control 
for day of week in all the analyses, the comparison of coefficients throughout the window 
should have no issues. Model specification of the dynamics of responsiveness is as follows:  




In addition to Eq (4.1) and Eq (4.2), we also test heterogeneity of responsiveness in terms 
of age, gender, income level, credit limit, account balance, ethnic group, and marital status. 
The specification of the heterogeneity test is as follows: 
 Y",$ = α + (9:9;<, 	x	19++=	9 + (>,,9:9;<, 	x	1>,	x	19++=	9 + ⋯+(>(A<,),9:9;<, 	x	1>(A<,)	x	19++=	9 + 4" + 567, + 8",$   Eq (4.3) 
 
where N is the total number of subgroups. We divide total consumers into N-groups per each 
heterogeneity test specification such as credit limit, age, or income level. Nth group is the 
reference group, which is not shown in Eq (4.3).  
 
 Empirical Results 
We start by investigating the average daily responsiveness to the GSS in the pre- and 
post-treatment periods. We test the dynamics of responsiveness on a weekly level during the 
GSS by using a distributed-lag model. To find the immediate inter-temporal substitution, we 
add two weekly dummy variables for one week before and after the GSS respectively. Then, 
we examine the dynamics of responsiveness to the GSS across different categories of 
cardholders; we test heterogeneity of response in terms of age, account balance, credit limit, 
monthly income, card type (credit vs. debit), ethnicity, gender, marital status, and product 
durability. To further test the robustness of the results, we conduct additional tests to see if 




4.4.1 Average Daily Responsiveness 
Panel A of Table 4.2 shows the responsiveness to the GSS in total sample by using Eq 
(4.1). As 1)*+, and 1)23$, are dummy variables that equal to 1 for the one week right before 
and right after the GSS respectively, ()*+, and ()23$, captures radical changes of spending 
before and after the GSS if there are any. In the same manner,	(011 captures the response to 
the shopping event during the GSS period. To consider the differences in spending behavior 
among days of week, a dummy for day of week (56) is included in Eq (4.1). We set the first 
three weeks as a reference period, and ()*+, ,	(011 , and ()23$,  signify relative change in 
spending compared to this period. As explained in section 4.3.2, we categorize MCCs into 
two categories: shopping and non-shopping. Results from the total, shopping, and non-
shopping categories are shown in Panel A, B, and C respectively.  
 
[Insert Table 4.2 here] 
 
In Panel A, we see the response to the GSS in the total MCC category. Total daily 
spending clearly increases during the GSS and drops afterwards. In terms of average 
spending per transaction, we find significant decrease of spending only after the GSS. The 
number of transactions changes during the treatment period but is not economically 
significant. We expected to find inter-temporal substitution where the spending right before 
the GSS should decrease. In contrast to our expectation, total daily spending and average 
spending per transaction are not statistically significant. To further investigate the inter-
temporal substitution effect, we test the shopping and non-shopping categories in Panels B 
and C. In Panel B, we find prominent inter-temporal substitution before and after the GSS: 
cardholders spend significantly less before and after the GSS in terms of total daily spending. 
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The magnitude of the decrease is statistically and economically significant. In addition to this 
decrease, we find a conspicuous increase of spending during the GSS. The results of column 
(2) also confirm inter-temporal substitution, where spending per transaction increases during 
the GSS and drops thereafter. Panel C shows the results from the non-shopping category. In 
contrast to the shopping category, we find that consumers spend more in the non-shopping 
category in the pre-treatment period and decrease spending levels during the GSS. The results 
in columns (1) and (2) show that consumers maintain a lower level of spending even after the 
GSS. When we compare Panels B and C, we find that cardholders spend more in the non-
shopping category before the GSS and increase spending level in the shopping category 
during the GSS. After the nation-wide shopping event, consumers spend less both in 
shopping and non-shopping categories. Thus, our results confirm our expectation that 
consumers would show both inter-temporal substitution, spending less before the GSS and 
more during the GSS, and cross-categorical substitution, spending more on items discounted 
during the GSS and less on the items that are less related to the GSS. In the extant paper on 
the State Tax Holiday, Agarwal et al. (2013) fail to find a significant substitution effect. We 
conjecture that the insignificant results are due to the narrow range of the items affected by 
the State Tax Holiday program in the US.  
 
We also separate the total category into eight subcategories 42 : apparel, dining, 
durable, entertainment, other, service, supermarket, transport, and travel. Table 4.3 shows 
responsiveness to the GSS in each sub-category.  Overall, consumers spend an estimated 27 
cents more on a daily basis during the GSS. While we find no significant change in total daily 
spending in dining and other, apparel shows clear inter-temporal substitution. Consumers 
spend 39 cents less in the week right before the GSS and 25 cents less in subsequent week 
																																								 																				
42 Definitions of eight subcategories are explained in the Appendix 4.1.		
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following the GSS. Spending on the durable and travel categories shows an extended 
response in the weeks after the GSS. However, the spending on the durable category 
increases positively while consumers spend less travel during and after the GSS. The 
coefficient of total daily spending on transport suggests that consumers spend less in the 
week before and during the GSS; consumption of transport bounces back after the GSS. 
Spending on entertainment increases significantly during the GSS and decreases afterwards. 
The Service category, which is composed mainly of non-shopping items except for Beauty 
Salons & Cosmetics & Spa, shows a significant increase in spending before the GSS and 
slight increase during. The responsiveness in supermarket category is not significant until the 
end of the GSS and becomes significantly negative after the GSS. 
  
[Insert Table 4.3 here] 
 
4.4.2 The Dynamics of Responsiveness 
In addition to the average response to the GSS in Table 4.2, we investigate the 
dynamic change of the spending during the treatment period per each week by using Eq (4.2), 
and the result is shown in Table 4.4. In Table 4.4, Week 0 means the first week of the GSS 
period and Week 8 means the last week of the GSS. We show total daily spending in the total, 
shopping, and non-shopping categories in Table 4.4. Table 4.4 reconfirms that consumers 
clearly show inter-temporal and cross-categorical substitution throughout the study period. 
What is more interesting is that when consumers increase the spending level in the shopping 
category, the coefficient of non-shopping category is always negative except for the week 
right after the GSS. Even when the coefficients are not statistically significant, we find that 
the estimated responsiveness of shopping and non-shopping category is always opposite. We 
also find that most of the positive increase of spending behavior in shopping category is 
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front-loaded. Although the magnitude of positive response decreases over the time, we see 
that the coefficients are significantly positive in the first 5 weeks in shopping category. 
Accordingly, the response in non-shopping category is negative during that period. Lastly, 
the consumers increase spending in the last week. This seems to be due to the consumption 
behavior of chasing last-minute deals. In general, we can conclude that consumers spend on 
non-shopping category before the shopping season and increase the spending level in 
shopping related items during the promotion period. After the shopping spree, consumers step 
back from spending both in shopping and non-shopping categories.  
 
[Insert Table 4.4 here] 
 
Figure 4.3 shows the cumulative response to the GSS from one week before the GSS 
(Pre1) to one week after the GSS (Post1). Two blue vertical lines at 0 and 8 stand for the first 
and last week of the GSS. The figures plot cumulative spending per total, shopping, and non-
shopping categories with corresponding 95 percent confidence intervals. Consistent with 
Tables 4.2 and 4.4, inter-temporal and cross-categorical substitution is clearly seen in Figure 
4.3, especially when shopping and non-shopping categories are compared. 
 
[Insert Figure 4.3 here] 
 
4.4.3 Heterogeneity Test 
Next we further test the heterogeneity of spending in response to the GSS for better 
understanding of different behavior across varied characteristics in demographics, financial 
status, card type, and product durability. Agarwal et al. (2007) argue that difference in 
liquidity constraint level can affect the responsiveness to government stimulus program. They 
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show that spending of liquidity-constrained group rise most while debt of unconstrained 
group declines most. The richness of the dataset enables us to test responsiveness in 
heterogeneous sub-groups. The dataset contains information about age, account balance, 
credit limit, monthly income, ethnicity, gender, and marital status. Firstly, we sub-group all 
samples into high, middle, and low groups in the terms of age, account balance, credit limit, 
and monthly income. We use 25% and 75% as cut-off levels for low and high groups. Then, 
we compare differences between high group and low groups. When we test for ethnicity, we 
compare Chinese and non-Chinese groups; the Chinese group constitutes 81 percent of our 
sample. Additionally, we test spending response across marital status and gender. As seen in 
the summary statistics in Table 4.1, the cutoff line of 25% and 75% for age groups is 33.7 
and 47.5 respectively. We also classify cardholders as members of the low account balance 
group if the cardholders have account balance below 25% of the account balance distribution 
(or S$1,917) and members of the high account balance group if the account balance is above 
the 75% level (or S$28,167). In terms of credit limit, the top 25% group has a credit limit of 
S$11,000 while the bottom 25% has a limit of S$5,000. The cutoff line for high and low in 
monthly income heterogeneity test is S$6,833 and S$2,980. Lastly, we compare different card 
types, i.e. credit and debit, and product durability. We expect that consumers prefer a certain 
type of card across the GSS. By comparing durable and non-durable products within 
shopping category, we plan to figure out the order of items purchased.  
 
Heterogeneity analysis by demographics: age, ethnicity, gender, marital status.  
We first classify two age groups: old and young. The Old group is defined as a 
subgroup whose age is above 75% of the average age of total consumers, while the young 
group is a subgroup whose age is below 25% of the average. Panel A of Figure 4.4 plots 
cumulative total spending in total category and we find the response is insignificant in 
90	
	
general for both groups. However, we find slight difference of response in the shopping 
category. The spending level of the young group increases continuously until week 3, while 
the old group takes a pause in week 1 and increases spending gradually afterwards. 
Additionally, the old group shows slight increase in spending at the end of the GSS. On the 
other hand, cumulative spending from the young group maintains similar level in the later 
period of the GSS. Both groups spend more in the non-shopping category right before the 
GSS. However, the estimated response is not statistically significant.  
 
We also test the heterogeneous response in different ethnic groups. The summary 
statistics in Table 4.1 shows that 81% of the total cardholders in our study is ethnically 
Chinese. The rest of the consumers are Indian, Malay, or another ethnicity. Panel B of Figure 
4.4 shows a distinct difference between the Chinese and the non-Chinese group. While the 
Chinese group gradually increases total daily spending during the GSS period after a sudden 
increase in the first week of the GSS, the non-Chinese group increases spending only slightly 
after the first week of the GSS. After week 2, spending in the total category for the non-
Chinese group declines until the end of study window. Similar to the results from total 
category, we find that the Chinese group continuously increases spending in the shopping 
category, while the non-Chinese group has a significant increase in spending only for the first 
three weeks. From the fourth week of the GSS onward, the non-Chinese group starts to spend 
less in the shopping category. What is more interesting is that the Chinese group does not 
spend significantly less even after the GSS. However, the non-Chinese group spends less 
significantly after the GSS in the shopping category. Both the Chinese and non-Chinese 
groups spend less in the non-shopping category for the whole study period. Thus, we can 
conclude that Chinese consumers show long-lived trend of positive spending during the GSS 
91	
	
while the positive spending behavior of the non-Chinese group is seen only in the front part 
of the study window. 
 
We also compare the spending pattern for male and female consumers.  The female 
group comprises 40% of total consumers in our sample. Both female and male groups show 
almost identical response to the GSS in Panel C. In the total category test, the responsiveness 
of the male group is more volatile than that of the female group. However, the two groups 
show similar responsiveness in the shopping category. Additionally, both groups spend less 
on the shopping category right before the GSS and show a sudden increase in the first week 
of the GSS. Thus, consumers show inter-temporal substitution behavior regardless of gender 
in the shopping category. Even though the spending in the non-shopping category increases 
before the GSS in both genders, the response from the female group is statistically more 
significant (p value=0.094) than the male group (p value=0.229).  
 
We then investigate heterogeneous response by marital status. It is expected that 
single group has more flexibility in budget as they are less likely to have family to support. 
Panel D confirms this expectation. The single group increases spending levels until the end of 
the GSS, while the married group increases spending at the beginning of the GSS and starts 
to cut back after week 2. This result is much clearer in the shopping category. The cumulative 
spending of the single group in the shopping category is negative before the GSS and grows 
markedly. On the other hand, the married group increases spending levels until week 2 and 
stops spending significantly more afterward. 
 
Heterogeneity analysis by financial status: account balance, credit limit, income.  
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Panel E of Figure 4.4 shows the responsiveness of the low account balance and high 
account balance groups. Consumers with the bottom 25% level of account balance increase 
spending during most of the GSS period, while high account balance group increase 
spending in the first 3 weeks; their spending remains almost flat until the end of the GSS. 
Spending changes on the non-shopping category is insignificant for low account balance 
group and statistically insignificant. However, the spending response from high account 
balance group decreases throughout the GSS period and is statistically significant from week 
2 onward (p value=0.043). Those who have a low account balance are likely to suffer from 
liquidity constraint. Thus, we can conclude that consumers who are liquidity constrained are 
responding more to the GSS.  
 
Along with account balance, we use credit limit as a proxy for financial strength. In 
Panel F of Figure 4.4, we show the cumulative response of spending to the GSS. The shapes 
of the graphs are quite similar to those of Panel E. The low credit limit group (bottom 25%) 
increases spending level for the whole study period with slight decline in the week after the 
GSS. However, the responsiveness of high credit limit group remains almost flat after a 
sudden increase in the first week of the GSS and declines after week 4. In the shopping 
category test, we find that the low credit limit group increases spending level until the end of 
the GSS, while the high credit limit group stops spending more in week 2. In week 6, the 
cumulative spending of the high credit limit group becomes statistically insignificant (p 
value=0.089) at the 95% confidence level.  
 
Another way to see the heterogeneous responsiveness for financial status or liquidity 
constraint is to test the spending behavior between different monthly income levels. We 
classify into the high income group those whose income level is above 75% of total 
93	
	
cardholders and as low income group those whose income is in the bottom 25% of the total 
sample. The graph of Panel G is almost identical to the figures of Panel F. We find that the 
low income group responds more to the GSS especially in the shopping category. The high 
income group increases spending in the shopping category for 3 weeks from the start of the 
GSS. However, the spending level remains almost flat, albeit with a little fluctuation, during 
the rest of the study period. The responsiveness of the high income group in shopping 
category is insignificant from week 6. The low income group showed statistically significant 
response of cumulative spending in the shopping category. In non-shopping category, the 
cumulative spending from the low income group declines in the first half of the study period 
and rebounds in the last half. However, all the coefficients are statistically insignificant at the 
95% confidence level except for week 3 (p value=0.027). In contrast to the low income group, 
the high income group shows a continuous decrease in cumulative spending in the non-
shopping category. Even though the negative response is economically significant, the 
coefficients are statistically insignificant at the 95% confidence level until week 6.  
 
Credit card vs. debit card. 
Next, we compare the spending behavior using credit and debit cards to see if 
consumers prefer using debt, i.e. a credit card, to a cash-like payment (debit card). Panel H 
shows the results from the credit and debit card comparison. In the total category test, credit 
cards are used in the beginning of the GSS, and consumers switch to debit cards in the last 
half of the study window. In the shopping category, this phenomenon becomes more 
conspicuous. Spending in the shopping category with credit cards increases until week 4 and 
remains almost flat afterwards. Spending by debit card also increases in the beginning of the 
study period, but the magnitude of the increase was much smaller than the increase of 
spending by credit card. However, we find that debit card spending rises significantly starting 
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in week 4. Thus, we can conclude that consumers prefer using credit card first and switch to 
debit card later on. Assuming that there is no distinctive income shock within the study 
window, it is likely that consumers max out their credit in the first half of the GSS then start 
to use their debit cards as they are reaching their credit limit after a few weeks of shopping. 
Agarwal and Qian (2014) find that consumers use credit cards when they have an 
unanticipated income announcement and start to use debit cards when they actually receive 
the unanticipated income. Nonetheless, our finding is that consumers prefer credit card to 
debit card when there is no income shock to the consumers.  
 
Durable vs. Non-durable43 
We categorize two sub-groups of the shopping category by durability of merchandise. 
We find a clear switching trend in spending between durable and non-durable categories. 
The spending in the durable category grows significantly from the start of the GSS until 
week 3. The responsiveness in the durable category remains almost flat even though we see a 
gradual increase for the rest of the study period. Unlike the durable category, spending in the 
non-durable category is close to zero in the first week of the GSS, when most of the 
heterogeneity tests show highest increase in spending, and remains statistically insignificant 
until week 4 (p value=0.054) at the 95% confidence level. Thus, from the figures of Panel I of 
Figure 4.5, we can conclude that consumers spend on durable category first and switch to 
non-durable category later on. Considering the definition of the durable and non-durable 
groups, we can conjecture the reason for the order of spending between the durable and non-
durable categories. The non-durable category is comprised of food and personal services that 
																																								 																				
43 The definition of durable products in our study is slightly different from the definition used in Economics. We 
define durable category as consumptions from merchant category codes Apparel; Art, Crafts, & Hobbies; 
Automotive Related; Books & News; Building Construction; Child & Mother Care; Department Stores; 
Electronic & Computer; Home/Office Furnishing & Appliances; Music; Photography/ Photocopy; Sports 
Merchandise; Specialty Retail; and Watches & Jewelry.  The non-durable category contains Beauty Salons & 
Cosmetics & Spa; Dining; Entertainment & Recreational; Food & Beverage Stores; and Supermarkets. 
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do not require the merchants to hold the inventory. In other words, the products and services 
sold by the merchants in the non-durable category is unlimited during the GSS. However, 
consumers may lose the chance to buy the products that they want to buy as the stock of the 
items are limited in the durable category. Thus, consumers shop for the items in the durable 
category first then pay for services later.  
 
[Insert Figure 4.4 here] 
 
4.4.4 Robustness Test 
We conduct an additional test to address the concern that positive or negative 
response to the GSS might have a relationship with a certain date. We test the difference of 
daily spending between two consecutive days, which are 1) starting date of the GSS in 2010 
and 2) one day before the GSS. However, as we find opposite responsiveness in shopping and 
non-shopping category, a comprehensive mean test can bring up biased results. Thus, we test 
the mean difference of total daily spending in the shopping and non-shopping categories in 
2010 and repeat the same test in 2011 with the same date to see if that specific date is related 
to the increase or decrease of spending. 
 
Firstly, we compare total daily spending of May 26 and May 27, 2010, one day prior 
to the GSS and the first day of the GSS respectively. We conduct t-test of mean difference in 
daily spending between May 26 and May 27, 2010. In the shopping category, the mean of 
spending on May 27th is significantly higher (p value<0.01) than that of May 26th. In the non-
shopping category, the spending level on May 27th is significantly lower (p value<0.05). Thus, 
we can easily see that the starting date of the GSS in 2010 has higher level of spending in the 
shopping category and lower level of spending in the non-shopping category. If this effect is 
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from the unobserved characteristics of a specific date, i.e. May 27th, we should find similar 
mean difference in 2011. Following the method that we use for the t-test in 2010, we test 
mean difference between May 26 and May 27, 2011. We find no significant difference in the 
shopping category. In the non-shopping category, we find that spending on May 27th is higher 
(p value<0.05) than that of May 26th, the opposite result from the test in 2010.  
 
 Conclusion 
This paper studies the responsiveness of spending to anticipated price shock by 
investigating the recurring annual shopping event of Singapore (The Great Singapore Sale) 
and a unique panel dataset of credit and debit card transactions from approximately 123,000 
consumers who hold accounts at a leading domestic bank. The scope of the merchandise 
affected by the promotion is not limited to certain product categories and reportedly shoppers 
can enjoy discounts of up to 70%. We investigate if shoppers spend less before and after the 
shopping event, the inter-temporal substitution effect. We also sort the data by merchant 
category code (MCC) to test cross-category substitution effect across MCC groups related to 
the event and the groups that are not. We test the responsiveness to the shopping event in 
2010 by using a distributed-lag model with a reference period which ranges from 4 to 2 
weeks prior to the start of the event.   
 
Our findings are as follows. First, we find that cardholders spend less right before the 
GSS and subsequently increase spending level during the GSS. Afterwards, spending levels 
decline. Total transactions are categorized into two categories: shopping and non-shopping. 
The shopping category contains transactions that are likely to be affected by the promotions 
during the GSS, while non-shopping category constitute spending that are unlikely to be 
affected. When we test the responsiveness of spending in each category, we find that 
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consumers demonstrate distinctive cross-categorical substitution. Cardholders spend on the 
non-shopping category before the start of the GSS, but spending levels in the non-shopping 
category drops significantly during the GSS. Conversely, the spending level in the shopping 
category is negative before the GSS and prominently rises during the GSS period.  
 
In addition to the general test of responsiveness in spending to the GSS, we 
investigate heterogeneous response across demographic characteristics and liquidity 
constraint level. The young group responds more strongly than the old group in the first few 
weeks of the GSS; spending for both groups declined, albeit statistically insignificant for the 
most part, in the non-shopping category. We use account balance, credit limit, and monthly 
income level as proxies for liquidity constraint level. The results from these tests show that 
the financially constrained group, i.e. groups with low account balance, low credit limit, and 
low monthly income, respond more than non-constrained group. The spending change of 
constrained group in non-shopping category is muted compared to non-constrained group. It 
seems that constrained group spends at the minimum level and has less room to save in the 
non-shopping category compared to non-constrained group. One more interesting finding is 
that consumers pay by credit card in the beginning of the GSS and switch to debit card in the 
later period. This shift from credit card to debit card is more distinctive in shopping category. 
We conjecture that consumers come close to maxing out their credit limit in the first half of 
the GSS, which leads to subsequent debit card payment. The majority of the response to the 
GSS is led by Chinese group especially in shopping category. Chinese group unceasingly 
increases spending level while the spending level of the non-Chinese group starts to drop 
after 3 weeks. The single group continuously increases spending levels during the study 
period while the cumulative spending level of the married group remains almost flat after 
week 3. The single group seems to be more flexible in budgetary planning as they are less 
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likely to have family to support. We compare the different spending behavior of the durable 
and non-durable category. The non-durable category constitutes mainly food and personal 
services, while the durable category contains spending on long-lasting products. We find that 
consumers spent on durable category first and switched to non-durable category. The test on 
gender showed no distinctive difference between male and female consumers.    
 
Our paper contributes to the existing literature in a few ways. Firstly, we add more 
evidence to the literature that tests consumer behavior to government stimulus programs. In 
particular, we find clear evidence of inter-temporal and cross-categorical substitution through 
the natural experiment of Singapore’s island-wide shopping event. Additionally, our test 
framework covers a wider and more comprehensive scope in terms of price change and 
spectrum of spending choice. Secondly, our paper tangentially tests LC/PIH. Even though the 
GSS cannot be considered windfall income, we test the responsiveness to anticipated price 
shock. Finally, we reconfirm that liquidity constraints affect consumer behavior. This is of 
great importance from the perspective of policymakers as our paper shows clearer evidence 





Table 4.1: Summary Statistics 
 
 
(1) (2) (3) (4) 
Variable Mean Std. Dev. 25% 75% 
Age 41.6  10.0  33.7 47.5 




Chinese 0.81  0.39    
Malay 0.04  0.21    
Indian 0.07  0.25    
Married 0.47  0.50    
Monthly Income S$5,922  S$8,502  S$2,980 S$6,833 
Balance S$37,434  S$140,025  S$1,917 S$28,167 
Credit Limit S$9,174 S$8,249 S$5,000 S$11,000 









Table 4.2: Consumer Spending Response to GSS by Category 
 
(1) (2) (3) 
VARIABLES Total daily Daily spending # of daily 
 
spending per transaction transaction 
Panel A: Total category 
   1 Week before GSS -0.161 -0.246 0.003*** 
 
(-0.73) (-1.32) (4.74) 
GSS 0.338** 0.143 0.005*** 
 
(2.41) (1.22) (11.48) 
1 Week after GSS -1.122*** -0.861*** -0.011*** 
 
(-4.85) (-4.44) (-14.66) 
Constant 19.285*** 15.137*** 0.205*** 
 
(110.19) (104.15) (325.35) 
Observations 11,671,795 11,671,795 11,671,795 
R-squared 0.040 0.030 0.271 
Panel B: Shopping category 
 1 Week before GSS -0.459*** -0.394*** 0.001 
 
(-2.91) (-2.90) (1.24) 
GSS 0.751*** 0.546*** 0.005*** 
 
(6.70) (5.76) (14.72) 
1 Week after GSS -0.553*** -0.401** -0.009*** 
 
(-2.95) (-2.53) (-14.74) 
Constant 14.043*** 10.734*** 0.141*** 
 
(97.98) (89.00) (264.76) 
Observations 11,671,795 11,671,795 11,671,795 
R-squared 0.038 0.027 0.322 
Panel C: Non-shopping category 
 1 Week before GSS 0.298* 0.148 0.002*** 
 
(1.95) (1.16) (7.10) 
GSS -0.413*** -0.404*** -0.000 
 
(-4.87) (-5.64) (-1.36) 
1 Week after GSS -0.570*** -0.460*** -0.002*** 
 
(-4.30) (-4.12) (-4.72) 
Constant 5.243*** 4.403*** 0.064*** 
 
(53.43) (53.88) (218.21) 
Observations 11,671,795 11,671,795 11,671,795 
R-squared 0.027 0.024 0.092 
Note: This table reports the responsiveness of total daily spending, daily spending per transaction, 
and number of transactions during 3 separate periods. The reference period is a 3-week term before 
“1 Week before GSS”. In addition to the results from total samples, two sub-groups, shopping and 
non-shopping, were tested in Panels B and C. The shopping category contains transactions from GSS-
related merchant category codes, while non-shopping includes merchant category codes least likely to 
be affected by the GSS. T-statistics are given in parentheses. *** p<0.01, ** p<0.05, * p<0.1
101	
	
Table 4.3: Consumer spending response to GSS in 8 subcategories 
 
 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 
 
Apparel Dining Durable Entertainment Others Service Supermarket Transport Travel 
1 Week before GSS -0.390*** -0.100 0.024 0.020 0.003 0.259** 0.002 -0.032*** 0.021 
 
(-4.19) (-1.15) (0.35) (0.38) (0.31) (2.53) (0.06) (-2.86) (0.19) 
GSS 0.272*** -0.064 0.316*** 0.253*** -0.004 0.108* -0.021 -0.070*** -0.521*** 
 
(3.28) (-1.36) (7.18) (7.14) (-0.73) (1.81) (-1.27) (-10.57) (-8.65) 
1 Week after GSS -0.252** 0.075 0.170** -0.133** 0.001 0.023 -0.328*** 0.052*** -0.677*** 
 
(-2.28) (0.65) (2.14) (-2.42) (0.11) (0.24) (-13.07) (4.23) (-8.02) 
Constant 3.665*** 3.292*** 2.276*** 1.912*** 0.064*** 1.653*** 2.791*** 1.501*** 3.632*** 
 
(40.62) (43.28) (37.84) (41.93) (10.77) (24.77) (101.27) (117.14) (51.29) 
          Observations 11,671,795 11,671,795 11,671,795 11,671,795 11,671,795 11,671,795 11,671,795 11,671,795 11,671,795 
R-squared 0.021 0.021 0.017 0.072 0.035 0.025 0.116 0.108 0.025 
 
Note: This table reports the responsiveness of total daily spending during 3 separate periods. The reference period is a 3-week term before “1 Week before 
GSS”. The total for each of eight subcategories was tested based on the same model used for column (1) in Table 4.2. Detail of Merchant Category Code 
per each subcategory is described in the Appendix 4.1. Individual- and day-of-week-fixed effects are included. Standard errors are clustered at the 





Table 4.4: Dynamic response in total daily spending 
    (1) (2) (3) 
 
Total Shopping Non-shopping 
  category category category 
    1 Week before GSS -0.161 -0.459*** 0.298* 
 
(-0.73) (-2.91) (1.95) 
Week 0 2.481*** 2.829*** -0.348** 
 
(10.70) (15.45) (-2.52) 
Week 1 0.220 0.629*** -0.409*** 
 
(0.94) (3.49) (-2.82) 
Week 2 0.671*** 1.369*** -0.699*** 
 
(2.80) (7.09) (-5.05) 
Week 3 -0.354 0.410** -0.764*** 
 
(-1.63) (2.49) (-5.55) 
Week 4 0.294 0.476** -0.183 
 
(1.27) (2.54) (-1.24) 
Week 5 0.073 0.190 -0.117 
 
(0.32) (1.14) (-0.76) 
Week 6 -0.169 0.099 -0.268* 
 
(-0.64) (0.45) (-1.95) 
Week 7 -0.256 0.161 -0.417*** 
 
(-1.12) (0.93) (-2.85) 
Week 8 -0.123 0.473** -0.596*** 
 
(-0.46) (2.06) (-4.17) 
1 Week after GSS -1.122*** -0.553*** -0.570*** 
 
(-4.85) (-2.95) (-4.30) 
Constant 19.300*** 14.052*** 5.248*** 
 
(110.14) (97.72) (53.65) 
    Observations 11,671,795 11,671,795 11,671,795 
R-squared 0.040 0.038 0.027 
 
Note: This table reports the result of regressing total daily spending on the dummy variables 
indicating each week before, during, and after the GSS in weekly format. Each point estimate 
indicates the change of total spending compared to the period 2 to 4 weeks before the start of the GSS. 
Week 0 is the first week of the GSS and Week 8 is the last week. The shopping category contains 
transactions from GSS-related merchant category codes, while non-shopping includes merchant 
category codes least likely to be affected by the GSS. T-statistics are given in parentheses. *** p<0.01, 









Note: This figure shows proportion of MasterCard spending as compared to Singapore’s GDP 
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Figure 4.2: Total Credit and Charge Card Market in Singapore 
 
 
Note: This figure shows development of credit and charge card use in Singapore. The solid line is the total number of cards, and the dashed line means 




















































































































































Figure 4.3: Estimated Cumulative Total Spending Per Category 
 
(a) Total Category 
 
 
(b) Shopping Category 
 
 
(c) Non-shopping Category 
 
 
Note: This figure plots the dynamic responses of cumulative total spending per each sub-group of merchant 
category code. We designed two sub-groups: shopping and non-shopping. The shopping category contains 
transactions from GSS-related merchant category codes, while non-shopping includes merchant category codes 
least likely to be affected by the GSS. The total GSS period is demarcated by the blue dotted line from 0 to 8. 
One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of the coefficient was 
plotted along with the corresponding 95% confidence intervals. Each figure indicates the change of total 




Figure 4.4: Further Results On Heterogeneity in Cumulative Total Spending 
Panel A. Cumulative total spending by age group 
Young 
Total Category Shopping Category Non-shopping Category 
   
   
Old 
Total Category Shopping Category Non-shopping Category 
   
 
Note: This figure plots the dynamic responses of cumulative total spending per age group. We designed two sub-groups, shopping and non-shopping, amongst total merchant category codes. 
The shopping category contains transactions from GSS-related merchant category codes, while non-shopping includes merchant category codes least likely to be affected by the GSS. The total 
GSS period is demarcated with a blue dotted line representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of coefficient was plotted with 
the corresponding 95% confidence intervals. Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start of the GSS. Figures on the top 





Panel B. Cumulative total spending by ethnic group 
Chinese 
Total Category Shopping Category Non-shopping Category 
   
   
Non-Chinese 
Total Category Shopping Category Non-shopping Category 
   
 
Note: This figure plots the dynamic responses of cumulative total spending by ethnicity. We designed two sub-groups, shopping and non-shopping, amongst total merchant category codes. The 
shopping category contains transactions from GSS-related merchant category codes, while non-shopping includes merchant category codes least likely to be affected by the GSS. The total GSS 
period is demarcated with blue dotted line representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of coefficient is plotted with 
corresponding 95% confidence intervals. Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start of the GSS. Figures on the top 






Panel C. Cumulative total spending by gender 
Female 
Total Category Shopping Category Non-shopping Category 
   
   
Male 
Total Category Shopping Category Non-shopping Category 
   
 
Note: This figure plots the dynamic responses of cumulative total spending by gender. We designed two sub-groups, shopping and non-shopping, amongst total merchant category codes. The 
shopping category contains transactions from GSS-related merchant category codes, while non-shopping includes merchant category codes least likely to be affected by the GSS. The total GSS 
period is demarcated with blue dotted line representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of the coefficient is plotted along 
with the corresponding 95% confidence intervals. Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start of the GSS. Figures on the 





Panel D. Cumulative total spending by marital status 
Single 
Total Category Shopping Category Non-shopping Category 
   
   
Married 
Total Category Shopping Category Non-shopping Category 
   
 
Note: This figure plots the dynamic responses of cumulative total spending by marital status. We designed two sub-groups, shopping and non-shopping, amongst total merchant category codes. 
The shopping category contains transactions from GSS-related merchant category codes, while non-shopping includes merchant category codes least likely to be affected by the GSS. The total 
GSS period is demarcated with blue dotted line representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of the coefficient is plotted 
along with the corresponding 95% confidence intervals. Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start of the GSS. Figures 






Panel E. Cumulative total spending by account balance 
Low Account Balance 
Total Category Shopping Category Non-shopping Category 
   
   
High Account Balance 
Total Category Shopping Category Non-shopping Category 
   
 
Note: This figure plots the dynamic responses of cumulative total spending per account balance group. We designed two sub-groups, shopping and non-shopping, amongst total merchant 
category codes. The shopping category contains transactions from GSS-related merchant category codes, while non-shopping includes the merchant category codes least likely to be affected 
by the GSS. The total GSS period is demarcated with blue dotted line representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of the 
coefficient is plotted along with corresponding 95% confidence intervals. Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start of 
the GSS. Figures on the top represent the response from the group with the highest 25% of account balances and figures on the bottom shows the response from the bottom 25%. The cut-off 




Panel F. Cumulative total spending by credit limit 
Low Credit Limit 
Total Category Shopping Category Non-shopping Category 
   
   
High Credit Limit 
Total Category Shopping Category Non-shopping Category 
   
   
Note: This figure plots the dynamic responses of cumulative total spending per account balance group. Low group and high group are sub-groups below 25% and over 75% of the account 
balance distribution respectively. We designed two sub-groups, shopping and non-shopping, amongst total merchant category codes. The shopping category contains transactions from GSS-
related merchant category codes, while non-shopping includes merchant category codes least likely to be affected by the GSS. The total GSS period is demarcated with blue dotted line 
representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of the coefficient is plotted along with corresponding 95% confidence intervals. 
Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start of the GSS. Figures on the top represent the response from the group with top 





Panel G. Cumulative total spending by income level 
Low Income  
Total Category Shopping Category Non-shopping Category 
   
   
High Income  
Total Category Shopping Category Non-shopping Category 
   
 
Note: This figure plots the dynamic responses of cumulative total spending per account monthly income level. We designed two sub-groups, shopping and non-shopping, amongst total 
merchant category codes. The shopping category contains transactions from GSS-related merchant category codes, while non-shopping includes merchant category codes least likely to be 
affected by the GSS. The total GSS period is demarcated with blue dotted line representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of 
the coefficient is plotted along with corresponding 95% confidence intervals. Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start 
of the GSS. Figures on the top represent the response from the group with top 25% income level and figures on the bottom shows the response from the bottom 25% group of income level. The 




Panel H. Cumulative total spending by card type 
Credit Card 
Total Category Shopping Category Non-shopping Category 
   
   
Debit Card 
Total Category Shopping Category Non-shopping Category 
   
 
Note: This figure plots the dynamic responses of cumulative total spending per card type (credit vs. debit). We designed two-sub groups, shopping and non-shopping, amongst total merchant 
category codes. The shopping category contains transactions from GSS-related merchant category codes, while non-shopping includes merchant category codes least likely to be affected by 
the GSS. The total GSS period is demarcated with blue dotted line representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of the 
coefficient is plotted with corresponding 95% confidence intervals. Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start of the 









Note: This figure plots the dynamic responses of cumulative total spending in durable and non-durable products within the shopping category. The definition of durable products in our study is 
slightly different from the definition used in Economics. We define durable as consumption from merchant category codes Apparel, Art, Crafts, Hobbies; Automotive Related; Books & News; 
Building Construction; Child & Mother Care; Department Stores; Electronic & Computer; Home/Office Furnishing & Appliances; Music; Photography/ Photocopy; Sports Merchandise; 
Specialty Retail; and Watches & Jewelry. The non-durable category contains Beauty Salons & Cosmetics & Spa, Dining, Entertainment & Recreational, Food & Beverage Stores, and 
Supermarkets. The total GSS period is demarcated with blue dotted line representing weeks 0 to 8. One week before and after the GSS are labeled Pre1 and Post1 respectively. The path of the 
coefficient is plotted along with corresponding 95% confidence intervals. Each figure indicates the cumulative change of total spending compared to the period 2 to 4 weeks before the start of 







Appendix 4.1: List of Variables and Definitions 
Outcome variables 
Spending and transaction 
Excessive total spending measures deviation of total amount that a person 
spends per day during the event weeks compared to the spending amount 
during the 3 weeks before the event weeks, which starts f one week before the 
Great Singapore Sale. 
Excessive average spending measures deviation of personal spending amount 
per transaction in each day compared to average spending during the 3 weeks 
before the event weeks, which starts one week before the Great Singapore Sale. 
Excessive number of transactions means deviation of number of daily 
transaction per person compared to average spending during the 3 weeks 
before the event weeks, which starts f one week before the Great Singapore 
Sale. 
 
Weekly variable in Figure 4.3 and Figure 4.4 
Variable Description Calendar Date 
Pre1 1 week before GSS From May 20th, 2010 to May 26th, 
2010 
0* 1st week of GSS From May 27th, 2010 to June 2nd, 
2010 
1 2nd week of GSS From June 3rd, 2010 to June 9th, 
2010 
2 3rd week of GSS From June 10th, 2010 to June 16th, 
2010 
3 4th week of GSS From June 17th, 2010 to June 23rd, 
2010 
4 5th week of GSS From June 24th, 2010 to June 30th, 
2010 
5 6th week of GSS From July 1st, 2010 to July 7th, 2010 
6 7th week of GSS From July 8th, 2010 to July 14th, 
2010 
7 8th week of GSS From July 15th, 2010 to July 21st, 
2010 
8** 9th week of GSS From July 22nd, 2010 to July 25th, 
2010 
Post1 1 week after GSS From July 26th, 2010 to August 1st, 
2010 
GSS Total GSS period From May 27th, 2010 to July 25th, 
2010 
*The official Great Singapore Sale started on May 26, 2010. However, as 
some of the major retailers started pre-sale, the first day of Great Singapore 
Sale is set to May 27, 2010 in our study. 
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**8 contains 4 days instead of 7 days. 
 
Spending type 
Shopping means spending categories that are closely related to Great 
Singapore Sale. Consumers are likely to have benefited from Great Singapore 
Sale when they spend money on the items under this category.  The shopping 
category contains the following Merchant Category Codes: Apparel; Art, 
Crafts, Hobbies; Automotive Related; Beauty Salons & Cosmetics & Spa; 
Books & News; Building Construction; Child & Mother Care; Department 
Stores; Dining; Electronic and Computer; Entertainment & Recreational; Food 
& Beverage Stores; Home/Office Furnishing & Appliances; Music; 
Photography/ Photocopy; Sports Merchandise; Specialty Retail; Supermarkets; 
and Watches & Jewelry. 
Non-shopping means spending categories that are less likely to be related to 
Great Singapore Sale. Non-shopping contains: Airlines, Associations/ 
Memberships, Driving Centers, Education, Fuel, Government, 
Hotels/Lodgings, Insurance, Land and Sea Transportation, Medical, NETS-
Kiosk, Pets, Professional Services, Rental, Repair, Specialized Cleaning 
Services, and Tour Agencies. 
Durable is a sub-category shopping. It contains transactions in the following 
MCCs: Apparel; Art, Crafts; Automotive Related; Books & News; Child & 
Mother Care; Department Stores; Electronic and Computer; Home/Office 
Furnishing & Appliances; Music; Photography/ Photocopy; Sports 
Merchandise; Specialty Retail; and Watches & Jewelry. Unlike the 
conventional definition of durable goods, we define durable goods as products 
that are likely to last over one year. The other categories are non-durable items 
in our study.  
 
Eight subcategories in Table 4.3 
Apparel is a subcategory of total transactions from Merchant Category Codes 
(MCC) Department Stores, Watches & Jewelry, Apparel, Specialty Retail, 
Fashion Acc & Apparel, Jewelry, and Child & Mother Care. 
Dinging is a subcategory of total transactions from Merchant Category Codes 
(MCC) Dining and Restaurants, Café, Bars. 
Durable is a subcategory of total transactions from Merchant Category Codes 
(MCC) Automotive Related, Electronic and Computer, Home/Office 
Furnishing & Appliances, Building Construction, and Repair. 
Entertainment is a subcategory of total transactions from Merchant Category 
Codes (MCC) Entertainment & Recreational; Music; Art, Crafts, Hobbies; 
Photography/ Photocopy, Associations/Memberships; Pets; Books & News; 
and Sports Merchandise. 
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Other is a subcategory of total transactions from Merchant Category Code 
(MCC) NETS-KIOSK. 
Service is a subcategory of total transactions from Merchant Category Codes 
(MCC) Insurance Education Government Medical Professional Services 
Specialized Cleaning Services Beauty Salons & Cosmetics & Spa, and 
Driving Centers. 
Supermarket is a subcategory of total transactions from Merchant Category 
Codes (MCC) Supermarkets and Food & Beverage Stores. 
Transport is a subcategory of total transactions from Merchant Category Code 
(MCC) Fuel. 
Travel is a subcategory of total transactions from Merchant Category Codes 
(MCC) Tour Agencies, Hotel/Lodgings, Airlines, Land and Sea 
Transportation, Fuel, and Rental. 
 
Personal characteristics 
Old is defined as a group with ages above 75% of age distribution as of April, 
2010. 
Young is defined as a group with ages below 25% of age distribution as of 
April, 2010. 
High balance is defined as a group with account balance above 75% of 
account balance distribution as of April, 2010. 
Low balance is defined as a group with account balance below 25% of account 
balance distribution as of April, 2010. 
High credit limit is defined as a group with credit limit above 75% of credit 
limit distribution as of April, 2010. 
Low credit limit is defined as a group with credit limit below 25% of credit 
limit distribution as of April, 2010. 
High income is defined as a group with income level above 75% of income 
distribution as of April, 2010. 
Low income is defined as a group with income level below 25% of income 








Gauging the actual efficacy of government policies cast important meaning to 
the real life and policy makers. While it is hard to expect perfect policies that 
result in exactly anticipated effect on the society, it is meaningful to show to 
what extent the policy works or if there are any side effects which were not 
anticipated at the policy design stage. Throughout this thesis, we estimate the 
effect of government policies on real estate transaction price, transportation 
modal choice, and consumers’ spending behavior by investigating three 
natural experiments in Singapore.  
 Summary of Main Findings 
In Chapter 2, we show the unanticipated effect of toll increase on real estate 
transaction market. Since government considers only average traffic speed 
when the related government agency decides if toll adjustment is necessary or 
not, policy makers seem to ignore the potential effect on the real estate market. 
By using difference-in-difference method and private real estate transaction 
record, we find that the toll increase in the central business district has 
negative impact on retail submarket of real estate, while the response in office 
and residential is not significant. The main results do not change even other 
hedonic factors are added to the model.  
In the next chapter, the response of commuters to the toll increase is studied. 
Since most of extant studies on the effect of toll increase investigated the 
effect of toll implementation based on simulation test or results of survey, it 
has been questioned if those previous results really work in reality or not. By 
comparing the bus ridership in treatment area and control area which had toll 
increase and no increase respectively, we show that commuters really shift 
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transportation modal choice from self-driving to public bus. Additionally, we 
find that the responsiveness is stronger in the morning hours than evening 
hours as it seems that travelling schedule in the evening is more flexible. In 
other words, the demand for road in the morning toll hours is higher than that 
of evening toll hours.  
In the last chapter, we explored the consumption behavior before and after the 
major sales event in Singapore, which is called the Great Singapore Sale. This 
shopping event has been one of the most influential sales event in Singapore 
since 1994 and the transaction amount during the event has prominent impact 
on the economy. Different from the extant studies on price cut scheme, we 
find that consumers show clear inter-temporal and cross-categorical 
substitution behavior during the study period. A reference period of 3 weeks is 
set as base for comparison, and consumption changes right before, during, and 
right after the sales event are estimated. The results show that consumers 
spend less on the items that are likely to be affected by the sales event before 
the start of the event, while they increase spending during the sales event. 
However, the response to the event in the items that are less likely to be 
affected were opposite, which confirms cross-categorical substitution. Thus, 
even if total revenue during the Great Singapore Sale seems to increase 
significantly, the net effect of the event in boosting consumption is mitigated 
by the negative impact on spending during the non-event period.	
 Limitations and Further Research 
Even though we tried to best describe the effects of various policies with clear 
identification, my thesis leaves room for further improvement in the points 
described below.  
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In the first essay, it is still questionable what channel leads to the negative 
impact only on the retail sector. While it is stated that investors’ sentiment or 
actual revenue of retail businesses in the treatment area might have caused the 
results, the question of finding channel is left unanswered. If new dataset 
which shows the trend of revenue in the treatment and control area can be 
obtained, the missing puzzle might be sought for in the future study. Also, this 
paper would be more convincing if we can show the heterogeneous response 
in transaction price per business types. Dataset of new supply of retail spaces 
in non-CBD area and competition between CBD area and suburbs would be 
also helpful to understand the negative impact of ERP rate adjustment on retail 
submarket in CBD area. The treatment area in Chapter 2 contains two areas: 
Orchard Cordon and Bugis Marina Cordon. Due to the characteristics of these 
two areas, either of two areas might have more impact on the main result of 
this study. Thus, I plan to replicate the same test on Orchard and Bugis Marina 
area separately. Current model specification doesn’t consider the distance 
from the gantries or boarder to the ERP zone. One thing to be done in the 
future is to conduct study on the continuous function by distance from gantries 
or borderlines. Linkage to tourism business would make this study more 
meaningful as well since retail business is closely related to the consumption 
of foreign tourists.  
In Chapter 3, we show transportation modal shift from self-driving to public 
bus. The modal change can take a few more variations, such as using subway 
or bicycle. We will continuously try to find valid dataset to find effects of toll 
increase on other measures of transportation. As a part of heterogeneity test to 
be conducted in the future, I plan to explore the varied responsiveness among 
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commuters depending on the boarding area. The Urban Redevelopment 
Authority (URA) divides Singapore into 55 planning areas. By investigating 
the boarding bus stops and their location, it would be possible to figure out the 
heterogeneous response per planning area and its general income level. 
Additionally, I plan to compare the response when the size of treatment area 
changes to 0.5 km and 1.5 km radius as the current 1 km radius circle is 
designed arbitrarily.  
The study of the Great Singapore Sale explains inter-temporal and cross-
categorical substitution effect, which was not clearly shown in previous 
studies. The study window of this paper is limited to one week before and 
after the Great Singapore Sale and total period of the Great Singapore Sale in 
2010. This was inevitable choice as there were a few events following the GSS 
and all the Singaporean experienced unexpected income shock in 2011. Since 
the dataset used in this study was ranging from April 2010 to March 2012, it 
was impossible to explore in other years. However, once the dataset of 
credit/debit card spending in other years becomes available, additional test can 
be executed to confirm the significance of the current results. Also, it is not 
clear if the GSS really makes retailers better off compared to the situation 
without the GSS. Investigating welfare of consumers and retailers can be a 
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