Abstract. We consider a system of stochastic partial differential equations with slow and fast time-scales, where the slow component is a one-dimensional stochastic Burgers equation with small noise and the fast component is a stochastic reaction-diffusion equation. A Freidlin-Wentzell's large deviation principle is obtained for the slow process, for which the weak convergence approach is applied.
Introduction
In this paper, we study the large deviation principle for the following stochastic slow-fast system on the interval [ where ε > 0, δ = δ(ε) > 0 are small parameters describing the ratio of time scales between the slow component X ε,δ and fast component Y ε,δ . The coefficients f, g, σ 1 and σ 2 satisfy some suitable conditions. {W t } t 0 is a standard cylindrical Wiener process on the Hilbert space L 2 (0, 1), and Q 1 , Q 2 are trace class operators.
The motivation for the study of multi-scale processes can be founded, for example, in stochastic mechanics (see Freidlin and Wentzell [14, 15] ), where a polar change (or an appropriate change linked to the considered Hamiltonian) may give an amplitude evolving slowly whereas the phase is on an accelerated time scale; or in climate models (see Kiefer [25] ), where climate-weather interactions may be studied within the averaging framework, climate being the slow motion and weather the fast one; or in genetic switching models (see Ge et al. [17] ), which involves fast switching of DNA states between active and inactive states and the transcriptional and translational processes with different rates depending on the DNA states.
The study of the averaging principle has been extensively developed in both the deterministic (σ 1 = 0) and the stochastic context: see, for example, Bogoliubov and Mitropolsky [1] for the deterministic case; Khasminskii [26] for a finite dimesional stochastic system; Cerrai and Freidlin [5] for an infinite dimensional stochastic reaction-diffusion systems. We finally refer to the recent works [2, 4, 5, 6, 8, 16, 19, 21, 22, 34] for more interesting results on this topic.
Large deviation results for multi-scale diffusions have been studied by Freidlin and Wentzell (see [14] Chapter 7), Liptser [24] , Veretennikov [33] and Puhalskii [29] . By using the DupuisEllis' weak convergence approach [10] , Dupuis and Spiliopolous [11] , and Kushner [28] studied the large deviations for two-time-scale diffusions. Kumara and Popovic [27] studied the large deviation problems for a two-time-scale model of jump-diffusion processes by using the viscosity methods developed by Feng et al. [12] . Large deviations for the slow-fast systems have been studied in [18, 20, 30, 35] and so on.
The main contribution of this work is derivation of the large deviation principle for a system of stochastic partial differential equations with slow and fast components, where the slow component is a one-dimensional stochastic Burgers equation with small noise and the fast component is a stochastic reaction-diffusion equation. Since the weak convergence method, one of the most effective methods in analyzing large deviations, is applied in this paper, the key step is to analyze the asymptotic behaviour of the controlled slow process X ε,δ,u ε , which satisfies 
2) where u ε is a kind of square integrable process, which is usually called a control in this article.
The averaging principle asserts that, if without the control u ε , the slow component X ε,δ converges strongly to solutionX of the corresponding averaged equation (see [8] ). When control process u ε occurs, due to the fact that X ε,δ,u ε depends on Y ε,δ,u ε , which has an additional controlled term
may not be obtained directly. To deal with this, the method of constructing "viable pair" (ψ, P ) is applied by Hu et al. in [18] (see also [11] ), where a measure P is used to characterize the invariant measure of controlled fast component and controls u simultaneously. But in this article, we will use a different strategy. To make sure the additional controlled term in Y ε,δ,u ε is convergent, we need to assume that δ/ε → 0, as ε → 0, which is inspired from [18] . Then we intend to prove the controlled slow process X ε,δ,u ε converges to averaging controlled slow processX u (see Eq. (2.4)) directly.
The main difficulties lie in the non-linear term in the stochastic Burgers' equation in this article. Hence, the techniques of studying averaging principle and stopping time are applied, i.e., we have to estimate not only the controlled stochastic systems but also a pair of auxiliary processes X ε,δ ,Ŷ ε,δ (see Eq. (4.17) and Eq. (4.18)). The auxiliary processes play an important role in proving the weak convergence of controlled slow process. To our knowledge, there are rarely studies to deal with highly non-linear term on this topic.
The paper is organized as follows. In the next section, we introduce some notations and assumptions used throughout the paper, then give the main result and skeleton of the proof. Section 3 is devoted to the study of averaged equation and skeleton equation. In section 4, we finish the proof of large deviation principle by the weak convergence approach. In the Appendix, we recall some well-known results about the large deviation principle and the Burgers equation.
Please note that, C and C p denote positive constants which may change from line to line along this paper, where p is one or more than one parameter and C p is used to emphasize that constant depends on p. 
Notations and main results
It is well known that A is the infinitesimal generator of a strongly continuous semigroup {e tA } t 0 . Let {e k (ξ) := √ 2 sin(kπξ)} k 1 be an orthnormal basis of H consisting of the eigenvectors of A, i.e.,
For any σ ∈ R, let H σ be the domain of the fractional operator (−A) σ/2 , i.e.,
with norm
Then, for any σ > 0, H σ is densely and compactly embedded in H. Particularly, V := H 1 = H 1 0 (0, 1), whose dual space is V −1 . The norm and the inner product on V are denoted by · and ·, · V , respectively. Define the bilinear operator B(x, y) :
and the trilinear operator b(x, y, z) :
The related properties about operators e tA , b and B are listed in Section 5.
With the above notations, the system (1.1) can be rewritten as:
Here, W denotes a standard cylindrical Wiener process on H. Since Q 1 and Q 2 are trace class operators, the embedding of Q
denote the space of linear operators G such that G is a Hilbert-Schmidt operator from H to H, endowed with the Hilbert-Schmidt norm 
A2. There exists C > 0 such that for any x ∈ H,
A4. lim ε↓0 δ(ε) = 0 and lim ε↓0 δ ε = 0.
Remark 2.1. The Condition (A3) is not a sharp condition and can be weakened by more accurate calculus. The Condition (A4) is a very important condition to make sure that the additional controlled term in Y ε,δ,u ε converges 0 (see Remark 4.5 for details).
Following the standard approach developed in [7] , one can prove that under Condition (A1), there exists a unique mild solution to the system (2.1). More specifically, for any given initial value x, y ∈ H and T > 0, there exists a unique solution (
Consider the following skeleton equation:
with µ x (·) being the unique invariant measure for the corresponding frozen equation (see Eq. The main result of this paper is the following theorem. 
Proof of Theorem 2.2:
According to the weak convergence criteria in Theorem 5.3, we just need to prove that two conditions (a) and (b) in Theorem 5.3 are fulfilled. Condition (b) will be established in Proposition 3.5 in the following section, and the verification of Condition (a) will be given by Propositions 4.6 and 4.7 in Section 4.
Frozen equation and skeleton equation
In this section we are willing to prove the Condition (b) in Theorem 5.3 to prove the large deviation principle. Before proving the compactness of solutions {X u } to skeleton equations (2.4), a frozen equation is also introduced. The unique invariant measure of frozen equation is applied to define the coefficientf in skeleton equation, and the Lipschitz continuity off is used a lot in the following discussion. Note that we assume conditions (A1)-(A3) hold in this section.
3.1. The frozen and skeleton equations. For any fixed x ∈ H, we first consider the following frozen equation associated with the fast component:
where W t is a standard cylindrical Wiener process independent of W t . Since g(x, ·) and
are Lipshcitz continuous, it is easy to prove that for any fixed x, y ∈ H, the Eq. 
and P x t has unique invariant measure µ x . We here give the following asymptotic behavior of P x t proved in [4] .
where
Proof. Since
The Gronwall's inequality implies
The proof is complete.
Let K be a Hilbert space endowed with norm
endowed with the norm
The following result represents a variant of the criteria for compactness proved in [23, Sect. 5, Ch. I], and [32, Sect. 13.3] . Lemma 3.3. Let S 0 ⊂ S ⊂ S 1 be Banach spaces, S 0 and S 1 reflexive, with compact embedding of S 0 in S. For p ∈ (1, ∞) and α ∈ (0, 1), let Λ be the space
endowed with the natural norm. Then the embedding of Λ in
, and A denotes the class of {F t }-predictable processes taking values in H a.s.. Let S N = {u ∈ S;
The set S N endowed with the weak topology is a Polish space. Define A N = {u ∈ A; u(ω) ∈ S N , P-a.s.}.
RecallX
u given in skeleton equation (2.4). The existence and uniqueness of the solution of Eq. (2.4) is given in the following lemma.
Lemma 3.4. For any
Proof. Step1. (Existence and uniqueness of the solution): It is sufficient to provē f is Lipschitz continuous, then the existence and uniqueness of the solution can be proved similarly as in the case of the Burgers equation.
For any x 1 , x 2 , y ∈ H and t > 0, by Proposition 3.1 and Lemma 3.2, we have
Letting t → ∞, we have f (
Step 2. (Proof of (3.2)): For any u ∈ S N , by (A1), (3.4) and Lemma 5.5, we have
Since u ∈ S N , by Gronwall's inequality, we get
which yields (3.2).
Step 3. (Proof of (3.3)): Notice that
Using the same arguments as in the proof of [13, Theorem 3.1], we have
By Corollary 5.7 and Cauchy-Schwartz inequality, for any 0
Thus,
and
By Cauchy-Schwartz inequality and Fubini's theorem, there exists C α,T > 0 such that
Combining (3.2), (3.7), (3.8) and (3.9), we have
Similarly, we also have
It remains to deal with the last term I 4 . Since u ∈ S N , by (A2), we have
Similar to (3.10), the above two inequalities imply that
By (3.6), (3.10), (3.11) and (3.12), we obtain (3.3). The proof is complete.
3.2.
Compactness of solutions to skeleton equations. Recall that for u ∈ S,X u is the solution of the skeleton equation (2.4) and
Proposition 3.5. For any N < ∞, the family
Proof. Choose a sequence {u n ∈ S N ; n 1}, and let
. The estimates (3.2) and (3.3) enable us to assert that there exist a subsequence {n ′ } and u ∈ S N such that
Using the same argument as in the proof of [31, Theorem 3.1], we can conclude that
Using (5.8), we obtain
(3.14)
For the first term, by the elementary inequality 2ab ≤ a 2 + b 2 for a, b > 0, we have
For the second term, by the Lipschitz continuity off and (b), we have 
For the last term, by condition (A1), we have 
By Gronwall's inequality and (a)-(c), we have
Convergence of the controlled slow process
In this section we will finish the proof of main result by verifying the Condition (a) in Theorem 5.3. Before that, a series of auxiliary results are needed to prove the convergence of the process X ε,δ,u ε . Note that we assume conditions (A1)-(A4) hold in this section.
4.1. The auxiliary controlled equation. For every fixed N ∈ N, ε > 0, δ > 0, let u ε ∈ A N and Γ ε be given by (2.3). By Girsanov's theorem, we know that
is a part of the solution X ε,δ,u ε , Y ε,δ,u ε of the following controlled equation: 
Proof. According to Itô's formula, we have
where the Itô's formula can be understood in the way that we first use Galerkin approximations to get (4.4) in the finite dimensional setting, then we take the limit to obtain (4.4) in the infinite dimensional setting. By Poincaré's inequality and conditions (A1) and (A2), it follows from (4.4) that
Using (A3) and Young's inequality, we deduce that for some γ
By comparison theorem, we have
Then we have
(4.5)
Applying Itô's formula, we have
By Lemma 5.5, (A1) and (A2), we obtain that
Then by Burkholder-Davis-Gundy's inequality and (4.5), we have
By (A4), taking ε small enough such that δ/ε ≤ 1 4
we have,
By Gronwall's inequality, we have
The inequality (4.3) follows by combining (4.5) and (4.6). The proof is complete.
Because the approach based on time discretization will be used later, we need the following lemma, which is inspired from [19, Lemma 3.2] and plays an important role in the proof. Meanwhile, it will be very helpful to weaken the regularity requirement of initial value x, i.e., we drop the regularity of initial value x ∈ H θ with θ ∈ (1, 3/2) in [8] and only assume x ∈ H here. To this purpose, we first construct the following stopping time, for any R, ε > 0, Proof. By a straightforward compute,
Firstly, we estimate the second term on the right-hand side of (4.8). Applying Itô's formula to
For the first term L 1 (t), by Hölder's inequality, Corollary 5.7 and the definition of stopping time τ ε R , we have
where we use the Fubini theorem and (4.2) in the third and fourth inequalities respectively.
For L 2 (t), by condition (A1) and (4.3), we get
For L 3 (t) and L 4 (t), it easy to see
For L 5 (t), Burkholder-Davies-Gundy's inequality implies
Combining estimates (4.9)-(4.14) together, we can deduce that
By the similar argument above, we can also get 
]∆ is the nearest breakpoint proceeding t. We construct the processX ε,δ t as follows:
The following Lemma gives a control of the auxiliary process X ε,δ t ,Ŷ ε,δ t . Since the proof can be carried out almost the same way as in the proof of Lemma 4.1, we omit the proof here. 
Lemma 4.3. For any x, y ∈ H and T > 0, there exists a constant
Then it is easy to see that Λ t satisfies the following equation:
By the comparison principle, we have
Then by Fubini's Theorem, for any T > 0,
By Lemma 4.2, we obtain
Now let's estimate term V t :
.
By the definition of τ ε R , we have
Using the following inequality,
t , and by (4.22) and (4.23), we final obtain
which implies (4.21). The proof is complete.
For any ε, R > 0, we define a stopping timẽ 
For any r > 0, by the definition of stopping timeτ ε R in (4.24), we have
By Lemma 4.1, we can choose and fix R large enough to make the first term on the right hand side of the above inequality small enough, and for fixed R and (4.25), the second term can also be small enough by choosing ∆ = δ 1/2 and small ε. Thus, we proved sup t T Z ε,δ t
For any x, y ∈ H and fixed N ∈ N, assume that {u ε } ε>0 ∈ A N satisfying that u ε converges to u in distribution, as ε → 0. Then
Proof. By the Skorokhod representation theorem, we may assume that u ε → u in L 2 ([0, T ]; H) almost surely in the weak topology. The proof is divided into three steps. 
Then it is easy to seeΛ ε t satisfies the following equation
By chain rule, we have
Then by the Young's and Poincaré's inequalities, we have
We define another stopping timê
Then we obtain
Step 2. (The estimate on N ε ): For term N ε , we shall prove that it converges to 0 in C([0, T ], H) almost surely, for which we firstly prove its tightness, and then its convergence.
For any θ ∈ (0, 1), by Lemma 5.4, we have
where C N,T is independent of ε.
For any 0 ≤ s ≤ t ≤ T , by Lemma 5.4, we have 
