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1. Introduction
Quantum modeling is becoming a crucial aspect in nanoelectronics research in perspective of
analog and digital applications. Devices like resonant tunneling diodes or graphene sheets
are examples of solid state structures that are receiving great importance in the modern
nanotechnology for high-speed and miniaturized systems. Differing from the usual transport
where the electronic current flows in a single band, the remarkable feature of this new
solid state structures is the possibility to achieve a sharp coupling among states belonging
to different bands. Under some conditions, a non negligible contribution to the particle
transport induced by interband tunneling can be observed and, consequently, the single
band transport or the classical phase-space description of the charge motion based on the
Boltzmann equation are no longer accurate. Different approaches have been proposed for
the full quantum description of the electron transport with the inclusion of the interband
processes. Among them, the phase-space formulation of quantum mechanics offers a
framework in which the quantum phenomena can be described with a classical language
and the question of the quantum-classical correspondence can be directly investigated. In
particular, the visual representation of the quantummechanical motion by quantum-corrected
phase-plane trajectories is a valuable instrument for the investigation of the particle-particle
quantum coherence. However, due to the non-commutativity of quantum mechanical
operators, there is no unique way to describe a quantum system by a phase-space distribution
function. Among all the possible definitions of quantum phase-space distribution functions,
the Wigner function, the Glauber-Sudarshan P and Q functions, the Kirkwood and the
Husimi distribution have attained a considerable interest (Lee, 1995). The Glauber-Sudarshan
distribution function has turned out to be particularly useful in quantum optics and in the
field of solid state physics and the Wigner formalism represents a natural choice for including
quantum corrections in the classical phase-space motion (see, for example (Jüngel, 2009)).
This Chapter is intended to present different approaches for modeling the quantum transport
in nano-structures based on the Wigner, or more generally, on the quantum phase-space
formalism. Our discussion will be focused on the application of the Weyl quantization
procedure to various problems. In particular, we show the existence of a quite general
multiband formalism and we discuss its application to some relevant cases. In accordance
with the Schrödinger representation, where a physical system can be characterized by a
set of projectors, we extend the original Wigner approach by considering a wider class
of representations. The applications of this formalism span among different subjects: the
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multi-band transport and its applications to nano-devices, quasi classical approximations of
the motion and the characterization of a system in terms of Berry phases or, more generally,
the representation of a quantum system by means of a Riemann manifold with a suitable
connection. We discuss some results obtained in this contexts by presenting the major lines of
the derivation of the models and their applications. Particular emphasis is devoted to present
the methods used for the approximation of the solution. The latter is a particularly important
aspect of the theory, but often underestimated: the description of a system in the quantum
phase-space usually involves a very complex mathematical formulation and the solution
of the equation of motion is only available by numerical approximations. Furthermore,
the approximation of the quantum phase-space solution in some cases is not merely a
technical trick to depict the solution, but could reveal itself to be a valuable basis for a
further methodological investigation of the properties of a system. In the multiband case,
some asymptotic procedures devised for the approximation of the quantum Wigner solution
have shown a very attractive connection with the Dyson theory of the particle interaction,
which allows us to describe the interband quantum transition by means of an effective
scattering process (Morandi & Demeio, 2008). Furthermore, the formal connection between
the Wigner formalism and the classical Boltzmann approach suggests some direct and general
approximations where scattering and relaxation mechanisms can be included in the quantum
mechanical framework.
The chapter is organized as follows. In sec. 2 an elementary derivation of the Wigner
formalism is introduced. The Wigner function is the basis element of a more general theory
denoted by Wigner-Weyl quantization procedure. This is explained in section 3.4 and in
sections 3.1. The sections 3.2 and 3.4 are devoted to the application of the Wigner-Weyl
formalism to the particle transport in semiconductor structures and in graphene. In section 4
an interesting connection between the diagonalization procedure exposed in section 3.1 and
the Berry phase theory is presented. In section 5 a general approximation procedure of the
pseudo-differential force operator is proposed. This leads to the definition of an effective
force field. Its application in some quantum corrected transport model is discussed. Finally, in
section 6, the inclusion of phonon collisions in a quantum corrected kineticmodel is addressed
and the current evolution in graphene is numerically investigated.
2. Definition of the Wigner function
The quantum mechanical motion of a statistical ensemble of electrons is usually characterized
by a trace class function denoted as density matrix. For some practical and theoretical
reasons, as an alternative to the use of the density matrix, the system is often described by the
so-called quasi-density Wigner function, or equivalently, by using the quantum phase-space
formalism. The Wigner formalism, for example, has found application in different areas
of theoretical and applied physics. For the simulation of out-of-equilibrium systems in
solid state physics, the Wigner formalism is generally preferred to the well investigated
density matrix framework, because the quantum phase-space approach offers the possibility
to describe various relaxation processes in an simple and intuitive form. Although the
relaxation processes are ubiquitous in virtually all the real systems involving many particles
or interactions with the environment, from the the microscopical point of view, they are
sometime extremely difficult to characterize. The description of a system where the quantum
mechanical coherence of the particle wave function is only partially lost or the understanding
of how a pure quantum state evolves into a classical object, still constitutes an open challenge
for the modern theoretical solid state physics (see for example (Giulini et al., 2003)). On
Some Applications of Quantum Mechanics
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the contrary, when the particles experience many collisions and their coherence length is
smaller than the De Broglie distance, an ensemble of particles can easily be described at
the macroscopic level, by using for example diffusion equations (the mathematical literature
refers to the "diffusive limit" of a particle gas). A strongly-interacting gas becomes essentially
an ensemble of "classical particles" for which position and momentum are well defined
function (and no longer operators) of time. The phase-space formalism, reveal itself to be
a valuable instrument to fill the gap between this two opposite situations. The microscopic
evolution of the system can be described exactly and the close analogy with the classical
mechanics can be exploited in order to formulate some reasonable approximations to cope
with the relaxation effects. Scattering phenomena can be included at different levels of
approximation. The simplest approach is constituted by the Wigner-BGK model, where a
relaxation-time term is added to the equation of motion. A more sophisticated model is
obtained by the Wigner-Fokker-Plank theory, where the collision are included via diffusive
terms. Finally, we mention the Wigner-Boltzmann equation where the particle-particle
collisions are modeled by the Boltzmann scattering operator (see i. e. Jüngel (2009) for a
general introduction to this methods). Furthermore, systems constituted by a gas where
the particles are continuously exchanged with the environment ("open systems") are easily
described by the quantum phase-space formalism. It results in special boundary conditions
for the quasi-distribution function. In this paragraph, we give an elementary introduction
to the Wigner quasi-distribution function and we illustrate some of the properties of the
quantum phase-space formalism. A more general discussion will be given in sec. 3. For
the sake of simplicity, we consider a spinless particle gas, described by the density matrix
ρ(x1, x2), in the presence of a static potential V(r). Following (Wigner, 1932), we define the
quasi-distribution function
f (r,p, t) =
1
(2pi)d
∫
Rdη
ρ
(
r + h¯
η
2
, r− h¯η
2
, t
)
e−ip·η dη . (1)
Here, d denotes the dimension of the space. The Wigner description of the quantum motion
provides a framework that preserves many properties of the classical description of the
particle motion. The equation of motion for the Wigner function writes (explicit calculation
can be found for example in (Markowich, 1990))
∂ f
∂t
= − p
m
· ∇r f + θ[ f ] , (2)
where m is the particle mass and the pseudo-differential operator θ[ f ] is
θ[ f ] =
1
(2pi)d
∫
Rdη
∫
Rd
p′
D (r,η) ei(p−p′)·η f (r,p′) dη dp′ (3)
=
1
(2pi)d
∫
Rdη
D (r,η) f˜ (r,η)eip·η dη , (4)
with
D (r,η) = i
h¯
[
U
(
r +
h¯
2
η
)
−U
(
r− h¯
2
η
)]
. (5)
Equation (4) shows that the pseudo-differential operator acts just as a multiplication operator
in the Fourier transformed space r− η. We used the following definition of Fourier transform
uantum Phase-Space Tr nsp rt and Applications to the Solid State Physics
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f˜ = Fp→η [ f ]:
f˜ =
∫
Rdp
f (r,p)e−ip·η dp
f =
1
(2pi)d
∫
Rdη
f˜ (η,p)eip·η dη .
The remarkable difference between the quantum phase-space equation of motion and the
classical analogous (Liouville equation)
∂ f
∂t
= − p
m
· ∇r f − E(r) · ∇p f , (6)
is constituted by the presence of the pseudo-differential operator θ[ f ] that substitutes the
classical force E = −∇rU. The increasing of the complexity encountered when passing
from Eq. (6) to Eq. (2) is justified by the possibility to describe all the phase-interference
effects occurring between two different classical paths, and thus characterizing completely
the particle motion at the atomic scale. The analogies and the differences between the Wigner
transport equation and the classical Liouville equation have been the subject of many study
and reports (see for example Markowich (1990)). In particular, we can convince ourselves that
in the classical limit h¯ → 0, Eq. (2) becomes Eq. (6), by noting that, formally, we have
lim
h¯→0
θ[ f ] =
1
(2pi)d
∫
Rdη
∫
Rd
p′
iη · ∇rU (r) ei(p−p′)·η f (r,p′) dη dp′
=
1
(2pi)d
∇rU · ∂
∂p
∫
Rdη
∫
Rd
p′
ei(p−p′)·η f (r,p′) dη dp′ = ∇rU · ∂
∂p
f (r,p) .
This limit was rigorously proved in (Lions & Paul, 1993) and in (Markowich & Ringhofer,
1989), for sufficiently smooth potentials. From the definition of the Wigner function given by
Eq. (1), we see that the L2(Rdr ×Rdp) space constitutes the natural functional space where the
theoretical study of the quantum phace-space motion can be addressed (Arnold, 2008).
The key properties through which the connection between the Wigner formulation of the
quantum mechanics and the classical kinetic theory becomes evident, are the relationship
between the Wigner function and the macroscopic thermodynamical quantities of the particle
ensemble. In particular, the first two momenta of the Wigner distribution, taken with respect
to the p variable, are
n(r, t) =
∫
Rdp
f (r,p, t) dp (7)
and
J(r, t) = − q
m
∫
Rdp
p f (r,p, t) dp (8)
where n and J denote the particle and the current density, respectively. More generally, the
expectation value of a physical quantity described classically by a function of the phase-space
A (r,p, t) (relevant cases are for example the total Energy p22m + V(r) or the linear momentum
p), is given by
〈A〉 =
∫
Rdp
A (r,p, t) f (r,p, t) dp dr . (9)
Some Applications of Quantum Mechanics
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This equation reminds the ensemble average of a Gibbs system and coincides with the
analogous classical formula.
3. Wigner-Weyl theory
The definition of the Wigner function given in Eq. (1) was introduced in 1932. It appears
as a simple transformation of the density matrix. The spatial variable r of the Winger
quasi-distribution function is the mean of the two points (x1, x2) where the corresponding
density matrix is evaluated (for this reason sometime is pictorially defined by "center of
mass") and the momentum variable is the Fourier transform of the difference between the
same points. The Wigner transform is a simple rotation in the plane x1 − x2, followed
by a Fourier transform. Despite the apparently easy and straightforward form displayed
by the Wigner transformation, its deep investigation, performed by Moyal (1949), revealed
an unexpected connection with the former pioneering work of Weyl (1927), where the
correspondence between quantum-mechanical operators in Hilbert space and ordinary
functions was analyzed. Furthermore, when the Wigner framework was considered as
an autonomous starting point for representing the quantum world, the presence of an
internal logic or algebra, becomes evident. The Lie algebra of the quantum phase-space
framework is defined in terms of the so-called Moyal ⋆−product, that becomes the key tool
of this formalism. The noncommutative nature of the ⋆−product reflects the analogous
property of the quantum Hilbert operators. In this context, following Weyl, by the term
"quantization procedure" is intended a general correspondence principle between a function
A(r, p), defined on the classical phase-space, and some well-defined quantum operator
Â(r, p) acting on the physical Hilbert space (here, in order to avoid confusion, we indicate
by r and p the quantum mechanical position and the momentum operators, respectively).
In quantum mechanics, observables are defined by Hilbert operators. We are interested in
deriving a systematical and physically based extension of the concept ofmeasurable quantities
like energy, linear and orbital momentum. Due to the non-commutativity of the quantum
operators r and p, different choices are possible. In particular, based on the correspondence
A(r, p) → Â(r, p), any other operator that differs from Â(r, p) in the order in which the
operators r and p appear, can in principle been used equally well to define a new quantum
operator. More specifically, at the Schrödinger level, the "position" and the "momentum"
representations are alternative mathematical descriptions of the system, where the position
and momentum operators (r, p) are formally substituted by the operators (r,−ih¯∇r) and(
ih¯∇p,p
)
, respectively. From a mathematical point of view, a clear distinction is made
between position and momentum degrees of freedom of a particle (and which are represented
by multiplicative or derivative operators). This is in contrast to the classical motion described
in the phase-space, where the position and the momentum of a particle are treated equally,
and they can be interpreted just as two different degrees of freedom of the system. As it will
be clear in the following, theWeyl quantization proceduremaintains this peculiarity and, from
the mathematical point of view, position and momentum share the same properties.
The most common quantization procedures are the standard (anti-standard) Kirkwood
ordering, the Weyl (symmetrical) ordering, and the normal (anti-normal) ordering. In
particular, standard (anti-standard) ordering refers to a quantization procedure where, given
a function A admitting a Taylor expansion, all of the p operators appearing in the expansion
of Â (r, p) follow (precede) the r operators. A different choice is made in the Weyl ordering
rule where each polynomial of the p and r variables is mapped, term by term, in a completely
uantum Phase-Space Tr nsp rt and Applications to the Solid State Physics
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ordered expression of r and p. The generic binomial pmrn becomes (see i. e. (Zachos et al.,
2005))
pmrn → 1
2n
n
∑
r=0
(
n
r
)
rrpmrn−r = 1
2m
m
∑
r=0
(
m
r
)
prrnpm−r . (10)
Following Cohen, (Cohen, 1966), one can consider a general class of quantization procedures
defined in terms of an auxiliary function χ(r, p). The invertible map (for avoiding
cumbersome expressions, the symbol of the integral indicates the integration over the whole
space for all the variables)
A (r,p) ≡ Tr
{
Â (r, p) ei(pr+rp)χ(r,p)
}
=
(
h¯
2pi
)d ∫ 〈
r′ + ηh¯
2
∣∣∣∣ Â ∣∣∣∣ r′ − ηh¯2
〉
χ(µ,η)ei(r−r′)·µ−ip·η dµ dη dr′ (11)
defines the correspondence Â (r, p) → A (r,p). Different choices of the function χ describe
different rules of association. In particular, if Â is the density operator ρ̂ (representing a state
of the system), from Eq. (11) we obtain the quantum distribution function f χ. One of the main
advantages in the application of the definition (11) is that the expectation value of the operator
Â (r, p) can be obtained by the mean value of the function A (r,p) under the "measure" f χ
Tr
{
Â (r, p) ρ̂ (r, p, t)
}
=
∫
Aχ (r,p) f χ (r,p, t) dp dr .
As particular cases, it is possible to recover the definition of the most common
quasi-probability distribution functions (classification scheme of Cohen). For example for
χ = e∓i h¯2 µη we obtain the standard (−) or anti-standard (+) ordered Kirkwood distribution
function. Hereafter, we limit ourselves to consider the case χ = 1, which gives the Weyl
ordering rules. The function f χ becomes the Wigner quasi-distribution
f (r,p) =
1
(2pi)d
∫ 〈
r +
ηh¯
2
∣∣∣∣ ρ̂ ∣∣∣∣ r− ηh¯2
〉
e−ip·η dη . (12)
The Weyl-Moyal theory provides the mathematical ground and a rigorous link between
a phase-space function and a symmetrically ordered operator. More into detail, the
correspondence between Â and the function A(r,p) (called the symbol of the operator) is
provided by the mapW [A] = Â (Folland, 1989)(
Âh
)
(x) =W [A] h = 1
(2pih¯)d
∫
A
(
x + y
2
,p
)
h(y) e
i
h¯ (x−y)·p dy dp . (13)
Here, h is a generic function. The inverse ofW is given by the Wigner transform
A(r,p) =W−1
[
Â
]
(r,p) =
∫
KA
(
r +
η
2
, r− η
2
)
e−
i
h¯ p·η dη , (14)
where KA (x, y) is the kernel of the operator Â. Let us now fix an orthonormal basis ψ = {ψi |
i = 1, 2, . . .}. A mixed state is defined by the density operator Sˆψ(
Ŝψ h
)
(x) =
∫
ρψ(x, x
′)h(x′) dx′
Some Applications of Quantum Mechanics
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whose kernel is the density matrix. In the basis {ψi}
ρψ(x, x
′) = ∑
i,j
ρij ψi(x)ψj(x
′) , (15)
where the overbar means conjugation. The von Neumann equation gives the evolution of the
density operator Ŝψ = Ŝψ(t) in the presence of the Hamiltonian Ĥ:
ih¯
∂Ŝψ
∂t
=
[
Ĥ, Ŝψ
]
(16)
where, as usual, the brackets denote the commutator. The equivalent quantum phase-space
evolution equation can be obtained by applying the Wigner transform. We obtain
ih¯
∂ fψ
∂t
=
[H, fψ]
⋆
= H ⋆ fψ − fψ ⋆H (17)
where the symbol (2pih¯)d fψ(r,p) ≡ Sψ = W−1
[Sˆψ] is the Wigner transform of ρψ(x, x′) (see
Eq. (1) and Eq. (12)) and we used the following fundamental property
W−1
[
Â B̂
]
= A ⋆ B. (18)
For symbols sufficiently regular, the star-Moyal product ⋆ is defined as
A ⋆ B ≡ A e
ih¯
2
(←−∇r·−→∇p−←−∇p·−→∇r) B
= ∑
n
(
ih¯
2
)n 1
n!
A(r, p)
[←−∇r · −→∇p −←−∇p · −→∇r]n B(r, p)
= ∑
n
n
∑
k=0
(
ih¯
2
)n (−1)k
n!
(
n
k
)
A(r,p)
(←−∇r · −→∇p)n−k (←−∇p · −→∇r)k B(r,p), (19)
where the arrows indicate on which operator the gradients act. The Moyal product can be
expressed also in integral form (that extends the definition (19) to simply L2 symbols):
A ⋆ B = 1
(2pi)2d
∫
A
(
r− h¯
2
η,p +
h¯
2
µ
)
B (r′,p′) ei(r−r′)·µ+i(p−p′)·η dµ dr′ dη dp′
=
1
(2pi)2d
∫
A (r′,p′)B (r + h¯
2
η,p− h¯
2
µ
)
ei(r−r′)·µ+i(p−p′)·η dµ dr′ dη dp′ .
In particular, if both operators depend only on one variable (r or p), the Moyal product
becomes the ordinary product. For a one-dimensional system the Moyal product simplifies
A ⋆ B =
∞
∑
k=0
h¯k
(2i)k
∑
|α|+|β|=k
(−1)|α|
α!β!
(
∂αr ∂
β
pA
) (
∂αp∂
β
r B
)
(20)
and
[A,B]
⋆
=
∞
∑
k=1,3,5,...
h¯k
(2i)k
∑
0<β<k/2
2(−1)β+1
(k− β)!β!
[(
∂
k−β
r ∂
β
pA
) (
∂
k−β
p ∂
β
r B
)
−
(
∂
k−β
r ∂
β
pB
) (
∂
k−β
p ∂
β
r A
)]
.
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3.1 Generalization of the Wigner-Moyal map
A separable Hilbert space can be characterized by a complete set of basis elements ψi or,
equivalently, by a unitary transformation Θ (defined in terms of the projection of the ψi
set on a reference basis). The class of unitary operators C(Θ) defines all the alternative
sets of basis elements or "representations" of the Hilbert space. Once a representation is
defined, the relevant physical variables and the quantum operator can be explicitly addressed.
Unitary transformations are a simple and powerful instrument for investigating different
and equivalent mathematical formulations of a given physical situation. We study the
modification of the explicit form of the Hamiltonian H (and thus of the equation of motion
(17)), induced by a unitary transformation. We consider a unitary operator Θ̂ and the "rotated"
orthonormal basis ϕ = {ϕi | i = 1, 2, . . .}, where ϕi = Θ̂ ψi. It is easy to verify that the
following property
Θ−1 (r,p) = Θ (r,p) , (21)
holds true, where, according to Eq. (14), Θ (Θ−1) is the Weyl symbol of Θ̂ (Θ̂−1). The
phase-space representation of the state under the unitary transformation Θ̂ will be denoted
by
(2pih¯)d fϕ ≡ W−1
[
Ŝϕ
]
, where
Ŝϕ = Θ̂ Ŝψ Θ̂† . (22)
is the new density operator of the system. Here, the dagger denotes the adjoint operator. By
using Eq. (21) it is immediate to verify that the equation of motion for fϕ is still expressed by
Eq. (17) with the HamiltonianH′ = Θ ⋆H ⋆Θ−1. Explicitly,H′ ≡ W−1
[
Θ̂ Ĥ Θ̂†
]
is given by
H′(r, p) = 1
(2pih¯)2d
∫
Θ
(
r + r′ + r′′
2
,
p + p′ + p′′
2
)
Θ−1
(
r + r′ − r′′
2
,
p + p′ − p′′
2
)
×
H(r′,p′)e ih¯ [(r−r′)·p′′−(p−p′)·r′′] dr′ dp′ dr′′ dp′′ . (23)
When passing from the position representation (where the basis elements in the Schrödinger
formalism are the Dirac delta distributions and where Θ̂ is the identity operator), to
another possible representation, the Hamiltonian operator modifies according to formula (23).
Although the mathematical structure of the equation of motion can be strongly affected by
such a basis rotation, the distribution function fϕ is always defined in terms of the classical
conjugated variables of position and momentum. The generality of this approach is ensured
by the bijective correspondence between a generical unitary transformation (describing all the
physical relevant basis transformation) and a frameworkwhere the description of the problem
is a priori in the phase-space.
3.2 Application to multiband structures: graphene
The previous formalism is particularly convenient for the description of quantum particles
with discrete degrees of freedom like spin, pseudo-spin or semiconductor band index. The
mathematical structure, emerged in sec. 3.1, can be used in order to define a suitable set
of r-p-dependent eigenspaces (with a consequent set of projectors) of the "classical-like"
Hamiltonian matrix (that in our case is just the symbol of the Hamiltonian operator).
Consequently, a "quasi-diagonalized" matrix representation of the Wigner dynamics can
be obtained. This special starting point of the phase-space representation, aids to obtain
information on the particle transitions among this countable set of eigenspaces. From a
Some Applications of Quantum Mechanics
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Physical point of view, these transitions could represent, case by case, spin flip, jumping of
a particle from conduction to valence band or particle-antiparticle conversion. The analysis
performed in sections 3-3.1 providingEqs. (16)-(23), maintains its validity when Θ̂, Ĥ are n× n
matrices of operators (and, consequently the symbols Θ,H are matrices of functions). This for
example, is the standard situation for the Schrödinger-Hilbert space of the form L2
(
Rdx;C
n
)
.
The only new prescription is to maintain the order in which the operators and symbols appear
in the formulae. To concretize to our exposition, we apply the phase-space formalism to
graphene and we present the explicit form of the equation of motion.
Graphene is the two-dimensional honeycomb-lattice allotropic form of carbon. Its discovery
stimulated a great interest in the scientific community. In fact, this novel functional material
displays some unique electronic properties (see for example (Neto et al., 2009) for a general
introduction to graphene). In a quite wide range of energy around the Dirac point, electrons
and holes propagate as massless Fermions and the Hamiltonian writes (Beenakker et al., 2008)
Ĥ = Ĥ0 + σ0U(r) , (24)
Ĥ0 = −i vF h¯ σ · ∇r = vF h¯
(
0 −i ∂∂x − ∂∂y
−i ∂∂x + ∂∂y 0
)
, (25)
which describes the motion of an electron-hole pair in a graphene sheet in the presence of an
external potential U(r). Here, vF is the Fermi velocity, σ =
(
σx , σy, σz
)
indicate the Pauli
vector-matrix and σ0 denotes the identity 2 × 2 matrix. The upper and lower bands are
sometimes denoted by pseudo-spin components of the particle, since the Hamiltonian can
be interpreted as an effective momentum-dependent magnetic field h ∝ σ · ∇r.
The application of the theory exposed in sec. 3.1 leads us to consider the density operator Ŝ ′ ≡
Θ̂ Ŝ Θ̂† where Θ̂ (r,∇r) is a unitary 2× 2 matrix operator. The approach generally adopted
for simplifying the description of a quantum system, is the use of a coordinate framework
where the Hamiltonian is diagonal. The graphene Hamiltonian contains off-diagonal
terms proportional to the momentum. Since position and momentum are non-commuting
quantities, it is not possible to diagonalize Ĥ simultaneously in the position and in the
momentum space. Anyway, up to the zero order in h¯, an approximate (r-p)-diagonalization
of the Hamiltonian can be obtained. We take advantage of the Weyl correspondence principle
and consider the symbol Θ (r,p) ≡ W−1
[
Θ̂
]
. Here, Θ (r,p) is a unitary matrix parametrized
by the r − p coordinates. It can be used in order to diagonalize the Hamiltonian symbol
H = vF σ · p + σ0U(r). With
Θ(p) =
1√
2
⎛⎜⎜⎜⎜⎝
1
px − ipy√
p2x + p
2
y
px + ipy√
p2x + p
2
y
−1
⎞⎟⎟⎟⎟⎠ (26)
we have
ΘHΘ† = Λ (27)
where Λ(p) = σzvF |p| + U(r) is the relativistic-like spectrum of the graphene sheet. The
equation of motion for the new Wigner symbol S ′ becomes (see (Morandi & Schürrer, 2011)
uantum Phase-Space Tr nsp rt and Applications to the Solid State Physics
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for the details of the calculation)
ih¯
∂S ′
∂t
=
[U ′ + Λ(p),S ′]
⋆
. (28)
The symbol U ′ (r,p) is given by
U ′ (r,p) = Θ ⋆U (r) ⋆Θ† (29)
and writes explicitly as
U ′(r,p) = 1
(2pi)2
∫
Θ
(
p +
h¯
2
µ
)
Θ†
(
p− h¯
2
µ
)
U(r′)ei(r−r′)·µ dµ dr′ .
We address explicitly the components of S ′, by denoting
S ′ ≡ (2pih¯)2
(
f +(r,p) f i(r,p)
f i(r, p) f−(r,p)
)
. (30)
Equation (28) is written in terms of the Moyal commutator and defines implicitly a
non-local evolution operator for the matrix-Wigner function S ′. It requires the evaluation of
infinite-order derivatives with respect to the variables r and p. The commutators appearing
in Eq. (28) can be written in integral form as
[
Λ,S ′]
⋆
=
1
(2pi)2
∫ [
Λ
(
p +
h¯
2
µ
)
S ′ (r′,p)− S ′ (r′,p)Λ(p− h¯
2
µ
)]
ei(r−r′)·µ dµ dr′
(31)[U ′,S ′]
⋆
=
1
(2pi)4
∫ [
U ′
(
r− h¯
2
η,p +
h¯
2
µ
)
S ′ (r′,p′)− S ′ (r′,p′)U ′ (r + h¯
2
η,p− h¯
2
µ
)]
× ei(r−r′)·µ+i(p−p′)·η dµ dr′ dη dp′ .
(32)
The commutator of Eq. (31) describes the free motion of the electron-hole pairs in the upper
and lower conically shaped energy surfaces. When we discard the external potential U, the
evolution of the particles f + ( f−) belonging to the upper (lower) part of the spectrum is
described by
∂ f±
∂t
= ± 1
(2pi)2
∫ [
E
(
p +
h¯
2
µ
)
− E
(
p− h¯
2
µ
)]
f±
(
r′,p
)
ei(r−r′)·µ dµ dr′ . (33)
By expanding up to the leading order in h¯, the previous equation reduces to
∂ f±
∂t
≃ ±vF p|p| · ∇r f
± (34)
which is equal to the semi-classical free evolution of the two-particle system in the graphene
band structure. We emphasize that the usual semi-classical prescription vg = ∇pE = vF p|p| ,
where vg is the group velocity, is automatically fulfilled. As expected from a physical point of
view, the coupling between the bands arises from the presence of an external field U(r)which
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Fig. 1. Comparison between the classical potential U and the momentum dependent
pseudo-potential U ′.
perturbs the periodic crystal potential. This is described by Eq. (32). In order to illustrate the
main characteristics of the pseudo-potential U ′(r,p), in fig. 1 we depict the first component
[U ′]++ of the matrix U ′, when the external potential U(r) (represented in the sub-plot 1-(a))
is a single barrier. Equation (29) shows that the elements of the 2× 2 matrix U ′ depend both
on the position r and the momentum p. The main corrections to the potential arise around
px = 0, whereas [U ′]++ stays practically identical to U for high values of the momentum
px . This reflects the presence of the singular behavior of the particle-hole motion in the
proximity of the Dirac point (see the discussion concerning this point given in (Morandi &
Schürrer, 2011)). The effective potential [U ′]++ represents the potential "seen" by the particles
located in the upper Dirac cone. For small values of px, the original squared shape of the
potential changes dramatically. The effective potential [U ′]++ becomes smooth and a long
range effective electric field (the gradient of [U ′]++) is produced. Around p = 0, a barrier or,
equivalently, a trap potential becomes highly non-local. It is somehow "spread over the sheet"
and, in the case of a trap, its localization effect is greatly reduced.
The equation of motion (28) reproduces the full quantum ballistic motion of the particle-hole
gas. In the numerical study presented in (Morandi & Schürrer, 2011b), one of the main
quantum transport effects, namely the Klein tunneling, is investigated. The numerical study
of the full Wigner system in the presence of a discontinuous potential is presented in (Morandi
& Schürrer, 2011). The high computational effort required for solving the full ballistic motion
and the need of developing appropriate numerical schemes, limits the practical application
of the exact theory. This becomes particularly constraining in view of the simulation of
real devices containing dissipative effects like, for example, electron-phonon collisions, that
further increase the complexity of the problem. The Wigner formalism is well suited for the
inclusion of weak dissipative effects. The overall theoretical and computational complexity
displayed by the pseudo-spinorial Wigner dynamics, can be reduced by exploiting some
general properties of the system that characterize the application of the multiband Wigner
system to real structures (typically, the presence of fast and slow time scaling can be exploited).
Approximated models or iterative methods can be derived (see (Morandi & Schürrer, 2011)
and (Morandi, 2009) for the application to graphene and to interband diodes, and (Morandi,
2010) for the WKB method in semiconductors).
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3.3 Application to multiband structures: correction to the classical trajectory in
semiconductors.
We investigate the application of the multiband Wigner formalism to the semiconductor
structures. The study of the particle motion in semiconductors has attracted the scientific
community, e. g., to the sometime anti-intuitive properties of Bloch waves (especially
compared with the classical counterpart). Moreover, the interest has been renewed by the
discovery of the unipolar and bipolar junctions and the final impulse to the semiconductor
research was given by the unrestrainable progress of the modern industry of electronic
devices. An important branch of the semiconductor research is now constituted by the
numerical simulation applied to the particle transport. In particular, the continuous
miniaturization of field effect transistors (length of a MOS channel approaches the ten nm)
imposes the use of a full quantum mechanical (or at least a quantum-correct) model for
the correct reproduction of the device characteristic. Beside the Green function formalism
and the direct application of the Schrödinger approach, the Wigner framework is a widely
employed tool for device simulation. Anyway, most attention is usually devoted to the
interband motion since it is often implicitly assumed that electron motion is supported only
by one single band. This approximation is based on the assumption that the band-to-band
transition probability vanishes exponentially with increasing band gaps (that, for example, in
silicon is around one eV), so that under normal conditions all the multiband effects can be
discarded. However, this assumption is violated in many heterostructures (devices obtained
by connecting semiconductors with different chemical compounds), or when a strong electric
field is applied to a normal diode. In both cases electrons are free to flow from one band to
another. Beside the evident modification of how the device operates (a new channel for the
particle transport becomes available), there is also a more subtle consequence. The application
of a strong electric field for example, is able to provide a strong local modification of the
electronic spectrum. Since high electric fields could induce a strong mixing of the bands,
the Bloch band theory becomes inadequate to describe the particle transport. Even when
the particle does not undergo a complete band transition, its motion becomes affected by the
interference of the other bands. In the following, we show how these problem can be attacked
with the use of the multiband Wigner formalism.
A multiband transport model, based on the Wigner-function approach, was introduced in
(Demeio et al., 2006) and in (Unlu et al., 2004) the multiband equation of motion is derived
by using the generalized Kadanoff-Baym non-equilibrium Green’s function formalism. The
model equations there derived are still too hard to be solved numerically. In order to maintain
easily the discussion of the problem, we consider a simple model, where only two bands,
namely one conduction and one valence band, are retained. We adopt the multiband envelope
function model (MEF) described in Ref. (Morandi & Modugno, 2005). This model is derived
within the k · p framework and is so far very general. In particular, this approach is focused
on the description of the electron transport in devices where tunneling mechanisms between
different bands are induced by an external applied bias U. It has been recently applied to
some resonant diodes showing self-sustained oscillations (Alvaro & Bonilla, 2010). Under this
hypothesis the MEF model furnishes the following Hamiltonian
Ĥ =
⎛⎜⎜⎜⎜⎝
Ec + U(r)− h¯
2
2m∗ ∆r −
h¯
m0
pK · E(r)
Eg
− h¯
m0
pK · E(r)
Eg
Ev + U(r) +
h¯2
2m∗ ∆r
⎞⎟⎟⎟⎟⎠ . (35)
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Here, Ec (Ev) is the minimum (maximum) of the conduction (valence) energy band, pk is
the Kane momentum, m0, m
∗ are the bare and the effective mass of the electron and U
(E = ∇rU) is the "external" potential which takes into account different effects, like the bias
voltage applied across the device, the contribution from the doping impurities and from the
self-consistent field produced by the mobile electronic charge. According to Eq. (27), the
multiband system is characterized by the matrix
Θ =
1√
2
( √
1+ σ
√
1− σ
−√1− σ √1+ σ
)
, (36)
where
σ =
Ω√
P2R + Ω
2
,
with Ω (p) =
Eg
2 +
|p|2
2m∗ PR (r) = −h¯ pk·E (r)Egm0 and Eg = Ec − Ev is the band gap. The eigenvalues
of the Hamiltonian are H± (r,p) = ±
√
P2R + Ω
2 + U. Here we limit ourselves to discuss the
system obtained by expanding the full quantum equation of motion given in Eq. (28) up to the
first order in h¯ (the study of the full quantum system is addressed in (Morandi, 2009)). With
the definition (in order to avoid confusion with the graphene Wigner functions defined in Eq.
(30), we changed the name of the various components of the matrix)
S ′ ≡ (2pih¯)3
(
hc(r,p) hcv(r,p)
hcv(r,p) hv(r,p)
)
. (37)
We obtain the following equations of motion
∂hc
∂t
= −∇pH+ · ∇rhc + ∇rH+ · ∇phc − 2ξ ℜ(hcv) (38)
∂hv
∂t
= −∇pH− · ∇rhv + ∇rH− · ∇phv + 2ξ ℜ(hcv) (39)
∂hcv
∂t
= − i
h¯
(H+ −H−) hcv + E · ∇phcv + ξ (hc − hv) (40)
where ℜ denotes the real part and
ξ =
PR
P2R + Ω
2
E · p
m∗ . (41)
Here, hc and hv represent the Wigner quasi-distribution functions of particles in a regime of
strong band-to-band coupling. They differ from the analogous functions based on a direct
application of the projection of the particle motion in the Bloch basis. The system of Eq.
(38)-(40) shows that, up to the zero order in h¯, the Wigner functions hc (hv) follows the
Hamiltonian flux generated by H+ (H−). Furthermore, the term H+ −H− = 2
√
PR
2 + Ω2
in Eq. (40) induces fast-in-time oscillations (whose frequency is of the order of Eg/h¯) which,
up to zero order in h¯, decouple hcv from the slowly varying functions hc and hv . This aspect
is examined in sec. 3.4. We explore the single band limit of Eqs. (38)-(40). From the physical
point of view, we expect that when the electric field goes to zero or the band gap goes to
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infinity, all the multiband corrections become negligible and the dynamics of the electrons in
the conduction band decouples from those in the valence band. It is convenient to define the
parameter Υ = PRΩ that vanishes in the single band limits E , 1/Eg → 0. When Υ → 0 the
evolution of hc and hv is described by two Liouville equations (one for each band) with the
Hamiltonian
H± = ±
√
PR
2 + Ω2 + U(r) (42)
= ± |p|
2
2m∗ + U(r)±
Eg
2
(
1+
Ω
Eg
Υ2
)
+ o
(
Υ2
)
.
Equation (42) shows that the eigenvalues of the Hamiltonian symbol, provide a simple
quantum correction to the classical single band Hamiltonian Hsb = U(r)± |p|
2
2m∗ . The particles
follow a new trajectory defined by⎧⎪⎪⎪⎨⎪⎪⎪⎩
r˙ =
1√
1+
(
PR
Ω
)2 pm∗
p˙ = −E − 1√
1+
(
Ω
PR
)2 h¯m0Eg ∇r (E · pk)
. (43)
Similar results can be obtained with H−. Due to the term
√
1+
(
PR
Ω
)2
, the particles move
with a slightly larger effectivemass. Themass correction depends on the classical position and
momentum. This effect could partially compensate the small effective mass values predicted
by the k · p theory in semiconductors with a small band gap like InAs or InSb.
3.4 Study of the band transition, an iterative solution Wigner function
The quasi-diagonal Wigner formalism suggests an interesting analogy between band
transition induced by a constant electric field (usually denoted as Zener transition (Zener,
1934)) and the scattering processes. In sec. 3.3 the analysis of the equation of motion was
restricted to the single band dynamics. In this section, the full many-band dynamics is treated
by means of an iterative procedure. For the sake of simplicity, we consider the two-band
system in the presence of a uniform electric field. We introduce the new momentum variable
p′ = p + E t and we apply the Fourier transformation with respect to the r variable. The Eqs.
(38)-(40) become
∂gc
∂t
= iµ · ∇pH+(t)gc − ξ(t) (gcv + gvc) (44)
∂gv
∂t
= iµ · ∇pH−(t)gv + ξ(t) (gcv + gvc) (45)
∂gcv
∂t
= − i
h¯
2
√
P2R + Ω
2(t) gcv + ξ(t) (gc − gv) (46)
∂gvc
∂t
=
i
h¯
2
√
P2R + Ω
2(t) gcv + ξ(t) (gc − gv) , (47)
where, in order to avoid confusion, we defined the new unknowns gi = Fr→µ [hi(r,p + E t, t)]
with i = c, v, cv, vc. The time dependence of the coefficients is originated by the definition of
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the p′ variable. Explicitly, ∇pH−(t) ≡ ∇pH−
∣∣
p=p′−E t, ξ(t) ≡ ξ(p = p′ − E t), and similar
for the other coefficients.
The system of Eqs. (44)-(47) is a time-dependent eigenvalue problem with perturbation. In
fact, if we define the four component vector G = (gc, gv, gcv, gvc)
t, Eqs. (44)-(47) can be
rewritten as ∂G∂t = iL(t)G + T(t)G, where L is a diagonal time-dependent matrix and T is
the perturbation. In order to make the subsequent discussion easier, we define the elements
of L by λc = µ · ∇pH+(t), λv = µ · ∇pH−(t), λcv = − 2h¯
√
P2R + Ω
2(t) and λvc = −λcv (the
coefficients of T can be obtained by comparison with Eqs. (44)-(47)). Each function gi can be
identified by the component of G of the unperturbed eigenvector basis (in this case, the simple
canonical basis). The eigenvalues of the matrix L are shown in fig. 2.
If we assume that L(t) and T vary slowly in time, according to well known results of adiabatic
perturbation theory, eigenspaces belonging to different eigenvalues are decoupled as long as
the difference among the eigenvalues is large. In this case, the projections of the solution on
the different eigenspaces evolve independently. Only when the eigenvalues become closer, a
coupling is possible and a transition from one eigenspace to another can be performed. In our
case, a coupling of the eigenspaces is can be observed only around t ≈ t1 and t ≈ t2 (see fig.
2).
For the sake of concreteness, we consider a tunneling transition from the conduction band to
the valence band. This can be described by setting initially all the functions to zero, with the
exception of gc. As it is customary in the time-dependent perturbation theory, we fix the initial
time equal to −∞. The value of gv for t → +∞ gives the measure of the interband tunneling
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induced by E . We write the solution in terms of the Dyson expansion
Gi = ei
∫ t
−∞ L(τ) dτG0 +
∫ t
−∞
ei
∫ t
t′ L(τ) dτT(t′)Gi−1(t′) dt′ (48)
The integral equation (48) can be easily approximated order by order. The second order writes
(we discuss only the valence component of G)
g1v = Jv,cv + Jv,vc , (49)
with
Jv,vc(t) = e
∫ t
−∞ λv(τ) dτ
∫ t
−∞
ξ(t′) e
∫ t′
−∞ λcv(τ)−λv(τ) dτg1cv(t′) dt′ (50)
g1cv(t
′) = g0c e
∫ t′
−∞ λc dτ
∫ t′
−∞
ξ(t′′) e−
∫ t′
t′′ (λc−λcv) dτ dt′′ . (51)
where g0c is the initial condition of gc. Similar formula holds for Jv,cv. We have that |λcv(t)−
λc(t)| > Eg, therefore, in a wide gap semiconductor, the only relevant contribution to the
integral is generated in the neighborhood of the minimum of the oscillation frequency (for
t ≈ t1, see fig. 2). Consequently, at t = t1 the gcv function increases sharply (see fig. 3).
The integral in Eq. (50) can be approximated in the same manner. Since the minimum of
|λcv(t)− λv(t)| occurs for t = t2 > t1, g1cv can be considered as constant around t2 and the
integral can be estimated by using the stationary phase approximation.
According to these considerations, the time evolution of the system can be described as
follows. For t < t1 the solution, which initially belongs to the Sc eigenspace (we denote
with Si the eigenspace spanned by the i-th component of G), evolves adiabatically remaining
in Sc. As shown in fig. 3, gc is the only non-vanishing component of the solution G until
t = t1. At t = t1, a very sudden drop of the value of gc is observed, and, correspondingly, the
gcv distribution function increases. This can be interpreted as the creation of an excited state in
the gcv band (visualized with the B point in fig. 2). This excited state "moves" in the Scv band
until, at t = t2, it generates an Sv state, which is described by the gv distribution function. The
term Jv,cv of Eq. (50) is thus associated with the path A− B− C− D indicated in fig. 2. The
particle is initially in the conduction band (represented by the point A) and in B an excited
state is created. It moves towards the point C. There it generates a particle in the valence
band which moves adiabatically (point D). The inverse of the difference of the eigenvalues
(λc − λcv in t1 and λcv − λv in t2) quantifies the strength of the coupling (or the probability of
a transition). The behavior of the function gc can be described with similar arguments. The gc
function describes the states that move from A (initial time) to H (final time). This distribution
undergoes two scattering events, in B (at t = t1) and in E (at t = t2). We note that, at t = 0, no
scattering phenomena can be observed, since the eigenspaces Sc and Sv are always decoupled.
This represents the analogous of the selection rules for the ordinary scattering phenomena.
This iterative procedure resemble very closely the formalism used for the description of the
electron scattering phenomena in semiconductors. In our study of interband transitions, this
analogy used for the description of the Zener phenomenon in term of a tunneling process
where a particle "disappears" from the band where it was initially located, and it "appears"
in a different branch of the band diagram. This behaves similarly to the generation of an
electron-hole pair induced by the absorption of a photon. This procedure has been exposed
more into details in (Morandi & Demeio, 2008). The field dependent case is treated in
(Morandi, 2009).
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4. Berry phase and Wigner-Weyl formalism
In a crystal where the effective Hamiltonian is expressed by a partially diagonalized basis (e.
g. in graphene or in semiconductors), the major particle operators have off-diagonal elements
and the usual definitions of the macroscopic quantities, like for example the mean velocity or
the particle density, no longer apply. The theory of Berry phases offers an elegant explanation
of this effect in terms of the intrinsic curvature of the perturbed band (Bohm et al., 2008; Xiao
et al., 2010). We discuss how it is possible to characterize the Berry phase in a multiband
system by using our kinetic description of the quantum dynamics.
The Berry phase theory cannot be directly applied to the particle evolution in a graphene
sheet for the obvious reason that the Hamiltonian given in Eq. (25) does not contain any
adiabatic variable. Anyway, a Berry-like procedure can be developed if we renounce to treat
rigorously the particle dynamics and some approximations are retained. From the physical
point of view, one of the most interesting properties of the particle-hole pair in graphene is
its pseudo-spinorial character and its connection with the orbital motion. In the momentum
representation, the unperturbed graphene Hamiltonian writes vF σ · p. If we assume that
the particle wave function is represented by a non-spreading wave packet centred around
the position r and the momentum p, we expect due to the Ehrenfest theorem that, in the
presence of a gentle potential U (sufficiently smooth), the center of mass of such wave function
will describe a trajectory r(t),p(t). Sometime this is pictorially visualized by saying that
the particle is confined in a small box located at a certain position r and that the wave
packet moves without spreading along a certain trajectory r(t). If we now assume that in
such situation the graphene Hamiltonian can be approximated by vF σ · p(t), we can treat
the momentum trajectory like an external adiabatic variable. It should be noted that since
a non-trivial trajectory is always generated by a potential U, this term should be explicitly
included in the graphene Hamiltonian as we did in Eq. (24). Anyway, when included, the
Hamiltonian in the momentum space would loose the easy expression vF σ · p (the potential
U generates a sum over all the possible momenta). In the following, we will show that the
multiband Wigner procedure suggests a natural way to treat the Berry phases of the system
for which there is no need to identify in the particle trajectory the "external parameter" of
the Hamiltonian, as indicated by the previous artificial procedure. We define by u± the
orthonormal eigenvectors ofHg,a = vF σ · p. With the Dirac notation
Hg,a(p) |u±(p)〉 = ±vF |p| |u±(p)〉 (52)
we write the solution of the Schrödinger problem
ih¯
∂ |ψ〉
∂t
= Hg,a |ψ〉 (53)
as |ψ〉 = c+(t) |u+(p)〉+ c−(t) |u−(p)〉. A straightforward calculation gives (similar equation
hold true for c−)
ih¯
∂c+(t)
∂t
= −c+(t)
〈
u+(p)
∣∣∣ ∂u+(p)
∂t
〉
− c−(t)
〈
u+(p)
∣∣∣ ∂u−(p)
∂t
〉
+ c+(t)vF |p| . (54)
The adiabatic theory ensures that the second term on the right side of the equation becomes
arbitrarily small in the limit of sufficiently slow-in-time evolution of the momentum p
(quasi-static or adiabatic hypothesis). An introduction to the adiabatic theory containing a
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rigorous proof of this statement presented in a general context, can be found in (Teufel, 2003).
If we assume the initial condition |ψ(t0)〉 = |u+(p)〉, in the adiabatic limit Eq. (54) gives
|ψ(t)〉 = |u+(p(t))〉 eiγ+(t)−
i
h¯
∫ t
t0
vF|p(t′)| dt′ , (55)
where the term γ+ is denoted as dynamical phase factor. It can be evaluated by the path
integral, along the p(t)-trajectory of the Berry connection A(ξ)
γ+ =
∫
A++(p) · dp . (56)
The Berry connection is given by
Ars(p) = i
〈
ur(p)|∇pus(p)
〉
; r, s = +,− . (57)
According to the discussion presented in sec. 3.2, the multiband Wigner-Weyl formalism
describes the particle motion by the set of equations (28)-(31)-(32). In order to see the
connection with the Berry phase theory, it is useful to explore the classical limit, or h¯-expansion
of the Wigner-Weyl system. According to Eq. (19), if the external electric potential U(r) is
sufficiently regular, we have
[
Λ(p),S ′]
⋆
+
[U ′,S ′]
⋆
=
[
A,S ′]− ih¯
2
{∇pΛ,∇rS ′}+ ih¯∇rU · ∇pS ′ + o(h¯2) , (58)
where curly brackets denote the anti-commutators. We focus our attention to the first term of
Eq. (58). In particular, A groups all the terms that, originated from the h¯-expansion procedure,
are simple matrix multiplications acting on S ′ (all the other are differential operators):
A = Λ +
ih¯
2
[
Θ,∇pΘ
] · ∇rU
=
(
vF |p| 0
0 −vF|p|
)
+
ih¯
2
(
A++ A+−
A−+ A−−
)
· ∇rU (59)
In Eq. (59) we used that the columns of Θ are the eigenvectors ofH (Eq. (24)) and by applying
the definition of Eq. (57), we obtain Aij(p) =
[
Θ(p)∇pΘ(p)
]
ij
= ∑k Θik∇pΘkj. Equation
(59) emphasizes the role played by the Berry connection in the kinetic description of the
particle-hole motion. In our formalism, the Berry connection leads to the first correction (in
terms of an h¯ expansion) of the classical of motion. Up to the first order in h¯, the equations of
motion (28) become (the components of S ′ are defined in Eq. (30))
∂ f±
∂t
= ±vF p|p| · ∇r f
± +∇rU · ∇p f± ± i
(
B f i −B f i
)
, (60)
∂ f i
∂t
= iA f i +∇rU · ∇p f i + iB
(
f+ − f−) , (61)
where overbar means conjugation and
A = − 2vF
h¯
|p|+ 1
2
(A++ −A−−) · ∇rU = − 2vF
h¯
|p|+ 1|p|2 (p ∧∇rU)z , (62)
B = 1
2
A−+ · ∇rU = 1
2
px + ipy
|p|3 (p ∧∇rU)z . (63)
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Here, (p ∧∇rU)z denotes the out-of-plane component (z-coordinate) of the vector p ∧ ∇rU.
We remark that we use a slightly generalized definition of Berry connection. The standard
Berry theory limits itself to consider the "in band" evolution of the system. This is a direct
consequence of the adiabatic approximation that forbids band transitions. The Wigner-Weyl
formalism, being more general, is not limited to any adiabatic hypothesis and band transition
are allowed. For that reason, besides the diagonal Berry connections A++ and A−−, the
terms A+− and A−+ appear. They are responsible for the particle band transitions (see the
discussion of this point in (Morandi & Schürrer, 2011)).
5. Approximated model for the Wigner dynamics
The numerical solution to the equation of motion for the Wigner quasi-distribution function
has been the subject of many studies (see i.e. (Frensley, 1990)). Often, a strong the similarity
of the shape of the Wigner function with the classical counterpart can be observed. This is
especially true in situations where strong quantum interference effects are not expected, but
sometime also in the presence of sharp barriers and resonant structures. This consideration
is often invoked for justifying the approximation of the θ operator appearing in Eq. (2) with
the classical force term (leading term in the h¯-expansion). Although the h¯-expansion appears
to be the most natural way to proceed, its application encounter many difficulties when
approximations beyond the classical term are concerned. In fact, when applied to realistic
problems, this procedure could generate a proliferation of corrective terms. Their number
could be quite large and, furthermore, it is usually very difficult (sometime impossible) to
ascribe to each term a clear physical meaning. Moreover, the range of validity of such
an expansion, when truncated at a certain order, is questionable. The reason is that, at
the microscopic level, the particle motion is characterized by complex phase-interference
phenomena, which cannot be viewed as a simple refinement of the classical dynamics. Here,
we present a slightly different strategy for approximating the Wigner equation of motion.
The idea is to replace the θ operator, which is the source of the difference between classical
and quantum dynamics, with a more tractable term. The similitude with the classical motion
is exploited by approximating the Wigner evolution equation with a Liouville-like equation,
where the force operator is the "best classical" approximation of the θ operator in the sense of
the L2 norm. We consider the functional
N [ f ] =
∥∥∥∥θ[ f ]− F(r) ∂ f∂p
∥∥∥∥
L2(Rdr×Rdp)
.
Here, the Wigner function is considered as a given function and the pseudo-field F is the
unknown. We choose F such that the previous functional reaches the minimum value. The
function F(r,p) thus provides the closest approximation of θ[ f ] in the L2(Rdr × Rdp) norm,
for each function f sufficiently regular. The minimization of N [ f ] is obtained by solving the
variational problem
δFN [ f ] = 0 .
Straightforward calculations show that the minimizing function F is given by
Fj (r) = −i
∫
Rdη
ηjD (r,η)
∣∣∣ f˜ (r,η)∣∣∣2 dη∫
Rdη
η2j
∣∣∣ f˜ (r,η)∣∣∣2 dη . (64)
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Fig. 4. Comparison between the external potential U and the pseudo-potential U∗ =
∫
F dr.
Equation (64) reveals that the calculation of the pseudo-force field in a certain position requires
the knowledge of the potential in the overall r space (via the term D). By computing the
integral, the potential U is evaluated at the positions r± h¯2η and has a measure proportional
to
∣∣∣ f˜ ∣∣∣2, the spectral power of f in the η−space. As a consequence, the more the p-gradient
of the solution f (r,p) increases, the more the force F becomes non-local and the values of the
potential faraway from r are important. This can be expressed pictorially by saying that, as
compared with a smoother distribution function, an irregular profile of the solution "sees" a
larger spatial region. The approximated quantum-Wigner evolution equation becomes
∂ f
∂t
= − p
m
· ∇r f − F(r) · ∇p f . (65)
This is a nonlinear system where the pseudo-electric field F depends on the solution itself.
In some situations, the nonlinearity can be eliminated and a good approximation of the
field F can be obtained by replacing in Eq. (64) the solution f with the classical Boltzmann
equilibrium distribution at the temperature T
f eq =
√
mkT
pi
e
− 1kT
( |p|2
2m −µ
)
,
where µ is the chemical potential of the particle gas and k the Boltzmann constant. In fig. 4
the comparison of the classical and the pseudo electric field obtained by using the Boltzmann
distribution function is presented. A glance at the figure reveals that, compared with the
bare potential U, the effective pseudo-potential is smoother and extends beyond the support
of U. As a consequence, the particle in the presence of the quantum corrected potential are
decelerated or accelerated before they reach the classical force field −∇rU, making evident
the non-local action of the quantum potential. Furthermore, the snapshot fig. 4-(a) shows
that the maximum value of the effective potential is smaller than the classical one. As a
consequence, particles with energy smaller than the maximum of the potential (but greater
than the maximum of the pseudo-potential) are not reflected by the barrier. This simple
example illustrates how quantum tunneling can be approximatively described by a classical
formalism. Furthermore, in fig. 4-(b) we depict the solution of Eq. (65) in the presence of the
potential U. At the boundary, the Boltzmann distribution is imposed.
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Fig. 5. (a)-(c) Polar plot of the density for current in graphene. (d) Total current.
6. Dissipative effects in the Wigner formalism: electron-phonon collisions in
graphene
As described in the introduction, one of the major advantages of the Wigner formalism is
the possibility to include in a quantum mechanical treatment also some dissipative effects,
or (in the opposite limit) to derive some quantum corrected models for the simulation
of quasi-classical systems. As an example, we apply the results obtained in sec. 5 for
studying the particles evolution in graphene and we include a detailed description of the
electron-phonon scattering phenomena, via a Boltzmann scattering collision operator. An
important property of the pseudo-electric field approximation is the preservation of the
positivity of the quantum-corrected distribution function. Since the Boltzmann collision
operator is defined only for positive functions, positivity preservation becomes a fundamental
property for any Boltzmann quantum-corrected kinetic model (anyway, despite the lack of
theoretical support, some Wigner-Boltzmann solver have been numerically tested (Kosina &
Nedjalkov, 2006)). A semiclassical Boltzmann model with quantum corrections, allows the
study of the relaxation processes dynamically, providing information on the time scale on
which the equilibrium is established.
The phonon system of graphene has already been thoroughly investigated by means of
density functional theory (DFT) and Raman spectroscopy (Piscanec et al., 2004). The phonon
dispersion relations and electron-phonon coupling matrix elements are essential ingredients
for kinetic models of carrier transport in graphene. Results of DFT calculations show that
longitudinal optical (LO) and transversal optical (TO) phonons modes contribute significantly
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Fig. 6. 3D and contour plot representation of the f + distribution for different times.
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Fig. 7. Evolution of the energy density and the total energy of the particle gas.
to inelastic scattering of electrons in graphene. Because of their short wave vectors these
phonons scatter electrons within one valley. In addition, zone boundary phonons close to
the K-point are responsible for intervalley processes. The Boltzmann equation of motion
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including optical phonon scattering writes
∂ f±
∂t
∓ vF p|p| · ∇r f
± − F · ∇p f± = ∑
η,j
Cη±j . (66)
The collision kernel, containing emission and absorbtion processes, is given by
Cηij(p) =
1
(2pi)2
∫
B
{
W
η
p′jpi f
j(p′)[1− f i(p)]−Wηpip′j[1− f j(p′)] f i(p)
}
dp′ , i, j = ± (67)
where η labels the specific scattering processes, B denotes the first Brillouin zone of graphene
and
W
η
pip′j = s
η
p′jpi
[
1+ gη(p− p′)
]
δ(ε i − ε′j − h¯ωη) + sηpip′j gη(p′ − p) δ(ε i − ε′j + h¯ωη) . (68)
The delta functions (where we adopt the simplified notation ε i = ε i(p), ε
′
j = ε j(p
′) and
ωη denotes the energy of the η-th mode) ensure the conservation of the energy during the
scattering processes. The explicit expression of the scattering elements s
η
p′jpi, can be found in
(Lichtenberger et al., 2011; Piscanec et al., 2004). According to sec. 3.2, the functions f + and
f− represent the particle distribution in the upper and in the lower Dirac cone, respectively.
Finally, the gη are the phonon equilibrium distribution functions related to the η-th mode.
Here, for sake of simplicity, we assume that the phonon system is an infinite reservoir at a
constant temperature T. In this hypothesis, the gη can be approximated by the Bose-Einstein
distributions g0η = [exp(h¯ωη/kBT)− 1]−1. The study of the coupled electron-phonon system
is presented in (Lichtenberger et al., 2011). It has been shown that the optical phonons are
in equilibrium only for a low-bias polarization (around 0.1 eV), otherwise hot phonon effects
should be included.
We apply the Boltzmann system given in Eq. (66) to study the transient evolution of the
electron-hole and phonon gas in response on the abrupt change of the applied bias. As initial
datum, for t = 0, we assume that the graphene sheet is in the stationary state for an applied
voltage U equal to 0.01 V. For t > 0 we impose U = 0.1 V. In Fig. 5-d we show the evolution
of the total current at the drain contact for the intrinsic graphene. The simulations reveal the
presence of a current overshoot (approximatively one picosecond after the potential change)
and a subsequent approach to the equilibrium value. The further approach to the equilibrium
is a quite slower process of approximatively 200 picoseconds.
The detailed explanation of the transient current overshoot observed during the first
picosecond requires a deeper analysis of the high non-equilibrium motion of the hot carriers.
The presence of an overshoot in the current evolution is an unexpected phenomenon in
graphene. It is well known that, in this material, the carrier velocity is independent from the
modulus of the momentum. For this reason, we expect that even if some transient phenomena
are able to move the hot carriers toward high values of the momentum, this should not
significantly affect their velocity and consequently the total current of the system. The
overshoot can be explained by analyzing the following two-step process: initially the particles
are ballistically accelerated by the strong external field (the temperature of the particles gas
stays essentially constant). However, after some picoseconds, the scattering processes are able
to transform the kinetic energy of the carriers into thermal energy. During the first picosecond,
the component of the momentum parallel to the external field increases. As a consequence,
the direction of the momentum (and thus the velocity) is turned toward the direction of the
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electric field. In this first part of the dynamics, the motion is essentially ballistic, the particles
share similar momentum direction and group together in the velocity space. This behaviour
is evident from fig. 5 where we depict the polar plot of the angular density of the current. For
t < 0.3 ps the drift term dominates the Boltzmann collision operator. The latter is a nonlinear
operator and its effects on the distribution function depend on the shape of the function itself.
On the contrary, the ballistic operator translates the distribution function over the phase plane
along the Hamiltonian flux and is independent of the distribution. During the overshoot of
the current, the Boltzmann operator is not able to balance the effect of the ballistic term. This
can be seen in fig. 6 where we depict the evolution of the electron distribution function f +
for different times. The first part of the dynamics (fig. 6(a)) is just a rigid translation of f+
towards higher values of the momentum variable. After one picosecond, an enlargement of
the distribution function around its center of mass can be observed. This is a clear signature
of the temperature increase of the system. The friction process occurs only by dissipating the
kinetic energy of the particles by phonon emission. This requires a certain time delay. A closer
look at the density of energy of the carriers explains the reason why the particle gas need a
delay before starting to emit phonons. In fig. 7 we plot the evolution of the energy density
and the total energy of the particles. We see that a peak of high energy particles is present
after 0.3 ps. This peak represents the particles accelerated by the field. Their kinetic energy
increases until they are able to emit optical phonons (whose energy is 196 and 161 eV for Γ and
K phonons respectively). Around an energy of 200 meV, the kinetic energy can be efficiently
dissipated and the distribution reaches a new thermal-like state characterized by a smaller
total current.
6.1 Conclusions
In this Chapter, various approaches based on the Wigner-Weyl formalism, are presented.
In particular, we highlight the existence of a general formalism where in analogy with
the Schrödinger formalism, we use the class of unitary operators in order to define a
class of equivalent quasi-distribution functions. The applications of this formalism span
among different subjects: the multi-band transport in nano-devices, the infinite-order
h¯-approximations of the motion and the characterization of a system in terms of Berry phases
or, more generally, the representation of a quantum system by means of a Riemann manifold
with a suitable connection. The exposition of the theory is completed with some numerical
test and applications to real devices.
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