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such systems, files are either replicated or coded to ensure reliability, i.e., to guarantee file recovery from server
failures. This redundancy in storage can further be exploited to improve system performance (mean file-access
delay) through appropriate load-balancing (routing) schemes. However, it is unclear whether coding or
replication is better from a system performance perspective since the corresponding queueing analysis of such
systems is, in general, quite difficult except for the trivial case when the system load asymptotically tends to
zero. Here, we study the more difficult case where the system load is not asymptotically zero. Using the fact
that the system size is large, we obtain a mean-field limit for the steady-state distribution of the number of file
access requests waiting at each server. We then use the mean-field limit to show that, for a given storage
capacity per file, coding strictly outperforms replication at all traffic loads while improving reliability. Further,
the factor by which the performance improves in the heavy traffic is at least as large as in the light-traffic case.
Finally, we validate these results through extensive simulations.
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1Mean-Field-Analysis of Coding versus Replication
in Large Data Storage Systems
Bin Li, Aditya Ramamoorthy, and R. Srikant
Abstract
We study cloud-storage systems with a very large number of files stored in a very large number of servers. In such systems,
files are either replicated or coded to ensure reliability, i.e., to guarantee file recovery from server failures. This redundancy
in storage can further be exploited to improve system performance (mean file access delay) through appropriate load-balancing
(routing) schemes. However, it is unclear whether coding or replication is better from a system performance perspective since
the corresponding queueing analysis of such systems is, in general, quite difficult except for the trivial case when the system
load asymptotically tends to zero. Here, we study the more difficult case where the system load is not asymptotically zero. Using
the fact that the system size is large, we obtain a mean-field limit for the steady-state distribution of the number of file access
requests waiting at each server. We then use the mean-field limit to show that, for a given storage capacity per file, coding strictly
outperforms replication at all traffic loads while improving reliability. Further, the factor by which the performance improves in
the heavy-traffic is at least as large as in the light-traffic case. Finally, we validate these results through extensive simulations.
I. INTRODUCTION
Data centers with a huge numbers of servers are used by many modern companies to serve their storage and computational
needs. In this paper, we focus on the storage component of data centers. Consider a company like Facebook which stores a
very large number of files, such as pictures, videos, etc., in a very large number of servers. Requests for downloading files
arrive at the server, and the goal is to serve these requests with as little delay as possible. Additionally, for reliability purposes,
each file is stored in multiple servers, using either simple replication or coding, to ensure that data is not lost even when some
servers suffer from failures. The goal of this paper is to understand how this redundancy can be exploited to reduce the mean
file access delay. In particular, we are interested in understanding whether coding always outperforms replication in terms of
mean file access delay, under the same storage requirements.
To illustrate the difference between coding and replication, let us first consider the replication scheme. Suppose that each
file is replicated in two servers, and assume that the time to download a file from a server is exponentially distributed with
mean 1 and is independent across servers. Suppose that the load-balancing policy is to route an arriving request to server with
the smallest queue length (i.e., the server with the smallest number of waiting requests). If the arrival rate of file download
requests is very small, then the queue lengths (i.e., the number of requests awaiting service) at each server will be close to
zero and therefore, an arriving request can be routed at random to any server containing the file. In this case, it is clear that
the mean file access delay is just 1.
Next, let us consider the coding case. In particular, assume that the file is coded into 4 chunks, where the size of each chunk
is half the size of the original file, and further the code is such that the file can be recovered from any two chunks. This can
be achieved via Maximum Distance Separable (MDS) codes (e.g., [2]) with parameters (4, 2), where the file is partitioned into
two equal-size chunks A1 and A2, and the coded chunks A1, A2, A1 +A2 and A1 + 2A2 (the “+” operation is performed over
an appropriate finite field) are stored in 4 different servers, respectively. Since each chunk is half the size of the original file,
we assume that the amount of time required to download a chunk from a server is exponential with mean 1/2. The natural
load-balancing policy in this case is to choose the two least loaded of the four servers containing the file, and route an arriving
request for the file to these two servers. Again, if the arrival rate of file download requests is close to zero, then all queue
lengths will be close to zero and each arriving request can be routed to any two servers containing the file. Since we need both
servers to complete serving the chunks that they contain, the mean file access delay is given by E[max(X1, X2)], where X1
and X2 are i.i.d. exponential random variables with mean 1/2. A straightforward calculation shows that this delay is equal to
0.75. Thus, it is quite clear that the mean file access delay is improved by 25% under coding compared with replication when
the arrival rate is asymptotically negligible. However, it is unclear whether such a result extends to the case of non-zero request
arrival rates. In such a case, queueing effects cannot be ignored. This poses significant challenges for the delay analysis. The
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2main purpose of this paper is to address this open and difficult problem. Our contributions in this work can be summarized as
follows:
• We first present a model of storage, routing, and file access in very large data centers. The interesting aspect of the model
is that individual files become irrelevant, and the system can be viewed as a queueing model with a very large number of
servers, thus facilitating the so-called mean-field analysis.
• Next, we carry out the mean-field analysis of the queueing system under both coding and replication, and derive their
analytical expressions whose solutions yield the steady-state queue length distribution of each queue.
• Then, we utilize the mean-field-limit to show that coding strictly outperforms replication in terms of mean file access
delay under the same storage requirements. We further characterize the improvement factor in the heavy-traffic regime, which
is at least as large as that in the light-traffic regime. To the best of our knowledge, this is the first analytical result in the area
of mean-field analysis that deals with the expected job delay rather than the expected task delay, where a job corresponds to
a file access request containing a certain number of tasks (chunk downloading requests) depending on the coding scheme.
• Finally, we perform extensive simulations to validate our results, where we also study various service distributions, and
more than one load-balancing scheme.
A. Related Work
Delay reduction via coding in cloud storage systems: The main goal of a cloud storage system is to provide high data
reliability and fast file access. Recently, much work has gone into the design of algorithms that speed up the file access in
cloud storage systems. For example, references (e.g., [3]–[5]) have performed simulation or testbed experiments to compare
the delay performance of different coding schemes. Some other works have investigated the file access delay performance
analytically. For example, the authors in [6] showed that the MDS code has a smaller mean file access delay than the simple
file replication. In [7], the authors provided delay bounds under the MDS code. References (e.g., [5], [8]–[14]) studied the
delay performance of redundant requests in various settings.
However, to the best of our knowledge, none of these works are able to characterize or analytically bound the performance
improvement under coding compared with replication. In this paper, we work under the assumption that the underlying system
is large and demonstrate rigorous lower bounds on the improvement in file access times due to coding.
Load-balancing in the large-system limit: A load-balancing algorithm distributes arriving jobs across servers with the
goal of minimizing queueing delays. The analysis of load-balancing algorithms in any finite systems is quite challenging in
general. References [15] and [16] first considered the celebrated power-of-d-choices (d ≥ 2) load-balancing algorithm in the
large-system limit, where each arriving job is forwarded to the shortest d randomly sampled queues. In such cases, any fixed
number of queues become independent from each other and thus the delay characterization is tractable. There has been a
considerable amount of recent work following the results in [15] and [16] studying various different load-balancing schemes
with different amounts of overhead (e.g., [17]–[20]). More recently, Redundant Request with Killing (RRK) (e.g., [8], [12],
[14], [21]) has received significant research attention, where each arriving job is replicated to d servers, and when any one of
d jobs is processed, the rest of the jobs are killed. But, to the best of our knowledge, none of the previous papers have studied
the joint performance of load balancing and storage schemes in the large-system limit.
II. SYSTEM MODEL
File storage scheme: We consider a cloud storage system with L servers, each of which stores a very large number of
different types of files. Each file is stored using the Maximum Distance Separable (MDS) code with parameters (n, k) (see
[2]), i.e., each file is encoded into n chunks with equal size stored at different servers, one for each server, and any k out of
the n chunks are sufficient to recover the entire file. Since the storage space consumed at each server is 1/k of the size of
the file, we assume that the time required for downloading data chunks are i.i.d. exponentially distributed1 with mean of 1/k.
Note that the (n, 1) code corresponds to the replication case, where each file is replicated at n different servers and thus we
can download the desired file from any one of these n servers with exponential downloading time with mean 1.
Fig. 1(a) shows a small portion of the large storage system with (2, 1) code, where file A is stored in servers 1 and 2, and
file B is stored in servers 3 and 4. In order to download the file A, the scheduler can forward the file access request to either
server 1 or server 2. Fig. 1(b) shows a part of the (4, 2) coded system, where file A is divided into two equal-size halves A1
and A2, and the coded chunks A1, A2, A1 + A2, and A1 + 2A2 are stored in four different servers, respectively. In order to
access file A, the scheduler needs to forward the file download request to any two of four servers. File A is obtained only
when these two download requests are processed, i.e., when we receive two chunks of file A from two different servers.
Arrival process: Recall that each file is stored in n servers under the (n, k) code. Thus, there are a total of
(
L
n
)
subsets
of servers where a file could be stored. We assume that there are only I = Ω(L2) files in the system and I is an increasing
function of L. These I files are stored such that the load on each server is approximately the same. Thus, we can model the
1For the storage scheme with (n, k) code, the mean file access delay of the load-balancing scheme we consider is smaller under the positively correlated
assumption than the i.i.d. assumption (cf. Section V). In this sense, we try to characterize the mean delay performance of a particular storage scheme in the
worse scenario.
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Fig. 1: A small portion of a storage system. The letter inside the server box corresponds to the file it stores. Each server
maintains a queue for download requests for the files it stores.
arrival process as follows: we assume that the arrival process of file download requests is Poisson with total arrival rate of Lλ,
where λ ∈ (0, 1). Further, each arrival requests a file uniformly at random from I files. Due to the property of the Poisson
processes, this ensures that the load of any subset of servers of size n is independent with the same arrival rate.
Load-balancing algorithm: We assume that each server maintains a queue for file download requests that desire to download
the chunks stored at the server, and processes these requests in the First-In-First-Out (FIFO) manner. Due to the MDS storage
coding scheme, any k out of the n chunks are enough to obtain the entire file. Therefore, a natural load-balancing scheme is
to forward an incoming file downloading request to the k least-loaded servers among n servers containing the file. In queueing
theory jargon, upon job (file download request) arrival consisting of k tasks (data chunk retrieval request), forward these k tasks
to the k least-loaded servers among n servers that can process this incoming job, one for each server. Each task processing
time (chunk downloading time) follows exponential distribution with mean 1/k. This load-balancing scheme is similar to the
well-known Batch Sampling (BS) (e.g., [19], [22]). The main difference lies in that our considered load-balancing scheme
uniformly selects one location containing n servers among I = Ω(L2) rather than
(
L
n
)
different locations upon each job arrival,
where a location refers to a subset of servers with size of n and
(
L
n
)
is much larger than I when n > 2. This is because
there are only a total of I files in the cloud storage system. Nevertheless, we still refer our load-balancing scheme as Batch
Sampling in the rest of the paper.
Another popular load balancing scheme that has attracted much attention recently is called Redundant Request with Killing
(RRK) (e.g., [8], [12], [14], [21]). Under RRK, a request is sent to all servers where a file is stored, and when any k of these
are served, the rest of the requests are killed. While this scheme is known to perform better than BS policy, it is under the
assumption that the service time distributions are independent across servers. Later, in the simulations section, we show that
the performance of RRK can be quite bad when service times across servers are correlated. For example, when a file is stored
in equal-sized chunks across multiple servers, all requests for these chunks may have highly correlated service times. Thus,
for our storage system, RRK has poor performance, so we do not study it here. On the other hand, in Section V, we will show
that the performance of the BS scheme is worst under the assumption that the service times are independent across different
servers. Hence, we study the system under this assumption in this paper.
Finally, we make a comment on the scenario that is being modeled in our paper and some of the other prior works (e.g.,
[5], [8], [9], [11]–[13]). Our work views the problem from the point of view of storage service provider. On the other hand,
the previous works (e.g., [5], [8], [9], [11]–[13]) view the problem from the point of view of a customer who uses a cloud
storage system. Thus, in these other works, the service time of a file is a complicated function of one’s own file size, the
storage server’s speed and the service provided to other customers. Thus, their assumptions regarding service times can be
quite different from ours.
Goal: It is quite obvious that coding can significantly improve system reliability compared with replication. In this paper,
we would like to investigate whether coding also reduces file access delay under BS load-balancing algorithm. While we
derive queue length distributions for general (n, k) codes, we mainly compare the mean file access delays of (nk, k) and (n, 1)
4(replication) codes2, both of which have the same storage requirements, where k ≥ 2. In particular, for the (nk, k) code, the
file needs to be subdivided into k chunks, each of which is 1/k-th the size of the original file. Coding is then applied on
these k chunks to obtain nk coded chunks. Here, it is worth pointing out that none of existing works rigorously deal with the
important and analytically hard problem of characterizing the mean job delay performance of the load-balancing schemes.
Let W
(n,k)
be the mean file access delay under the (n, k) code. We first consider a trivial case, where the file request arrival
rate is close to zero (also referred as the light-traffic regime). In such a case, queue lengths under both (nk, k) and (n, 1) codes
are close to zero and thus the queueing effect can be ignored. Therefore, it is obvious that W
(n,1)
= 1 under the replication
scheme.
Under the (nk, k) code, we need to download k chunks from k different servers to recover the entire file, and thus
W
(nk,k)
= E
[
max
i=1,2,··· ,k
Xi
]
,
where Xi,∀i, are i.i.d. with exponential distribution with mean 1/k. According to [23], we have
W
(nk,k)
=
H(k)
k
,
where H(m) ,
∑m
l=1 1/l denotes m
th harmonic number. Thus, the (nk, k) code reduces delay by 100(1 − H(k)/k)%
compared with the (n, 1) code in the light-traffic regime. In order to get a sense of how much delay improvement in this case,
we plot the delay improvement percentage 100(1−H(k)/k)% as a function of k. From Fig. 2, we can observe that the delay
improvement is 25% when k = 2, 38.89% when k = 3, and the relative improvement becomes marginal as k further increases.
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Fig. 2: Delay improvement under the (nk, k) code in the light-traffic regime (i.e., λ ↓ 0)
This interesting observation raises the following two natural questions in the moderate and heavy traffic cases where the
queueing effect cannot be ignored: (i) does the (nk, k) code always outperform the (n, 1) code in terms of mean file access
delay? (ii) if it does, then how much performance improvement can it achieve? The goal of this paper is to address these two
open questions. In particular, we show that the (nk, k) code always outperforms the (n, 1) code in terms of mean file access
delay at all traffic loads, and the improvement factor in the heavy-traffic regime is at least as large as in the light-traffic regime.
III. MEAN-FIELD ANALYSIS
In this section, we will use mean-field analysis to study the mean file access delay performance under the (n, k) code. The
underlying assumptions behind the mean-field analysis are validated in both Section IV and V.
Let Q(L)l (t) be the length of the l
th queue at time t in a system with L queues. It is easy to check that the queue-length
process {Q(L)(t)}t≥0 is an irreducible and nonexplosive Markov chain. The following proposition further states that this
Markov chain is positive recurrent and hence has a unique steady-state distribution.
Proposition 1: The Markov chain {Q(L)(t)}t≥0 is positive recurrent. Moreover, the mean steady-state queue-length is finite,
i.e.,
E
[
L∑
l=1
Q˜
(L)
l
]
≤ L(1 + λ)
2(1− λ) , (1)
where Q˜(L)l is steady-state queue length of the l
th queue.
2If files are stored using (n, 1) code such that arrival loads on each server are the same, then these files can also be stored using (nk, k) code to guarantee
that arrival loads on each server are the same.
5Proof: We first consider a quadratic Lyapunov function and study its conditional expected drift. Then, the desired result
follows from the Foster-Lyapunov theorem. Please see Appendix A for details.
Due to the symmetry, all queues have the same steady-state distribution. Let {pi(L)m }m≥0 be the steady-state queue-length
distribution of one queue, where pi(L)m denotes the probability that queue-length is exactly equal to m. Let s
(L)
m ,
∑∞
j=m pi
(L)
m
be the probability that queue-length is at least m. Note that s(L)0 = 1 and s
(L)
m is non-increasing with respect to m, i.e.,
1 = s
(L)
0 ≥ s(L)1 ≥ s(L)2 ≥ · · · ≥ 0. In addition, we have
∑∞
j=m s
(L)
j <∞,∀m = 1, 2, · · · . Indeed, according to Proposition 1,
we have
∞∑
j=m
s
(L)
j ≤
∞∑
j=1
s
(L)
j = E
[
Q˜
(L)
l
]
<∞, ∀m ≥ 1,
where we use the fact that E[Z] =
∑∞
m=1 Pr{Z ≥ m} for any non-negative integer-valued random variable Z.
In this paper, our goal is to investigate the mean file access delay performance under the (n, k) code. In order to evaluate it
accurately, it is important to obtain the queue-length distribution, i.e., the distribution of number of waiting download requests
(queue-length) at each queue. However, queue lengths are correlated across queues and their distribution is hard to obtain in a
system with finite number of queues. Fortunately, such correlations among queues become weaker and weaker as the number of
servers increases. Indeed, as shown in Section IV, any fixed number of queues become independent of each other as the number
of servers goes to infinity, i.e., L→∞, under a particular file storage manner. In such a case, the queue-length distribution can
be exactly characterized. Such an analysis in the large-system limit is commonly referred as mean-field analysis. In addition,
a cloud storage system typically contains a very large number of servers, and therefore the mean-field analysis is sufficiently
accurate, as will be demonstrated in Section V via simulations.
A. Main Results
In this subsection, we present our main results on the mean file access delay under coding in the large-system limit (cf.
Proposition 3). In particular, we characterize the delay improvement between (nk, k) and (n, 1) codes, both of which have the
same storage requirements.
Proposition 2: (i) The mean file access delay under the (nk, k) code is at least (1−H(k)/k) smaller than that under the
(n, 1) code for any arrival rate λ ∈ (0, 1), i.e.,
W
(nk,k) −W (n,1) ≤ −
(
1− H(k)
k
)
. (2)
(ii) In the light-traffic regime (i.e., λ ↓ 0), the mean file access delay under the (nk, k) code improves 100 (1−H(k)/k) %
compared with the (n, 1) code, i.e.,
lim
λ↓0
W
(nk,k) −W (n,1)
W
(n,1)
= −
(
1− H(k)
k
)
. (3)
In the heavy-traffic regime (i.e., λ ↑ 1), the mean file access delay improvement under the (nk, k) code is at least 100 (1−H(k)/k) %
compared with the (n, 1) code, i.e.,
lim
λ↑1
W
(nk,k) −W (n,1)
W
(n,1)
≤ −
(
1− H(k)
k
)
. (4)
The proof of Proposition 2 utilizes the steady-state queue-length distribution in the large-system limit (Section III-B) and
the fact that the tail distribution of queue-length under the (nk, k) code decays at least as fast as that under the (n, 1) code
(see Lemma 3), and is available in Section III-C.
Our analysis shows that the (nk, k) code strictly outperforms the replication code at all traffic loads and its delay improvement
in the heavy-traffic regime is at least as large as in the light-traffic regime. However, simulations in Section V indicate that
the performance improvement in heavy-traffic is even better.
B. Steady-State Queue-Length Distribution
In this subsection, we obtain the queue-length distribution under the (n, k) code in the large-system limit, i.e., L→∞.
Recall that all queues have the same steady-state distribution because of symmetry. Let Q
(n,k)
be a random variable with
the same distribution as the steady-state distribution of the queue-length under the (n, k) code in the large-system limit. Let
pim , Pr{Q(n,k) = m} be the steady-state probability that queue length is equal to m in the large-system limit, where
m = 0, 1, 2, · · · . Under the (n, k) code, whenever there is an arriving file access request, we forward these tasks to the k
least-loaded servers among n servers containing the file, one for each server. Note that the time required for downloading the
chunks are i.i.d. with exponential distribution with mean 1/k. We assume that n servers containing the file requested by the
6incoming job have independent queue-length distributions, as proved in Section IV. Note that the queue-length of each server
increases or decreases at most by one. Each queue forms an independent Markov chain, as shown in Figure 3.
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Fig. 3: The queue-length Markov chain of a single server in the large-system limit
According to the local balance equation, we have
pimqm,m+1 = kpim+1. (5)
Therefore, in order to characterize the steady-state distribution {pim}m≥0 in the large-system limit, we need to first obtain
the transition rate qm,m+1 when a file access request (job) arrives to a server with queue-length of m. Consider a particular
server with queue-length of m. Its queue-length increases by 1 only when there is an arrival job and this server is one of the k
least-loaded server among n servers containing the file that an incoming job requests. Note that pim can also be interpreted as
the fraction of servers with queue-length exactly equal to m in the large-system limit, which simply follows from the Strong
Law of Large Numbers. Hence, Lpim is the average number of servers with queue-length of m and Lpimqm,m+1∆ is the
average number of these servers that become of size m + 1 due to an arrival in a small time interval ∆, which can also be
represented as Lλ∆
∑k
i=1 Pr{Q
(n,k)
(i) = m} . Thus, we have
pimqm,m+1 = λ
k∑
i=1
Pr{Q(n,k)(i) = m}, (6)
where Q
(n,k)
(i) is the i
th smallest queue-length among n servers containing the file requested by the incoming job, i.e.,
Q
(n,k)
(1) ≤ Q
(n,k)
(2) ≤ · · · ≤ Q
(n,k)
(i) ≤ · · · ≤ Q
(n,k)
(n) .
The next lemma gives the exact expression for
∑k
i=1 Pr{Q
(n,k)
(i) = m}. Let sm ,
∑∞
j=m pij denote the steady-state
probability that queue-length is at least m in the large-system limit.
Lemma 1: The term
∑k
i=1 Pr{Q
(n,k)
(i) = m} can be expressed as follows:
k∑
i=1
Pr{Q(n,k)(i) = m} = f (n,k)(sm)− f (n,k)(sm+1), (7)
where f (n,k)(x) ,
∑k
l=1
(
n
n−k+l
)(
n−k+l−2
l−1
)
(−1)l−1xn−k+l, x ∈ [0, 1].
Proof: We first simplify the expression of Pr{Q(i) ≥ m} by using the mean-field assumption, and then derive the
expression for
∑k
i=1 Pr{Q(i) ≥ m} through a little bit complicated algebraic operations. Please see Appendix B for details.
For example, f (n,1)(x) = xn and f (n,2)(x) = nxn−1 − (n− 2)xn. In general, the function f (n,k)(x) is quite complicated.
However, it has several nice properties, which play an important role in later analysis.
Lemma 2: The function f (n,k)(x) (cf. Lemma 1) has the following properties:
(i) f (n,k)(x) is strictly increasing, differentiable and convex on the interval [0, 1];
(ii) f (n,k)(0) = 0 and f (n,k)(1) = k;
(iii) f (n,k)(x) has a bounded derivative, i.e.,
0 ≤
(
f (n,k)(x)
)′
≤ n, ∀x ∈ [0, 1].
Proof: We consider the first and second derivatives of the function f (n,k)(x), and then utilize the subset-of-a-subset identity
to get the desired result. Please see Appendix C for the proof.
Fig. 4 sketches the graph of the function f (n,k)(x). We are now ready to characterize the steady-state queue-length distribution
in the large-system limit.
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Fig. 4: The graph of the function f (n,k)(x)
Proposition 3: The steady-state queue-length distribution of a single server under the (n, k) code in the large-system limit
is unique and can be characterized as follows:{
sm+1 = λf
(n,k)(sm)/k for m = 0, 1, 2, · · · ;
s0 = 1 .
(8)
Proof: According to (5), (6) and Lemma 1, we have
λ
(
f (n,k)(sm)− f (n,k)(sm+1)
)
= k(sm+1 − sm+2), (9)
for any m = 0, 1, 2, · · · . Clearly if λf (n,k)(sm)/k = sm+1, then equation (9) holds. On the other hand, according to Lemma 2,
the function λf (n,k)(x)/k has a bounded derivative and thus it is Lipschitz. Also, λf (n,k)(x)/k ∈ [0, 1] since f (n,k)(x) ≤ k for
all x ∈ [0, 1] and λ ∈ (0, 1). Therefore, the function λf (n,k)(x)/k maps the convex and compact set [0, 1] to itself, and hence,
according to the Schauder fixed point theorem, there exists a fixed point for the system of equations λf(sm)/k = sm+1,∀m ≥ 0.
Next, we will show that this fixed point is unique. First, we note that
sm+1 =
λ
k
f (n,k)(sm)
(a)
≤ λsn/km
(b)
≤ λsm, (10)
where step (a) utilizes the inequality f (n,k)(x) ≤ kxn/k for any x ≥ 0 (see Lemma 6 in Appendix D), and (b) is true since
n > k and 0 ≤ sm ≤ 1. Inequality (10) directly implies
∑∞
j=m sj <∞. Hence, we have
∑∞
j=m f
(n,k)(sj) <∞. Indeed,
∞∑
j=m
f (n,k)(sj)
(a)
=
∞∑
j=m
(
f (n,k)(zj)
)′
sj ≤ n
∞∑
j=m
sj <∞,
where step (a) uses the fact that f (n,k)(sj)− f (n,k)(0) =
(
f (n,k)(zj)
)′
sj for some zj ∈ [0, sj ] according to the Mean-Value
Theorem and the fact that f (n,k)(0) = 0; (b) uses bounded derivative property of the function f (n,k)(x) (cf. Lemma 2).
Therefore, by summing (9) over all m ≥ 0, we obtain s1 = λk f (n,k)(s0). The uniqueness of the fixed point then follows from
(9) by mathematical induction.
Proposition 3 provides an iterative formula for exactly calculating the steady-state queue-length distribution under the (n, k)
code. For example, under the (n, 1) code, i.e., power of n choices, according to Proposition 3, we have sm+1 = λsnm for all
m ≥ 0 and s0 = 1, which implies that sm = λ
nm−1
n−1 . This exactly matches the results in [16] and [15]. Under the (n, 2) code,
we have sm+1 = λ2 (ns
n−1
m − (n− 2)snm) for all m ≥ 0 and s0 = 1 from the Proposition 3.
We are now ready to evaluate the mean file access delay.
C. Mean File Access Delay Analysis
In this subsection, we prove Proposition 2. We first show an important fact that the tail distribution of queue-length under
the (nk, k) code decays at least as fast as that under the (n, 1) code, which implies that the average queue-length under the
(nk, k) code is not greater than that under the (n, 1) code.
8Lemma 3: The tail of queue-length distribution under the (nk, k) code decays at least as fast as that under the (n, 1) code,
i.e.,
sm ≤ sˆm, m = 0, 1, 2, . . . , (11)
where sm and sˆm denote the probability that the steady-state queue length is at least m under (nk, k) and (n, 1) codes in the
large-system limit, respectively.
The proof of Lemma 3 is available in Appendix D. Now, we are ready to show Proposition 2.
Proof of Proposition 2: Recall that under the (n, k) code, each job (file download request) contains k i.i.d. tasks (chunk
download request) with exponential downloading time distribution with mean 1/k. Upon job arrival, we forward its k tasks to
the least-loaded k servers among n servers containing the file that the job request. Since a job is complete only when these
k tasks are processed, if the queue lengths of these n servers are Q̂(n,k)(i) , ∀i = 1, 2, · · · , n when a job arrives, then this job
experiences a delay equal to
max
i=1,2,··· ,k
Q̂
(n,k)
(i)
+1∑
j=1
X
(k,i)
j , (12)
where X(k,i)j , ∀i, j, are i.i.d. exponential random variables with mean 1/k, and Q̂(n,k)(i) is the ith smallest queue-length among
n servers seen by an incoming job, i.e., Q̂(n,k)(1) ≤ Q̂(n,k)(2) ≤ · · · ≤ Q̂(n,k)(n) .
Note that (12) is true since the remaining service time for the task in service is still exponential. We also note that Q̂(n,k)(i) ,
∀i = 1, 2, · · · , n and X(k,i)j ,∀i, j, are independent. Therefore, the mean job delay W
(n,k)
can be written as follows:
W
(n,k)
=E
 max
i=1,2,··· ,k
Q̂
(n,k)
(i)
+1∑
j=1
X
(k,i)
j
 . (13)
Next, we compare the mean job delay under (nk, k) and (n, 1) codes.
W
(nk,k)
=E
 max
i=1,2,··· ,k
Q̂
(nk,k)
(i)
+1∑
j=1
X
(k,i)
j

(a)
≤E
max

Q̂
(nk,k)
(1)
+1∑
j=1
X
(k,1)
j , max
i=2,··· ,k
Q̂
(nk,k)
(1)
+1∑
j=1
X
(k,i)
j + max
i=2,··· ,k
Q̂
(nk,k)
(i)
+1∑
j=Q̂
(nk,k)
(1)
+2
X
(k,i)
j


(b)
≤E
 max
i=1,2,··· ,k
Q̂
(nk,k)
(1)
+1∑
j=1
X
(k,i)
j
+ E
 max
i=2,··· ,k
Q̂
(nk,k)
(i)
+1∑
j=Q̂
(nk,k)
(1)
+2
X
(k,i)
j
 , (14)
where step (a) utilizes the fact that Q̂(nk,k)(1) ≤ Q̂(nk,k)(2) ≤ · · · ≤ Q̂(nk,k)(k) , and follows from the fact that maxi(xi + yi) ≤
maxi xi + maxi yi, for any non-negative real numbers xi and yi; (b) utilizes the fact that max{x, y + z} ≤ max{x, y} + z,
for any non-negative real numbers x, y and z. By repeating steps in deriving (14) on the term
E
 max
i=2,··· ,k
Q̂
(nk,k)
(i)
+1∑
j=Q̂
(nk,k)
(1)
+2
X
(k,i)
j
 ,
we obtain
W
(nk,k) ≤E
 max
i=1,2,··· ,k
Q̂
(nk,k)
(1)
+1∑
j=1
X
(k,i)
j
+ k∑
l=2
E
 max
i=l,l+1,··· ,k
Q̂
(nk,k)
(l)
+1∑
j=Q̂
(nk,k)
(l−1) +2
X
(k,i)
j

≤E
Q̂
(nk,k)
(1)
+1∑
j=1
max
i=1,2,··· ,k
X
(k,i)
j
+ k∑
l=2
E
 Q̂
(nk,k)
(l)
+1∑
j=Q̂
(nk,k)
(l−1) +2
max
i=l,l+1,··· ,k
X
(k,i)
j
 , (15)
9where the last step follows from the fact that
max
i=1,2,··· ,a
b∑
j=1
x
(i)
j ≤
b∑
j=1
max
i=1,2,··· ,a
x
(i)
j
holds for any positive integers a, b, and non-negative real numbers x(i)j , ∀i = 1, 2, · · · , a,∀j = 1, 2, · · · , b.
Since X(k,i)j are i.i.d. exponential random variables, according to [23], we have
E
[
max
i=1,2,··· ,m
X
(k,i)
j
]
=
1
k
H(m), (16)
where we recall that H(m) ,
∑m
i=1 1/i is the m
th harmonic number. Note that since X(k,i)j , i = l, l+ 1, · · · , k, are i.i.d. and
independent from Q̂(nk,k)(l) , by utilizing (16), inequality (15) becomes
W
(nk,k) ≤1
k
((
1 + E
[
Q̂
(nk,k)
(1)
])
H(k) +
k∑
l=2
(
E
[
Q̂
(nk,k)
(l)
]
− E
[
Q̂
(nk,k)
(l−1)
])
H(k − l + 1)
)
=
1
k
(
H(k) +
k∑
l=1
1
k − l + 1E
[
Q
(nk,k)
(l)
])
, (17)
where we recall that Q
(nk,k)
(l) is the l
th smallest steady-state queue-length among nk servers, and the last step follows from
PASTA property since the arrival process to any subset of queues of size nk is a Poisson process under the (nk, k) coding
scheme.
On the other hand, the mean delay under the (n, 1) code can be written as follows:
W
(n,1)
= E
Q̂
(n,1)
(1)
+1∑
j=1
X
(1,1)
j
 (a)= E [Q̂(n,1)(1) ]+ 1 (b)= E [Q(n,1)(1) ]+ 1, (18)
where step (a) follows from the fact that Q̂(n,1)(1) and X
(1,1)
j ,∀j, are independent; (b) follows from the PASTA property since
the arrival process to any subset of queues of size n is a Poisson process under the (n, 1) coding scheme.
By using (17) and (18), we have
W
(nk,k) −W (n,1) ≤ −
(
1− H(k)
k
)
+
1
k
k∑
l=1
1
k − l + 1E
[
Q
(nk,k)
(l)
]
− E
[
Q
(n,1)
(1)
]
. (19)
Note that
1
k
k∑
l=1
1
k − l + 1E
[
Q
(nk,k)
(l)
]
≤ 1
k
k∑
l=1
E
[
Q
(nk,k)
(l)
]
≤ E
[
Q
(n,1)
(1)
]
, (20)
where the last step utilizes Lemma 4. By substituting (20) into (19), we have (2).
Lemma 4: The average queue-length of k shortest queues among nk servers under the (nk, k) code is not greater than the
queue-length of the shortest queue among n servers under the (n, 1) code, i.e.,
1
k
k∑
i=1
E
[
Q
(nk,k)
(i)
]
≤ E
[
Q
(n,1)
(1)
]
. (21)
The proof of Lemma 4 directly follows from Lemma 3, and is available in Appendix E.
The mean job delay improvement under the (nk, k) code compared with the (n, 1) code in the light-traffic regime directly
follows from the discussions in Section II. Next, we will investigate the mean job delay improvement in the heavy-traffic
regime, i.e., λ ↑ 1. According to (19), we have
W
(nk,k) −W (n,1)
W
(n,1)
≤−
(
1− 1
k
H(k)
)
+
1
k
∑k
l=1
1
k−l+1E
[
Q
(nk,k)
(l)
]
−H(k)E
[
Q
(n,1)
(1)
]
1 + E
[
Q
(n,1)
(1)
] , (22)
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which implies
lim
λ↑1
W
(nk,k) −W (n,1)
W
(n,1)
≤ −
(
1− 1
k
H(k)
)
+
1
k
lim
λ↑1
∑k
l=1
1
k−l+1E
[
Q
(nk,k)
(l)
]
E
[
Q
(n,1)
(1)
] −H(k)
1
E
[
Q
(n,1)
(1)
] + 1 .
By utilizing Lemma 5, we have the desired result.
Lemma 5: (i) The mean queue-length of the shortest queue among n servers under the (n, 1) code in the heavy-traffic regime
satisfies
lim
λ↑1
E
[
Q
(n,1)
(1)
]
− log(1− λ) =
1
log n
; (23)
(ii) The mean queue lengths of the k shortest queues among n servers under the (nk, k) code satisfy
lim
λ↑1
∑k
i=1
1
k−i+1E
[
Q
(nk,k)
(i)
]
E
[
Q
(n,1)
(1)
] ≤ H(k). (24)
The proof of Lemma 5 is available in Appendix F.
IV. PROOF OF ASYMPTOTIC INDEPENDENCE
In this section, we justify the assumption on the asymptotic independence in the mean-field analysis that was used in the last
section when the number of servers L is a prime number and the number of files I is equal to integer multiple of L(L− 1)/2.
In addition, these files are stored in a particular manner that is explained later. Simulation results in Section V indicate that
our results hold even when L is not a prime number, I is the order of L2, and files are uniformly randomly stored in different
servers. The proof of asymptotic independence in such a general case remains an open question.
Under the (n, k) code, each file is stored in n different servers. We index the servers as 1, 2, . . . , L. As is the case in practice,
we assume n L. In this section, we will call a sequence of the form a, (a+d) mod L, (a+2d) mod L,. . . , (a+(n−1)d)
mod L, an arithmetic progression with parameter d, where a can take values in {1, 2, . . . , L}. We assume that the files are
stored in such a way that n servers containing the same file have indices that form an arithmetic progression with the common
difference d in the circle with length L, where d takes values in {1, 2, . . . , (L− 1)/2}. We call the set of n servers where a
file is stored as the location of a file. Since L is a prime number, there are a total of L arithmetic progressions for a given
parameter d and thus there are a total of L(L− 1)/2 different locations to store files. Assuming that the number of files I is
equal to an integer multiple of L(L− 1)/2, then we just store these I files uniformly in these L(L− 1)/2 locations.
Next, we will show that any fixed number of queues become independent of each other in the large-system limit under the
above storage scheme, i.e., as the number of servers L→∞. To that end, we utilize the analytical approach in papers ( e.g.,
[15], [19] ), which basically includes three parts: (i) characterizing the differential equations governing the evolution of the
system in the large-system limit and showing its convergence to the unique equilibrium point from any initial condition; (ii)
proving that the Markov process of the number of jobs in the system converges to the differential equations over any finite
time interval as L→∞; (iii) proving the interchange of limits, i.e., the convergence of the stationary probability measure of
the Markovian system to the Dirac measure of unique equilibrium point is independent of the order of the large-system (i.e.,
L → ∞) and infinite-time limits (i.e., t → ∞). It is worth noting that the asymptotic independence results were established
under the batch-sampling in [19] when the batch-size (i.e., the number of tasks of each job) goes to infinity and number of
files is I =
(
L
n
)
. However, the batch-size in our system is always finite and I is just integer multiple of L(L− 1)/2, and thus
the result in [19] do not directly apply.
First, we characterize the differential equations governing the system dynamics under the (n, k) code in the large-system.
dsm(t)
dt
= λ
(
f (n,k)(sm−1(t))− f (n,k)(sm(t))
)
− k (sm(t)− sm+1(t)) ,∀m = 1, 2, · · · , (25)
where f (n,k)(x) is defined in Lemma 1, the initial condition s(0) , {ηm}m≥0 ∈ S and S , {ζ , (ζm)m≥0 : 1 = ζ0 ≥ ζ1 ≥
· · · ≥ 0 and ∑∞m=1 ζm <∞}. We further equip the space S with the metric
d(x,y) = sup
m≥1
|xm − ym|
m
, (26)
where x = (xm)m≥0 and y = (ym)m≥0 are within the space S. Then, it is easy to check that the space S is compact.
Differential equations (25) are derived from the Markov chain in Figure 3. Regard sm(t) as the fraction of queues with
length at least m at time t. The terms of the first group in (25) correspond to the queue length increase due to an arriving file
access request (job). Note that the queue-length of a queue with length of m increases by 1 only when there is a job arrival
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and the considered queue is one of the k shortest queues among n servers containing the requested file. This combined with
Lemma 1 implies that the probability that the queue-length increases by 1 is equal to λ(f (n,k)(sm−1(t)) − f (n,k)(sm(t))).
The terms of the second group in (25) is simply because of a departure with rate k. Also, we note that the initial condition
s(0) = (ηm)m≥0 ∈ S satisfies
∑∞
m=1 ηm < ∞, which is related to the average queue-length at one server. Therefore, the
condition s(0) ∈ S simply requires that the average queue-length per server is bounded initially.
Let F (n,k)m (s(t)) , λ
(
f (n,k)(sm−1(t))− f (n,k)(sm(t))
) − k (sm(t)− sm+1(t)) ,∀m = 1, 2, · · · , denote the drift of sm(t)
at point s(t). Then, the system of the above differential equations (25) can be rewritten as
ds(t)
dt
= F(n,k)(s(t)), (27)
where F(n,k)(s) = (F (n,k)1 (s), F
(n,k)
2 (s), · · · , F (n,k)m (s), · · · ). The equilibrium point of (25) is obtained by setting F(n,k)(s(t)) =
0. It is easy to verify that the steady-state distribution s = {sm}m≥0 (cf. Proposition 3) in the large-system limit is the unique
equilibrium point.
Next, we show that the solution of (25) with any initial condition within S converges to the unique equilibrium point.
Proposition 4: For any initial condition η ∈ S, the solution s(t) of differential equations (25) converges to the unique
equilibrium point s.
Here, we want to point out that the Lyapunov function used in [16] and [19] does not work in our system. We follow the
approach in [15, Section 3] by utilizing the monotone property of the function f (n,k)(x) (cf. Lemma 2). The detailed proof is
available in Appendix H.
Let Φ(L)m (t) be the number of queues with length at least m, and φ
(L)
m (t) , Φ(L)m (t)/L be the fraction of queues with length
at least m in the system with L servers. The following theorem states that φ(L)(t) , (φ(L)1 (t), φ
(L)
2 (t), · · · , φ(L)m (t), · · · )
converges to s(t) for any bounded time interval [0, T ] as L→∞, where T ≥ 0 is some finite constant.
Proposition 5: Assume that φ(L)(0)→ s(0) in probability, where s(0) is a deterministic condition with s(0) ∈ S. Then, we
have
lim
L→∞
sup
0≤t≤T
‖φ(L)(t)− s(t)‖1 = 0 in probability, (28)
where ‖x‖1 ,
∑∞
m=0 |xm| is the l1 norm of the vector x ∈ S.
Here, we consider an infinite-dimensional state space, where the classical Kurtz’s Theorem (e.g., [24]) only considers the
finite-dimensional state space. To that end, we carefully partition the state space into two subspaces, where one of them is
finite-dimensional. In this sense, our proof is regarded as an extension of the Kurtz’s Theorem. We note that [19] uses a similar
idea to show the Kurtz’s result under the batch-sampling when the batch-size goes to infinity and the number of files I is
exactly equal to
(
L
n
)
, while we establish a similar result for the case with any finite batch-size and I equal to the integer
multiple of L(L− 1)/2. The proof is available in Appendix I.
Having established Propositions 4 and 5, by the Interchange of Limits Theorem (i.e., the convergence of the probability
measure of the finite system to the Dirac measure of the unique equilibrium point is independent of the order of the large-system
and infinite-time limits) in [19, Theorem 9] and showing that the steady-state distribution of any fixed number of queues in
the large-system limit has a product form, we have the following result (also see [19, Corollary 12]), which establishes the
asymptotic independence among any fixed number of queues in the large-system limit.
Proposition 6: Consider a set of l queues, and without loss of generality, assume the queues are 1, 2, · · · , l. Let pi(L)(Q1, Q2, · · · , Ql)
denote the steady-state queue-length distribution of these l queues in the system with L queues. Then, these queues become
identically and independently distributed with distribution s in the large-system limit, i.e.,
lim
L→∞
pi(L)(Q1, Q2, · · · , Ql) =
l∏
i=1
sQi . (29)
V. SIMULATION RESULTS
In this section, we provide simulation results to compare the mean file access delay performance between coding and
replication in the system with L = 1, 000 servers and I = 1, 000, 000 files. In particular, we first verify the accuracy of the
mean-field analysis and then investigate the delay improvement under coding. Then, we evaluate the impact of correlation of
the chunk downloading time on the mean delay performance for two different load-balancing algorithms.
A. Validation of the Mean-Field Analysis
In this subsection, we first validate the accuracy of the mean-field analysis, and then illustrate the differences in mean
file access delay performance between coding and replication, where we assume that the chunk downloading time follows
exponential distribution. Given the queue-length distribution (cf. Proposition 3), we are able to calculate the mean file access
delay under the (n, k) code according to (13) through Monte Carlo methods. In particular, at each time slot, generate n i.i.d.
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queue-length random variables according to its steady-state probability distribution in the large-system limit (cf. Proposition
3), then pick k smallest ones and calculate the delay through (13). Then, the time-average delay can be regarded as the mean
delay. The markers in Fig. 5 (corresponding to theoretical results) were obtained in this manner, whereas the simulation results
were obtained via an event-driven simulation of the whole system.
From Fig. 5, we first observe that the simulation results match the theoretical results very well under different coding schemes,
which validates the accuracy of the mean-field analysis in the system with a large number of servers. In addition, Fig. 5 shows
the mean file access delay performance under the (nk, k) code, where k = 1, 2, 3, 4, 5. Recall that k = 1 corresponds to the
replication code. We can see from Fig. 5 that the mean file access delay performance improves as k increases, where the
delay improvement is most significant from k = 1 to k = 2. This is also expected from our theoretical analysis. In addition,
for a fixed storage coding scheme, its delay improvement compared with the replication code increases as the arrival rate λ
increases. We also consider the case with i.i.d. chunk downloading time with distribution the same as 1/(2k)+Exp(2k), where
Exp(2k) is exponential distributed with mean 1/(2k). This downloading time distribution was used in [12] to model the data
downloading time in Amazon AWS system. The simulation results are shown in Fig. 6, where we have similar observations
with the case with exponential downloading time (cf. Fig. 5).
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Fig. 7: Impact of correlated downloading time on the delay performance of (4, 2) code
B. Impact of Correlated Downloading Time Distribution
In this subsection, we consider another popular load-balancing scheme, called Redundant Request with Killing (RRK), under
the storage scheme with (n, k) code. Recall that under the RRK load-balancing scheme, upon a file access request arrival, it
forwards n requests to n servers containing the file and the entire file is obtained once k out of n downloading requests are
processed.
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Fig. 8: Impact of correlated downloading time on the delay performance of (6, 3) code
Here, we consider both i.i.d. and correlated downloading time cases. In the case with i.i.d. downloading time, the time
required for downloading data chunks are i.i.d. with exponential with mean 1/k. In the case with correlated downloading time,
the time required for downloading chunks associated with a file are exactly the same and follows exponential distribution with
mean 1/k.
Fig. 7 studies the impact of correlations on delay performance of the Batch Sampling (BS) and RRK load-balancing algorithms
under the (4, 2) storage scheme. From Fig. 7(a), we can observe that for the BS load-balancing policy, the mean delay under the
correlated downloading time is always better than that under the i.i.d. downloading time, with larger improvement in the lower
traffic regime. In this sense, the correlation of the chunk downloading time actually helps improve the delay performance of
the BS policy. Thus, the results in the paper may be interpreted as characterizing the worst-case performance of the BS policy.
However, from Fig. 7(b), we can see that this correlation significantly degrades the system performance of the RRK algorithm
especially when the traffic load is high. We have the same observations from Fig. 8 that shows the simulation results for the
storage scheme with (6, 3) code. Thus, the efficiency of the RRK policy heavily depends on the independence assumption on
the chunk downloading time as we discussed in Section II. For this reason, we only analytically study the BS policy in this
paper.
VI. CONCLUSIONS
In this paper, we studied the mean file access delay performance under coding in cloud storage systems with a very large
number of files stored in a very large number of servers. We formulated an appropriate load-balancing problem, and studied
its delay performance in the large-system limit, i.e., when the number of servers goes to infinity. In particular, we obtained
the steady-state distribution of the number of file access requests waiting at each server, and utilized this to show that coding
always improves the mean file access delay compared with the simple replication scheme at all traffic loads, without sacrificing
any storage and reliability. We further show that the improvement factor by coding in the heavy-traffic regime is at least as
large as in the light-traffic regime. Finally, extensive simulations are performed to validate our theoretical results.
APPENDIX A
PROOF OF PROPOSITION 1
We ignore the superscript (L) of Q(L)l (t) for simplicity. Consider the Quadratic Lyapunov function V (Q(t)) =
∑L
l=1Q
2
l (t).
Let x,y be the state of the underlying Markov chain, and qx,y denote the transition rate from state x to state y. According
to the Foster-Lyapunov theorem (see [25, Theorem 9.1.8]) for continuous-time Markov chain, we consider its Lyapunov drift
as follows: ∑
y 6=x
qx,y (V (y)− V (x))
=
L∑
l=1
qx,x−el
(
V
(
(x− el)+
)− V (x))+ ∑
y∈Θx
qx,y (V (y)− V (x)) , (30)
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where the last step is true for z+ , max{z, 0}, el being a L× 1 vector such that el[l] = 1 and el[l′] = 0 for any l′ 6= l, and
Θx being the set of possible states of the Markov chain that can be reached from the state x when there is a job arrival (file
access request).
For the term
∑L
l=1 qx,x−el (V ((x− el)+)− V (x)), we have
L∑
l=1
qx,x−el
(
V
(
(x− el)+
)− V (x))
(a)
≤
L∑
l=1
k
(
(xl − 1)2 − x2l
)
=− 2k
L∑
l=1
xl + kL, (31)
where the step (a) uses the fact that the departure rate of each task (chunk download request) at each queue is k, and the fact
that (z+)2 ≤ z2 for any real number z.
For the term
∑
y∈Θx qx,y (V (y)− V (x)), we have∑
y∈Θx
qx,y (V (y)− V (x))
≤Lλ
L∑
l=1
(
(xl + 1)
2 − x2l
)× k
L
=2kλ
L∑
l=1
xl + kLλ, (32)
where the first step is established by comparing the batch-sampling with the randomized load-balancing policy that forwards
k tasks to randomly selected k queues with replacement, one for each queue. Indeed, conditioned on the n sampled queues,
e.g., Q1 ≤ Q2 ≤ · · · ≤ Qn, the Lyapunov drift can be represented as
E
[
n∑
l=1
(
(Ql + al)
2 −Q2l
)∣∣∣∣∣(Q1, Q2, ..., Qn)
]
=2E
[
n∑
l=1
Qlal
∣∣∣∣∣(Q1, Q2, ..., Qn)
]
+ k, (33)
whenever there is an arrival event under any load-balancing policy, where
∑n
l=1 al = k and al ∈ {0, 1}. It is easy to see that
E
[
n∑
l=1
Qlal
∣∣∣∣∣(Q1, Q2, ..., Qn)
]
=
k∑
l=1
Qk, (34)
under our considered load-balancing scheme. Under the above randomized load-balancing policy,
E [Qlal|(Q1, Q2, . . . , Qn)] = k
L
Ql,∀l = 1, 2, ..., n. (35)
On the other hand,
E [Qlal] =
∑
G∈G
E [Qlal|G] Pr{G}, (36)
where G = the set of n sampled servers containing server l. Note that each server contains In/L files and each file is stored
in n−tuple of servers, where we recall that I is the number of files in the system. This implies that each server belongs to
In/L n−tuple of servers and thus |G| = In/L.
Also, due to the symmetry, E [Qlal|G] ,∀G ∈ G, have the same value. Therefore, combining equations (35), (36), and the
fact that |G| = In/L and Pr{G} = 1/I, ∀G ∈ G, we have E [Qlal|(Q1, Q2, ..., Qn)] = knQl,∀l = 1, 2, ..., n, which implies
that
E
[
n∑
l=1
Qlal
∣∣∣∣∣(Q1, Q2, ..., Qn)
]
=
k
n
n∑
l=1
Ql, (37)
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under the randomized load-balancing policy. By using the assumption that Q1 ≤ Q2 ≤ · · · ≤ Qn, we have
k
n
n∑
l=1
Ql ≥k
n
(
k∑
l=1
Ql + (n− k)Qk+1
)
≥k
n
(
k∑
l=1
Ql +
n− k
k
k∑
l=1
Ql
)
=
k∑
l=1
Ql. (38)
This implies that, conditioned on n sampled queues, the Lyapunov drift upon an arrival under our considered load-balancing
scheme is not greater than that under the above mentioned randomized load-balancing policy.
Therefore, we have ∑
y 6=x
qx,y (V (y)− V (x))
≤− 2k(1− λ)
L∑
l=1
xl + kL(1 + λ). (39)
Since λ ∈ (0, 1), according to the Foster-Lyapunov theorem (see [25, Theorem 9.1.8]), the underlying Markov chain is
positive recurrent, and hence its steady-state distribution exists. Then, (1) follows from [26, Proposition 2.2.3].
APPENDIX B
PROOF OF LEMMA 1
In the rest of proof, we omit the superscript (n, k) of Q
(n,k)
(i) ,∀i = 1, 2, · · · , n, for simplicity. Since there are n sampled
queues with Q(1) ≤ Q(2) ≤ · · · ≤ Q(n), we have
Pr{Q(i) ≥ m}
(a)
= Pr{n− i+ 1 or more of Ql’s are ≥ m}
(b)
=
n∑
j=n−i+1
(
n
j
)
sjm(1− sm)n−j
(c)
=
n∑
j=n−i+1
(
n
j
)
sjm
n−j∑
l=0
(
n− j
l
)
(−sm)l
=
n∑
j=n−i+1
n−j∑
l=0
(
n
j
)(
n− j
l
)
(−1)l sj+lm
(d)
=
n∑
d=n−i+1
sdm
d∑
j=n−i+1
(
n
j
)(
n− j
d− j
)
(−1)d−j
(e)
=
n∑
d=n−i+1
(
n
d
)
sdm
d∑
j=n−i+1
(
d
j
)
(−1)d−j , (40)
where the step (a) follows from the fact that the ith order statistic is greater than or equal to m if and only if there are
n− i+ 1 or more of Ql’s that are greater than or equal to m; step (b) is true due to the fact that n sampled queues are i.i.d.
and thus the number of Ql’s that are greater than or equal to m follows binomial distribution with parameters n and sm; step
(c) utilizes Binomial Theorem; step (d) is true by letting d = j + l; step (e) follows from the subset-of-a-subset identity [27](
n
j
)(
n−j
d−j
)
=
(
n
d
)(
d
j
)
.
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By utilizing equation (40), we have
k∑
i=1
Pr{Q(i) ≥ m}
=
k∑
i=1
n∑
d=n−i+1
(
n
d
)
sdm
d∑
j=n−i+1
(
d
j
)
(−1)d−j
(a)
=
n∑
d=n−k+1
(
n
d
)
sdm
k∑
i=n+1−d
d∑
j=n−i+1
(
d
j
)
(−1)d−j
(b)
=
k∑
l=1
(
n
n− k + l
)
sn−k+lm
k∑
i=k+1−l
n−k+l∑
j=n−i+1
(
n− k + l
j
)
(−1)n−k+l−j , (41)
where the step (a) is true by exchanging the order of the first and second summation; step (b) is true for l = d− (n− k).
Next, we are going to show that
k∑
i=k+1−l
n−k+l∑
j=n−i+1
(
n− k + l
j
)
(−1)n−k+l−j =
(
n− k + l − 2
l − 1
)
(−1)l−1. (42)
Indeed,
k∑
i=k+1−l
n−k+l∑
j=n−i+1
(
n− k + l
j
)
(−1)n−k+l−j
(a)
=
n−k+l∑
j=n−k+1
(k + j − n)
(
n− k + l
j
)
(−1)n−k+l−j
(b)
=
l∑
j′=1
j′
(
n− k + l
n− k + j′
)
(−1)l−j′
=
l∑
j=1
j
(
n− k + l
l − j
)
(−1)l−j
=l
(
n− k + l
0
)
+
l−1∑
j=1
j
(
n− k + l
l − j
)
(−1)l−j
(c)
= l
(
n− k + l − 1
0
)
+
l−1∑
j=1
j
((
n− k + l − 1
l − j
)
+
(
n− k + l − 1
l − j − 1
))
(−1)l−j
=
l−1∑
j=0
(
n− k + l − 1
j
)
(−1)j
=
(
n− k + l − 1
0
)
+
l−1∑
j=1
(
n− k + l − 1
j
)
(−1)j
(d)
=
(
n− k + l − 2
0
)
+
l−1∑
j=1
((
n− k + l − 2
j
)
+
(
n− k + l − 2
j − 1
))
(−1)j
=
(
n− k + l − 2
l − 1
)
(−1)l−1, (43)
where the step (a) follows by switching the order of summations; step (b) is true by letting j′ = j − (n − k); steps (c) and
(d) utilize the Pascal’s rule, i.e., (
n
k
)
=
(
n− 1
k − 1
)
+
(
n− 1
k
)
,
for all integers n, k: 1 ≤ k ≤ n− 1.
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By substituting (43) into (41), we have
k∑
i=1
Pr{Q(i) ≥ m}
=
k∑
l=1
sn−k+lm
(
n
n− k + l
)(
n− k + l − 2
l − 1
)
(−1)l−1
=f (n,k)(sm), (44)
where f (n,k)(x) is defined in Lemma 1. By noting that Pr{Q(i) = m} = Pr{Q(i) ≥ m} − Pr{Q(i) ≥ m − 1} and utilizing
(44), we have the desired result.
APPENDIX C
PROOF OF LEMMA 2
By the definition of the function f (n,k)(x), we have(
f (n,k)(x)
)′
=
k∑
l=1
(−1)l−1
(
n
n− k + l
)(
n− k + l − 2
l − 1
)
(n− k + l)xn−k+l−1
=
k∑
l=1
(−1)l−1
(
n
n− k + l
)(
n− k + l
n− k + l − 1
)(
n− k + l − 2
n− k − 1
)
xn−k+l−1
,
∫ x
0
g(n,k)(z)dz, (45)
where g(n,k)(x) is defined as
g(n,k)(x) ,
k∑
l=1
(−1)l−1
(
n
n− k + l
)(
n− k + l
n− k + l − 1
)(
n− k + l − 1
n− k + l − 2
)(
n− k + l − 2
n− k − 1
)
xn−k+l−2 .
Once we obtain the closed-form expression for g(n,k)(x), we can easily get f (n,k)(x). Next, let’s focus on g(n,k)(x).
g(n,k)(x)
(a)
=C(n, k)
k∑
l=1
(−1)l−1
(
k − 1
l − 1
)
xn−k+l−2
(b)
=C(n, k)xn−k−1
k−1∑
l′=0
(−1)l′
(
k − 1
l′
)
xl
′
(c)
=C(n, k)xn−k−1(1− x)k−1, (46)
where the step (a) is true for C(n, k) ,
(
n
n−k−1
)(
k+1
1
)(
k
1
)
and utilizes the subset-of-a-subset identity shown as follows.(
n
n− k + l
)(
n− k + l
n− k + l − 1
)(
n− k + l − 1
n− k + l − 2
)(
n− k + l − 2
n− k − 1
)
=
(
n
n− k − 1
)(
k + 1
1
)(
k
1
)(
k − 1
l − 1
)
;
step (b) is true by letting l′ = l − 1; step (c) utilizes Binomial Theorem.
By using (46), we have (
f (n,k)(x)
)′
=
∫ x
0
g(n,k)(z)dz
=C(n, k)
∫ x
0
zn−k−1(1− z)k−1dz. (47)
Hence,
(
f (n,k)(x)
)′
> 0 for any x ∈ (0, 1] and therefore f (n,k)(x) is strictly increasing in x ∈ [0, 1].
Moreover, (
f (n,k)(x)
)′′
= C(n, k)xn−k−1(1− x)k−1 ≥ 0 (48)
holds for any x ∈ [0, 1], which implies that f (n,k)(x) is also convex on the interval [0, 1].
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In addition, it is easy to see that f (n,k)(0) = 0 from the definition of f (n,k)(x), and
f (n,k)(1) =
∫ 1
0
(
f (n,k)(x)
)′
dx
=C(n, k)
∫ 1
0
dx
∫ x
0
zn−k−1(1− z)k−1dz
(a)
=C(n, k)
∫ 1
0
zn−k−1(1− z)kdz
(b)
=k, (49)
where the step (a) interchanges the order of integrals; step (b) uses the fact that∫ 1
0
za(1− z)bdx = a!b!
(a+ b+ 1)!
, (50)
for any non-negative integers a and b, and the definition of C(n, k).
Furthermore, since
(
f (n,k)(x)
)′′ ≥ 0 for any x ∈ [0, 1], (f (n,k)(x))′ is non-decreasing on the interval [0, 1], which implies(
f (n,k)(x)
)′
≤
(
f (n,k)(1)
)′
= C(n, k)
∫ 1
0
zn−k−1(1− z)k−1dz = n, (51)
where the last step again uses (50) and the definition of C(n, k).
APPENDIX D
PROOF OF LEMMA 3
We use mathematical induction to show this lemma. First, note that s0 = sˆ0 = 1. Assume that sm ≤ sˆm for some m ≥ 0.
Then, we have
sm+1 =
λ
k
f (nk,k)(sm)
(a)
≤ λsnm
(b)
≤ λsˆnm = sˆm+1, (52)
where the step (a) uses Lemma 6; step (b) follows from the induction hypothesis.
Lemma 6:
1
k
f (n,k)(x) ≤ xn/k (53)
holds for any x ∈ [0, 1].
Proof: Since f (n,k)(0) = 0 (cf. Lemma 2), inequality (53) holds when x = 0. In the rest of the proof, we consider the
case when x ∈ (0, 1]. We will show that f (n,k)(x)/k ≤ xn/k, which is equivalent to proving
h(x) , 1
k
f (n,k)(x)
xn/k
≤ 1. (54)
Since h(1) = f (n,k)(1)/k = 1 (cf. Lemma 2), it is sufficient to show that h′(x) ≥ 0 for any x ∈ (0, 1]. Noting that
h′(x) =
1
k
x(f (n,k)(x))′ − nk f (n,k)(x)
xn/k+1
, (55)
It is equivalent to showing that
x(f (n,k)(x))′ ≥ n
k
f (n,k)(x), (56)
holds for any x ∈ (0, 1].
According to (47) in the proof of Lemma 2, we have
(f (n,k)(x))′
=C(n, k)
∫ x
0
zn−k−1(1− z)k−1dz
=C(n, k)
k−1∑
l=0
(
k − 1
l
)
(−1)l
∫ x
0
zn−k−1+ldz
=C(n, k)
k−1∑
l=0
(
k − 1
l
)
(−1)l x
n−k+l
n− k + l , (57)
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where we recall that C(n, k) ,
(
n
k+1
)(
k+1
1
)(
k
1
)
, and the second step follows from the Binomial Theorem. Hence, we have
f (n,k)(x)
=
∫ x
0
(f (n,k)(z))′dz
=C(n, k)
k−1∑
l=0
(
k − 1
l
)
(−1)l 1
n− k + l
xn−k+l+1
n− k + l + 1 . (58)
By substituting (57) and (58) into (56), it is equivalent to showing that
w(x) ,
k−1∑
l=0
(
k − 1
l
)
(−1)l 1
n− k + l
(n/k − 1)(k − 1) + l
n− k + l + 1 x
n−k+l+1 ≥ 0.
Next, we will study some basic properties of w(x). First, we note that
w′′(x)
=xn−k−1
k−1∑
l=0
(
k − 1
l
)
(−1)l ((n/k − 1)(k − 1) + l)xl
=xn−k−1
(
(n/k − 1)(k − 1)(1− x)k−1 − x(k − 1)(1− x)k−2)
=(k − 1)xn−k−1(1− x)k−2 ((n/k − 1)− nx/k) , (59)
where the second last step follows from the Binomial Theorem and the fact that
k−1∑
l=0
(
k − 1
l
)
l(−x)l = −x(k − 1)(1− x)k−2.
Note that w′′(x) ≥ 0 if x ∈ (0, 1 − k/n], and w′′(x) ≤ 0 if x ∈ (1 − k/n, 1], which implies that w′(x) is non-decreasing
on the interval (0, 1− k/n], and non-increasing on (1− k/n, 1].
Since
w′(x) =
∫ x
0
w′′(z)dz = (k − 1)
∫ x
0
zn−k−1(1− z)k−2
(n
k
− 1− n
k
z
)
dz, (60)
we have w′(0) = 0 and
w′(1) =(k − 1)
((n
k
− 1
)∫ 1
0
zn−k−1(1− z)k−2dz − n
k
∫ 1
0
zn−k(1− z)k−2dz
)
=
(k − 1)!(n− k)!
(n− 2)!k
(
1− n
n− 1
)
< 0, (61)
where the second step uses (50). Therefore, there must exist a point x0 ∈ (1−k/n, 1) such that w′(x) ≥ 0 for any x ∈ (0, x0]
and w′(x) < 0 for any x ∈ (x0, 1], which implies that w(x) is non-decreasing on the interval (0, x0] and non-increasing on
(x0, 1].
Since w(0) = 0, we have w(x) ≥ 0 for any x ∈ (0, 1] if w(1) ≥ 0. Indeed, we have
w(1) =
∫ 1
0
w′(x)dx
=(k − 1)
∫ 1
0
dx
∫ x
0
zn−k−1(1− z)k−2
((n
k
− 1
)
− n
k
z
)
dz
(a)
= (k − 1)
((n
k
− 1
)∫ 1
0
zn−k−1(1− z)k−1dz − n
k
∫ 1
0
zn−k(1− z)k−1dz
)
(b)
=0, (62)
where the step (a) interchanges the order of integrals; step (b) uses (50).
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APPENDIX E
PROOF OF LEMMA 4
First, recall that sm and sˆm are the probabilities that steady-state queue length is at least m under (nk, k) and (n, 1) codes
in the large-system limit, respectively. We note that
1
k
k∑
i=1
E
[
Q
(nk,k)
(i)
]
(a)
=
1
k
k∑
i=1
∞∑
m=1
Pr
{
Q
(nk,k)
(i) ≥ m
}
(b)
=
1
k
∞∑
m=1
f (nk,k)(sm), (63)
where step (a) uses the fact that E [Z] =
∑∞
m=1 Pr{Z ≥ m} for any non-negative integer-valued random variable Z; step (b)
interchanges the order of summations (since Pr
{
Q
(nk,k)
(i) ≥ m
}
≥ 0,∀i,m) and follows from Lemma 1. By Proposition 3,
under (nk, k) code,
sm+1 =
λ
k
f (nk,k)(sm),∀m = 0, 1, 2, · · · (64)
By combining (63) and (64), we have
1
k
k∑
i=1
E
[
Q
(nk,k)
(i)
]
=
1
λ
∞∑
m=1
sm+1 (65)
On the other hand, under (n, 1) code,
E
[
Q
(n,1)
(1)
]
=
∞∑
m=1
Pr
{
Q
(n,1)
(1) ≥ m
}
=
∞∑
m=1
sˆnm
=
1
λ
∞∑
m=1
sˆm+1, (66)
where the last step uses the fact that sˆm+1 = λsˆnm,∀m = 0, 1, 2, · · · under (n, 1) code according to Proposition 3. Hence, the
desired result follows from (65), (66), and Lemma 3.
APPENDIX F
PROOF OF LEMMA 5
We first note that sm and sˆm are the probabilities that steady-state queue length is at least m under (nk, k) and (n, 1) codes
in the large-system limit, respectively. Therefore, according to Proposition 3, we have
sˆm = λ
nm−1
n−1 ,∀m = 0, 1, 2, · · · (67)
According to equation (66), we have
E
[
Q
(n,1)
(1)
]
=
∞∑
m=1
sˆnm =
∞∑
m=1
λ
nm−1
n−1 n, (68)
which implies that
lim
λ↑1
E
[
Q
(n,1)
(1)
]
− log(1− λ) = limλ↑1
∑∞
m=1 λ
nm−1
n−1 n
− log(1− λ) =
1
log n
, (69)
where the last step utilizes Lemma 7.
Lemma 7:
lim
λ↑1
∑∞
m=1 λ
nm−1
n−1 a
− log(1− λ) =
1
log n
, (70)
holds for any real number a > 0.
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The proof of Lemma 7 is similar to [16, Theorem 3.9] and is provided next for completeness.
Proof:
lim
λ↑1
∑∞
m=1 λ
nm−1
n−1 a
− log(1− λ)
= lim
λ↑1
∑∞
m=1
(
λ
a
n−1
)nm
− log(1− λ)
1
λ
a
n−1
(a)
= lim
λ′↑1
∑∞
m=1(λ
′)n
m
− log(1− λ′)
log(1− λ′)
log(1− λ)
1
λ
a
n−1
(b)
= lim
λ↑1
∑∞
m=1 λ
nm
− log(1− λ)
(c)
=
1
log n
, (71)
where the step (a) is true by setting λ′ = λ
a
n−1 ; step (b) follows from the fact that the last two terms go to 1 as λ ↑ 1; step
(c) utilizes [16, Lemma 3.10].
Next, we consider the heavy-traffic behavior of the expression
∑k
i=1
1
k−i+1E
[
Q
(nk,k)
(i)
]
. First, we note that
k∑
i=1
1
k − i+ 1E
[
Q
(nk,k)
(i)
]
(a)
=
k∑
i=1
1
k − i+ 1
∞∑
m=1
Pr
{
Q
(nk,k)
(i) ≥ m
}
(b)
=
∞∑
m=1
k∑
i=1
1
k − i+ 1 Pr
{
Q
(nk,k)
(i) ≥ m
}
, (72)
where the step (a) uses the fact that E [Z] =
∑∞
m=1 Pr{Z ≥ m} for any non-negative integer-valued random variable Z; step
(b) interchanges the order of summations since Pr
{
Q
(nk,k)
(i) ≥ m
}
≥ 0,∀i,m.
Next, we express
∑k
i=1
1
k−i+1 Pr
{
Q
(nk,k)
(i) ≥ m
}
as a function of the queue length distribution under the (nk, k) code,
where we follows a similar procedure as in the proof of Lemma 1.
k∑
i=1
1
k − i+ 1 Pr
{
Q
(nk,k)
(i) ≥ m
}
(a)
=
k∑
i=1
1
k − i+ 1
nk∑
d=nk−i+1
(
nk
d
)
sdm
d∑
j=nk−i+1
(
d
j
)
(−1)d−j
(b)
=
nk∑
d=nk−k+1
(
nk
d
)
sdm
k∑
i=nk+1−d
d∑
j=nk−i+1
1
k − i+ 1
(
d
j
)
(−1)d−j
(c)
=
k∑
l=1
(
nk
nk − k + l
)
snk−k+lm
k∑
i=k+1−l
nk−k+l∑
j=nk−i+1
1
k − i+ 1
(
nk − k + l
j
)
(−1)nk−k+l−j , (73)
where the step (a) follows from equation (40); step (b) interchanges the order of the first and second summation; step (c) is
true for l = d− (nk − k).
22
Next, we are going to simplify the term
∑k
i=k+1−l
∑nk−k+l
j=nk−i+1
1
k−i+1
(
nk−k+l
j
)
(−1)nk−k+l−j .
k∑
i=k+1−l
nk−k+l∑
j=nk−i+1
1
k − i+ 1
(
nk − k + l
j
)
(−1)nk−k+l−j
(a)
=
nk−k+l∑
j=nk−k+1
(
nk − k + l
j
)
(−1)nk−k+l−jH(j − (nk − k))
(b)
=
l∑
j′=1
(
nk − k + l
nk − k + j′
)
(−1)l−j′H(j′)
=
l∑
j=1
(
nk − k + l
l − j
)
(−1)l−jH(j)
=H(l)
(
nk − k + l
0
)
+
l−1∑
j=1
H(j)
(
nk − k + l
l − j
)
(−1)l−j
(c)
=H(l)
(
nk − k + l − 1
0
)
+
l−1∑
j=1
H(j)
((
nk − k + l − 1
l − j
)
+
(
nk − k + l − 1
l − j − 1
))
(−1)l−j
=
l∑
j=1
1
j
(
nk − k + l − 1
l − j
)
(−1)l−j , (74)
where step (a) is true by switching the order of summations and recalling that H(m) ,
∑m
l=1 1/l is the l
th harmonic number;
step (b) is true for letting j′ = j − (nk − k); step (c) utilizes the Pascal’s rule, i.e., (nk) = (n−1k−1) + (n−1k ) for all integers n
and k satisfying 1 ≤ k ≤ n− 1.
By substituting (74) into (73), we have
k∑
i=1
1
k − i+ 1 Pr
{
Q
(nk,k)
(l) ≥ m
}
= ϕ(sm), (75)
where ϕ(x) =
∑k
l=1 Clx
nk−k+l, x ∈ [0, 1] and Cl ,
(
nk
nk−k+l
)∑l
j=1
1
j
(
nk−k+l−1
l−j
)
(−1)l−j .
The next lemma reveals two important properties of the function ϕ(x), which is important in establishing the desired result.
Lemma 8: The function ϕ(x) has the following two properties:
(i) The function ϕ(x) is increasing on the interval [0, 1];
(ii) ϕ(0) = 0 and ϕ(1) = H(k).
The proof of Lemma 8 is available in Appendix G.
Since 0 ≤ sm ≤ sˆm ≤ 1,∀m ≥ 0 (cf. Lemma 3), according to Lemma 8, we have ϕ(sm) ≤ ϕ(sˆm) and thus
k∑
i=1
1
k − i+ 1 Pr
{
Q
(nk,k)
(l) ≥ m
}
≤ ϕ(sˆm). (76)
This combined with (72) implies that
k∑
i=1
1
k − i+ 1E
[
Q
(nk,k)
(i)
]
≤
∞∑
m=1
ϕ(sˆm)
=
k∑
l=1
Cl
∞∑
m=1
sˆnk−k+lm
=
k∑
l=1
Cl
∞∑
m=1
λ
nm−1
n−1 (nk−k+l), (77)
where we use (67), i.e., sˆm = λ
nm−1
n−1 ,∀m = 0, 1, 2, · · · .
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Hence, we have
lim
λ↑1
∑k
l=1
1
k−l+1E
[
Q
(nk,k)
(l)
]
− log(1− λ)
≤
k∑
l=1
Cl lim
λ↑1
∑∞
m=1 λ
nm−1
n−1 (nk−k+l)
− log(1− λ)
(a)
=
1
log n
k∑
l=1
Cl
=
1
log n
ϕ(1)
(b)
=
H(k)
log n
, (78)
where the step (a) follows from Lemma 7 ; step (b) follows from Lemma 8. Combining (78) and (69), we have the desired
result.
APPENDIX G
PROOF OF LEMMA 8
By the definition of the function ϕ(x), we have
ϕ′(x) =
k∑
l=1
l∑
j=1
xnk−k+l−1(nk − k + l)
(
nk
nk − k + l
)(
nk − k + l − 1
l − j
)
(−1)l−j
j
(a)
=
k∑
j=1
k∑
l=j
xnk−k+l−1
(
nk
nk − k + l
)(
nk − k + l
nk − k + l − 1
)(
nk − k + l − 1
nk − k + j − 1
)
(−1)l−j
j
(b)
=
k∑
j=1
1
j
(
nk
nk − k + j − 1
)(
k + 1− j
1
) k∑
l=j
(
k − j
l − j
)
(−1)l−jxnk−k+l−1, (79)
where the step (a) switches the order of summations; step (b) utilizes the subset-of-a-subset identity stated below.(
nk
nk − k + l
)(
nk − k + l
nk − k + l − 1
)(
nk − k + l − 1
nk − k + j − 1
)
=
(
nk
nk − k + j − 1
)(
k + 1− j
1
)(
k − j
l − j
)
.
Since
k∑
l=j
(
k − j
l − j
)
(−1)l−jxnk−k+l−1
=
k−j∑
l′=0
(
k − j
l′
)
(−1)l′xl′xnk−k−1+j
=xnk−k−1+j(1− x)k−j , (80)
we have
ϕ′(x) =
k∑
j=1
1
j
(
nk
nk − k + j − 1
)(
k + 1− j
1
)
xnk−k−1+j(1− x)k−j . (81)
Since ϕ′(x) ≥ 0 for all x ∈ [0, 1], ϕ(x) is increasing on the interval [0, 1].
In addition, we have
ϕ(x) =
∫ x
0
ϕ′(z)dz
=
k∑
j=1
1
j
(
nk
nk − k + j − 1
)(
k + 1− j
1
)∫ x
0
znk−k−1+j(1− z)k−jdz. (82)
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Therefore, ϕ(0) = 0 and
ϕ(1) =
k∑
j=1
1
j
(
nk
nk − k + j − 1
)(
k + 1− j
1
)∫ 1
0
znk−k−1+j(1− z)k−jdz
=
k∑
j=1
1
j
(
nk
nk − k + j − 1
)(
k + 1− j
1
)
(nk − k − 1 + j)!(k − j)!
(nk)!
=H(k), (83)
where the second step utilizes (50).
APPENDIX H
PROOF OF PROPOSITION 4
In the rest of the proof, we omit the superscript (n, k) associated with f (n,k)(x), F (n,k)m (x) and F(n,k)(x) for simplicity.
We first show that F(x) is Lipschitz, which implies that the solution of the differential equations (27) is continuous.
Lemma 9: The drift function F(s) is Lipschitz, i.e., there exists a constant G > 0 such that for any x,y ∈ S,
‖F(x)− F(y)‖1 ≤ G‖x− y‖1, (84)
where ‖z‖1 ,
∑∞
m=0 |zm| is the l1 norm of the vector z = (zm)m≥0 ∈ S.
Proof:
‖F(x)− F(y)‖1
=
∞∑
m=1
|Fm(x)− Fm(y)|
=
∞∑
m=1
∣∣λ(f(xm−1)− f(xm))− k(xm − xm+1)− λ(f(ym−1)− f(ym)) + k(ym − ym+1)∣∣
≤2k
∞∑
m=1
|xm − ym|+ 2λ
∞∑
m=1
|f(xm)− f(ym)|
≤G‖x− y‖1, (85)
where the last step utilizes the fact that the function f(x) has the bounded derivative (cf. Lemma 2) and is true for G , 2(k+nλ).
The rest of the proof basically follows from [15, Section 3] and utilizes the monotone property of the function f(x) (cf.
Lemma 2). In order to study the differential equations (25), we first consider the following truncated system of differential
equations:
dsm(t)
dt
=λ (f(sm−1(t))− f(sm(t)))− k (sm(t)− sm+1(t)) ,∀m = 1, 2, · · · ,M, (86)
where the solution s(t) = {sm(t)}Mm=1 satisfies: (i) s0(t) ≡ 1 and sM+1(t) ≡ c ≥ 0 for any t ≥ 0; (ii) sm(0) = ηm,∀m =
1, 2, · · · ,M .
Lemma 10: If the initial values of the truncated system satisfies
1 = s0(t) ≥ s1(t) ≥ · · · ≥ sM (t) ≥ sM+1(t), (87)
then the solution of this system also satisfies this condition for all t ≥ 0.
Proof: Due to the continuous dependence of a solution on the initial values, it is sufficient to consider initial values where
strict inequalities hold, i.e., 1 = s0(t) > s1(t) > · · · > sM (t) > sM+1(t). Assume that strict inequalities hold for all t < t1, and
are broken at t = t1. Let m˜ be the largest index with sm˜(t1) = sm˜+1(t1), i.e., sm˜−1(t1) > sm˜(t1) = sm˜+1(t1) > sm˜+2(t1).
Therefore, we have
dsm˜(t1)
dt
=λ (f(sm˜−1(t1))− f(sm˜(t1)))− k (sm˜(t1)− sm˜+1(t1))
=λ (f(sm˜−1(t1))− f(sm˜(t1))) > 0, (88)
where the last step uses the strict increasing property of f(x) (cf. Lemma 2). On the other hand, we have
dsm˜+1(t1)
dt
=λ (f(sm˜(t1))− f(sm˜+1(t1)))− k (sm˜+1(t1)− sm˜+2(t1))
=− k (sm˜+1(t1)− sm˜+2(t1)) < 0. (89)
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Therefore, we have dsm˜(t1)dt >
dsm˜+1(t1)
dt . Since s(t) is continuous with respect to t, there exists a t0 < t1 such that
dsm˜(t)
dt
>
dsm˜+1(t)
dt
,∀t ∈ (t0, t1). (90)
By the assumption, we also have sm˜(t) > sm˜+1(t),∀t ∈ (t0, t1). Therefore, we have
sm˜(t1)− sm˜+1(t1) = sm˜(t0)− sm˜+1(t0) +
∫ t1
t0
(
dsm˜(t)
dt
− dsm˜+1(t)
dt
)
dt > 0,
which implies sm˜(t1) > sm˜+1(t1). This contradicts with the assumption that sm˜(t1) = sm˜+1(t1).
Lemma 11: Let s(1)(t) and s(2)(t) be the two solutions of the truncated system. If s(1)m (0) ≥ s(2)m (0),∀m = 1, 2, · · · ,M and
s
(1)
M+1(t) ≥ s(2)M+1(t), t ≥ 0. Then, s(1)m (t) ≥ s(2)m (t),∀m = 1, 2, · · · ,M , ∀t ≥ 0.
Proof: It is again sufficient to consider the case where strict inequalities hold, i.e., s(1)m (0) > s
(2)
m (0), ∀m = 1, 2, · · · ,M
and s(1)M+1(t) > s
(2)
M+1(t),∀t ≥ 0, and show that s(1)m (t) > s(2)m (t),m = 1, 2, · · · ,M, t > 0. Assume that strict inequalities
hold for all t < t1, and are broken at t = t1. Let m˜ be the largest index with s
(1)
m˜ (t1) = s
(2)
m˜ (t1), which implies that
s
(1)
m˜−1(t1) ≥ s(2)m˜−1(t1) and s(1)m˜+1(t1) > s(2)m˜+1(t1). Therefore, we have
ds
(1)
m˜ (t1)
dt
− ds
(2)
m˜ (t1)
dt
=λ
(
f(s
(1)
m˜−1(t1))− f(s(2)m˜−1(t1))
)
+ k
(
s
(1)
m˜+1(t1)− s(2)m˜+1(t1)
)
> 0, (91)
where the last step again uses the monotone property of f(x) (cf. Lemma 2). Since s(t) is continuous with respect to t, there
exists a t0 < t1 such that
ds
(1)
m˜ (t)
dt
− ds
(2)
m˜ (t)
dt
> 0,∀t ∈ (t0, t1). (92)
By the assumption, we also have s(1)m˜ (t) > s
(2)
m˜ (t),∀t ∈ (t0, t1). Therefore, we have
s
(1)
m˜ (t1)− s(2)m˜ (t1)
=s
(1)
m˜ (t0)− s(2)m˜ (t0) +
∫ t1
t0
(
ds
(1)
m˜ (t)
dt
− ds
(2)
m˜ (t)
dt
)
dt > 0,
which implies that s(1)m˜ (t1) > s
(2)
m˜ (t1). This contradicts with the assumption that s
(1)
m˜ (t1) = s
(2)
m˜ (t1).
We are ready to consider the original system of differential equations.
Lemma 12: If the initial point η ∈ S, then there exists a unique solution of the original system of differential equations
(25). This solution is the limit of a sequence of solutions of the truncated system with sM+1(t) = 0 as M →∞.
Proof: Let s(M)(t),M = 1, 2, · · · be the solution of the truncated system with s(M)M+1 = 0. By Lemma 10, s(M)m satisfies
(87) and therefore s(M+1)M+1 (t) ≥ s(M)M+1(t) = 0. By Lemma 11, for any fixed t and m < M , s(M)m (t) is non-decreasing as
M increases. Therefore, limM→∞ s
(M)
m (t) = sm(t) exists and s(t) = {sm(t)}∞m=0 ∈ S , since S is compact. Turning from
differential equations to integral ones, we can confirm that sm(t) is the solution of the original system. The uniqueness of this
solution can be proved by the Picard successive-approximation method.
Lemma 13: Let s(1)(t) and s(2)(t) be the two solutions of the original system. If s(1)m (0) ≥ s(2)m (0),∀m = 1, 2, · · · . Then,
s
(1)
m (t) ≥ s(2)m (t),∀m = 1, 2, · · · , ∀t ≥ 0.
Proof: The proof directly follows from Lemmas 11 and 12.
Lemma 14: If the initial condition η ∈ S satisfies either ηm ≤ sm,∀m ≥ 0 or ηm ≥ sm,∀m ≥ 0, then s(t) converges to
the unique equilibrium point s.
Proof: Recall that νm(s) ,
∑∞
j=m sj . Then, we have
dνm(s(t))
dt
=λf(sm−1(t))− ksm(t)
=λ (f(sm−1(t))− f(sm−1))− k(sm(t)− sm). (93)
Therefore, we have
νm(s(t))− νm(η) =
∫ t
0
(λ (f(sm−1(τ))− f(sm−1))− k(sm(τ)− sm)) dτ. (94)
(i) The initial condition η ∈ S satisfies ηm ≤ sm,∀m ≥ 0:
26
According to Lemma 13, we have sm(t) ≤ sm,∀m,∀t ≥ 0. Hence, νm(s(t)) ≤ ν1(s(t)) ≤
∑∞
l=1 sl <∞, ∀m ≥ 1, which
implies that νm(s(t)) is uniformly bounded with respect to t ≥ 0.
Note that we have the desired result if we can show that
∫∞
0
(sm(t)− sm)dt > −∞. Next, we use mathematical induction
to show that ∫ ∞
0
(sm(t)− sm)dt > −∞ (95)
holds for any non-negative integer m.
It is obvious that (95) holds for m = 0. Assume that (95) holds for m− 1. Then, we have∫ ∞
0
(f(sm−1(t))− f(sm−1)) dt (a)=
∫ ∞
0
f ′(z)(sm−1(t)− sm−1)dt
(b)
≥n
∫ ∞
0
(sm−1(t)− sm−1)dt
>−∞, (96)
where the step (a) uses the Mean-Value Theorem for some z between sm−1(t) and sm−1; step (b) utilizes the boundedness
of the derivative of the function f(x) (cf. Lemma 2). Since νm(s(t)) is uniformly bounded with respect to any t ≥ 0 and
νm(η) ≤ ν1(η) =
∑∞
l=1 ηl <∞, according to (94), we have
∫∞
0
(sm(t)− sm)dt > −∞.
(ii) The initial condition η ∈ S satisfies ηm ≥ sm,∀m ≥ 0:
According to Lemma 13, we have sm(t) ≥ sm,∀m,∀t ≥ 0. Hence, according to equation (93), we have
dν1(s(t))
dt
= k(s1 − s1(t)) ≤ 0. (97)
Therefore, ν1(s(t)) is non-increasing with respect to t. Hence, νm(s(t)) ≤ ν1(s(t)) ≤ ν1(η) < ∞, which also implies that
νm(s(t)) is uniformly bounded with respect to t ≥ 0.
Note that we have the desired result if we can show that
∫∞
0
(sm(t)− sm)dt <∞. Next, we use mathematical induction to
show that ∫ ∞
0
(sm(t)− sm)dt <∞ (98)
holds for any non-negative integer m.
It is obvious that (98) holds for m = 0. Assume that (98) holds for m− 1. Then, we have∫ ∞
0
(f(sm−1(t))− f(sm−1)) dt
(a)
=
∫ ∞
0
f ′(z)(sm−1(t)− sm−1)dt
(b)
≤n
∫ ∞
0
(sm−1(t)− sm−1)dt <∞, (99)
where the step (a) uses the Mean-Value Theorem for some z between sm−1(t) and sm−1; step (b) utilizes the boundedness
of derivative of the function f(x) (cf. Lemma 2). Since νm(s(t)) is uniformly bounded with respect to any t ≥ 0 and
νm(η) ≤ ν1(η) =
∑∞
l=1 ηl <∞, according to (94), we have
∫∞
0
(sm(t)− sm)dt <∞.
We are ready to show Proposition 4. For any initial condition η ∈ S, define two initial conditions η(l) and η(u) satisfying
η
(l)
m , min{ηm, sm} and η(u)m , max{ηm, sm} for any non-negative integer m. Therefore, η(l)m ≤ ηm ≤ η(u)m ,∀m. Let s(l)(t)
and s(u)(t) be the solutions of the differential equations with initial conditions η(l) and η(u) respectively. According to Lemma
13, we have s(l)m (t) ≤ sm(t) ≤ s(u)m (t), ∀t ≥ 0,∀m = 1, 2, · · · , which implies that
s(l)m (t)− sm ≤ sm(t)− sm ≤ s(u)m (t)− sm,∀t ≥ 0,∀m.
According to Lemma 14, we have
lim
t→∞(s
(l)
m (t)− sm) = lim
t→∞(s
(u)
m (t)− sm) = 0. (100)
Therefore, we have limt→∞(sm(t)− sm) = 0.
APPENDIX I
PROOF OF PROPOSITION 5
We will omit the superscript L for brevity. First, we note that the underlying queue-length process is always symmetric
under the storage scheme we mentioned in Section IV, and hence Φ(t) is a Markov chain, . Given the current state Φ(t) =
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(Φ1,Φ2, · · · ,Φm, · · · ), the transition rate from state Φ to state Φ + d is given by Rd(Φ(t)), where d = (d1, d2, · · · , di, · · · )
and di ∈ {−1, 0, 1, 2, · · · , k},∀i ≥ 1. Let D be a collection of vectors d. Then, Markov chain Φ(t) can be written as follows:
Φ(t) = Φ(0) +
∑
d∈D
dNd
(∫ t
0
Rd (Φ(τ)) dτ
)
, (101)
where Nd(t),∀d ∈ D, are independent Poisson processes with unit rate. Dividing by L on both sides, we obtain
φ(t) = φ(0) +
∑
d∈D
d
L
Nd
(∫ t
0
Rd (Lφ(τ)) dτ
)
. (102)
Let H , {d = (dm)m≥1 ∈ D : di = 0,∀i ≥M}. Hence, φ(t) can be rewritten as
φ(t) =φ(0) +
∑
d∈D\H
d
L
Nd
(∫ t
0
Rd (Lφ(τ)) dτ
)
+
∑
d∈H
d
L
Nd
(∫ t
0
Rd (Lφ(τ)) dτ
)
=φ(0) +
∑
d∈D\H
d
L
Nd
(∫ t
0
Rd (Lφ(τ)) dτ
)
+
∑
d∈H
d
L
N˜d
(∫ t
0
Rd (Lφ(τ)) dτ
)
+
∑
d∈H
d
L
∫ t
0
Rd (Lφ(τ)) dτ, (103)
where N˜d(t) , Nd(t)− t denotes the centered Poisson process with unit rate.
Note that s(t) = s(0) +
∫ t
0
F(n,k)(s(τ))dτ , where F(n,k)(s) is defined in (27). Therefore, we have
φ(t)− s(t)
=φ(0)− s(0) +
∑
d∈D\H
d
L
Nd
(∫ t
0
Rd(Lφ(τ))dτ
)
+
∑
d∈H
d
L
N˜d
(∫ t
0
Rd(Lφ(τ))dτ
)
+
∑
d∈H
d
L
∫ t
0
Rd(Lφ(τ))dτ −
∫ t
0
F(n,k)(φ(τ))dτ +
∫ t
0
(
F(n,k)(φ(τ))− F(n,k)(s(τ))
)
dτ. (104)
This implies
‖φ(t)− s(t)‖1
≤‖φ(0)− s(0)‖1 +
∥∥∥∥∥∥
∑
d∈D\H
d
L
Nd
(∫ t
0
Rd(Lφ(τ))dτ
)∥∥∥∥∥∥
1
+
∥∥∥∥∥∑
d∈H
d
L
N˜d
(∫ t
0
Rd(Lφ(τ))dτ
)∥∥∥∥∥
1
+
∥∥∥∥∥∑
d∈H
d
L
∫ t
0
Rd(Lφ(τ))dτ −
∫ t
0
F(n,k)(φ(τ))dτ
∥∥∥∥∥
1
+
∫ t
0
G‖φ(τ))− s(τ)‖1dτ, (105)
where we utilize Lipschitz continuity of F(n,k)(x) (cf. Lemma 9) and recall that ‖x‖1 =
∑∞
m=0 |xm| denotes the l1 norm of
28
the vector x ∈ S. By setting ρ(t) , ‖φ(t)− s(t)‖1, we have
Pr
{
sup
t∈[0,T ]
(
ρ(t)−G
∫ t
0
ρ(τ)dτ
)
≥ 4
}
≤ Pr {ρ(0) ≥ }
+ Pr
 supt∈[0,T ]
∥∥∥∥∥∥
∑
d∈D\H
d
L
Nd
(∫ t
0
Rd(Lφ(τ))dτ
)∥∥∥∥∥∥
1
≥ 
 (106)
+ Pr
{
sup
t∈[0,T ]
∥∥∥∥∥∑
d∈H
d
L
N˜d
(∫ t
0
Rd(Lφ(τ))dτ
)∥∥∥∥∥
1
≥ 
}
(107)
+ Pr
{
sup
t∈[0,T ]
∥∥∥∥∥∑
d∈H
d
L
∫ t
0
Rd(Lφ(τ))dτ −
∫ t
0
F(n,k)(φ(τ))dτ
∥∥∥∥∥
1
≥ 
}
(108)
Note that φ(0) → s(0) in probability, we have limL→∞ Pr{ρ(0) ≥ } = 0. Setting M = 14 logk+2 L and combining with
Lemmas 15, 16 and 17, we have
lim
L→∞
Pr
{
sup
t∈[0,T ]
(
ρ(t)−G
∫ t
0
ρ(τ)dτ
)
≤ 4
}
= 1. (109)
By Gronwall’s Inequality, ρ(t)−G ∫ t
0
ρ(τ)dτ ≤ 4 implies ρ(t) ≤ 4eGt ≤ 4eGT ,∀t ∈ [0, T ]. Therefore, we have
lim
L→∞
Pr
{
sup
t∈[0,T ]
ρ(t) ≤ 4eGT
}
= 1, (110)
which implies the desired result.
Lemma 15: Setting M = 14 logk+2 L, (106)→ 0, as L→∞.
Proof: Let A(T ) and D(T ) be the total number of job arrivals (file access requests) and departures within the finite time
interval [0, T ], respectively. Define event
F ,
{
A(T ) ≤ (1 + α)LλT,D(T ) ≤ (1 + α)LkT, and ‖φ(0)‖1 ≤ (1 + α)‖s(0)‖1
}
, (111)
where α is a constant positive real number. It is easy to check that limL→∞ Pr{F} = 1.
Note that L‖φ(t)‖1 denotes total queue lengths in the system at time t. Hence, whenever event F happens, we have
max
0≤t≤T
‖φ(t)‖1 ≤ (1 + α) (λT + ‖s(0)‖1) , Jα <∞.
In such a case, since φ1(t) ≥ φ2(t) ≥ . . . ≥ φM (t), we have
MφM (t) ≤
M∑
m=1
φm(t) ≤ max
0≤t≤T
‖φ(t)‖1 ≤ Jα, (112)
which implies
φM (t) ≤ Jα
M
,∀t ∈ [0, T ]. (113)
This means that when the event F happens, the fraction of queues with length at least M is not more than Jα/M for all
t ∈ [0, T ]. Therefore, we have
(106) ≤Pr
 supt∈[0,T ] kLN0
 ∑
d∈D\H
∫ t
0
Rd(Lφ(τ))dτ
 ≥ 

(a)
≤ Pr
 supt∈[0,T ] kLN0
 ∑
d∈D\H
∫ t
0
Rd(Lφ(τ))dτ
 ≥ ;F
+ Pr{Fc}
(b)
≤
kE
[
N0
(∑
d∈D\H
∫ T
0
Rd(Lφ(τ))dτ
)
;F
]
L
+ Pr{Fc}
(c)
≤ k(1 + α)(k + λ)TJα
M
+ Pr{Fc}, (114)
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where the step (a) is true for Fc being the complement of the event F and N0(t) being a Poisson process with unit rate; step
(b) follows from the Markov’s Inequality and the monotonicity of N0(t) with respect to t; step (c) follows from the fact that
the state transition only happens among queues with length at least M , the definition of the event F , (113), and the fact that
the total number of state transitions is equal to the total number of arrivals and departures. Noting that the right hand side of
(114) goes to zero as L→∞ since M = 14 logk+2 L, we have the desired result.
Lemma 16: Setting M = 14 logk+2 L, (107)→ 0, as L→∞.
Proof: For a sufficiently large L (e.g., L ≥ k/λ), we have
(107) ≤ Pr
{
k
L
∑
d∈H
sup
t∈[0,T ]
∣∣∣∣N˜d(∫ t
0
Rd(Lφ(τ))dτ
)∣∣∣∣ ≥ 
}
(a)
≤ Pr
{
sup
t∈[0,T ]
∥∥∥∥N˜d∗ (∫ t
0
Rd∗(Lφ(τ))dτ
)∥∥∥∥ ≥ Lk(k + 2)M
}
(b)
≤ Pr
{
sup
t∈[0,LλT ]
∥∥∥N˜d∗ (t)∥∥∥ ≥ L
k(k + 2)M
}
(c)
≤2 exp
(
−LλT · σ
(

k(k + 2)MλT
))
, (115)
where the step (a) is true for
d∗ ∈ arg max
d∈H
sup
t∈[0,T ]
∣∣∣∣N˜d(∫ t
0
Rd(Lφ(τ))dτ
)∣∣∣∣ ,
and utilizes the fact that there are at most (k+ 2)M different vectors within the finite space H; step (b) follows from the fact
that if γ(t) ≤ Ct for some constant C > 0, then
sup
t∈[0,T ]
ν(γ(t)) ≤ sup
t∈[0,CT ]
ν(t)(since ν(γ(t)) ≤ sup
s∈[0,Ct]
ν(s)),
and the fact that Rd(Lφ) ≤ max{Lλ, k} = Lλ for L ≥ k/λ; step (c) is true for σ(t) = (1 + t) log(1 + t) − t, and utilizes
[28, Proposition 5.2].
Noting that σ(0) = σ′(0) = 0 and σ′′(0) = 1, we have σ(t) = 12 t
2 for sufficiently small t according to Taylor Expansion.
Hence, for a sufficiently large L, we have
(107) ≤2 exp
(
− L
2
2k2(k + 2)2MλT
)
. (116)
Noting that M = 14 logk+2 L, we have the desired result.
Lemma 17: Setting M = 14 logk+2 L, (108)→ 0, as L→∞.
Proof: We first note that ∥∥∥∥∥∑
d∈H
d
L
∫ t
0
Rd(Lφ(τ))dτ −
∫ t
0
F(n,k)(φ(τ))dτ
∥∥∥∥∥
1
(a)
≤
∫ t
0
∥∥∥F(L)(φ(τ))− F(n,k)(φ(τ))∥∥∥
1
dτ
(b)
=
∫ t
0
∞∑
m=M+1
∣∣∣F (n,k)m (φ(τ))∣∣∣ dτ, (117)
where the step (a) is true for F(L)(φ) ,
∑
d∈H
d
LRd(Lφ) and uses the fact that∥∥∥∥∫ t
0
(X(τ)−Y(τ))dτ
∥∥∥∥
1
≤
∫ t
0
‖X(τ)−Y(τ)‖1 dτ ;
step (b) follows from the fact that F (L)m (φ) = F
(n,k)
m (φ) = λ
(
f (n,k)(φm−1)− f (n,k)(φm)
)− k(φm−φm+1) for any m ≤M
and F (L)m (φ) = 0 for any m ≥M + 1 due to the fact that dm = 0,∀m ≥M + 1 for any d ∈ H.
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According to the definition of the F (n,k)m (φ), we have∣∣∣F (n,k)m (φ)∣∣∣ (a)≤λ(f (n,k)(φm−1)− f (n,k)(φm))+ k (φm − φm+1)
(b)
≤nλ (φm−1 − φm) + k (φm − φm+1) , (118)
where the step (a) is true uses the fact that φm−1 ≥ φm ≥ φm+1 and the non-decreasing property of the function f (n,k)(t)
(cf. Lemma 2); step (b) uses Mean-Value Theorem and the fact that 0 ≤ (f (n,k)(x))′ ≤ n (cf. Lemma 2).
By substituting (118) into (117), we have∥∥∥∥∥∑
d∈H
d
L
∫ t
0
Rd(Lφ(τ))dτ −
∫ t
0
F(n,k)(φ(τ))dτ
∥∥∥∥∥
1
≤
∫ t
0
(nλφM (τ) + kφM+1(τ))dτ, (119)
where we use the fact that
∑∞
m=M φm <∞.
Therefore, we have
(108) ≤Pr
{∫ T
0
(nλφM (τ) + kφM+1(τ)) dτ ≥ ;F
}
+ Pr{Fc}
≤1{ (nλ+k)JαTM ≥} + Pr{F
c}, (120)
where the last step uses the fact that state transitions only happen among queues with length at least M , the definition of F ,
and (113). Noting that M = 14 logk+2 L, we have the desired result.
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