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Pseudofinite primitive permutation groups acting on
one-dimensional sets
Tingxiang Zou ∗(zou@math.univ-lyon1.fr)
Abstract
Working in a theory with an integer-valued dimension on interpretable sets,
we classify pseudofinite definably primitive permutation groups acting on one-
dimensional sets which satisfy a version of chain condition on centralizers and on
point-wise stabilizers. This generalises the classification of pseudofinite definably
primitive permutation groups in supersimple theories of finite rank in [2] to super-
simple theories of infinite rank.
1 Introduction
Let G be a transitive permutation group acting on a set X. We say that (G,X) is
pseudofinite if it is elementarily equivalent to a non-principal ultraproduct of finite
permutation groups. We might as well assume that (G,X) =
∏
i∈I(Gi,Xi)/U for some
non-principal ultrafilter U on an infinite set I.
Finite primitive permutation groups have been classified into several types by the
well-known O’Nan-Scott Theorem. This classification reduces most problems concern-
ing finite primitive permutation groups to problems of finite simple groups. Together
with the Classification of Finite Simple Groups, it gives a good understanding of finite
primitive permutation groups. As pseudofinite groups can be seen as limits of finite
groups, we might wonder if it is also possible to give a nice description of pseudofinite
permutation groups. There have been some attempts. In [6], pseudofinite definably
primitive permutation groups have been extensively studied via the O’Nan-Scott The-
orem. In [2], under the additional assumption that (G,X) lives in a supersimple theory
of finite SU -rank and that the SU -rank of X is one, Elwes, Jaligot, Macpherson and
Ryten managed to get a complete classification, which is analogous to the well-known
classification of stable permutation groups acting on strongly minimal sets in [4].
We specify the language for permutation groups: L contains two sorts G and X,
with the group language {·, (−)−1, id} on G and a function (−)(−) : X ×G→ X which
represents the action of G on X.
We recall the classification in [2].
Fact 1.1. ([2, Theorem 1.3])
Let (G,X) be a pseudofinite definably primitive permutation group. Let T be the
theory of (G,X) in the language L. Suppose T is supersimple of finite SU -rank such
∗This author is supported by the China Scholarship Council and partially supported by ValCoMo
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that T eq eliminates ∃∞ and SU(X) = 1. Then the socle of G (the subgroup generated
by all minimal non-trivial normal subgroups), soc(G), exists and is definable, and one
of the following holds:
1. SU(G) = 1, and soc(G) is abelian of finite index in G and acts regularly on X;
2. SU(G) = 2, and there is an interpretable pseudofinite field F of SU -rank 1 such
that (G,X) is definably isomorphic to (F+ ⋊H,F+), where H ≤ F× is of finite
index.
3. SU(G) = 3, and there is an interpretable pseudofinite field F of SU -rank 1 such
that (G,X) is definably isomorphic to (H,PG1(F )), where PSL2(F ) ≤ H ≤
PΓL2(F ).
1 Moreover, soc(G) is definably isomorphic to PSL2(F ).
This result is based on the investigation of pseudofinite groups of small SU -rank in
the same paper [2]. Basically, they showed that pseudofinite groups of SU -rank 1 are
finite-by-abelian-by-finite, and those of SU -rank 2 are soluble-by-finite. We list them
here.
Fact 1.2. ([2, Lemma 3.1(i)]) Let G be an infinite group definable in a supersimple
theory T such that T eq eliminates ∃∞. Let H ≤ G be an infinite finite-by-abelian
subgroup. Then H is contained in an infinite finite-by-abelian subgroup K ≤ G.
Fact 1.3. ([2, Theorem 1.2]) Let G be a pseudofinite group definable in a supersimple
theory T such that T eq eliminates ∃∞. Suppose SU(G) = 2. Then G is soluble-by-finite.
The analysis of pseudofinite groups of small SU -rank has been generalised in [12]
to a wider context which includes the pseudofinite supersimple and superrosy groups
of infinite rank. Basically, Wagner replaces finite SU -rank by an abstract dimension
which satisfies some nice properties, together with some chain condition on centralizers.
Model-theoretically tame theories can often be viewed or defined in more than one
way. For example, we can define tame theories as those who have a well-behaved
independence relation, which is often attained by forking independence. One of the
other definition requires a well-behaved dimension, for example the Morley-rank, Lascar-
rank, SU -rank and so on. Interestingly, the existence of nice independence relation or
dimension are often related to abstract combinatoric properties that a theory should not
be able to define, for example, the independence property or the strict order property.
The generalization in [12] tries to capture model-theoretic tameness in a more ab-
stract and unified way. The aim of introducing an abstract dimension is to unify several
different dimension-like objects in tame theories, for example the Lascar or SU -rank in
stable and simple theories, the o-minimality dimension and the pseudofinite counting
dimension. On the other hand, the chain condition on centralizers focuses more on
the combinatoric properties that a tame theory should have. This condition itself de-
creases the complexity of groups and gives some nice structural theorems for definable
subgroups (see [3] for more details). However, classical tame model theory usually has
more powerful well-developped tools for analysis, for example the Indecomposability
Theorem in supersimple theories. It is extensively used in [2]. We state the version for
supersimple finite SU -rank groups here.
1In fact, we think H should be contained in PGL2(F ), there shouldn’t be any non-trivial automorph-
ism of F induced by G, see Lemma 3.12 and Corollary 5.5.
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Fact 1.4. (Indecomposability Theorem, [12, Theorem 5.4.5]) Let G be a group definable
in a supersimple finite SU -rank theory and {Xi : i ∈ I} be a (possibly infinite) collection
of definable subsets of G. Then there exists a definable subgroup H of G such that
1. H ≤ 〈Xi, i ∈ I〉, and there are i0, · · · , in ∈ I such that H ≤ X
±1
i0
· · ·X±1in ;
2. Xi/H is finite for each i ∈ I.
Moreover, if the collection {Xi : i ∈ I} is setwise invariant under some group Σ of
definable automorphisms of G, then H can be chosen to be Σ-invariant.
In this paper, we generalize Fact 1.1 to the same context as in [12], which in partic-
ular includes the pseudofinite definably primitive permutation groups in supersimple or
superrosy theories of infinite rank. Interestingly, as we do not assume supersimplicity
of the ambient theory, the Indecomposability Theorem is not available. However, in one
main step of the proof, we go to a subgroup of the permutation group, whose theory
in the pure group language is supersimple. Via this, we use the powerful structural
theorems in supersimple theories to get the desired result.
Let us introduce the general context that we will work with and state our main
theorem.
Definition 1.5. A dimension on a theory T is a function dim from all interpretable
subsets of a monster model to R≥0 ∪ {∞}, satisfying:
1. Invariance: If a ≡ a′, then dim(ϕ(x, a)) = dim(ϕ(x, a′));
2. Algebraicity: If X is finite, then dim(X) = 0;
3. Union: dim(X ∪ Y ) = max{dim(X), dim(Y )};
4. Fibration: If f : X → Y is an interpretable surjection and dim(f−1(y)) = r for all
y ∈ Y , then dim(X) = dim(Y ) + r;
We define the dimension of a tuple of elements a over a set B as
dim(a/B) := inf{dim(ϕ(x)) : ϕ ∈ tp(a/B)}.
When the equation dim(a, b/C) = dim(a/b,C) + dim(b/C) holds for any tuples a, b
and any set C, we say that the dimension dim is additive.
When dim has its range in N then we say that the dimension dim is integer-valued.
Remark 1.6. In pseudofinite structures there are two natural dimensions, both defined
by counting points, namely coarse dimension and fine dimension. They satisfy all the
conditions for the dimension we defined above (possibly in an expansion of the language
to insure invariance). They are additive (in certain expansion of the language), but not
necessarily integer-valued.
Another family of examples of dimensions is the following. Take a superstable (or
supersimple, or superrosy) theory, suppose rk(T ) = ωα · n + β for some ordinals α, β
with β < ωα and some integer n, where rk is lascar, SU or thorn-rank. Then for any
interpretable set X, define dim(X) := k if rk(X) = ωα · k + γ for some k ∈ N and
γ < ωα. With this definition, dim is an additive integer-valued dimension.
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Note that in the definition of a dimension, it is not required that dimensional 0 sets
are finite. In fact, in the examples above where the dimension comes from the coefficient
of ωα of lascar/SU/thorn-rank with α 6= 0, we will always have infinite definable sets of
dimension 0. This is one of the major difficulties in generalizing Fact 1.1, 1.2 and 1.3.
Definition 1.7. Let G be a group. We say that G satisfies the M˜c-condition or G is
an M˜c-group if the following holds:
∃d ∈ N,∀g0, · · · , gd ∈ G,
∨
i<d
([CG(g0, · · · , gi) : CG(g0, · · · , gi+1)] ≤ d) .
Remark 1.8. By [10, Theorem 4.2.12, Proposition 4.4.3], all interpretable groups in
simple theories satisfy the M˜c-condition.
Here is the generalization of Fact 1.2 and 1.3 in [12].
Fact 1.9. ([12, Theorem 4.11, Corollary 4.14]) Let G be a pseudofinite M˜c-group with
an additive dimension dim such that dim(G) > 0.
1. Then G has a definable finite-by-abelian subgroup C with dim(C) > 0.
2. If dim is integer-valued and dim(G) = 1, then G has a definable characteristic
finite-by-abelian subgroup C such that dim(C) = 1.
Fact 1.10. ([12, Theorem 5.1, Corollary 5.2]) Let G be a pseudofinite M˜c-group with
an additive integer-valued dimension dim such that dim(G) = 2.
1. Then G has a definable finite-by-abelian subgroup C such that dim(C) ≥ 1 and
dim(NG(C)) = 2.
2. If definable sections of G also satisfy the M˜c-condition, then G has a definable
soluble subgroup D with dim(D) = 2.
Remark 1.11. The proof of Fact 1.10, more precisely, of Theorem 5.1 in [12] uses the
Classification of Finite Simple Groups (CFSG). But the assumption of Theorem 5.1 in
[12] is slightly weaker than the one we stated. We refer an earlier version of this proof,
[11, Theorem 13, Corollary 14], which does not use the CFSG.
We recall the definition of a (definably) primitive permutation group.
Definition 1.12. A permutation group G acting on a non-empty set X is called prim-
itive if G preserves no non-trivial partition of X, and if G acts transitively on X, that
is, for all x, y ∈ X there is g ∈ G such that xg = y. If G is transitive and preserves no
non-trivial definable partition of X, then G is called definably primitive.
Remark 1.13. A transitive permutation group G being primitive if and only if any
point stabilizer StabG(x) := {g ∈ G : x
g = x} is a maximal proper subgroup of G.
Similarly, G is definably primitive if and only if any StabG(x) is a definably max-
imal proper subgroup of G, that is there is no definable subgroup D ≤ G such that
StabG(x)  D  G.
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Definition 1.14. We define S to be the class of all pseudofinite definably primitive
permutation groups (G,X) with an additive integer-valued dimension dim such that
dim(X) = 1, and such that G satisfies the M˜c-condition.
By Remark 1.6 and Remark 1.8, S contains all pseudofinite definably primitive
permutation groups (G,X) in supersimple finite SU -rank theories such that SU(X) = 1.
The aim of this paper is to get a classification of S similar to Fact 1.1. It turned out
that the restrictions on S are enough for us to classify members of S of dimension 1
and 2. We need more combinatorial assumptions for dimension greater or equal to 3,
one of which is similar to the M˜c-condition but for stabilizers, and the other one is a
minimality condition on X. . We list them here.
Notation: Let G be a group acting on some structureX, for x ∈ X we write StabG(x)
for the point-stabilizer {g ∈ G : xg = x}, and for B ⊆ X we write
PStabG(B) :=
⋂
x∈B
StabG(x)
as the point-wise stabilizer.
1. M˜s-condition on (G,X):
∃d ∈ N,∀g0, . . . , gd ∈ G,
∨
i<d
([PStabG(g0, . . . , gi) : PStabG(g0, . . . , gi+1)] ≤ d) .
2. (EX)-condition on X:
X contains no infinite set of 1-dimensional equivalence classes for any definable
equivalence relation on X.
Remark 1.15. As the M˜c-condition, all interpretable groups in simple theories also
satisfy the M˜s-condition, by [10, Theorem 4.2.12, Proposition 4.4.3].
Now we are able to state our main result.
Main Theorem. Let (G,X) ∈ S.
1. If dim(G) = 1, then G has a definable normal abelian subgroup A, such that
dim(A) = 1 and A acts regularly on X.
2. If dim(G) = 2 and definable sections of G satisfy the M˜c-condition. Then there
is a definable subgroup H E G of dimension 2, and an interpretable pseudofinite
field F of dimension 1, such that (H,X) is definably isomorphic to (F+⋊D,F+)
for some D ≤ F× of dimension 1.
3. If dim(G) ≥ 3. Suppose definable sections of G satisfy the M˜c-condition, G satis-
fies the M˜s-condition and X satisfies the (EX)-condition. Then dim(G) = 3 and
there is a definable subgroupD ≤ G of dimension 3 and an interpretable pseudofin-
ite field F of dimension 1 such that D is definably isomorphic to PSL2(F ) and
(G,X) is definably isomorphic to (H,PG1(F )), where PSL2(F ) ≤ H ≤ PΓL2(F ).
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The Main Theorem enables us to analyse the pseudofinite definably primitive per-
mutation groups of infinite SU -rank, which is an immediate generalization of Fact 1.1.
Corollary. Let (G,X) be a pseudofinite definably primitive permutation group in a
supersimple theory. Suppose SU(G) = ωαn+γ and SU(X) = ωα+β for some γ, β < ωα
and n ∈ N. Then one of the following holds:
1. SU(G) = ωα + γ, and there is a definable abelian subgroup A of SU -rank ωα
acting regularly on X.
2. SU(G) = 2, and there is an interpretable pseudofinite field F of SU -rank 1 with
(G,X) definably isomorphic to (F+ ⋊ H,F+), where H is a subgroup of F× of
finite index.
3. SU(G) = 3, and there is an interpretable pseudofinite field F of SU -rank 1 such
that (G,X) is definably isomorphic to (PSL2(F ), PG1(F )) or (PGL2(F ), PG1(F )).
Remark 1.16. Fact 1.1 uses the Classification of Finite Simple Groups for SU -rank
greater or equal to 3, so do our results for dimension greater or equal to 3, in particular
Section 4 and Section 5 uses the CFSG without mention it explicitly.
The rest of this paper is organised as the following. Section 2 gives some general
analysis of the basic properties of M˜c-groups with an additive integer-valued dimension.
Section 3 deals with pseudofinite definably primitive permutation groups of dimensions
1 and 2. The main results are Theorem 3.3 and Theorem 3.11. Section 4 handles the
rest, i.e., permutation groups of dimension greater or equal to 3. The corresponding
result is obtained in Theorem 4.14. The last part, section 5 studies the special case of
pseudofinite definably primitive permutation groups in supersimple theories of infinite
rank. Theorem 5.6 concludes this section.
2 M˜c-Groups with a Dimension
In this section we will first establish some general results about M˜c-groups with an
additive integer-valued dimension.
In the following lemmas, we assume that dim is an additive integer-valued dimension
on a group G.
Definition 2.1. We say a subgroup H ≤ G is broad if dim(H) > 0. And we say H is
wide in G if dim(H) = dim(G).
Lemma 2.2. Let H0, . . . ,Hn be a finite family of wide definable subgroups of G. Then⋂
i≤nHi is also wide in G.
Proof. It suffices to prove the claim when n = 1, the rest follows by induction. By the
properties of dimension, we have that dim(G/H0) = dim(G) − dim(H0) = 0. Similarly,
dim(G/H1) = 0.
Note that there is a definable injection from G/(H0 ∩H1) to G/H0×G/H1 sending
g(H0 ∩H1) to (gH0, gH1). Hence dim(G/(H0 ∩H1)) ≤ dim(G/H0) + dim(G/H1) = 0.
We obtain
dim(H0 ∩H1) = dim(G)− dim(G/(H0 ∩H1)) = dim(G).
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Lemma 2.3. Suppose G is finite-by-abelian. Then for any g0, . . . , gn ∈ G, the central-
izer CG(g0, . . . , gn) is wide in G.
Proof. Since G is finite-by-abelian, the derived subgroup G′ is finite. For any g ∈ G,
the set g−1gG = {g−1h−1gh : h ∈ G} is a subset of G′, hence is finite. Therefore, gG
is finite and is of dimension 0. Note that there is a definable bijection between gG and
G/CG(g). Thus, dim(CG(g)) = dim(G)− dim(g
G) = dim(G).
As CG(gi) is definable and wide in G for each i ≤ n, so is CG(g0, . . . , gn) by Lemma
2.2.
Lemma 2.4. Let B1 E A1 and B2 E A2 be subgroups of G. If both A1/B1 and A2/B2
are finite-by-abelian, then so is (A1 ∩A2)/(B1 ∩B2).
Proof. For the derived subgroups, we have
((A1∩A2)/(B1∩B2))
′ = ((A1∩A2)
′(B1∩B2))/(B1∩B2) ⊆ ((A
′
1∩A
′
2)(B1∩B2))/(B1∩B2).
Since both A′1B1/B1 = (A1/B1)
′ and A′2B2/B2 = (A2/B2)
′ are finite, so is the product
(A′1B1/B1)× (A
′
2B2/B2). Define a function
f : ((A′1 ∩A
′
2)(B1 ∩B2))/(B1 ∩B2) −→ (A
′
1B1/B1)× (A
′
2B2/B2)
by sending a(B1 ∩B2) to (aB1, aB2). It is easy to check that f is injective. Therefore,
((A′1 ∩ A
′
2)(B1 ∩ B2))/(B1 ∩ B2) is finite. We conclude that ((A1 ∩ A2)/(B1 ∩ B2))
′ is
finite and (A1 ∩A2)/(B1 ∩B2) is finite-by-abelian.
From now on, we assume further that G is M˜c.
Definition 2.5. Let H1 and H2 be two subgroups of G. We say H1 is almost contained
in H2, denoted as H1 . H2, if [H1 : H2 ∩ H1] < ∞. If both H1 . H2 and H2 . H1
hold, then H1 and H2 are called commensurable.
For two subgroups H,K ≤ G, the almost centralizer of K in H is defined as
C˜H(K) := {h ∈ H : [K : CK(h)] <∞}.
The almost center is defined as Z˜(H) := C˜H(H).
Let D be an infinite family of subgroups of G. We say D is uniformly commensurable
if there is some N ∈ N such that [D : D ∩D′] ≤ N for all D,D′ ∈ D.
Remark 2.6. When G is M˜c and H,K are definable subgroups of G, then C˜H(K) is
also definable. (See [3, Proposition 3.3 ])
We list a useful fact for almost centralizers here.
Fact 2.7. [3, Theorem 2.10] Let H and K be two definable subgroups of G. Then
H . C˜G(K) if and only if K . C˜G(H).
Lemma 2.8. Let D := CG(g¯) be the centralizer of some finite tuple g¯ ∈ G
n. Suppose
D is wide in G. Then there is a wide definable normal subgroup N of G such that N is
commensurable with E :=
⋂
i≤kD
ti for some k ∈ N and t0, . . . , tk ∈ G.
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Proof. By the M˜c-condition, there are t0, . . . , tk ∈ G and d ∈ N such that for any
t ∈ G we have [
⋂
i≤kD
ti :
⋂
i≤kD
ti ∩Dt] ≤ d. Let E :=
⋂
i≤kD
ti . Since E is a finite
intersection of wide subgroups, E is also wide by Lemma 2.2. For any h1, h2 ∈ G,
[Eh1 : Eh1 ∩Eh2 ] = [E : E ∩Eh2h
−1
1 ] ≤
∏
i≤k
[E : E ∩Dtih2h
−1
1 ] ≤ dk+1.
Therefore E := {Et : t ∈ G} is a family of uniformly commensurable definable subgroups
of G. By Schlichting’s Theorem ([10, Theorem 4.2.4]), there is a definable subgroup
N of G, which is invariant under all automorphisms of G stabilizing E setwise, and
is commensurable with all members of E . In particular, N is normal in G and is
commensurable with E, hence is also wide.
Lemma 2.9. Let M,N be subgroups of G. Then
Z˜(M) ∩ Z˜(N) ≤ Z˜(M) ∩N ≤ Z˜(M ∩N).
Proof. Clearly, we have Z˜(M) ∩ Z˜(N) ≤ Z˜(M) ∩N for any M,N ≤ G.
If g ∈ Z˜(M) ∩N , then g ∈M ∩N and [M : CM(g)] <∞. Hence,
[M ∩N : CM∩N (g)] = [M ∩N : CM (g) ∩N ] ≤ [M : CM (g)] <∞,
and we get g ∈ Z˜(M ∩N). Therefore, Z˜(M) ∩N ≤ Z˜(M ∩N).
Lemma 2.10. Let M,N be subgroups of G. If M is commensurable with N , then Z˜(M)
is commensurable with Z˜(N).
Proof. If g ∈ Z˜(M ∩N), then
[M : CM (g)] ≤ [M : CM∩N (g)] ≤ [M :M ∩N ][M ∩N : CM∩N (g)] <∞,
hence, g ∈ Z˜(M). Similarly, Z˜(M ∩N) ≤ Z˜(N). Therefore, Z˜(M∩N) ≤ Z˜(M)∩Z˜(N).
Together with Lemma 2.9, we have
Z˜(M ∩N) = Z˜(M) ∩ Z˜(N) = Z˜(M) ∩N = Z˜(N) ∩M.
Since M,N are commensurable,
[Z˜(M) : Z˜(M) ∩ Z˜(N)] = [Z˜(M) : Z˜(M) ∩N ] ≤ [M :M ∩N ] <∞.
Similarly, Z˜(N) and Z˜(M) ∩ Z˜(N) are commensurable.
Lemma 2.11. Let H,D be definable subgroups of G. Define
HD0 := {h ∈ H, dim(h
D) = 0}.
Then there are d ∈ N and a definable group T ≤ D such that
HD0 = {h ∈ H, [T : CT (h)] ≤ d}.
In particular, HD0 is a definable subgroup of H.
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Proof. It is easy to see that 1 ∈ HD0 and that it is closed under inverse. Note that
(h1h2)
D ⊆ hD1 h
D
2 . Therefore, if h1, h2 ∈ H
D
0 , then
dim((h1h2)
D) ≤ dim(hD1 ) + dim(h
D
2 ) = 0.
Hence, h1h2 ∈ H
D
0 .
By the M˜c-condition, there are h0, · · · , hn ∈ H
D
0 and d ∈ N such that [T : CT (h)] ≤ d
for all h ∈ HD0 , where T := CD(h0, · · · , hn). Since for each hi, dim(CD(hi)) = dim(D),
we have dim(T ) = dim(CD(h0, · · · , hn)) = dim(D). Let
M := {h ∈ H, [T : CT (h)] ≤ d}.
Then M is definable. We claim that M = HD0 . By definition, H
D
0 ⊆ M . On the
other hand, if h ∈ M , then dim(CD(h)) ≥ dim(CT (h)) = dim(T ) = dim(D). Hence,
dim(hD) = 0 and h ∈ HD0 .
3 Permutation Groups of Dimension 1 and 2
In this section, we analyse the permutation groups in S of dimension 1 or 2.
Here is a useful lemma for (definably) primitive permutation groups that we will use
a lot without referring to it explicitly.
Lemma 3.1. Let (G,X) be a (definably) primitive permutation group and A a (defin-
able) normal subgroup of G. Then A is either trivial or acts transitively on X.
Proof. Fix x ∈ X. If xA 6= X, then by normality of A, the set of orbits of A forms
a (definable) G-invariant partition of X. By (definable) primitivity, xA = {x}. As
the action is transitive, for any y ∈ X, there is some g ∈ G such that y = xg. Thus,
yA = xgA = xAg = {x}g = {y}. Therefore, A = {id}.
Lemma 3.2. Let (G,X) ∈ S. If G has a definable non-trivial normal abelian subgroup
A, then A acts regularly on X, dim(A) = 1 and A is either divisible torsion free or
elementary abelian.
Moreover, G = A ⋊ Gx where Gx = StabG(x) for some x ∈ X, and Gx acts on
X = xA ≃ A by conjugation.
Proof. AsG acts definably primitively onX and A E G is non-trivial, A acts transitively
on X. If xa = xb for some x ∈ X and a, b ∈ A, then for any y ∈ X, by transitivity,
y = xc for some c ∈ A. As A is abelian, we get
ya = xca = xac = xbc = xcb = yb.
Hence, a = b. Therefore, A acts regularly on X. Fix some x ∈ X. Then a 7→ xa is a
definable bijection from A to X. Thus, dim(A) = dim(X) = 1.
For any n ∈ ω let nA := {an : a ∈ A}. Then nA is a definable characteristic
subgroup of A, hence definable abelian normal in G. If dim(nA) = 1, then nA also
acts regularly on X, whence nA = A. Otherwise, dim(nA) = 0, and nA is trivial by
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definable primitivity of G. Therefore, A is either divisible torsion free or elementary
abelian.
Let Gx := StabG(x). As A acts regularly on X, we have A ∩ Gx = {1}. For any
g ∈ G there is a unique element a ∈ A such that xa = xg. Hence, x = xga
−1
, so
ga−1 ∈ Gx and g ∈ AGx. As A ∩Gx = {1}, we obtain G = A⋊Gx.
Note that for any g ∈ Gx and any a ∈ A, we have (x
a)g = xg
−1ag. Therefore, if we
identify A with X via a 7→ xa, then Gx acts on A by conjugation.
Combining the two lemmas above, we get the first part of our main result.
Theorem 3.3. Let (G,X) ∈ S. If dim(G) = 1, then G has a definable wide abelian
normal subgroup A such that A acts regularly on X. Moreover, A is either divisible
torsion-free or elementary abelian.
Proof. By Fact 1.9(2), G has a definable wide normal finite-by-abelian subgroup A.
Consider the derived subgroup A′. It is finite and characteristic in A, hence is a definable
normal subgroup of G. Since G acts definably primitively on X, either A′ is trivial or
A′ acts transitively on X. If A′ acts transitively on X, then dim(A′) ≥ dim(X) = 1,
contradicting that A′ is finite. Hence A′ is trivial and A is a definable wide abelian
normal subgroup of G. By Lemma 3.2, A acts regularly on X and is either divisible
torsion free or elementary abelian.
We now proceed to analyse the groups in S of dimension greater than 1. The
following lemma gives a key property of them.
Lemma 3.4. Let (G,X) ∈ S with dim(G) ≥ 2. If K E G and dim(K) ≥ 2, then there
is no element a ∈ K \ {1}, such that CK(a) is wide in K.
Proof. Suppose, towards a contradiction, that there is a ∈ K \ {1} and dim(CK(a)) =
dim(K) ≥ 2. By the M˜c-condition, there are g0, · · · , gn ∈ G such that
{(
⋂
i≤n
CK(a
gi))g : g ∈ G}
is a uniformly commensurable family. SinceK E G, we have agi ∈ K and (
⋂
i≤nCK(a
gi))g
is a subgroup of K for any g ∈ G. Note that CK(a
gi) = (CK(a))
gi is wide in K for each
gi. Thus, dim(
⋂
i≤nCK(a
gi)) = dim(K) ≥ 2.
By Schlichting’s Theorem there is a definable subgroup N of K such that N E G
and is commensurable with
⋂
i≤nCK(a
gi), whence wide in K. Consider the group
Z˜(N). We claim that dim(Z˜(N)) ≥ 1. Since N is commensurable with
⋂
i≤nCK(a
gi),
we have agi ∈ C˜K(N) and a
gi 6= 1. As C˜K(N) is definable normal in G, by definable
primitivity of G, it is of dimension at least 1 (otherwise, it would be trivial). Note that
Z˜(N) = N ∩ C˜K(N). Then
dim(Z˜(N)) = dim(K)− dim(K/Z˜(N)) ≥ dim(K)− (dim(K/N) + dim(K/C˜K(N)))
≥ dim(K)− 0− dim(K) + dim(C˜K(N)) = dim(C˜K(N)) ≥ 1.
Therefore Z˜(N) acts transitively on X.
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By [3, Proposition 3.28], the commutator group E := [Z˜(N), C˜N (Z˜(N))] is finite.
Since N is normal in G and E is characteristic in N and definable of dimension zero,
E is trivial. Therefore, C˜N (Z˜(N)) ⊆ CN (Z˜(N)).
We claim that C˜N (Z˜(N)) is wide inK. Indeed, by Fact 2.7, we have N . C˜N (Z˜(N))
if and only if Z˜(N) . C˜N (N) = Z˜(N). Thus, N is commensurable with C˜N (Z˜(N)).
Let H := CN (Z˜(N)). Then H is a definable wide subgroup of K and is normal in
G. Fix x ∈ X. For all h ∈ Z˜(N),
StabH(x
h) = (StabH(x))
h = StabH(x).
Since Z˜(N) acts transitively on X, we get StabH(x) = {1}. However, by the Orbit-
Stabilizer Theorem,
dim(StabH(x)) = dim(H)− dim(OrbH(x)) = dim(K)− dim(X) ≥ 2− 1 = 1,
contradicting that StabH(x) = {1}.
In the following, we will show that if we have a finite-by-abelian group acting on a
one-dimensional abelian group, then under certain conditions, we can define a pseudofin-
ite field.
Theorem 3.5. Let A be an abelian group of dimension 1 and D a broad definable group
of automorphisms of A. Suppose that A0 ≤ A is definable of dimension 0 and D acts
on A/A0. Let D0 := {d ∈ D : ∀a ∈ A, a
d ∈ a+A0}, a definable normal subgroup of D.
Write a+A0 ∈ A/A0 as [a] and dD0 ∈ D/D0 as [d]. Suppose D satisfies the following
condition:
(♣) If [a] 6= [0] then dim([a]CD/D0 ([d1],...,[dn])) = 1 for any n ∈ N, d1, . . . , dn ∈ D.
Then there is an interpretable pseudofinite field F such that F+ is isomorphic to
A/A0 and D/D0 embeds into F
× with dim(D/D0) = 1.
Remark: If D is finite-by-abelian and A0 := {a ∈ A : dim(a
D) = 0} is of dimension
0, then condition (♣) is satisfied. Indeed, CD(d1, . . . , dn) has finite index in D when D
is finite-by-abelian. As a 6∈ A0 by assumption, dim(a
D) = 1. Hence, dim(aCD(d1,...,dn)) =
dim(aD) = 1 and
dim([a][CD(d1,...,dn)]) = dim([a]CD/D0 ([d1],...,[dn])) = 1.
Also note that condition (♣) implies that dim(aD) = 1 for a 6∈ A0.
Let EndD(A/A0) be the ring of endomorphisms of A/A0 generated by D, with
addition being the component-wise addition on A and multiplication being composition.
Then any r ∈ EndD(A/A0) is equal to some
∑
i≤n(−1)
ǫidi, but this representation need
not be unique.
Lemma 3.6. For all r ∈ EndD(A/A0), either r is the constant [0] function 0, or r is
an automorphism of A/A0.
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Proof. We first prove the following claim: if there is some [a] ∈ A/A0 such that
[a] 6= [0] and [a]r = [0], then dim(ker(r)) = 1. Indeed, let d1, . . . , dn be the elements
of D which appear in a representation of r. Then ([a][h])r = ([a]r)[h] = [0] for any
[h] ∈ CD/D0([d1], . . . , [dn]). As a consequence, [a]
CD/D0 ([d1],...,[dn]) ⊆ ker(r). We have
dim([a]CD/D0 ([d1],...,[dn])) = 1 by condition (♣). Therefore, ker(r) has dimension 1.
Now we prove a similar assertion for the dimension of the image: if there is some
[a] 6= [0] such that [a]r 6= [0], then dim(im(r)) = 1. Let d1, . . . , dn be all the elements in
D which appear in a representation of r. For any [d] ∈ CD/D0([d1], . . . , [dn]), we have
([a][d])r = ([a]r)[d], i.e., ([a]r)[d] ∈ im(r). Hence, ([a]r)CD/D0 ([d1],...,[dn]) ⊆ im(r). Then
1 ≥ dim(im(r)) ≥ dim(([a]r)CD/D0([d1],...,[dn])) = 1.
Since dim(ker(r)) + dim(im(r)) = dim(A/A0) = 1, we can conclude that either
ker(r) = {[0]} or im(r) = {[0]}. If im(r) = {[0]}, then r = 0. Otherwise r is injective. As
(G,X) is a pseudofinite structure, r must also be surjective, hence an automorphism.
We can now see that EndD(A/A0) is a division ring. To get an interpretable
pseudofinite field, we need to define another ring. Let E˜ndD(A/A0) be the ring of
endomorphisms of A/A0 generated by D and the definable set
{(d− d′)−1 : d, d′ ∈ D, d− d′ 6= 0}
(the existence of (d− d′)−1 as automorphisms of A/A0 is guaranteed by Lemma 3.6).
By exactly the same proof, we can show that every non-zero element of E˜ndD(A/A0)
is an automorphism of A/A0.
Lemma 3.7. The division ring E˜ndD(A/A0) is interpretable.
Proof. Pick some [a] 6= [0]. For any r ∈ E˜ndD(A/A0) with r 6= 0, consider the set [a]
Dr
which is the image of [a]D under r. Since dim([a]D) = dim(aD) = 1 and ker(r) is of
dimension 0 (as r 6= 0), we have that [a]Dr is of dimension 1. We claim that
([a]D − [a]D) ∩ ([a]Dr − [a]Dr) 6= {[0]}.
Indeed, if ([a]D − [a]D)∩ ([a]Dr− [a]Dr) = {[0]}, then [a]d1 +[a]d2r = [a]d3 +[a]d4r if and
only if [a]d1 = [a]d3 and [a]d2r = [a]d4r for any d1, d2, d3, d4 ∈ D. Hence any element in
[a]D + [a]Dr can be uniquely written as the sum. Therefore,
dim([a]D + [a]Dr) = dim([a]D) + dim([a]Dr) = 2,
which contradicts the fact that [a]D+[a]Dr is a subset of A/A0 and A/A0 is of dimension
1. Hence, there is some d1, d2, d3, d4 ∈ D such that [a]
d1−d2 = [a](d3−d4)r 6= [0], i.e.,
[a](d3−d4)(d3−d4)
−1(d1−d2) = [a](d3−d4)r. Since [a] 6= [0] and d3 − d4 is an automorphism,
[a]d3−d4 6= [0]. Thus, r = (d3 − d4)
−1(d1 − d2).
Therefore, E˜ndD(A/A0) is a subset of
E/ ∼:= {(d3 − d4)
−1(d1 − d2) : d1, d2, d3, d4 ∈ D, d3 − d4 6= 0}/ ∼,
where r ∼ r′ if r and r′ induces the same endomorphism on A/A0 for r, r
′ ∈ E. On the
other hand, E/ ∼ is clearly a subset of E˜ndD(A/A0). Since E is definable, E˜ndD(A/A0)
is interpretable.
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Now we prove Theorem 3.5.
Proof. By Lemma 3.7, E˜ndD(A/A0) is an interpretable domain. Thus, there is some
J in the ultrafilter U such that E˜ndDi(Ai/(A0)i) is also a finite domain in (Gi,Xi)
for any i ∈ J . By Wedderburn’s little theorem any finite domain is a field. Hence,
F := E˜ndD(A/A0) is also a field. It is an interpretable pseudofinite field.
Consider D0 = {d ∈ D : ∀a ∈ A, a
d ∈ a + A0}. Take any a 6∈ A0, we know the set
[a]D ⊆ A/A0 has dimension 1. Hence, D/D0 has dimension at least 1.
By definition of F = E˜ndD(A/A0) we know that D/D0 embeds into F
×. Hence
dim(F ) ≥ 1 and D/D0 is commutative.
For any [a] 6= [0], let [a]F := {[a]r : r ∈ F}. Define a map ia : F
+ → [a]F by
sending r to [a]r. It is clearly well-defined, surjective and is a group homomorphism.
It is also injective. Indeed, if [a]r = [a]r
′
for some r, r′ ∈ F , then [a](r−r
′) = [0]. Hence
r − r′ = 0, and we get r = r′. Therefore, F+ is isomorphic to [a]F . Note that [a]F is
a definable subgroup of A/A0. Moreover, it is of dimension 1, since dim(F ) ≥ 1. We
claim that aF = A/A0. If there is [b] ∈ (A/A0) \ [a]
F , then [b]F is also isomorphic to
F+ and of dimension 1. As [a]F and [b]F are wide subgroups of A, we have [a]F ∩ [b]F
is of dimension 1. In particular, there is [c] 6= [0]. such that [c] = [b]r1 = [a]r2 for some
r1, r2 6= 0. Therefore, [b] = [a]
r2r
−1
1 and [b] ∈ [a]F , a contradiction.
Finally, we check that dim(D/D0) = 1. By the proof before, we know that D/D0
is of dimension at least 1. On the other hand, we also have dim(D/D0) ≤ dim(F
×) =
dim(F+) = dim(A) = 1. Hence, dim(D/D0) = 1 as we have claimed.
Lemma 3.8. Suppose A is an abelian group of dimension 1 and M is a group of
automorphisms of A. Let D E M be a broad definable finite-by-abelian subgroup such
that A0 := {a ∈ A : dim(a
D) = 0} is of dimension 0. Then D satisfies the condition
(♣). Let F := E˜ndD(A/A0) be the interpretable pseudofinite field defined as in Theorem
3.5. Then M acts naturally by automorphisms on F and PStabM (F )/M0 embeds into
F× with dim(PStabM (F )/M0) = 1, where PStabM (F ) is the point-wise stabilizer of F
and
M0 := {m ∈ PStabM (F ) : ∀a ∈ A, a
m ∈ a+A0}.
Proof. Note that A0 is definable by Lemma 2.11. And clearly, it is a D-invariant
subgroup of A, so the induced action of D on A/A0 is well-defined. By the remark
following Theorem 3.5, we have that D satisfies the condition (♣).
Note that for any a ∈ A and m ∈ M , if dim(aD) = 0, then dim((am)D) =
dim((aD)m) = 0. Therefore, M also acts by automorphisms on A/A0.
We define an action of M on F = E˜ndD(A/A0) by conjugation, i.e., for any h ∈M
and r ∈ F , define rh := h−1rh (as the composition of automorphisms of A/A0). We
claim that rh ∈ F for any r ∈ F and h ∈M .
We prove by induction on the construction of r ∈ F :
1. If r = d ∈ D, then dh = h−1dh ∈ D, as D is normal in M .
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2. If r = (d1 − d2)
−1 for some d1d
−1
2 6∈ D0, then for any [x], [y] ∈ A/A0, we have
[x]r
h
= [y] if and only if [x]h
−1(d1−d2)−1h = [y]
if and only if [x] = [y]h
−1(d1−d2)h
if and only if [x] = [y](d1)
h−(d2)h
if and only if [x]((d1)
h−(d2)h)−1 = [y].
Thus, rh = ((d1)
h − (d2)
h)−1 ∈ F .
3. If r = r1 + r2, then r
h = h(r1 + r2)h
−1 = (r1)
h + (r2)
h. By induction hypothesis
(r1)
h, (r2)
h ∈ F , hence rh ∈ F .
4. If r = r1r2, then r
h = hr1r2h
−1 = (r1)
h(r2)
h. Again by induction hypothesis
(r1)
h, (r2)
h ∈ F , hence rh ∈ F .
Clearly, for any h ∈M the map (·)h is a field endomorphism, whence by pseudofin-
iteness, (·)h is surjective, whence a field automorphism of F .
Consider the group T := PStabM (F ). Let T0 := {t ∈ T : ∀a ∈ A, a
t ∈ a+A0}. Note
that T0 is normal in T as T acts on A0. Since D/D0 is abelian and D0 ⊆ T0, we have
DT0/T0 ≤ Z(T/T0). For anym1, . . . ,mn ∈ T and a 6∈ A0, we have [a]
CT/T0 ([m1],...,[mn]) ⊇
[aD], thus dim([a]CT/T0 ([m1],...,[mn])) = 1. Therefore, we may apply Theorem 3.5 with
A,A0 and T and get an interpretable pseudofinite field F¯ such that A/A0 ≃ F¯
+, T/T0
embeds into F¯× and dim(T/T0) = 1. Note that F ⊆ F¯ and F
+ ≃ A/A0 ≃ F¯
+, by
pseudofiniteness F¯ = F .
We now specify the case for (G,X) ∈ S with dim(G) = 2. Basically, we will apply
Theorem 3.5 to get the interpretable field. However, we still need to find a definable
normal abelian subgroup in G. This is the aim of the following two lemmas.
Lemma 3.9. Let (G,X) ∈ S with dim(G) = 2. Then G has no definable wide finite-
by-abelian subgroup.
Proof. SupposeG has such a subgroup A. By the M˜c-condition, we can take D := CG(g¯)
minimal up to finite index for some finite tuple g¯ in G such that [A : A ∩D] <∞.
We claim that A ∩D ≤ Z˜(D). As A is finite-by-abelian, we have [A : CA(a)] < ∞
for any a ∈ A ∩ D. Together with [A : A ∩ D] < ∞, we get [A : CA(a) ∩ D] < ∞.
Since CA(a) ∩ D ≤ CD(a), also [A : A ∩ CD(a)] < ∞. By minimality of D we have
[D : CD(a)] < ∞. Hence, a ∈ Z˜(D) and A ∩D ≤ Z˜(D) as claimed. Since A ∩D has
finite index in A and A is wide, Z˜(D) is also wide in G.
By Lemma 2.8, there is a definable wide normal subgroup N E G such that
N is commensurable with
⋂
i≤kD
gi for some g0, . . . , gk ∈ G. By Lemma 2.9, we
have
⋂
i≤k Z˜(D)
gi ≤ Z˜(
⋂
i≤kD
gi). Since Z˜(D) is wide, so is
⋂
i≤k Z˜(D)
gi , hence
also Z˜(
⋂
i≤kD
gi). Since N is commensurable with
⋂
i≤kD
gi , we get dim(Z˜(N)) =
dim(Z˜(
⋂
i≤kD
gi)) = 2 by Lemma 2.10. Thus, Z˜(N) is a definable normal finite-by-
abelian subgroup of G. Since Z˜(N)′ is finite and normal in G, it is trivial by definably
primitivity. Thus, Z˜(N) is a definable normal abelian subgroup of G. By Lemma 3.2,
dim(Z˜(N)) = 1, contradicting that dim(Z˜(N)) = 2.
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Lemma 3.10. Let (G,X) ∈ S with dim(G) = 2. Assume that the definable sections of
G also satisfy the M˜c-condition. Then G has a definable normal abelian subgroup A of
dimension 1.
Proof. By Fact 1.10(1), G has a broad definable finite-by-abelian subgroup C whose
normalizer is wide. We refer to the proof in [11, Theorem 13], from the construction of
C in the proof, there are two cases. The first case is that C is normal in G. Then C is
not wide by Lemma 3.9, so dim(C) = 1. Since C ′ is definable normal in G of dimension
0, it is trivial. Therefore, A := C is a definable normal abelian group of dimension 1.
The second case is that C := Z˜(D) withD = CG(b¯) for some b¯ ∈ G
n and dim(D) ≥ 1.
By the M˜c-condition and Schlichting’s Theorem, there is a definable normal subgroup
H of G, such that H is commensurable with
⋂
i≤kD
gi , for some g0, . . . , gk ∈ G. We may
assume that dim(Z˜(H)) = dim(Z˜(
⋂
i≤kD
gi) = 0, for otherwise, we are in the previous
case. SinceH is normal in G and Z˜(H) is characteristic inH, Z˜(H) is a definable normal
subgroup of G of dimension 0. Hence Z˜(H) cannot act transitively on X and is trivial
by Lemma 3.1. By Lemma 2.9 and Lemma 2.10, we get
⋂
i≤k Z˜(D
gi) ≤ Z˜(
⋂
i≤kD
gi)
and Z˜(
⋂
i≤kD
gi) is commensurable with Z˜(H). Hence
⋂
i≤k Z˜(D
gi) =
⋂
i≤k Z˜(D)
gi is
finite.
By assumption, NG(Z˜(D)) is wide, hence dim(NG(Z˜(D))/Z˜(D)) = 1. By Fact
1.9, there is a definable B ≤ NG(Z˜(D)) such that B/Z˜(D) is broad finite-by-abelian.
Hence, B is wide in G. Clearly, Bgi/Z˜(D)gi is also broad finite-by-abelian for any gi. By
Lemma 2.4, the group
⋂
i≤k B
gi/
⋂
i≤k Z˜(D)
gi is finite-by-abelian. Since
⋂
i≤k Z˜(D)
gi
is finite,
⋂
i≤k B
gi is finite-by-abelian. However,
⋂
i≤kB
gi is definable and wide in G,
contradicting Lemma 3.9.
Now we can conclude the dimension-2 case.
Theorem 3.11. Let (G,X) ∈ S with dim(G) = 2. Suppose the definable sections of G
satisfy the M˜c-condition. Then G = A ⋊Gx and there is an interpretable pseudofinite
field F such that A ≃ F+ and D embeds into F× for some wide definable subgroup
D E Gx.
Moreover, Gx induces a group of automorphisms on F .
Proof. By Lemma 3.10, G has a definable normal abelian subgroup A. By Lemma 3.2
we have G = A⋊Gx and Gx acts on A by conjugation, where Gx is the point-stabilizer
StabG(x). By Fact 1.9(2), Gx has a definable finite-by-abelian normal subgroup D. For
any a ∈ A, if dim(aD) = 0, then dim(CD(a)) = dim(D) = 1. Since A× CD(a) ⊆ CG(a),
we get dim(CG(a)) ≥ dim(A ⋊ CD(a)) = 2 = dim(G). So a = 0 by Lemma 3.4.
Therefore, A0 := {a ∈ A : dim(a
D) = 0} = {0}. Applying Theorem 3.5 and Lemma 3.8
with A0 = {0} and D0 = {1}, we get the desired result.
If we add some extra condition on sets of dimension 0, we can also make the full
stabilizer Gx embeds into F
× as in Fact 1.1.
Lemma 3.12. Suppose an infinite field F and a group B of field-automorphisms of F
are interpretable in a theory with an additive integer-valued dimension dim such that
dim(F ) = 1. Then B is either trivial or infinite.
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Proof. If B is finite, then any σ ∈ B must have finite order. Thus, the fixed field fix(σ)
is of finite index in F . As 1 = dim(F ) = [F : fix(σ)] · dim(F ), we get fix(σ) = F .
Thus, B is trivial.
Corollary 3.13. Let (G,X) ∈ S with dim(G) = 2. Suppose the definable sections of G
satisfy M˜c-condition, and that the dimension-0 group EF := Gx/PStabGx(F ) is finite.
Then Gx embeds into F
×.
Proof. By the argument before, (G,X) interprets a pseudofinite field F of dimension 1
and a group of field automorphisms EF := Gx/PStabGx(F ). By assumption, the group
EF is finite, hence is trivial by Lemma 3.12. By Lemma 3.8, Gx = PStabGx(F ) embeds
into F×.
4 Permutation Groups of Dimension ≥ 3
This section deals with permutation groups in S of dimension greater or equal to 3.
The general strategy will be different from the previous sections. All the proofs before
rely more on the M˜c-condition and properties of dimensions. From now on we will use
pseudofiniteness to go directly to finite structures, and then use the well-established
results of finite groups, such as CFSG (the classification of finite simple groups).
Moreover, as mentioned in the introduction, we need two extra assumptions: the
M˜s-condition on (G,X), and the (EX)-condition on X.
While we need these two additional assumptions in the main theorem, we still make
our statement as general as possible.
The following three lemmas only assume pseudofiniteness and the M˜c-condition.
Lemma 4.1. Let G =
∏
i∈I Gi/U be a pseudofinite M˜c- group. Then there is some
n < ω and J ∈ U such that for all i ∈ J we cannot find subgroups Di0, . . . ,D
i
n−1 of Gi
which are center-less and commute with each other.
Proof. This is standard. Fix any d ∈ N. Let n = (d + 1) · m such that 2m > d. If
the claim is not true, then for all J ∈ U there is i ∈ J such that there are subgroups
Di0, . . . ,D
i
n−1 in Gi as claimed. Let
J0 := {i ∈ I : Gi has centerless subgroups D
i
0, . . . ,D
i
n−1 which commute with each other.}
Then J0 ∈ U , since otherwise the complement would be in the ultrafilter which contra-
dicts our assumption.
For i ∈ J0, choose 1 6= g
i
j ∈ D
i
j for each j < n, and put h
i
k =
∏
j<m(g
i
km+j) for
k ≤ d. Clearly, for each i ∈ J0 and for any 1 ≤ k ≤ d we have
[CGi(h
i
0, . . . , h
i
k−1) : CGi(h
i
0, . . . , h
i
k)]
≥ [
∏
j<m
Dikm+j : CDikm
(gikm)CDikm+1
(gikm+1) · · ·CDikm+m−1
(gikm+m−1)]
≥
∏
j<m
[Dikm+j : CDikm+j
(gikm+j)] ≥ 2
m > d.
Hence, G does not satisfy the M˜c-condition, a contradiction.
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Suppose G =
∏
i∈I Gi/U . Let Hi be a non-trivial minimal normal subgroup in
Gi for i ∈ I. Then Hi is a direct product of isomorphic simple groups. Suppose
Hi = Ti ⊙ T
gi1
i ⊙ · · · ⊙ T
gini
i with gi1 , . . . , gini ∈ Gi and Ti simple. If Hi is not abelian,
then neither is Ti. Let H :=
∏
i∈I Hi/U and T =
∏
i∈I Ti/U .
Lemma 4.2. Let G be a pseudofinite M˜c-group. Let H be defined as above. If H is
not abelian, then T is infinite and there is m ∈ N such that H = T ⊙ T g1 ⊙ · · · ⊙ T gm
for some g1, . . . , gm ∈ G.
Moreover, T and H are definable, and T is a simple pseudofinite group.
Proof. By Lemma 4.1, there is m ∈ N and J ∈ U such that Hi is m+ 1-fold product of
conjugates of Ti for all i ∈ J . Hence, H = T ⊙ T
g1 ⊙ · · · ⊙ T gm for some g1 . . . , gm ∈ G.
We claim that T is infinite. Otherwise, if T is finite, then H is finite, hence definable.
Since H is non-trivial, it acts transitively on X. Hence, dim(X) ≤ dim(H) = 0, a
contradiction.
For each i ∈ I, since Ti is non-abelian, it is either an alternating group Altni or
a classical group of Lie type of rank ni over some field Fqi, denoted as clni(qi). We
claim that ni is bounded. If not, then for any n, for all large enough ni, the group
Altni will contain at least n commuting copies of Alt5, and clni(qi) will contain at least
n commuting copies of PSL2(Fpi), where pi is the characteristic of Fqi . Both cases
contradict Lemma 4.1. Thus, we may assume {Ti : i ∈ I} are classical groups of Lie
type of bounded Lie rank.
By [13], T is a simple pseudofinite group. Hence, the theory of T in the language of
pure group is supersimple of finite SU -rank by [7]. As T is infinite nonabelian simple,
there is some x ∈ T such that the set xT is infinite. By the Indecomposability Theorem
(1.4), there is some infinite definable group D ≤ xT · · · xT which is normal in T , where
xT · · · xT is a k-fold product for some k ∈ N. Denote the k-fold product ofX asX ·(k)·X.
Since T is simple, D = T . Therefore, xT · (k) · xT = T . As H is normal and x ∈ H, we
have
H ⊇ (xG · (k) ·xG)⊙ (xG · (k) ·xG)g1 ⊙· · ·⊙ (xG · (k) ·xG)gm ⊇ T ⊙T g1 ⊙· · ·⊙T gm = H.
Consequently, H is definable. Moreover, since xH · (k) · xH = xT · (k) · xT = T , we also
get T definable.
Lemma 4.3. Let (G,X) ∈ S. Suppose dim(G) = n and G satisfies the M˜s-condition.
Then there are x1, . . . , xn ∈ X such that for all 1 ≤ i ≤ n we have
dim(PStabG(x1, . . . , xi)) = n− i.
Moreover, there are x1, . . . , xt ∈ X such that PStabG(x1, . . . , xt) = {1}.
Proof. We only need to show there are x1, . . . , xn ∈ X with dim(PStabG(x1, · · · , xn)) =
0. By the M˜s-condition, there are x1, . . . , xm ∈ X and d ∈ N such that
[PStabG(x1, . . . , xm) : PStabG(x1, . . . , xm, x)] ≤ d,
for any x ∈ X. Therefore, {(PStabG(x1, . . . , xm))
g : g ∈ G} is a uniformly commensur-
able family of definable subgroups. By Schlichting’s Theorem, there is H E G such that
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H is commensurable with PStabG(x1, . . . , xm). By Lemma 3.1, either x
H = X or H is
trivial. If xH = X, then dim(xPStabG(x1,...,xm)) = dim(xH) = 1. By the Orbit-Stabilizer
Theorem
|xPStabG(x1,...,xm)| = [PStabG(x1, . . . , xm) : PStabG(x1, . . . , xm, x)] ≤ d,
a contradiction. Therefore, H is trivial. As PStabG(x1, . . . , xm) is commensurable with
H, we deduce PStabG(x1, . . . , xm) is finite. So we only need finitely many more points,
say xm+1, . . . , xt ∈ X, to distinguish 1 from other elements in PStabG(x1, . . . , xm).
Therefore, PStabG(x1, . . . , xt) = {1}.
To finish the proof we show that there is a subsequence xi1 , . . . , xin of x1, . . . , xm
with dim(PStabG(xi1 , . . . , xin)) = 0. Consider the dimensions of the following sequence
PStabG(x1),PStabG(x1, x2), . . . ,PStabG(x1, . . . , xm).
By the Orbit-Stabilizer Theorem, the dimension can drop at most 1 in each step. Hence,
m ≥ n. Take n elements, say xi1 , . . . , xin with i1 < i2 < · · · < in, such that each of the
corresponding dimension drops. By our choice,
1 ≥ dim((xij )
PStabG(xi1 ,...,xij−1 )) ≥ dim((xij )
PStabG(x1,x2,...,xij−1)) = 1,
for each 1 ≤ j ≤ n. Therefore, dim(PStabG(xi1 , . . . , xin)) = 0.
Lemma 4.4. Suppose (G,X) ∈ S satisfies the M˜s-condition. For any x ∈ X, define
Lx := {y ∈ X : dim(x
Gy) = 0}. Then Lx is uniformly definable with respect to x.
Proof. Assume dim(G) = n. By the M˜s-condition, there are x1, . . . , xk ∈ X and
d ∈ N such that dim(PStabG(x1, . . . , xk)) = n − 1 and for any y ∈ X, we have either
dim(PStabG(x1, . . . , xk, y)) = n − 2 or [PStabG(x1, . . . , xk) : PStabG(x1, . . . , xk, y)] ≤
d. As dim(Gx1) = dim(PStabG(x1, . . . , xk)), we get dim(z
Gx1 ) = 0 if and only if
[PStabG(x1, . . . , xk) : PStabG(x1, . . . , xk, z)] ≤ d for any z ∈ X.
For any y ∈ X, let g ∈ G be such that (x1)
g = y. Then y ∈ Lx if and only if
dim(xG(x1)g ) = 0 if and only if (xg
−1
)Gx1 = 0 if and only if there is g ∈ G such that
(x1)
g = y and
[PStabG(x1, . . . , xk) : PStabG(x1, . . . , xk, x
g−1)] ≤ d.
Theorem 4.5. Suppose (G,X) ∈ S with dim(G) ≥ 3 satisfies the M˜s-condition and X
satisfies the (EX)-condition. Then G does not contain any nontrivial abelian normal
subgroup.
Proof. The theorem follows from the claims below.
Claim 4.6. If G has a nontrivial normal abelian subgroup H, then G has a definable
nontrivial normal abelian subgroup A.
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Proof. If G has a non-trivial normal abelian subgroup, then G has a definable finite-
by-abelian subgroup A, which is normal in G and contains H, by [3, Theorem 3.3(1)].
Since A′ is definable and of dimension 0, by definable primitivity, A′ is trivial, hence A
is abelian. Since A contains H, we get A is nontrivial.
Suppose the claim of Theorem 4.5 fails, then G has a nontrivial definable normal
abelian subgroup A. By Lemma 3.2, G = A ⋊ Gx where Gx := StabG(x) for some
x ∈ X. We identify A with X. Then Gx acts on A by conjugation, while A acts on
itself by addition. Our aim is to derive a contradiction.
Claim 4.7. Suppose G ∈ S and dim(G) ≥ 2. Assume G = A ⋊Gx. Let C E Gx with
C definable and dim(C) ≥ 1. Then A⋊C also acts definably primitively on X.
Proof. We may assume that A⋊Gx =
∏
i∈I Ai ⋊ (Gx)i/U , the formula defining C also
defines Ci E (Gx)i for each i ∈ I. Let Wi ≤ Ai be a nontrivial Ci-irreducible subgroup,
that is a minimal nontrivial Ci-invariant subgroup. Consider W :=
∏
i∈I Wi/U . Then
W is nontrivial and C-invariant. If there is V :=
∏
i∈I Vi/U with each Vi 6= Wi non-
trivial and Ci-irreducible, then W ∩ V = ∅. Take a ∈ W \ {0} and b ∈ V \ {0}.
Note that A ⋊ C E G and dim(A ⋊ C) ≥ 2. By Lemma 3.4, we have CA⋊C(a) and
CA⋊C(b) are not wide in A⋊C. Therefore, dim(a
C) = dim(bC) = 1. Moreover, we have
(aC − aC) ∩ (bC − bC) ⊆ W ∩ V = ∅. Hence, dim(aC + bC) = dim(aC) + dim(bC) = 2,
contradiction. Hence, we may assume that there is only one nontrivial Ci-irreducible
subgroup in any Ai.
Let H be any non-trivial definable C-invariant subgroup of A. Then each Hi is
non-trivial and C-invariant. Thus, Wi ⊆ Hi and we get W ⊆ H. Since C is normal
in Gx, H
g is also C-invariant for any g ∈ Gx. By the same argument, W ⊆ H
g.
Therefore, W ⊆
⋂
g∈Gx
Hg. The group M :=
⋂
g∈Gx
Hg ≤ A is non-trivial, definable
and Gx invariant. As M ≤ A is Gx invariant and G = A ⋊ Gx, we have M is normal
in G. Since M is nontrivial, it must act transitively on X by Lemma 3.1. As A acts
on X regularly by Lemma 3.2, we deduce M = H = A. Therefore, A is the minimal
non-trivial definable C-invariant subgroup of A.
Clearly, StabA⋊C(x) = C. Suppose there is a definable group C ≤ D ≤ A⋊C, then
D ∩A ≤ A. Moreover, as (D ∩A)C ≤ DC ∩AC = D ∩A, we have (D ∩A)C = D ∩A.
As A is the minimal non-trivial definable C-invariant subgroup of A, we conclude either
D ∩A = A or D ∩A = {0}. Therefore, either D = C or D = A⋊ C.
By Lemma 4.3, we can find x¯ = (x1, . . . , xn−2) such that dim(PStabG(x¯)) = 2. We
may assume PStabG(x¯) ⊆ Gx and we write PStabG(x¯) as Gx¯. By Fact 1.10(1), Gx¯ has
a broad definable finite-by-abelian subgroup D such that NGx¯(D) has dimension 2.
Consider the group AD0 := {a ∈ A : dim(a
D) = 0}. The dimension of AD0 is either 0
or 1. We will show that neither of them holds.
Claim 4.8. The dimension of AD0 is not 1.
Proof. Suppose dim(AD0 ) = 1. By Lemma 2.11, there are d ∈ N and a definable group
T ≤ D such that AD0 = {a ∈ A : [T : CT (a)] ≤ d} and dim(T ) = dim(D). Therefore
AD0 ≤ C˜G(T ). Since A is in definable bijection with X, by the (EX)-condition, A
D
0 has
finite index in A. Hence, A . C˜G(T ). By Fact 2.7, T . C˜G(A).
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Let M := C˜G(A) ∩ Gx. Then dim(M) ≥ dim(T ) ≥ 1. Note that C˜G(A) is normal
in G, hence, M is normal in Gx. By Lemma 4.7, A ⋊M = C˜G(A) also acts definably
primitively on X.
As C˜G(A) . C˜G(A), we have A . C˜G(C˜G(A)) by Fact 2.7. Thus, there is 0 6=
a ∈ A such that [C˜G(A) : CC˜G(A)(a)] < ∞, which means CC˜G(A)(a) is wide in C˜G(A),
contradicting Lemma 3.4.
Claim 4.9. The dimension of AD0 is not 0.
Proof. Let M := NGx¯(D). As the normalizer of D is wide in Gx¯, we have dim(M) =
2. Suppose dim(AD0 ) = 0. We can apply Theorem 3.5 and Lemma 3.8 to get an
interpretable pseudofinite field F such that A/AD0 ≃ F
+ and M extends to a group of
automorphisms of F . Consider the point-wise stabilizer PStabM (F ). Let
M0 := {m ∈ PStabM (F ) : ∀a ∈ A, a
m ∈ a+AD0 }.
By Lemma 3.8, dim(PStabM (F )/M0) = 1. By the second part of Lemma 4.3, the value
of m ∈M0 is determined by its value on some a1, . . . , at ∈ A. Hence,
dim(M0) ≤ tdim(A
D
0 ) = 0.
Thus, dim(PStabM (F )) = 1.
Therefore, T := M/PStabM (F ) is a group of automorphisms of F such that the
action is faithful and dim(T ) = dim(M)− dim(PStabM (F )) = 2− 1 = 1.
Consider F T0 := {k ∈ F : dim(k
T ) = 0}. By the fact that T is a group of auto-
morphisms of F , we can check easily that F T0 is a subfield of F . Note that F
T
0 is
definable (apply Lemma 2.11 to the group (F+ ⋊ T )). We claim that either F T0 = F
or dim(F T0 ) = 0. Indeed, if dim(F
T
0 ) = 1, then 1 = dim(F ) = [F : F
T
0 ], and we get
F = F T0 .
If F T0 = F , then by the M˜c-condition of the interpretable group F
+ ⋊ T , there are
k0, · · · , kt ∈ F and n ∈ N such that if we define H := CT (k0, · · · , kt), then for all k ∈ F
we have [H : CH(k)] ≤ n, that is |k
H | ≤ n. Consider the group F+⋊H. From the above
argument we know that F+ . C˜F+⋊H(H). By Fact 2.7, we have H . C˜F+⋊H(F
+).
Therefore, there is h 6= id such that [F+ : CF+(h)] < ∞. Since CF+(h) is a definable
subfield of F and dim(F ) = 1, we have CF+(h) = F
+, contradicting h 6= id.
Thus F T0 is of dimension 0. Let Y := F \ F
T
0 . Clearly, there is J ∈ U such that
|Yi| ≥ |Fi|/2 for all i ∈ J . If Fi = Fpnii
, then |Ti| ≤ ni. Therefore, there are infinitely
many T -orbits on Y and each of them has dimension 1. Note that X is in definable
bijection with F+, contradicting the (EX)-condition.
This finishes the proof of Theorem 4.5.
We conclude that with all the assumptions above, we get H = T × T g1 × · · · × T gm ,
with T definable and simple non-abelian. The following two lemmas show that T is
normal in G, hence H = T .
The following three lemmas all assume that (G,X) ∈ S satisfies the M˜s-condition
and the (EX)-condition.
Lemma 4.10. If D is a definable normal subgroup of G of finite index, then D also
acts definably primitively on X.
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Proof. Let M be a definable subgroup of D such that Dx ≤ M ≤ D, where Dx :=
StabD(x). Then either dim(M) = dim(Dx) = n− 1 or dim(M) = dim(G).
If dim(M) = dim(D) = dim(G), then
dim(xM ) = dim(M/Mx) = dim(M/M ∩Dx) ≥ dim(D/Dx) = 1.
Consider the right coset space of M in D. Assume D =
⋃
i∈I Mdi with Mdi 6= Mdj
for i 6= j. Let E := {xMdi : i ∈ I}. We claim that xMdi ∩ xMdj = ∅ for any i 6= j.
Suppose xMdi ∩ xMdj 6= ∅, then there are mi,mj ∈ M with x
midi = xmjdj . Therefore,
midi(dj)
−1(mj)
−1 ∈ Dx. As Dx ≤ M , we get di(dj)
−1 ∈ M , hence i = j. Note that
dim(xMdi) = dim(xM ) = 1 for all i ∈ I. By the (EX)-condition, I must be finite.
Consequently, M has finite index in D, hence [G :M ] <∞. By Poincare’s Theorem,M
contains a definable normal subgroup S of G which also has finite index in G. Therefore,
xS = X and xM ⊇ xS = X. For any d ∈ D, there is m ∈M such that xd = xm. Thus,
dm−1 ∈ Dx ≤M and d ∈M . Therefore, D =M .
If dim(M) = dim(Dx), then for any m ∈ M , we have dim((Dx)
m ∩Dx) = dim(Dx),
as both Dx and (Dx)
m are wide subgroups of M . Therefore,
dim((Gx)
m ∩Gx) ≥ dim((Dx)
m ∩Dx) = dim(Gx).
We get dim(x(Gx)
m
) = dim(xGxm ) = 0. Let MG := {g ∈ G : dim(x
Gxg ) = 0}. Then it is
a subgroup of G containing Gx and M . By Lemma 4.4, MG is definable. By definable
primitivity, we get either MG = G or MG = Gx. If MG = G, then dim(x
Gy) = 0 for all
y ∈ X, contradicting Lemma 4.3. Hence, M ≤ MG = Gx. As Dx = Gx ∩ D, we get
M = Dx.
Lemma 4.11. Let H = T × T g1 × · · · × T gm be as above. Then H = T and CG(H) is
trivial. In fact, H =
∏
i∈I soc(Gi)/U where soc(Gi) is the socle of Gi.
Proof. Consider GT := {g ∈ G : T
g = T}. As {T, T g1 , . . . , T gm} is permuted by G, the
index of GT in G is finite. By Poincare’s Theorem, there is a definable normal subgroup
G0 :=
⋂
g∈G(GT )
g, which also has finite index in G. By definition, H ≤ G0. By Lemma
4.10, G0 also acts definably primitively on X.
Note that T is normal in G0. Consider S := CG0(T ). It is definable and normal in
G0. If S is non-trivial, then T and S centralize each other and both acts transitively
on X. Fix x ∈ X. For any h ∈ T , we have StabS(x
h) = (StabS(x))
h = StabS(x). Since
xT = X, we get StabS(x) = {1}. Similarly, StabT (x) = {1}. We conclude that both
S and T act regularly on X. Therefore, T has dimension 1. By Fact 1.9(2), T has a
broad finite-by-abelian normal subgroup. As T is simple, it is abelian, which contradicts
Theorem 4.5.
Therefore, CG0(T ) is trivial and H = T . By the same reason, CG(H) = CG(T )
is also trivial. As H =
∏
i∈I Hi/U where each Hi is a minimal normal subgroup in
Gi. Suppose {Di : i ∈ I} is another collection of minimal normal subgroups of Gi
such that {i ∈ I : Di 6= Hi} ∈ U . Then Di and Hi centralizes each other for all
Di 6= Hi. Therefore,
∏
i∈I Di/U ≤ CG(H), which entails that
∏
i∈I Di/U is trivial.
Hence, H =
∏
i∈I soc(Gi)/U .
Lemma 4.12. For any x ∈ X, the group Gx := StabG(x) has only finitely many orbits
on X.
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Proof. Define a relation ∼ on X as: x ∼ y if dim(xGy) = 0. Clearly, ∼ is reflexive. It is
symmetric. If dim(xGy) = 0, then dim(Gy/Gxy) = 0. Therefore, dim(Gxy) = dim(Gy) =
dim(Gx), and y
Gx has dimension 0. It is also transitive. If both xGy and yGz have
dimension 0, then dim(Gx) = dim(Gxy) = dim(Gy) = dim(Gyz). That is, both Gxy and
Gyz are wide in Gy. Therefore, Gxyz = Gxy∩Gyz is also wide in Gy. Hence dim(Gxyz) =
dim(Gy) = dim(Gz). We get dim(x
Gz) = dim(Gz/Gxz) ≤ dim(Gz/Gxyz) = 0.
Moreover, ∼ is G-invariant and definable. It is definable by Lemma 4.4. For G-
invariance, if x ∼ y, then for any g ∈ G, we have (xg)Gyg = (xg)(Gy)
g
= (xGy)g. Thus,
dim((xg)Gyg ) = dim(xGy) = 0. Consequently, xg ∼ yg.
By definable primitivity, ∼ is either trivial or the universal congruence. By Lemma
4.3, ∼ is not the latter. Therefore, every Gx orbit on X \ {x} has dimension 1. By the
(EX)-condition, there can be only finitely-many such orbits.
Now, we can finish our analyse of higher dimensional cases. We record here a result
concerning finite simple groups.
Fact 4.13. ([2, the Claim in Lemma 5.15]) Let G(q) be a group of Lie type (possibly
twisted) over a finite field Fq, with G 6= PSL2(Fq), and let P (q) be a parabolic subgroup
of G(q). Then |G(q) : P (q)| > O(q).
Theorem 4.14. Let (G,X) be a pseudofinite definably primitive permutation group
satisfies the following conditions:
1. there is an additive integer-valued dimension on (G,X) with dim(X) = 1 and
dim(G) ≥ 3;
2. G and its definable sections satisfy the M˜c-condition;
3. X satisfies the (EX)-condition;
4. (G,X) satisfies the M˜s-condition.
Let s(G) :=
∏
i∈I soc(Gi)/U . Then dim(G) = 3, s(G) is definable and there is an
interpretable pseudofinite field F of dimension 1 such that we can identify X ∼= PG1(F ),
s(G) ∼= PSL2(F ) and PSL2(F ) ≤ G ≤ PΓL2(F ).
Proof. By the lemmas above, we know that H := s(G) =
∏
i∈I soc(Gi)/U is definable
and H is a pseudofinite simple group. By the main theorem of [13], there is J ∈ U such
that Hj is a finite Chevalley group of a fixed Lie type and of fixed Lie rank n for all
j ∈ J . Take x =
∏
i∈I xi/U ∈ X. By Lemma 4.12, the number of orbits of (Gi)xi is
bounded. Hence, we may apply [8, Theorem 2]. It follows that there is J ∈ U such that
for all i ∈ J the following holds: there is a parabolic subgroup Pi of Gi and xi ∈ Xi such
that (Gi)xi ≤ Pi. Let P
′
i be the maximal parabolic subgroup which contains Pi. Let
P :=
∏
i∈I P
′
i/U . By [9, Lemma 6.4], P ∩H is definable in the language of pure groups
with parameters in H. As P ∩ H is normalised by Gx, we can consider the definable
subgroup (P ∩ H)Gx ≤ P  G. By definable primitivity, (P ∩ H)Gx = Gx. Thus,
P ∩H = Hx.
Note that X is in definable bijection with Hx\H = (P ∩ H)\H. As P ∩ H is
definable in the language of pure groups with parameters in H, the action of H on X
is interpretable in H itself.
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By [7, Theorem 1.1.1], any family of finite simple groups of Lie type of bounded Lie
rank forms an asymptotic class of groups. Hence, the theory of H in the language of
pure groups is supersimple of finite SU -rank. We denote the SU -rank in H as SUH .
And we call a definable set defined in the language of pure groups with parameters in
H as H-definable.
Consider SUH(X), i.e., SUH((P ∩H)\H). We claim that SUH(X) = 1. By [7], H
is uniformly bi-interpretable with a pseudofinite (difference) field F with SUH(F ) = 1.
Hence, X is also F -interpretable. By [5, Corollary 3.1], the theory of pseudofinite (differ-
ence) fields eliminates imaginaries after adding parameters for an elementary submodel.
Therefore, we may suppose that X is a definable subset of Fm for some m.
We claim that Y has positive dimension in the original language for any infinite
H-definable set Y ⊆ Fn for some n.
Indeed, since Y is infinite, SUH(Y ) ≥ 1. For 1 ≤ i ≤ m, consider the projection
pii of F
n onto the ith co-ordinate. There must be some i such that pii(Y ) is an infinite
set, i.e., SUH(pii(Y )) ≥ 1. Since SUH(F ) = 1 and pii(Y ) ⊆ F , we get SUH(pii(Y )) = 1.
By the Indecomposability Theorem, there is a definable subgroup B of F+ such that
B ⊆ (±pii(Y ))
k for some k-fold sum of ±pii(Y ), and finitely many translates of B
cover pii(Y ). Hence, SUH(B) = SUH(F
+) = 1, and B has finite index in F+. As
B ⊆ (±pii(Y ))
k we get dim(B) ≤ kdim(pii(Y )). Therefore,
dim(Y ) ≥ dim(pii(Y )) ≥
1
k
dim(B) =
1
k
dim(F+) ≥
1
k
> 0,
where the penultimate inequality is by the fact that X ⊆ Fm and dim(X) 6= 0, hence
dim(F ) ≥ 1.
Therefore, any non-algebraic H-type can be completed to a G-type of positive di-
mension. Take a generic element a¯ = (a1, . . . , am) ∈ F
m in X. Then there is some i
such that tpH(ai) is non-algebraic. Suppose towards contradiction that SUH(X) ≥ 2.
Then
2 ≤ SUH(a¯) = SUH(a¯/ai) + SUH(ai) = SUH(a¯/ai) + 1.
We get SUH(a¯/ai) ≥ 1. By the claim above, we have dim(a¯/ai) ≥ 1 and dim(ai) ≥
1. By the additivity of dimension, dim(X) ≥ dim(a¯) = dim(a¯/ai) + dim(ai) ≥ 2, a
contradiction. Therefore, SUH(X) = 1.
We conclude that the theory of H in the pure language of groups is supersimple
of finite rank, and H is bi-interpretable with a pseudofinite (difference) field F with
SUH(F ) = 1. Moreover, H has a definable subgroup P ∩H with
SUH((P ∩H)\H) = SUH(X) = 1 = SUH(F )
and P ∩H is a parabolic subgroup of H.
Now we work in the theory of (difference) field F . As F is an ultraproduct of a
one-dimensional asymptotic class by [1] for a pure field, and by [7] for the difference
fields over which the Suzuki and Ree groups are defined, there is r ∈ R>0 such that
st.
(
|(H ∩ P )/H|
|F |
)
= r.
By Fact 4.13, we must have H ∼= PSL2(F ), and X is definably isomorphic to the
projective space PG1(F ).
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Consider CG(H) E G. It is trivial by Lemma 4.11. Therefore, the action of G on H
by conjugation is faithful.
As H ∼=
∏
i∈I PSL2(Fqi)/U and the largest automorphism group of PSL2(Fqi) is
PΓL2(Fqi), we get PSL2(F ) ≤ G ≤ PΓL2(F ) where PΓL2(F ) = PGL2(F ) ⋊ Aut(F ).
5 Permutation Groups of Infinite SU-Rank
In this section, we treat the special case when (G,X) is supersimple of infinite SU -rank.
It is a natural candidate where our classification can be applied. However, the main
result of this section is negative. More precisely, we will show that all these groups of
dimension greater or equal to 2 will collapse to the finite SU -rank case.
By Remark 1.6, Remark 1.8 and Remark 1.15, we can take the dimension as the
coefficient of the leading term of the SU -rank and the M˜c and M˜s-conditions always
hold in supersimple theories. To apply our classification, it remains to show that when
dimension is greater or equal to 3, X satisfies the (EX)-condition with the assumption
of supersimplicity.
Lemma 5.1. Suppose (G,X) ∈ S and its theory is supersimple. Let A be a definable
abelian normal subgroup of G and SU(A) = ωα + β with β < ωα. Then SU(A) = ωα.
Proof. By [10, Proposition 5.4.3], A has a type-definable subgroup C of SU -rank ωα
unique up to commensurability. Since A is normal in G, for any g ∈ G we have Cg ≤ A.
Then C and Cg are commensurable, as SU(Cg) = ωα and Cg ≤ A. By [10, Lemma
5.5.3], there is a definable group D with C ≤ D ≤ A such that SU(D) = ωα. Since
C ∩Cg ≤ D ∩Dg and SU(C ∩Cg) = ωα = SU(D) = SU(Dg) for any g ∈ G, we get D
and Dg are commensurable. By Schlichting’s Theorem, we may assume D is normal in
G. By definably primitivity D = A. Therefore, SU(A) = SU(D) = ωα.
Corollary 5.2. Let (G,X) be a pseudofinite definably primitive permutation group
whose theory is supersimple. Let SU(G) = ωαn + γ for some γ < ωα. Suppose n ≥ 3
and SU(X) = ωα + β for some β < ωα. Then all the conditions in Theorem 4.14 are
satisfied. Hence, there is an interpretable pseudofinite field F such that X ∼= GL1(F )
and
PSL2(F ) ≤ G ≤ PΓL2(F ).
Moreover, G is bi-interpretable with (F,B) where B is a group of automorphisms
of F .
Proof. For any interpretable set S with SU(S) = ωαk + β for some β < ωα and
k ≥ 0, we put dim(S) := k. By Remark 1.6, this is an additive integer-valued di-
mension. Moreover, by supersimplicity G and its definable sections satisfy the M˜c
and M˜s-conditions. We only need to check the (EX)-condition. Indeed, we claim that
SU(X) = ωα. Hence, by the Lascar Inequality, X satisfies the (EX)-condition.
Claim 5.3. SU(X) = ωα.
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Proof. Let H := Hi/U , where Hi is a nontrivial minimal normal subgroup of Gi. We
distinguish two cases: H is abelian and H is non-abelian.
If H is abelian. Then by [3, Theorem 3.3(1)] G has a definable finite-by-abelian
normal subgroup A ≥ H. By definably primitivity, A is abelian. By Lemma 3.2, A acts
regularly on X. Since dim(X) = 1, we know that SU(A) = SU(X) = ωα + β for some
β < ωα. By Lemma 5.1, SU(A) = ωα. Thus, SU(X) = ωα.
IfH is non-abelian. ThenH is definable and H = T×T g1×· · ·×T gm for somem ≥ 0
by Lemma 4.2. As T is definable and simple, by [10, Proposition 5.4.9], SU(T ) = ωαk,
for some k ≥ 1. Therefore, SU(H) = ωαk(m + 1). Suppose SU(X) = ωα + β with
β < ωα. By the Lascar Inequality, for any x ∈ X, we have
SU(StabH(x)) + SU(x
H) ≤ SU(H) ≤ SU(StabH(x)) ⊕ SU(x
H).
As xH = X, we must have SU(StabH(x)) = ω
α(km+k−1)+γ for some γ < ωα. Then
ωαk(m+ 1) = SU(H) ≥ SU(StabH(x)) + SU(x
H) = ωαk(m+ 1) + β.
We deduce β = 0 and SU(X) = ωα.
By Theorem 4.14 there is an interpretable pseudofinite field F such that PSL2(F ) ≤
G ≤ PΓL2(F ).
Now we prove that G is bi-interpretable with (F,B) where B is a group of auto-
morphisms of F . We identify G with a group between PSL2(F ) and PΓL2(F ) through
definable isomorphism. Suppose (F,B) is given and F =
∏
i∈I Fqi/U . As
PΓL2(Fqi) = PGL2(Fqi)⋊Gal(Fqi/Fpi)
where pi = char(Fqi) and [PGL2(Fqi) : PSL2(Fqi))] ≤ 2 for any i ∈ I, we have either
G :=
(∏
i∈I PSL2(Fqi)/U
)
⋊ B or G :=
(∏
i∈I PGL2(Fqi)/U
)
⋊ B. Clearly G is inter-
pretable in (F,B) in both cases.
Suppose G = H ⋊ B is given, where B ≤ Aut(F ). By the argument before, G
interprets F . Let ϕ(x, y, g) be the formula expressing: x, y ∈ F and[(
1 x
0 x+ 1
)]g
=
[(
1 y
0 y + 1
)]
,
where
[(
a b
c d
)]
denotes the coset
(
a b
c d
)
F× in PGL2(F ). Then ϕ(F,F, g) is the
graph of a partial function. Let ξ(g) be the formula expressing that ϕ(F,F, g) is the
graph of a field automorphism of F . Define φ(g, x, y) := ϕ(x, y, g) ∧ ξ(g) and ∼ be
the equivalence relation on G × F × F defined as (g, x, y, g) ∼ (g′, x′, y′) if and only
if x = x′, y = y′ and ϕ(F,F, g) = ϕ(F,F, g′). Then φ(G,F, F )/ ∼ is a group of
automorphisms of F containing B. We need to show that φ(G,F, F )/ ∼ contains no
other automorphisms. Note that ξ(G) defines a subgroup of G. Then ξ(G) ∩ H =
ξ(H) ≤ G. Let ∼H be the equivalence relation such that g ∼H g
′ if and only if
ϕ(F,F, g) = ϕ(F,F, g′). Then ξ(H)/ ∼H is a group of automorphism of F . As H and
ξ(H) are interpretable in F , so does ξ(H)/ ∼H . We conclude ξ(H)/ ∼H is trivial by
the fact that a pure field can only interpret the trivial group of field-automorphisms of
itself. Therefore B = φ(G,F, F )/ ∼.
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In the following, we will exclude the possibility that B is infinite. This is due to
the fact that any structure that expands a pseudofinite field with a “logarithmically
small” infinite set will have the strict order property, hence, its theory will not be
simple. Since an infinite definable set of automorphisms of a pseudofinite field is always
“logarithmically small” compared to the size of the field, B must be finite by simplicity,
hence trivial.
Fact 5.4. (Folklore, see also [14, Theorem 26]) Let F =
∏
i∈I Fpini/U be a pseudofinite
field and A =
∏
i∈I Ai/U an infinite pseudofinite subset of F . Suppose there is a
constant natural number C such that |Ai| ≤ Cni for any i ∈ I. Then the theory of
(F,A) has the strict order property.
Corollary 5.5. Suppose (F,B) =
∏
i∈I(Fpnii
, Bi)/U is a pseudofinite structure with F
a field and B an infinite set of automorphisms of F . Then the theory of (F,B) is not
simple.
Proof. Take ai a generator of the multiplicative group of Fpnii
. Define Ai = a
Bi
i . As ai
is the generator and all Bi are powers of the Frobenius, we have |Ai| = |Bi| ≤ ni. Let
A =
∏
i∈I Ai/U . Then we can apply Fact 5.4 to (F,A) and get the desired result.
Combing the results above, we have the following conclusion.
Theorem 5.6. Let (G,X) be a pseudofinite definably primitive permutation group
whose theory is supersimple. Let SU(G) = ωαn + γ for some γ < ωα and n ≥ 1.
Suppose SU(X) = ωα + β for some β < ωα. Then one of the following holds:
1. SU(G) = ωα + γ, and there is a definable, divisible torsion-free or elementary
abelian subgroup A of SU -rank ωα which acts regularly on X.
2. SU(G) = 2, and there is an interpretable pseudofinite field F of SU -rank 1 such
that G ∼= F+ ⋊D where D has finite index in F×.
3. SU(G) = 3, and there is an interpretable pseudofinite field F of SU -rank 1 such
that G ∼= PSL2(F ) or G ∼= PGL2(F ).
Proof. Let dim be defined as the coefficient of ωα.
When n = 1, we apply Theorem 3.3 and get a definable normal abelian subgroup A
of SU -rank greater of equal to ωα. By Lemma 5.1, we have SU(A) = ωα.
If n = 2, then by Theorem 3.11, there is an interpretable pseudofinite field F of
dimension 1 such that Gx induces a group of automorphisms B on F . By Corollary
5.5, we know that B must be finite. Then by Corollary 3.13, Gx embeds into F
× and
B is trivial. Since the SU -rank of F× is a monomial, and dim(F ) = dim(Gx) = 1,
we get SU(Gx) = SU(F
×) = ωα. Therefore, Gx has finite index in F
×. Suppose
[F× : Gx] = k. Consider (F
×)k = {gk : g ∈ F×}. As F× =
∏
i∈I F
×
i /U , there is
J ∈ U such that Fi is cyclic for all i ∈ J and (F
×
i )
k is the unique subgroup of index
k. Therefore, (F×)k is also the unique definable subgroup of index k of F×. Thus,
Gx = (F
×)k. Now (G,X) is definable in F , so (G,X) is supersimple of SU -rank 2.
If n ≥ 3, then by Corollary 5.2, (G,X) is bi-interpretable with a pseudofinite field F
together with a group of automorphisms B. By Corollary 5.5, B is finite, hence is trivial
by Lemma 3.12. Therefore, PSL2(F ) ≤ G ≤ PGL2(F ). For any finite field Fq, we have
[PGL2(Fq) : PSL2(Fq)] ≤ 2. Hence, either G ∼= PSL2(F ) or G ∼= PGL2(F ).
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