The Story So Far..
Temporally extended actions can be formalized as options [1] . A Markovian option ω ∈ Ω is defined as I ω , β ω , π ω Intra-option policy π ω , Termination condition β ω : S → [0, 1],
Recent research has demonstrated that options can be learned automatically and end-to-end for a given task with option-critic architecture [2] . What is missing?
Key Contribution
We introduce the notion of interest functions I ω :
The state-value function over options that have interest functions is defined as:
where Q Ω,θ is the option-value function parameterized by θ, and the probability of option ω being sampled in in state s is defined as:
Interest Gradient Theorem
Given a set of Markov options with stochastic, differentiable interest functions I ω,z , the gradient of the expected discounted return with respect to z at (s, ω) is:
where µ Ω (s , ω |s, ω) is the discounted weighting of the state-option pairs along trajectories starting from (s, ω) sampled from the sampling distribution determined by I ω,z .
Interest Option Critic
Four Rooms Environment: Do options with interest help in transfer?
After 1000 episodes, the goal is randomly moved to one of the cells in the lower right room (shown in red)
The IOC agent performs better than OC in the initial stage, then is able to recover much faster after the goal change than the OC agent We then harvest the learned options and use them in the task of learning to navigate to the south hallway
The policy over options (π Ω (ω|s)) and option value function Q(s, ω) are being learnt from scratch
We experiment with two conditions: using the interest function directly, or thresholding its value and choosing only among options whose interest at a state is higher than the threshold (indicated by a hyper parameter K). 
