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Abstract
In this paper, we introduce the paths space CgBm0 which is consists of generalized
Brownian motion path-valued continuous functions on [0, T ]. We next present
several relevant examples of the paths space integral. We then discuss the
concept of the analytic Feynman integration theory for functionals F on the
paths space CgBm0 .
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1. Introduction
Let (B, γ) denote an abstract Wiener space and let C0(B) be the space of B-
valued continuous functions x which are defined on [0, T ] with x(0) = 0, see [39].
In [43], Ryu improved several theories on C0(B) which are developed in classical
and abstract Wiener spaces. Since then the concepts of the analytic Feynman
integral and the analytic Fourier–Feynman transform, and related topics have
been developed on the Wiener paths space C0(B), extensively; references include
[7, 11, 12, 23, 37, 38]. In [43], Ryu suggested a cylinder measuremB on the space
C0(B) and constructed the general Wiener integration theorem: given a multi-
dimensional tuple (t1, t2, . . . , tn) ∈ Rn with 0 = t0 < t1 < t2 < · · · < tn ≤ T ,
and a Borel measurable function f : Rn → C,∫
C0(B)
f(x(t1), x(t2), . . . , x(tn))dmB(x)
=
∫
Bn
f
(√
t1 − t0x1,
√
t1 − t0x1 +
√
t2 − t1x2, . . . ,
n∑
j=1
√
tj − tj−1xj
)
× dγn(x1, . . . , xn)
(1.1)
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in the sense that if either side exists, both sides exist and the equality holds.
The concrete formulation of the cylinder measure mB and the applications to
the theory of analytic Feynman integral, see [7, 11, 12, 23, 37, 38, 43] and the
references cited therein. Equation (1.1) will be evaluated in Section 3 with
heuristic observations.
On the other hand, in [13, 14, 15, 16, 18, 22, 24], the authors defined the
generalized analytic Feynman integral and the generalized analytic Fourier–
Feynman transform on the function space Ca,b[0, T ], and studied their properties
with related topics. The function space Ca,b[0, T ], induced by a generalized
Brownian motion process (GBMP), was introduced by Yeh in [44], and was
used extensively in [17, 19, 20, 21, 25].
A GBMP on a probability space (Ω,Σ, P ) and a time interval [0, T ] is a
Gaussian process Y ≡ {Yt}t∈[0,T ] such that Y0 = c almost surely for some
constant c ∈ R, and for any set of time moments 0 = t0 < t1 < · · · < tn ≤ T and
any Borel set B ⊂ Rn, the measure P (It1,...,tn,B) of the cylinder set It1,...,tn,B
of the form It1,...,tn,B =
{
ω ∈ Ω : (Yt1(ω), . . . , Ytn(ω)) ∈ B
}
is given by
P (It1,...,tn,B) =
∫
B
Kn(~t, ~η)dη1 · · · dηn
where
Kn(~t, ~η) =
(
(2π)n
n∏
j=1
(
b(tj)− b(tj−1)
))−1/2
× exp
{
− 1
2
n∑
j=1
((ηj − a(tj))− (ηj−1 − a(tj−1)))2
b(tj)− b(tj−1)
}
,
and where η0 = c, a(t) is a continuous real-valued function on [0, T ], and b(t)
is a increasing continuous real-valued function on [0, T ]. Thus, the GBMP Y
is determined by the continuous functions a(·) and b(·). For more details, see
[44, 45]. Note that when c = 0, a(t) ≡ 0 and b(t) = t on [0, T ], the GBMP
reduces a standard Brownian motion (Wiener process).
We set c = a(0) = b(0) = 0. Then the function space Ca,b[0, T ] induced by
the GBMP Y determined by the a(·) and b(·) can be considered as the space of
continuous sample paths of Y , see [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 24, 25],
and one can see that for each t ∈ [0, T ],
et(x) ∼ N
(
a(t), b(t)
)
,
where et : Ca,b[0, T ] × [0, T ] → R is the coordinate evaluation map given by
et(x) = x(t) and N(m,σ
2) denotes the normal distribution with mean m and
variance σ2. We are obliged to point out that a standard Brownian motion
is stationary in time and is free of drift, whereas a GBMP is generally not
stationary in time and is subject to a drift a(t).
In this paper, we thus first attempt to construct the paths space CgBma,b ≡
CgBma,b (Ca,b[0, T ]) which is consists of generalized Brownian motion path-valued
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continuous functions on [0, T ]. We next present several relevant examples of
the paths space integral. As an application, we then discuss the concept of
the analytic Feynman integration theory for functionals F on the paths space
CgBm0 . To do this we establish the existence of the analytic paths space Feynman
integral of bounded cylinder functionals F of the form
F (x) =
∫
Rmn
exp
{
i
m∑
j=1
n∑
k=1
(gj , x(sk))
∼vj,k
}
dν(~v), x ∈ CgBm0
where ν is a complex Borel measure on Rmn and (g, x(s))∼ denotes the Paley–
Wiener–Zygmund (henceforth, PWZ) stochastic integral. In Section 3 below,
we present a more detailed survey of paths space and a motivation of the topic
in this paper.
2. Preliminaries
In this section, we present the brief backgrounds which are needed in the
following sections.
Let a(t) be an absolutely continuous real-valued function on [0, T ] with
a(0) = 0 and a′(t) ∈ L2[0, T ], and let b(t) be a strictly increasing, continu-
ously differentiable real-valued function with b(0) = 0 and b′(t) > 0 for each
t ∈ [0, T ]. The GBMP Y determined by a(t) and b(t) is a Gaussian process with
mean function a(t) and covariance function r(s, t) = min{b(s), b(t)}. For more
details, see [16, 20, 22, 44, 45]. Applying [45, Theorem 14.2], one can construct
a probability measure space (Ca,b[0, T ],B(Ca,b[0, T ]), µ) where Ca,b[0, T ] is the
space of continuous sample paths of (a separable version of) the GBMP Y (it is
equivalent to the Banach space of continuous functions x on [0, T ] with x(0) = 0
under the sup norm) and B(Ca,b[0, T ]) is the Borel σ-field of Ca,b[0, T ] induced
by the sup norm. We then complete this function space to obtain the complete
probability measure space (Ca,b[0, T ],W(Ca,b[0, T ]), µ) where W(Ca,b[0, T ]) is
the set of all Wiener measurable subsets of Ca,b[0, T ].
Remark 2.1. The coordinate process e : Ca,b[0, T ] × [0, T ] → R defined by
e(x, t) ≡ et(x) = x(t) is also the GBMP determined by a(t) and b(t).
Remark 2.2. Let Cna,b[0, T ] be the product of n copies of Ca,b[0, T ]. Since the
space Ca,b[0, T ] endowed with the uniform topology is separable, the Borel σ-field
B(Cna,b[0, T ]) on Cna,b[0, T ] coincides with the product σ-field ⊗nB(Ca,b[0, T ]), the
product of n copies of B(Ca,b[0, T ]). From this fact we see that
W(Cna,b[0, T ]) = B(Cna,b[0, T ]) = ⊗nW(Ca,b[0, T ])
where W(Cna,b[0, T ]) denotes the σ-field consisting of all Wiener measurable sub-
sets of the product function space Cna,b[0, T ], ⊗nW(Ca,b[0, T ]) is the product of
n copies of the σ-field W(Ca,b[0, T ]) on Ca,b[0, T ], and S denotes the complete
σ-field generated by a σ-field S.
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Let L2a,b[0, T ] be the space of functions on [0, T ] which are Lebesgue mea-
surable and square integrable with respect to the Lebesgue–Stieltjes measures
on [0, T ] induced by a(·) and b(·); i.e.,
L2a,b[0, T ] =
{
v :
∫ T
0
v2(s)db(s) < +∞ and
∫ T
0
v2(s)d|a|(s) < +∞
}
where |a|(·) denotes the total variation function of a(·). Then L2a,b[0, T ] is a
separable Hilbert space with inner product defined by
(u, v)a,b =
∫ T
0
u(t)v(t)dm|a|,b(t) ≡
∫ T
0
u(t)v(t)d[b(t) + |a|(t)],
where m|a|,b denotes the Lebesgue–Stieltjes measure induced by |a|(·) and b(·).
In particular, note that ‖u‖a,b ≡
√
(u, u)a,b = 0 if and only if u(t) = 0 a.e. on
[0, T ]. Furthermore, (L2a,b[0, T ], ‖ · ‖a,b) is a separable Hilbert space.
Next, let
C′a,b[0, T ] =
{
w ∈ Ca,b[0, T ] : w(t) =
∫ t
0
z(s)db(s) for some z ∈ L2a,b[0, T ]
}
.
For w ∈ C′a,b[0, T ], with w(t) =
∫ t
0 z(s)db(s) for t ∈ [0, T ], let D : C′a,b[0, T ] →
L2a,b[0, T ] be defined by the formula
Dw(t) = z(t) =
w′(t)
b′(t)
. (2.1)
Then C′a,b ≡ C′a,b[0, T ] with inner product
(w1, w2)C′
a,b
=
∫ T
0
Dw1(t)Dw2(t)db(t)
is also a separable Hilbert space.
Remark 2.3. Note that the two separable Hilbert spaces L2a,b[0, T ] and C
′
a,b[0, T ]
are (topologically) homeomorphic under the linear operator D given by equa-
tion (2.1). The inverse operator of D is given by (D−1z)(t) =
∫ t
0 z(s)db(s) for
t ∈ [0, T ]. But the linear operator D is not isometric.
In this paper, in addition to the conditions put on a(t) above, we now add
the condition ∫ T
0
|a′(t)|2d|a|(t) < +∞. (2.2)
Then, the function a : [0, T ]→ R satisfies the condition (2.2) if and only if a(·)
is an element of C′a,b[0, T ]. Under the condition (2.2), we observe that for each
w ∈ C′a,b[0, T ] with Dw = z,
(w, a)C′
a,b
=
∫ T
0
Dw(t)Da(t)db(t) =
∫ T
0
z(t)
a′(t)
b′(t)
db(t) =
∫ T
0
z(t)da(t).
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For each w ∈ C′a,b[0, T ] and x ∈ Ca,b[0, T ], we let (w, x)∼ denote the PWZ
stochastic integral [13, 25]. It is known that for each w ∈ C′a,b[0, T ], the PWZ
stochastic integral (w, x)∼ exists for s-a.e. x ∈ Ca.b[0, T ] and it is a Gaussian
random variable with mean (w, a)C′
a,b
and variance ‖w‖2C′
a,b
. It also follows that
for w, x ∈ C′a,b[0, T ],
(w, x)∼ = (w, x)C′
a,b
(2.3)
and that for w1, w2 ∈ C′a,b[0, T ],∫
Ca,b[0,T ]
(w1, x)
∼(w2, x)∼dµ(x) = (w1, w2)C′
a,b
+ (w1, a)C′
a,b
(w2, a)C′
a,b
. (2.4)
Thus the random variable (w, x)∼ is normally distributed with
(w, x)∼ ∼ N
(
(w, a)C′
a,b
, ‖w‖2C′
a,b
)
.
Furthermore, if Dw = z ∈ L2a,b[0, T ] is of bounded variation on [0, T ], the PWZ
stochastic integral (w, x)∼ equals the Riemann–Stieltjes integral
∫ T
0
z(t)dx(t).
For each t ∈ [0, T ], let
βt(s) =
∫ s
0
χ[0,t](τ)db(τ) =
{
b(s), 0 ≤ s ≤ t
b(t), t ≤ s ≤ T . (2.5)
Then the family of functions {βt : 0 ≤ t ≤ T } from C′a,b[0, T ] has the reproducing
property
(w, βt)C′
a,b
= w(t)
for all w ∈ C′a,b[0, T ]. Note that for any s, t ∈ [1, 2], βt(s) = min{b(s), b(t)}, the
covariance function associated with the generalized Brownian motion Y used in
this paper. We also note that for each x ∈ Ca,b[0, T ],
x(t) =
∫ T
0
χ[0,t](τ)dx(τ) = (βt, x)
∼. (2.6)
Using the change of variable theorem, it follows the function space integra-
tion formula:∫
Ca,b[0,T ]
exp{ρ(w, x)∼}dµ(x) = exp
{
ρ2
2
‖w‖2C′
a,b
+ ρ(w, a)C′
a,b
}
(2.7)
for every ρ > 0.
3. Motivations
3.1. Survey on the classical Wiener space C0[0, T ]
Given a positive real T > 0, let C0[0, T ] denote one-parameter Wiener
space, that is, the space of all real-valued continuous functions x on the in-
terval [0, T ] with x(0) = 0. Let M denote the class of all Wiener measurable
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subsets of C0[0, T ] and let mw denote Wiener measure. Then, as is well-known,
(C0[0, T ],M,mw) is a complete probability measure space. The coordinate pro-
cess W˜ ≡ {W˜t}t∈[0,T ] given by W˜t(x) = x(t) on C0[0, T ]× [0, T ] is a standard
Brownian motion (henceforth, SBM). Thus Wiener measure mw is a Gaussian
measure on C0[0, T ] with mean zero and covariance function r(s, t) = min{s, t}
in view of following illustration.
The SBM (equivalently, Wiener process) on a probability space (Ω,Σ,p) and
a time interval [0, T ] is a Gaussian process W ≡ {Wt}t∈[0,T ] such that W0 = 0
almost surely, and for any set of time moments 0 = t0 < t1 < · · · < tn ≤ T and
any Borel set B ⊂ Rn, the measure p(It1,...,tn,B) of the cylinder set It1,...,tn,B
of the form
It1,...,tn,B =
{
ω ∈ Ω : (Wt1 (ω), . . . ,Wtn(ω)) ∈ B
}
is given by(
(2π)n
n∏
j=1
(tj − tj−1)
)−1/2 ∫
B
exp
{
− 1
2
n∑
j=1
[uj − uj−1]2
tj − tj−1
}
du1 · · · dun (3.1)
where u0 = 0. The coordinate process W˜ : C0[0, T ] × [0, T ] → R defined by
W˜ (x, t) ≡ W˜t(x) = x(t) is also a SBM. Thus the Wiener space C0[0, T ] can be
considered as the space of all sample paths of a Brownian motion. We observe
that for any t1, t2 ∈ [0, T ] with t1 < t2,
W˜ (x, t2)− W˜ (x, t1) ∼ N(0, t2 − t1),
where N(m,σ2) denotes the normal distribution with mean m and variance
σ2. Given the time moments 0 = t0 < t1 < · · · < tn ≤ T , define a func-
tion P(t1,...,tn) : C0[0, T ] → Rn by P(t1,...,tn)(x) = (x(t1), . . . , x(tn)). Then the
Wiener measure mw(It1,...,tn,B) of the cylinder set It1,...,tn,B = {x ∈ C0[0, T ] :
P(t1,...,tn)(x) ∈ B} with a Borel set B in Rn is given by (3.1). Furthermore,
the probability distribution mw ◦ P−1(t1,...,tn) and the Lebesgue measure mnL on
Rn are mutually absolutely continuous. Thus the Radon–Nikodym derivative
of mw ◦ P−1(t1,...,tn) with respect to mnL is given by
mw ◦ P−1(t1,...,tn)
mnL
(u1, . . . , un)
=
(
(2π)n
n∏
j=1
(tj − tj−1)
)−1/2
exp
{
− 1
2
n∑
j=1
[uj − uj−1]2
tj − tj−1
} (3.2)
with u0 = 0. In fact, for any subset E of R
n, E is Lebesgue measurable if and
only if P−1(t1,...,tn)(E) is Wiener measurable. For more details, see [10, 33] and
references cited therein.
For each v ∈ L2[0, T ] and x ∈ C0[0, T ], we let 〈v, x〉 denote the Paley–
Wiener–Zygmund (PWZ) stochastic integral [34, 40, 41]. It is known that for
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each v ∈ L2[0, T ], the PWZ stochastic integral 〈v, x〉 exists for mw-a.s. x ∈
C0[0, T ] and it is a Gaussian random variable with mean 0 and variance ‖v‖22.
It is also known that for v1, v2 ∈ L2[0, T ],∫
C0[0,T ]
〈v1, x〉〈v2, x〉dmw(x) = (v1, v2)2 (3.3)
where (·, ·)2 denotes the L2-inner product. Furthermore, if v ∈ L2[0, T ] is of
bounded variation on [0, T ], then the PWZ stochastic integral 〈v, x〉 equals the
Riemann–Stieltjes integral
∫ T
0
v(t)dx(t).
Let
C′0[0, T ] =
{
w ∈ C0[0, T ] : w(t) =
∫ t
0
v(τ)dτ for some v ∈ L2[0, T ]
}
.
Then the Cameron–Martin space C′0 ≡ C′0[0, T ] is a real separable infinite di-
mensional Hilbert space with inner product
(w1, w2)C′
0
=
∫ T
0
Dw1(τ)Dw2(τ)dτ
where Dw(τ) = dwdτ (τ). Given any w ∈ C′0[0, T ], we use the notation (w, x)∼ to
denote the PWZ stochastic integral 〈Dw, x〉. Then for w, x ∈ C′0[0, T ], (w, x)∼ =
(w, x)C′0 and equation (3.3) above can be rewritten as follows: for w1, w2 ∈
C′0[0, T ], ∫
C0[0,T ]
(w1, x)
∼(w2, x)∼dmw(x) = (w1, w2)C′0 . (3.4)
For each t ∈ [0, T ], let
βt(s) =
∫ s
0
χ[0,t](τ)dτ =
{
s, 0 ≤ s ≤ t
t, t < s ≤ T . (3.5)
Then the family of functions {βt : 0 ≤ t ≤ T } from C′0[0, T ] has the reproducing
property
(w, βt)C′
0
= w(t)
for all w ∈ C′0[0, T ]. Note that βt(s) = min{s, t}, the covariance function of
the Brownian motion W˜ discussed above. We also note that for each (x, t) ∈
C0[0, T ]× [0, T ],
W˜ (x, t) = x(t) =
∫ T
0
χ[0,t](τ)dx(τ) = (βt, x)
∼. (3.6)
We will discuss the Wiener integral of three kinds of tame functions on
C0[0, T ]. Given an n-tuple (t1, . . . , tn) of time moments with 0 = t0 < t1 <
· · · < tn ≤ T , let F : C0[0, T ]→ C be a tame function given by
F (x) = f(x(t1), x(t2), . . . , x(tn))
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where f : Rn → C is a Lebesgue measurable function. Then applying equation
(3.2), it follows that∫
C0[0,T ]
F (x)dmw(x)
=
∫
C0[0,T ]
f(x(t1), x(t2), . . . , x(tn))dmw(x)
=
(
(2π)n
n∏
j=1
(tj − tj−1)
)−1/2
×
∫
Rn
f(u1, u2, . . . , un) exp
{
− 1
2
n∑
j=1
[uj − uj−1]2
tj − tj−1
}
d~u
(3.7)
where u0 = 0. For each j ∈ {1, 2, . . . , n}, let αj(τ) = χ[0,tj](τ). Then {α1, α2, . . . , αn}
is a linearly independent set of functions in L2[0, T ], and 〈αj , x〉 = x(tj) for each
j ∈ {1, 2, . . . , n}.
Next we consider the second kind of tame function F on C0[0, T ] given by
F (x) = f(x(t1), x(t2)− x(t1), . . . , x(tn)− x(tn−1)).
For each j ∈ {1, 2, . . . , n}, let
Xj(x) = x(tj)− x(tj−1).
Then Xj ’s form a set of independent Gaussian random variables such that Xj ∼
N(0, tj − tj−1) for each j ∈ {1, 2, . . . , n}. Thus, by the change of variables
theorem, it follows that∫
C0[0,T ]
F (x)dmw(x)
=
∫
C0[0,T ]
f(x(t1), x(t2)− x(t1), . . . , x(tn)− x(tn−1))dmw(x)
=
(
(2π)n
n∏
j=1
(tj − tj−1)
)−1/2 ∫
Rn
f(v1, . . . , vn) exp
{
− 1
2
n∑
j=1
v2j
tj − tj−1
}
d~v.
(3.8)
For each j ∈ {1, 2, . . . , n}, let δj(τ) = χ[tj−1,tj ](τ). Then {δ1, δ2, . . . , δn} is
an orthogonal set of functions in L2[0, T ], and 〈δj , x〉 = Xj(x) for each j ∈
{1, 2, . . . , n}.
Finally the third kind of tame function F we consider is given by
F (x) = f
(
x(t1)√
t1
,
x(t2)− x(t1)√
t2 − t1
, . . . ,
x(tn)− x(tn−1)√
tn − tn−1
)
.
For each j ∈ {1, 2, . . . , n}, let
Yj(x) =
x(tj)− x(tj−1)√
tj − tj−1 .
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Then Yj ’s form a set of i.i.d. Gaussian random variables. We note that for each
j ∈ {1, 2, . . . , n}, Yj ∼ N(0, 1). Thus, by the change of variables theorem, it
follows that∫
C0[0,T ]
F (x)dmw(x)
=
∫
C0[0,T ]
f
(
x(t1)√
t1
,
x(t2)− x(t1)√
t2 − t1
, . . . ,
x(tn)− x(tn−1)√
tn − tn−1
)
dmw(x)
=
∫
Rn
f(w1, . . . , wn)dγG(~w),
where γG is the standard Gaussian measure on R
n given by
dγG(~w) = (2π)
−n/2 exp
{
− 1
2
n∑
j=1
w2j
}
dw1 · · · dwn. (3.9)
For each j ∈ {1, 2, . . . , n}, let εj(τ) = (tj−tj−1)−1/2χ[tj−1,tj ](τ). Then {ε1, ε2, . . . , εn}
is an orthonormal set of functions in L2[0, T ], and 〈εj , x〉 = Yj(x) for each
j ∈ {1, 2, . . . , n}.
In the last expression of (3.7), we consider the following transformation
S : Rn → Rn given by
(v1, v2, . . . , vn)
S7−→ (u1, u2, . . . , un) = (v1, v1 + v2, . . . , v1 + v2 + · · ·+ vn).
(3.10)
Then it follows that
vj = uj − uj−1
for all j ∈ {1, . . . , n} and
J
(
u1, . . . , un
v1, . . . , vn
)
= 1
where J denotes the Jacobi symbol. In these setting, equation (3.7) can be
rewritten by∫
C0[0,T ]
f(x(t1), x(t2), . . . , x(tn))dmw(x)
=
( n∏
j=1
2π(tj − tj−1)
)−1/2
×
∫
Rn
f(v1, v1 + v2, . . . , v1 + v2 + · · ·+ vn) exp
{
− 1
2
n∑
j=1
v2j
tj − tj−1
}
d~v.
(3.11)
Next, in the last expression of (3.7), we consider the following transformation
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T : Rn → Rn given by
(w1, w2, . . . , wn)
T7−→
(u1, u2, . . . , un)
=
(√
t1 − t0w1,
√
t1 − t0w1 +
√
t2 − t1w2, . . . ,
n∑
j=1
√
tj − tj−1wj
)
.
(3.12)
Then it follows that
wj =
uj − uj−1√
tj − tj−1
for each j ∈ {1, . . . , n} and
J
(
u1, . . . , un
w1, . . . , wn
)
=
n∏
j=1
√
tj − tj−1.
In these setting, equation (3.7) can also be rewritten by∫
C0[0,T ]
f(x(t1), . . . , x(tn))dmw(x)
=
∫
Rn
f
(√
t1 − t0w1,
√
t1 − t0w1 +
√
t2 − t1w2, . . . ,
n∑
j=1
√
tj − tj−1wj
)
dγG(~w),
(3.13)
where γG is the standard Gaussian measure given by (3.9).
Remark 3.1. The classical Wiener space C0[0, T ] with supremum norm can
be considered as a (closed) subspace of the function space (topological product
space)
R
[0,T ] = {x : x is a R-valued function on [0, T ]}.
Likewise, the Wiener paths space C0(B) also can be considered as a subspace of
the function space
B
[0,T ] = {x : x is a B-valued function on [0, T ]}.
Thus, we can see that the general Wiener integration theorem, given by (1.1), for
measurable functionals f on the Wiener paths space C0(B) is a natural extension
of (3.13).
3.2. Change of variables theorem on the function space Ca,b[0, T ]
We shall discuss a change of variables theorem, such as (3.13), on the function
space Ca,b[0, T ].
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Given an n-tuple (t1, . . . , tn) of time moments with 0 = t0 < t1 < · · · < tn ≤
T , let F : Ca,b[0, T ]→ C be a tame function given by
F (x) = f(x(t1), x(t2), . . . , x(tn))
where f : Rn → C is a Lebesgue measurable function. We consider the following
transformation T : Rn → Rn given by
T~t(~w) ≡ T~t(w1, . . . , wn) =
(
L~t,1(~w), L~t,2(~w), . . . , L~t,n(~w)
)
(3.14)
where
L~t,k(~w) =
k∑
l=1
√
b(sl)− b(sl−1)(wl − a(tl)) + a(tk) (3.15)
for each k = 1, . . . , n. Let ~u = T~t(~w). Then it follows that for each j ∈
{1, 2, . . . , n},√
b(tj)− b(tj−1)(wj − a(tj)) = (uj − a(tj))− (uj−1 − a(tj−1))
or, equivalently,
(wj − a(tj−1)) = (uj − a(tj))− (uj−1 − a(tj−1))√
b(tj−1)− b(tj−1)
. (3.16)
In this case, we see that
J
(
u1, . . . , un
w1, . . . , wn
)
=
n∏
j=1
√
b(tj)− b(tj−1). (3.17)
Using (3.1), (3.16) and (3.17), it follows that∫
Ca,b[0,T ]
f(x(t1), . . . , x(tn))dµ(x)
=
∫
Rn
f(u1, . . . , un)Kn(~t, ~u)d~u
=
∫
Rn
f(u1, . . . , un)
( n∏
j=1
2π(b(tj)− b(tj−1))
)−1/2
× exp
{
− 1
2
n∑
j=1
[(uj − a(tj))− (uj−1 − a(tj−1))]2
b(tj)− b(tj−1)
}
d~u
=
∫
Rn
f(T~t(w1, . . . , wn)) exp
{
− 1
2
n∑
j=1
(wj − a(tj−1))2
}
×
( n∏
j=1
2π(b(tj)− b(tj−1))
)−1/2∣∣∣∣J( u1, . . . , unw1, . . . , wn
)∣∣∣∣d~w
= (2π)−n/2
∫
Rn
f(T~t(w1, . . . , wn)) exp
{
− 1
2
n∑
j=1
(wj − a(tj−1))2
}
d~w
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=∫
Rn
f(T~t(w1, . . . , wn))dγ
a;~t
G (~w),
where γa;
~t
G is the Gaussian measure on R
n (with mean vector (a(t1), a(t2),· · · ,
a(tn))) given by
γa;
~t
G (B) = (2π)
−n/2
∫
B
exp
{
− 1
2
n∑
j=1
(wj − a(tj−1))2
}
d~u
for B ∈ Rn.
In view of these observations we will study a construction of the paths space
CgBm0 (Ca,b[0, T ]), such as the Wiener paths space C0(B). The general paths space
CgBm0 (Ca,b[0, T ]) is associated with the GBMP determined by the continuous
functions a(·) and b(·) on [0, T ].
4. The paths space C0
Let CgBm0 ≡ CgBm0 (Ca,b[0, T ]) be the class of all Ca,b[0, T ]-valued continuous
functions x on the compact interval [0, T ] with x(0) = 0. From [39] it follows
that the class CgBm0 is a real separable Banach space with the norm
‖x‖CgBm0 = sups∈[0,T ]
‖x(s)‖Ca,b[0,T ]
and the minimal σ-field making the mapping x → x(s) measurable is the Borel
σ-field B(CgBm0 ) on CgBm0 .
Remark 4.1. The paths space (CgBm0 , ‖ ·‖CgBm0 ) can be considered as a subspace
of the topological product space (Ca,b[0, T ])
[0,T ].
Furthermore, the generalized Brownian motion process in Ca,b[0, T ] induces a
probability measure µCgBm0 on (C
gBm
0 ,W(CgBm0 )) whereW(CgBm0 ) is the complete
σ-field in the sense of Carathe´odory extension on the Borel σ-field B(CgBm0 ).
We will introduce a concrete form of µCgBm0 . Let ~s = (s1, · · · , sn) be given with
0 = s0 < s1 < · · · < sn ≤ T , and let T~s : Cna,b[0, T ]→ Cna,b[0, T ] be defined by
T~s(~x) ≡ T~s(x1, . . . , xn) =
(
L~s,1(~x), L~s,2(~x), . . . , L~s,n(~x)
)
(4.1)
where
L~s,k(~x) =
k∑
l=1
√
b(sl)− b(sl−1)(xl − a) + a (4.2)
for each k = 1, . . . , n. Let µn = ×n1µ = µ× · · · × µ︸ ︷︷ ︸
n−times
be the product measure
on the product function space Cna,b[0, T ]. We then define a set function µ~s on
B(Cna,b[0, T ]) by
µ~s(E) = µ
n(T−1~s (E)) (4.3)
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for every E in B(Cna,b[0, T ]). Then µ~s is a Borel measure. Next let P~s : CgBm0 →
Cna,b[0, T ] be the function with
P~s(x) = (x(s1), x(s2), · · · , x(sn)). (4.4)
For Borel subsets B1, B2, · · · , Bn in B(Ca,b[0, T ]), P−1~s (
∏n
l=1Bl) is called a
cylinder set with respect to B1, B2, · · · , Bn. For each positive integer n and
the cylinder function P~s given by (4.4) with ~s = (s1, . . . , sn), let
I~s =
{
P−1~s
( n∏
j=1
Bj
)
: B1, B2, . . . , Bn ∈ B(Ca,b[0, T ])
}
and let I = ∪I~s where the union is over all ordered multidimensional tuples ~s.
Then for each G ∈ I, there is a multidimensional tuple ~s = (s1, . . . , sn) with
0 = s0 < s1 < · · · < sn ≤ T such that G ∈ I~s. Given any positive integer n and
Borel subsets B1, B2, . . . , Bn in B(Ca,b[0, T ]), we define a set function µCgBm0 onI by
µCgBm0
(
P−1~s
( n∏
l=1
Bl
))
= µ~s
( n∏
l=1
Bl
)
. (4.5)
Then µgBmC0 is well-defined and is countably additive on I. Using the Carathe´odory
extension process, it can be extended on the σ-field W(CgBm0 ), where W(CgBm0 )
is the completion of the Borel σ-field B(CgBm0 ). The extended measure on
W(CgBm0 ) will be again denoted by µCgBm0 . Hence we have the measure space
(CgBm0 ,W(CgBm0 ), µCgBm0 ). This measure space is called the space of generalized
Wiener paths.
Remark 4.2. The transform T~s given by (4.1) is formulated based on the trans-
form (3.14) together with the probability low of the cylinder function (4.4).
Applying the techniques similar to those used in the proof of the Kolmogorov
extension theorem [45, pp.4–17], we obtain the following two lemmas.
Lemma 4.3. For each multidimensional tuple ~s with 0 = s0 < s1 < · · · < sn ≤
T , the class I~s is a σ-field. Furthermore, the class I = ∪I~s is a field of subsets
of CgBm0 .
Lemma 4.4. The set function µCgBm0 is well-defined and is countably additive
on the field I. Furthermore, µCgBm0 can be extended uniquely to be a probability
measure on the σ-field σ(I) generated by I.
Remark 4.5. The σ-field σ(I) generated by I coincides with the Borel σ-field
B(CgBm0 ). Thus W(CgBm0 ) is the completion of σ(I) .
Using the Carathe´odory extension process, we also obtain the following
lemma.
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Lemma 4.6. The measure µCgBm0 can be extended uniquely on the complete σ-
field W(CgBm0 ).
The extended measure on W(CgBm0 ) will be again denoted by µCgBm0 . Hence
we have the complete measure space (CgBm0 ,W(CgBm0 ), µCgBm0 ). This measure
space is called the space of GBMP paths (henceforth, GBMP paths space or
paths space).
Now, we introduce a paths space integration theorem on the paths space
CgBm0 .
Theorem 4.7 (Paths Space Integration Theorem). Let ~s = (s1, · · · , sn)
be given with 0 = s0 < s1 < · · · < sn ≤ T and let f : Cna,b[0, T ] → C be a
W(Cna,b[0, T ])-measurable function. Then∫
C0
f(x(s1), . . . , x(sn))dµCgBm0 (x)
∗
=
∫
Cn
a,b
[0,T ]
f(T~s(x1, . . . , xn))dµ
n(x1, . . . , xn),
(4.6)
where
∗
= means that if either side exists, both sides exist and equality holds.
Cna,b[0, T ]
F

CgBm0
P~s
66♥♥♥♥♥♥♥♥♥♥♥♥♥
f◦P~s
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Cna,b[0, T ]
f◦T~s
uu❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
T~s
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
C
5. Proof of the paths space integration theorem
In order to prove the paths space integration theorem, we need the following
lemmas.
Lemma 5.1 ([27]). Let T be a measurable transform from a measure space
(X,S, µ) into a measurable space (Y, T ), and let g be an extended real valued
measurable function on Y . Then∫
Y
g(y)dµ ◦ T−1(y) =
∫
X
g(T (x))dµ(x) (5.7)
in the sense that if either integral exists, then both sides exist and they are equal.
Lemma 5.2. Let ~s = (s1, . . . , sn) be a multidimensional tuple with 0 = s0 <
s1 < · · · < sn ≤ T . Then,
(i) P−1~s (B) is in B(CgBm0 ) for every B ∈ B(Cna,b[0, T ]).
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(ii) For a subset B of Cna,b[0, T ] with P
−1
~s (B) ∈ B(CgBm0 ), B is in B(Cna,b[0, T ]).
Proof. (i) The cylinder function P~s given by (4.4) is continuous, it is B(CgBm0 )−
B(Cna,b[0, T ])-measurable. Hence P−1~s (B) ∈ B(CgBm0 ) for any B ∈ B(Cna,b[0, T ]).
(ii) Given a multidimensional tuple ~s = (s1, . . . , sn) with 0 = s0 < s1 <
· · · < sn ≤ T , define a map H~s : Cna,b[0, T ]→ CgBm0 by H~s(~x) ≡ H~s(x1, . . . , xn)
to be the polygonal path in CgBm0 such as
H~s(x1, . . . , xn)(s)
=
{
xj−1 +
b(s)−b(sj−1)
b(sj)−b(sj−1)(xj − xj−1), s ∈ [sj−1, sj ], j = 1, . . . , n
xn, s ∈ [sn, T ]
,
where x0 = 0 (the zero function on [0,T]).
We note that the Borel σ-field B(CgBm0 ) (resp. B(Ca,b[0, T ])) can be gen-
erated by the uniform topology induced by the sup norm ‖ · ‖CgBm0 (resp. ‖ ·‖Ca,b[0,T ]). Given ~x = (x1, . . . , xn) ∈ Cna,b[0, T ], let 〈 ~xk〉 = 〈(xk,1, . . . , xk,n)〉
be a sequence in Cna,b[0, T ] which converges to ~x, i.e., for each j = 1, . . . , n,
limk→∞ xk,j = xj in (Ca,b[0, T ], ‖·‖Ca,b[0,T ]). From this and the definition ofH~s,
it follows that H~s( ~xk) converges to H~s(~x), uniformly on [0, T ], as k →∞. Hence
the map H~s : (C
n
a,b[0, T ],B(Cna,b[0, T ])) → (CgBm0 ,B(CgBm0 )) is continuous, and
so is B(Cna,b[0, T ])− B(CgBm0 )-measurable. It thus follows that H−1~s (P−1~s (B)) ∈
B(Cna,b[0, T ]) for each B ∈ B(Cna,b[0, T ]). To complete the proof of the assertion
(ii), it thus suffices to show that for each B ∈ B(Cna,b[0, T ]), H−1~s (P−1~s (B)) = B.
First, take any (x1, . . . , xn) ∈ H−1~s (P−1~s (B)). Then, H~s(x1, . . . , xn) ∈ P−1~s (B)
and hence P~s(H~s(x1, . . . , xn)) ∈ B. Thus, it follows that
(x1, . . . , xn) = (H~s(x1, . . . , xn)(s1), . . . , H~s(x1, . . . , xn)(sn))
= P~s(H~s(x1, . . . , xn))
∈ B.
Conversely, by the inverse image property of maps, it follows that for each
B ∈ B(Cna,b[0, T ]), B ⊂ (P~s ◦H~s)−1(B) = H−1~s (P−1~s (B)), as desired.
Remark 5.3. Lemma 5.2 tells us that given any multidimensional tuple ~s =
(s1, . . . , sn) with 0 = s0 < s1 < · · · < sn ≤ T and any a subset B of Cna,b[0, T ],
P−1~t (B) ∈ B(C
gBm
0 ) if and only if B ∈ B(Cna,b[0, T ]).
Our next theorem follows quite readily from the techniques developed in [6,
Section 3] and Remark 5.3.
Lemma 5.4 (Converse measurability theorem). Let ~s = (s1, . . . , sn) be
as in Lemma 5.2. For a subset B of Cna,b[0, T ] with P
−1
~s (B) ∈ W(CgBma,b ), B
is in W(Cna,b[0, T ]).
In view of equation (4.5), it follows the following corollaries.
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Corollary 5.5. Given any multidimensional tuple ~s = (s1, . . . , sn) with 0 =
s0 < s1 < · · · < sn ≤ T and any subset B of Cna,b[0, T ], he following assertions
are equivalent.
(i) B is in W(Cna,b[0, T ]); and
(iii) P−1~t (B) is in W(C
gBm
0 ).
Corollary 5.6. Given any multidimensional tuple ~s = (s1, . . . , sn) with 0 =
s0 < s1 < · · · < sn ≤ T and any subset B of Cna,b[0, T ], he following assertions
are equivalent.
(i) B is a µn-null set in W(Cna,b[0, T ]);
(ii) B is a µ~s-null set in W(Cna,b[0, T ]); and
(iii) P−1~t (B) is a µCgBm0 -null set in W(C
gBm
0 ).
Our next lemma follows quite readily from Corollaries 5.5 and 5.6.
Lemma 5.7. Let ~s = (s1, . . . , sn) be as in Lemma 5.2. Then, P
−1
~s (B) is in
W(CgBm0 ) for every B ∈M(Cna,b[0, T ]). In other words the cylinder function P~s
given by (4.4) is W(CgBm0 )−M(Cna,b[0, T ])-measurable.
We are now ready to present the proof of Theorem 4.7.
Proof (Proof of Theorem 4.7). We may assume, without loss of generality, that
F is a real-valued function. We first note that for anyW(Cna,b[0, T ])-measurable
function F on Cna,b[0, T ],
f(x(s1), . . . , x(sn)) = f ◦P~s(x).
Thus, by Lemma 5.7, f(x(s1), . . . , x(sn)) is W(C0)-measurable, as a function of
x. Next, using (4.4), (5.7), (4.5), (4.3), and (5.7) again, it follows that∫
CgBm0
f(x(s1), . . . , x(tn))dµCgBm0 (x)
=
∫
CgBm0
f(P~s(x))µCgBm0 (x)
=
∫
Cn
a,b
[0,T ]
f(w1, . . . , wn)dµCgBm0 ◦P
−1
~s (w1, . . . , wn)
=
∫
Cn
a,b
[0,T ]
f(w1, . . . , wn)dµ~s(~w)
=
∫
Cn
a,b
[0,T ]
f(w1, . . . , wn)dµ
n ◦ T−1~s (~w)
=
∫
Cn
a,b
[0,T ]
f(T~s(x1, . . . , xn))dµ
n(~x).
This completes the proof of the theorem.
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6. Examples
In this section we present interesting examples to which equation (4.6) can
be applied. Our examples involves the PWZ stochastic integrals (w, x(s))∼.
Thus, in this section, we have to guarantee the existence of the PWZ stochastic
integral (w, x(s))∼ for x ∈ CgBm0 . But, in view of Corollary 5.6, we obtain the
following lemma.
Lemma 6.1. For each s ∈ (0, T ] and w ∈ C′a,b[0, T ], (w, x(s))∼ exists for
µCgBm0 -a.s. x ∈ C
gBm
0 .
We now ready to present several examples to which equation (4.6) can be
applied.
Example 6.2. We note that given a function w in C′a,b[0, T ], the PWZ stochas-
tic integral (w, ·)∼ : Ca,b[0, T ] → R is a Gaussian random variable with mean
(w, a)C′
a,b
and variance ‖w‖2C′
a,b
. Then using this fact, (4.6) with n = 1, and
(2.3) with x replaced with a, it follows that for each s ∈ (0, T ],∫
CgBm0
(w, x(s))∼dµCgBm0 (x)
=
∫
Ca,b[0,T ]
(w,
√
b(s)(x− a) + a)∼dµ(x)
=
∫
Ca,b[0,T ]
[√
b(s)(w, x)∼ −
√
b(s)(w, a)C′
a,b
+ (w, a)C′
a,b
]
dµ(x)
=
√
b(s)(w, a)C′
a,b
−
√
b(s)(w, a)C′
a,b
+ (w, a)C′
a,b
= (w, a)C′
a,b
and ∫
CgBm0
[(w, x(s))∼]2dµCgBm0 (x)
=
∫
Ca,b[0,T ]
{√
b(s)
[
(w, x)∼ − (w, a)C′
a,b
]
+ (w, a)C′
a,b
}2
dµ(x)
= b(s)
∫
Ca,b[0,T ]
[(w, x)∼ − (w, a)C′
a,b
]2dµ(x)
+ 2
√
b(s)(w, a)C′
a,b
∫
Ca,b[0,T ]
[
(w, x)∼ − (w, a)C′
a,b
]
dµ(x) + (w, a)2C′
a,b
= b(s)‖w‖2C′
a,b
+ (w, a)2C′
a,b
.
Example 6.3. Let w1, w2 ∈ C′a,b[0, T ] and let s1, s2 ∈ (0, T ] with s1 < s2. Then
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using (4.6) with n = 2, the Fubini theorem, (3.4), and (2.3), it follows that∫
CgBm0
(w1, x(s1))
∼(w2, x(s2))∼dµCgBm0 (x)
=
∫
C2
a,b
[0,T ]
{√
b(s1)
[
(w1, x1)
∼ − (w1, a)C′
a,b
]
+ (w1, a)C′
a,b
}
×
{√
b(s1)
[
(w2, x1)
∼ − (w2, a)C′
a,b
]
+
√
b(s2)− b(s1)
[
(w2, x2)
∼ − (w2, a)C′
a,b
]
+ (w2, a)C′
a,b
}
dµ2(x1, x2)
= b(s1)(w1, w2)C′
a,b
+ (w1, a)C′
a,b
(w2, a)C′
a,b
.
In particular, taking s1, s2 ∈ (0, T ] and t, t1, t2 ∈ [0, T ], and using (2.6) and
(3.5), we obtain that∫
CgBm0
x(s1)(t)x(s2)(t)dµCgBm0 (x) = min{b(s1), b(s2)}b(t) + a
2(t)
and ∫
CgBm0
x(s1)(t1)x(s2)(t2)dµCgBm0 (x)
= min{b(s1), b(s2)}min{b(t1), b(t2)} + a(t1)a(t2).
Example 6.4. Let s ∈ (0, T ] be fixed. Using equation (4.6) with n = 1 and
(2.7), it follows that given any nonzero real number ρ and a function w in
C′a,b[0, T ],∫
CgBm0
exp{iρ(w, x(s))∼}dµCgBm0 (x)
=
∫
Ca,b[0,T ]
exp
{
iρ
(
w,
√
b(s)(x− a) + a)∼}dµ(x)
=
∫
Ca,b[0,T ]
exp
{
iρ
√
b(s)(w, x)∼
}
dµ(x) exp
{− iρ√b(s)(w, a)C′
a,b
+ iρ(w, a)C′
a,b
}
= exp
{
− 1
2
ρ2b(s)‖w‖2C′
a,b
+ iρ(w, a)C′
a,b
}
.
Example 6.5. Let s1, s2 ∈ (0, T ] be given with s1 < s2. Using (4.6) and the
Fubini theorem, and applying (2.7), it follows that given any nonzero real number
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ρ and any functions w1 and w2 in C
′
a,b[0, T ],∫
CgBm0
exp
{
iρ
(
w1, x(s1)
)∼
+ iρ
(
w2, x(s2)
)∼}
dµCgBm0 (x)
=
∫
C2
a,b
[0,T ]
exp
{
iρ
(
w1,
√
b(s1)(x1 − a) + a
)∼
+ iρ
(
w2,
√
b(s1)(x1 − a) +
√
b(s2)− b(s1)(x2 − a) + a
)∼}
d(µ× µ)(x1, x2)
=
∫
Ca,b[0,T ]
exp
{
iρ
√
b(s1)
(
w1 + w2, x1
)∼}
dµ(x1)
×
∫
Ca,b[0,T ]
exp
{
iρ
√
b(s2)− b(s1)
(
w2, x2
)∼}
dµ(x2)
× exp
{
− iρ
√
b(s1)(w1 + w2, a)C′
a,b
+ iρ(w1, a)C′
a,b
− iρ
√
b(s2)− b(s1)(w2, a)C′
a,b
+ iρ(w2, a)C′
a,b
}
= exp
{
− b(s1)ρ
2
2
‖w1 + w2‖2C′
a,b
+ iρ(w1, a)C′
a,b
− (b(s2)− b(s1))ρ
2
2
‖w2‖2C′
a,b
+ iρ(w2, a)C′
a,b
}
.
By an induction argument, it follows that given any n-tuple ~s = (s1, . . . , sn)
with 0 = s0 < s1 < · · · < sn ≤ T and any set {w1, . . . , wn} of functions in
C′a,b[0, T ],∫
CgBm0
exp
{
iρ
n∑
k=1
(
wk, x(sk)
)∼}
dµCgBm0 (x)
= exp
{
− ρ2
n∑
k=1
(b(sk)− b(sk−1)
2
∥∥∥∥ n∑
l=k
wl
∥∥∥∥2
C′
a,b
+ iρ
n∑
k=1
(wk, a)C′
a,b
}
.
7. Analytic paths space Feynman integral
As an application of the paths space integral, we suggest an analytic paths
space Feynman integral for functionals F on CgBm0 . In this section, we give a
class of certain bounded cylinder functionals whose analytic paths space integral
and analytic paths space Feynman integral on CgBm0 exist.
A subset B of CgBm0 is said to be scale-invariant measurable provided ρB
is W(CgBm0 )-measurable for all ρ > 0, and a scale-invariant measurable set N
is said to be a scale-invariant null set provided µCgBm0 (ρN) = 0 for all ρ > 0.
A property that holds except on a scale-invariant null set is said to hold scale-
invariant almost everywhere (s-a.e.). A functional F is said to be scale-invariant
measurable provided F is defined on a scale-invariant measurable set and F (ρ · )
is W(CgBm0 )-measurable for every ρ > 0.
19
Throughout rest of this paper, for each λ ∈ C˜+, λ−1/2 is always chosen to
have positive real part.
Definition 7.1. Let F : CgBm0 → C be a scale-invariant measurable functional
such that the paths space integral
J(λ) =
∫
CgBm0
F (λ−1/2x)dµCgBm0 (x)
exists as a finite number for all λ > 0. If there exists a function J∗(λ) analytic
in C+ such that J
∗(λ) = J(λ) for all λ > 0, then J∗(λ) is defined to be the
analytic paths space integral of F over CgBm0 with parameter λ, and for λ ∈ C+
we write ∫ anλ
CgBm0
F (x)dµCgBm0 (x) = J
∗(λ).
Let q 6= 0 be a real number and let F be a functional such that ∫ anλCgBm0 F (x)dµCgBm0 (x)
exists for all λ ∈ C+. If the following limit exists, we call it the analytic paths
space Feynman integral of F with parameter q and we write∫ anfq
CgBm0
F (x)dµCgBm0 (x) = limλ→−iq
∫ anλ
CgBm0
F (x)dµCgBm0 (x) (7.1)
where λ approaches −iq through values in C+.
7.1. Cylinder functionals in T̂Gm,s
A functional F is called a cylinder functional on CgBm0 if there exists a finite
subset {h1, . . . , hk} of C′a,b[0, T ] such that
F (x) = ψ((h1, x(s))
∼, . . . , (hk, x(s))∼), x ∈ CgBm0 (7.2)
where ψ is a complex-valued Borel measurable function on Rk. It is easy to show
that for given cylinder functional F of the form (7.2) there exists an orthonormal
subset {g1, . . . , gm} of C′a,b[0, T ] such that F is expressed as
F (x) = f((g1, x(s))
∼, . . . , (gm, x(s))∼), x ∈ CgBm0 (7.3)
where f is a complex Borel measurable function on Rm. Thus we lose no gen-
erality in assuming that every cylinder functional on Ca,b[0, T ] is of the form
(7.3).
Definition 7.2. LetM(Rm) denote the space of complex-valued Borel measures
on B(Rm). It is well known that a complex-valued Borel measure ν necessarily
has a finite total variation ‖ν‖, andM(Rm) is a Banach algebra under the norm
‖ · ‖ and with convolution as multiplication.
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For ν ∈ M(Rm), the Fourier transform ν̂ of ν is a complex-valued function
defined on Rm by the formula
ν̂(~u) =
∫
Rm
exp
{
i
m∑
j=1
ujvj
}
dν(~v) (7.4)
where ~u = (u1, . . . , um) and ~v = (v1, . . . , vm) are in R
m.
Let Gm = {g1, . . . , gm} be an orthonormal subset of C′a,b[0, T ]. Given s ∈
(0, T ], define a functional F : CgBm0 → C by
F (x) = ν̂((g1, x(s))
∼, . . . , (gm, x(s))∼), x ∈ CgBm0 (7.5)
where ν̂ is the Fourier transform of ν inM(Rm). Then F is a bounded cylinder
functional since |ν̂(~u)| ≤ ‖ν‖ < +∞. Let T̂Gm,s be the space of all functionals
F on CgBm0 having the form (7.5). Note that F ∈ T̂Gm,s implies that F is
scale-invariant measurable on CgBm0 .
We first show that the analytic paths space integral of the functional F given
by equation (7.5) exists.
Theorem 7.3. Let F ∈ T̂Gm,s be given by equation (7.5). Then for each λ ∈
C+, the analytic paths space integral
∫ anλ
CgBm0
F (x)dµCgBm0 (x) exists and is given by
the formula∫ anλ
CgBm0
F (x)dµCgBm0 (x) =
∫
Rm
exp
{
− b(s)
2λ
m∑
j=1
v2j + iλ
−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
dν(~v).
(7.6)
Proof. By (7.5), (7.4), the Fubini theorem, (4.6) with n = 1, (2.7), and the fact
that the set {g1, . . . , gm} is orthonormal in C′a,b[0, T ], we have that for all λ > 0,
J(λ) =
∫
CgBm0
F (λ−1/2x)dµCgBm0 (x)
=
∫
Rm
∫
CgBm0
exp
{
iλ−1/2
m∑
j=1
(gj , x(s))
∼vj
}
dµCgBm0 (x)dν(~v)
=
∫
Rm
∫
Ca,b[0,T ]
exp
{
iλ−1/2
m∑
j=1
(
gj ,
√
b(s)(x− a) + a)∼vj}dµ(x)dν(~v)
=
∫
Rm
∫
Ca,b[0,T ]
exp
{
iλ−1/2
(√
b(s)
m∑
j=1
gjvj , x
)∼}
dµ(x)
× exp
{
− iλ−1/2
√
b(s)
m∑
j=1
(gj , a)C′
a,b
vj + iλ
−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
ν(~v)
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=∫
Rm
exp
{
− 1
2λ
∥∥∥∥√b(s) m∑
j=1
gjvj
∥∥∥∥2
C′
a,b
+ iλ−1/2
(√
b(s)
m∑
j=1
gjvj , a
)
C′
a,b
}
× exp
{
− iλ−1/2
√
b(s)
m∑
j=1
(gj , a)C′
a,b
vj + iλ
−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
ν(~v)
=
∫
Rm
exp
{
− b(s)
2λ
m∑
j=1
m∑
k=1
(gj , gk)C′
a,b
vjvk + iλ
−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
ν(~v)
=
∫
Rm
exp
{
− b(s)
2λ
m∑
j=1
v2j + iλ
−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
dν(~v).
Now let
J∗(λ) =
∫
Rm
exp
{
− b(s)
2λ
m∑
j=1
v2j + iλ
−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
dν(~v)
for λ ∈ C+. Then J∗(λ) = J(λ) for all λ > 0.
We will use the Morera theorem to show that J∗(λ) is analytic on C+.
First, let {λl}∞l=1 be a sequence in C+ such that λl → λ through C+. Then
λ
−1/2
l → λ−1/2 and Re(λl) 6= 0 for all l ∈ N. Thus we have that for each l ∈ N,∣∣∣∣ exp{− b(s)2λl
m∑
j=1
v2j + iλ
−1/2
l
m∑
j=1
(gj , a)C′
a,b
vj
}∣∣∣∣
= exp
{
− b(s)Re(λl)
2|λl|2
m∑
j=1
v2j − Im(λ−1/2l )
m∑
j=1
(gj , a)C′
a,b
vj
}
= exp
{
− 1
2
m∑
j=1
(√
b(s)Re(λl)
|λl| vj +
|λl|Im(λ−1/2l )√
b(s)Re(λl)
(gj , a)C′
a,b
)2
+
1
2
m∑
j=1
|λl|2(Im(λ−1/2l ))2
b(s)Re(λl)
(gj , a)
2
C′
a,b
}
≤ exp
{ |λl|2(Im(λ−1/2l ))2
2b(s)Re(λl)
m∑
j=1
(gj , a)
2
C′
a,b
}
.
Since ν ∈M(Rm), we see that∣∣∣∣ ∫
Rm
exp
{ |λl|2(Im(λ−1/2l ))2
2b(s)Re(λl)
m∑
j=1
(gj, a)
2
C′
a,b
}
dν(~v)
∣∣∣∣
≤ exp
{ |λl|2(Im(λ−1/2l ))2
2b(s)Re(λl)
m∑
j=1
(gj, a)
2
C′
a,b
}
‖ν‖ < +∞
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for each l ∈ N. Furthermore we have that
lim
l→∞
∫
Rm
exp
{ |λl|2(Im(λ−1/2l ))2
2b(s)Re(λl)
m∑
j=1
(gj , a)
2
C′
a,b
}
dν(~v)
= lim
l→∞
exp
{ |λl|2(Im(λ−1/2l ))2
2b(s)Re(λl)
m∑
j=1
(gj , a)
2
C′
a,b
}
ν(Rm)
= exp
{ |λ|2(Im(λ−1/2))2
2b(s)Re(λ)
m∑
j=1
(gj , a)
2
C′
a,b
}
ν(Rm)
=
∫
Rm
exp
{ |λ|2(Im(λ−1/2))2
2b(s)Re(λ)
m∑
j=1
(gj, a)
2
C′
a,b
}
dν(~v).
Thus, by Theorem 4.17 in [42, p.92], J∗(λ) is continuous on C+. Next, using
the fact that
k(λ) ≡ exp
{
− b(s)
2λ
m∑
j=1
v2j + iλ
−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
is analytic on C+, and applying the Fubini theorem, it follows that∫
△
J∗(λ)dλ =
∫
Rm
∫
△
k(λ)dλdν(~v) = 0
for all rectifiable simple closed curve △ lying C+. Thus by the Morera theorem,
J∗(λ) is analytic on C+. Therefore the analytic paths space integral J∗(λ) =∫ anλ
CgBm0
F (x)dµCgBm0 (x) exists and is given by equation (7.6).
The observation below will be very useful in the development of our results
for the analytic paths space Feynman integral of functionals given by equation
(7.5).
If a(t) ≡ 0 on [0, T ], then for all F ∈ T̂Gm,s given by equation (7.5), the
analytic paths space Feynman integral
∫ anfq
CgBm0
F (x)dµCgBm0 (x) will always exist for
all real q 6= 0 and be given by the formula∫ anfq
CgBm0
F (x)dµCgBm0 (x) =
∫
Rm
exp
{
− ib(s)
2q
m∑
j=1
v2j
}
dν(~v).
However for a(t) as in Section 2, and proceeding formally using (7.6) and (7.1),
we observe that
∫ anfq
CgBm0
F (x)dµCgBm0 (x) will be given by equation (7.9) below if it
exists. But the integral on the right-hand side of (7.9) might not exist if the
real part of {
− ib(s)
2q
m∑
j=1
v2j + i(−iq)−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
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is positive.
We emphasize that any functional F ∈ T̂Gm,s is bounded on CgBm0 , because
|F (x)| =
∣∣∣∣ ∫
Rm
exp
{
i
m∑
j=1
(gj, x(s))
∼vj
}
dν(~v)
∣∣∣∣
≤
∫
Rm
∣∣∣∣ exp{i m∑
j=1
(gj, x(s))
∼vj
}∣∣∣∣d|ν|(~v) ≤ ∫
Rm
d|ν|(~v) = ‖ν‖ < +∞.
However, there is a functional F in T̂Gm,s which is not analytic paths space
Feynman integrable on CgBm0 . In order to present an example of the functional
F which is not analytic paths space Feynman integrable, we consider the class
T̂G1,s =
{
F : F (x) = ν̂(x) =
∫
R
exp
{
i(g, x(s))∼v
}
dν(v) for some ν ∈M(R)
}
.
where G1 = {g} is an orthonormal set in C′a,b[0, T ]. Next we consider a measure
α on R which is concentrated on the set of natural numbers N and is given by
α({m}) = 1/m2 for each m ∈ N. Then α is an element of M(R). Consider the
functional F ∈ T̂G1,s given by
F (x) =
∫
R
exp
{
i(g, x(s))∼v
}
dα(v).
In this case, by equation (7.9) below, we have that for a positive real number
q > 0, ∫ anfq
CgBm0
F (x)dµCgBm0 (x)
=
∫
R
exp
{
− ib(s)
2q
v2 + i(−iq)−1/2(g, a)C′
a,b
v
}
dα(v)
=
∞∑
m=1
exp
{
− ib(s)m
2
2q
+
(
− 1√
2q
+
i√
2q
)
(g, a)C′
a,b
m
}
1
m2
.
(7.7)
Then, we have
L ≡ lim
m→∞
∣∣ exp{− ib(s)(m+1)22q + (− 1√2q + i√2q )(g, a)C′a,b(m+ 1)} 1(m+1)2 ∣∣∣∣ exp{− ib(s)m22q + (− 1√2q + i√2q )(g, a)C′a,bm} 1m2 ∣∣
= lim
m→∞
exp
{− 1√
2q
(g, a)C′
a,b
(m+ 1)
}
exp
{− 1√
2q
(g, a)C′
a,b
m
} = exp{− 1√
2q
(g, a)C′
a,b
}
.
If (g, a)C′
a,b
< 0, then L > 1 and so, by the d’Alembert ratio test, we see that
the series in the last expression of (7.7) diverges.
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Consequently, in view of this example, we clearly need to impose additional
restrictions on the functionals in T̂Gm,s to establish the existence of the analytic
Feynman integral on CgBm0 .
For a positive real number q0, we define a subclass T̂
q0
Gm,s
of T̂Gm,s by F ∈
T̂
q0
Gm,s
if and only if∫
Rm
exp
{‖a‖C′
a,b√
|2q0|
m∑
j=1
|vj |
}
d|ν|(~v) < +∞. (7.8)
where ν and F are related by (7.5).
Note that in case a(t) ≡ 0 and b(t) = t on [0, T ], the function space Ca,b[0, T ]
reduces to the classical Wiener space C0[0, T ] and (gj , a)C′
a,b
= 0 for all j =
1, . . . , n. In this case, it follows that for all q0 > 0, T̂
q0
Gm,s
= T̂Gm,s.
Theorem 7.4. Given a positive real number q0, let F ∈ T̂q0Gm,s be given by
(7.5). Then, for all real q with |q| > |q0|, the analytic paths space Feynman
integral
∫ anfq
CgBm0
F (x)dµCgBm0 (x) exists and is given by the formula∫ anfq
CgBm0
F (x)dµCgBm0 (x)
=
∫
Rm
exp
{
− ib(s)
2q
m∑
j=1
v2j + i(−iq)−1/2
m∑
j=1
(gj , a)C′
a,b
vj
}
dν(~v).
(7.9)
Proof. Let {λl}∞l=1 be a sequence of complex numbers such that λl → −iq
through C+ and for each l ∈ N, let
fl(~v) = exp
{
− b(s)
2λl
m∑
j=1
v2j + iλ
−1/2
l
n∑
j=1
(gj , a)C′
a,b
vj
}
.
Then fl(~v) converges to
f(~v) ≡ exp
{
− ib(s)
2q
m∑
j=1
v2j + i(−iq)−1/2
n∑
j=1
(gj , a)C′
a,b
vj
}
.
By Theorem 7.3, for all l ∈ N, ∫
Rm
fl(~v)dν(~v) exists. Since |arg(λ−1/2l )| < π/4
for every l ∈ N and λ−1/2l = Re(λ−1/2l ) + iIm(λ−1/2l )→ (−iq)−1/2 = 1/
√
|2q|+
isign(q)/
√
|2q|, we see that Re(λ−1/2l ) > |Im(λ−1/2l )| for every l ∈ N and there
exists a sufficiently large k ∈ N such that |Im(λ−1/2l )| < 1/
√
|2q| < 1/
√
|2q0|
for every l ≥ k. Thus, using the Cauchy–Schwartz inequality, it follows that for
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each l ≥ k,
|fl(~v)| =
∣∣∣∣ exp{− b(s)2 ([Re(λ−1/2l )]2 − [Im(λ−1/2l )]2
+ iRe(λ
−1/2
l )Im(λ
−1/2
l )
) m∑
j=1
v2j
+ i
(
Re(λ
−1/2
l ) + iIm(λ
−1/2
l )
) m∑
j=1
(gj , a)C′
a,b
vj
}∣∣∣∣
≤ exp
{
− Im(λ−1/2l )
m∑
j=1
(gj , a)C′
a,b
vj
}
≤ exp
{
|Im(λ−1/2l )|‖a‖C′a,b
m∑
j=1
|vj |
}
< exp
{‖a‖C′
a,b√
|2q0|
m∑
j=1
|vj |
}
and so, by condition (7.8),∣∣∣∣ ∫
Rm
fl(~v)dν(~v)
∣∣∣∣ ≤ ∫
Rm
∣∣fl(~v)∣∣|dν(~v)|
<
∫
Rm
exp
{‖a‖C′
a,b√
|2q0|
m∑
j=1
|vj |
}
d|ν|(~v) < +∞.
Also, by condition (7.8), we have∣∣∣∣ ∫
Rm
f(~v)dν(~v)
∣∣∣∣ ≤ ∫
Rm
exp
{‖a‖C′
a,b√
|2q|
m∑
j=1
|vj |
}
d|ν|(~v)
<
∫
Rm
exp
{‖a‖C′
a,b√
|2q0|
m∑
j=1
|vj |
}
d|ν|(~v) < +∞.
Thus by the dominated convergence theorem, it follows equation (7.9).
7.2. Functionals in T̂Gm,~s
Let n and m be positive integers. Given an n-tuple ~s = (s1, . . . , sn) with
0 = s0 < s1 < · · · < sn ≤ T and an orthonormal set Gm = {g1, . . . , gm} of
functions in C′a,b[0, T ], let T̂Gm,~s be the space of all functionals F on CgBm0 of
the form
F (x) = ν̂((g1, x(s1))
∼, . . . , (gm, x(s1))∼, . . . , (g1, x(sn))∼, . . . , (gm, x(sn))∼)
(7.10)
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for x ∈ CgBm0 , where ν is an element ofM(Rmn), the class of all complex-valued
Borel measures on Rmn with finite total variation, and ν̂ denotes the Fourier–
Stieltjes transform of ν given by
ν̂(~u) =
∫
Rmn
exp
{
i
m∑
j=1
n∑
k=1
uj,kvj,k
}
dν(~v) (7.11)
where
~u = (u1,1, . . . , u1,n, u2,1, . . . , u2,n, . . . , um,1, . . . , um,n) ∈ Rmn
and
~v = (v1,1, . . . , v1,n, v2,1, . . . , v2,n, . . . , vm,1, . . . , vm,n) ∈ Rmn.
Also, for a positive real number q0, we define a subclass T̂
q0
Gm,~s
of T̂Gm,~s by
F ∈ T̂q0Gm,~s if and only if∫
Rmn
exp
{‖a‖C′
a,b√
|2q0|
m∑
j=1
n∑
k=1
|vj,k|
}
d|ν|(~v) < +∞.
where ν and F are related by (7.10).
Our next theorem shows the analytic paths space integral exists for all F ∈
T̂Gm,~s. The following summation formula
n∑
k=1
k∑
l=1
AlBk =
n∑
l=1
n∑
k=l
AlBk (7.12)
will be helpful to prove the theorem.
Theorem 7.5. Let F ∈ T̂Gm,~s be given by equation (7.10). Then for each
λ ∈ C+, the analytic paths space integral
∫ anλ
CgBm0
F (x)dµCgBm0 (x) exists and is given
by the formula∫ anλ
CgBm0
F (x)dµCgBm0 (x) =
∫
Rmn
exp
{
− 1
2λ
m∑
j=1
n∑
l=1
[b(sl)− b(sl−1)]
( n∑
k=l
vj,k
)2
+ iλ−1/2
m∑
j=1
n∑
k=1
(gj , a)C′
a,b
vj,k
}
ν(~v).
Proof. By (7.10), (7.11), the Fubini theorem, (4.6) together with (4.1), and
(4.2), we first obtain that for all λ > 0,
J(λ) =
∫
CgBm0
F (λ−1/2x)dµCgBm0 (x)
=
∫
Rmn
∫
CgBm0
exp
{
iλ−1/2
m∑
j=1
n∑
k=1
(gj , x(sk))
∼vj,k
}
dµCgBm0 (x)dν(~v)
=
∫
Rmn
∫
Cn
a,b
[0,T ]
exp
{
iλ−1/2
m∑
j=1
n∑
k=1
(
gj, L~s,k(~x)
)∼
vj,k
}
dµn(~x)dν(~v)
(7.13)
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=∫
Rmn
∫
Cn
a,b
[0,T ]
× exp
{
iλ−1/2
m∑
j=1
n∑
k=1
[ k∑
l=1
√
b(sl)− b(sl−1)(gj , xl)∼
]
vj,k
}
dµn(~x)
× exp
{
− iλ−1/2
m∑
j=1
n∑
k=1
[ k∑
l=1
√
b(sl)− b(sl−1)(gj , a)C′
a,b
]
vj,k
+ iλ−1/2
m∑
j=1
n∑
k=1
(gj , a)C′
a,b
vj,k
}
dν(~v).
But, using (7.12), the first and the second triple summations in the last expres-
sion of (7.13) can be rewritten by
m∑
j=1
n∑
k=1
[ k∑
l=1
√
b(sl)− b(sl−1)(gj , xl)∼
]
vj,k
=
m∑
j=1
n∑
l=1
[ n∑
k=l
√
b(sl)− b(sl−1)(gj , xl)∼
]
vj,k
=
n∑
l=1
m∑
j=1
[ n∑
k=l
√
b(sl)− b(sl−1)(gj , xl)∼
]
vj,k
(7.14)
and
m∑
j=1
n∑
k=1
[ k∑
l=1
√
b(sl)− b(sl−1)(gj , a)C′
a,b
]
vj,k
=
m∑
j=1
n∑
l=1
[ n∑
k=l
√
b(sl)− b(sl−1)(gj , a)C′
a,b
]
vj,k
=
n∑
l=1
m∑
j=1
[ n∑
k=l
√
b(sl)− b(sl−1)(gj , a)C′
a,b
]
vj,k,
(7.15)
respectively. Using (7.14), (7.15), (2.7), and the fact that the set {g1, . . . , gn} is
orthonormal in C′a,b[0, T ], it follows that for all λ > 0,
J(λ) =
∫
Rmn
(∫
Cn
a,b
[0,T ]
× exp
{
iλ−1/2
n∑
l=1
m∑
j=1
[ n∑
k=l
√
b(sl)− b(sl−1)(gj , xl)∼
]
vj,k
}
dµn(~x)
)
(7.16)
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× exp
{
− iλ−1/2
n∑
l=1
m∑
j=1
[ n∑
k=l
√
b(sl)− b(sl−1)(gj, a)C′
a,b
]
vj,k
+ iλ−1/2
m∑
j=1
n∑
k=1
(gj , a)C′
a,b
vj,k
}
dν(~v)
=
∫
Rmn
(
n∏
l=1
[∫
Ca,b[0,T ]
× exp
{
iλ−1/2
( m∑
j=1
n∑
k=l
√
b(sl)− b(sl−1)vj,kgj, xl
)∼}
dµ(xl)
])
× exp
{
− iλ−1/2
n∑
l=1
m∑
j=1
[ n∑
k=l
√
b(sl)− b(sl−1)(gj, a)C′
a,b
]
vj,k
+ iλ−1/2
m∑
j=1
n∑
k=1
(gj , a)C′
a,b
vj,k
}
dν(~v)
=
∫
Rmn
(
n∏
l=1
[
exp
{
− 1
2λ
∥∥∥∥ m∑
j=1
n∑
k=l
√
b(sl)− b(sl−1)vj,kgj
∥∥∥∥2
C′
a,b
+ iλ−1/2
( m∑
j=1
k∑
l=1
√
b(sl)− b(sl−1)vj,kgj , a
)
C′
a,b
}])
× exp
{
− iλ−1/2
n∑
l=1
m∑
j=1
[ n∑
k=l
√
b(sl)− b(sl−1)(gj , a)C′
a,b
]
vj,k
+ iλ−1/2
m∑
j=1
n∑
k=1
(gj , a)C′
a,b
vj,k
}
dν(~v)
=
∫
Rmn
exp
{
− 1
2λ
n∑
l=1
m∑
j=1
( n∑
k=l
√
b(sl)− b(sl−1)vj,k
)2
+ iλ−1/2
m∑
j=1
n∑
k=1
(gj , a)C′
a,b
vj,k
}
dν(~v)
=
∫
Rmn
exp
{
− 1
2λ
m∑
j=1
n∑
l=1
[b(sl)− b(sl−1)]
( n∑
k=l
vj,k
)2
+ iλ−1/2
m∑
j=1
n∑
k=1
(gj , a)C′
a,b
vj,k
}
dν(~v).
Next, let J∗(λ) be given by the last expression of (7.16) for each λ ∈ C+.
Then using the techniques similar to those used in the proof of Theorem 7.3,
we can show that J∗(λ) = J(λ) for all λ > 0 and J∗(λ) is analytic on C+. This
completes the proof.
Our next theorem follows quite readily from the techniques developed in the
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proof of Theorem 7.4.
Theorem 7.6. Given a positive real number q0, let F ∈ T̂q0Gm,~s be given by
(7.10). Then, for all real q with |q| > |q0|, the generalized analytic Feynman
integral
∫ anfq
CgBm0
F (x)dµCgBm
0
(x) exists and is given by the formula
∫ anfq
CgBm0
F (x)dµCgBm0 (x) =
∫
Rmn
exp
{
− i
2q
m∑
j=1
n∑
l=1
[b(sl)− b(sl−1)]
( n∑
k=l
vj,k
)2
+ i(−iq)−1/2
m∑
j=1
n∑
k=1
(gj , a)C′
a,b
vj,k
}
dν(~v).
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