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ABSTRACT 
Several algo~thms for the computation of coprime matrix fraction descriptions 
have been proposed in the past. Here we explore some of the properties of Syivester 
matrices and develop a different approach to the problem which is based on singular 
value decompositions and therefore avoids problems of numerical iIl-conditioning. 
0 1997 Elsevier Science Inc. 
1. INTRODUCTION 
Coprime matrix fraction descriptions (MFDs) of transfer function matri- 
ces play an important role in several aspects of linear multivariable feedback 
system design [l-6]. Two broad approaches to the computation of such 
descriptions have dominated the recent literature: one using state-space 
system reahzations and the other using Sylvester resuitant matrices. The 
former [7, 81 starts from a controllable realization and uses an appropriate 
transformation that brings the state matrix into Hessenberg form. This 
provides the means for the derivation of a recursive algorithm that leads to an 
irreducible transfer function matrix fraction description. The Sylvester matrix 
approach, on the other hand, solves a problem which derives from the 
minimum design problem defined by [9] and which can be stated as follows: 
given a p x q transfer function matrix H(z) with a left MFD A-‘(x)B(x), 
LINEAR ALGEBRA AND ITS APPLICATIONS 266:107-125 (1997) 
0 1997 Elsevier Science Inc. All rights reserved. 0024379.5/97/$17.00 
655 Avenue of the Americas, New York, NY 10010 PI1 SOO24-3795(96)oO636-2 
108 J. C. BASIL10 AND B. KOUVARITAKIS 
find a right coprime MFD N(z)M-l(z); it is assumed that A(Z), B(Z), 
N(z), and M(z) are p X p, p X q, p X q, and 4 X q polynomial matrices, 
respectively. This reduces to finding the right coprime polynomial matrices 
N(z) and M(z) which satisfy the equation 
[B(z) -A(z)][ :::;I = 0. (1) 
An elegant solution to this problem is provided by the computation of a 
minimal polynomial basis for the right null space of [B(z) -A( z>] [lo]: (i) 
form an appropriate Sylvester resultant matrix S, by equating the coefficient 
matrices of B(z)M(z) and A(z)N(z) f 0 corresponding power; (ii) use a 
search algorithm to find the first y primary dependent columns of S; (iii) 
write these columns as linear combinations of the preceding linearly indepen- 
dent columns; (iv) use the coefficients of linear dependence to form N(Z) 
and M(z). Step (.‘I . 11 IS numerically challenging, and Kung and Kailath [ll] use 
an orthogonalization process on S to determine whether the innovation 
introduced by a particular column is zero or not and hence to determine 
whether this particular column is linearly dependent or not on the preceding 
columns. To improve numerical robustness, Datta and Gangopadhyay [12] 
deploy Householder transformations to search for the primary dependent 
columns of S. Further problems of ill-conditioning to do with the determina- 
tion of rank and linear dependence can be ameliorated through the use of 
singular value decomposition, but this remedy can prove to be computation- 
ally demanding. 
Here, rather than compute a polynomial basis for the kernel of S, we 
explore properties of S and come up with an alternative algorithm which 
avoids the above difficulties. 
2. THE DEFINITION OF THE SYLVESTER MATRIX 
Let A(Z), B(z), N(Z), and M(Z) be polynomial matrices given as 
A(z) = 2 AkPk, B(Z) = ; B,z”-~, 
k=O k=O 
N(z) = c Nkzn-li, M(z) = c MkPk. 
k = 0 k=O 
(2) 
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Then Equation (1) implies that the sum of the coefficients of B( z)M( z) and 
- A( z )N( Z) of corresponding power is zero and thus we may write 
B” 0 *** 0 
B, B, -** 0 
Bb h-1 Bo 
0 4, . . 
Bb-t 
(j ; ..: B, 
-A, 
-A, 
-4 
0 
0 
0 
-4 
-4-1 
-A, 
6 
. . . 
. . . 
. . . 
= 0, 
(3) 
%L,,,W A)X = 0. 
Implicit in the above is the assumption that b + m = a + n; in the general 
case this condition can be brought about by introducing the prerequisite 
number of zero leading coefficients into B( .z) and A( Z) depending on 
whether b + m < a + n or b + m > a + n. The matrix S,, ,,( B, A) above is 
referred to as the Sylvester resultant matrix of A(z) and B(z). 
The problem of finding a right coprime MFD, N(z) M-‘( .z), therefore 
requires the computation of suitable integers m and n and the real matrix 
solution X of Equation (3). Clearly the columns of X must lie in the right 
null space, K(S), of S,,,.(B, A). H owever, in general the dimension of K(S), 
v(S) = dim K(S), will exceed the number of columns 4 of X, and thus the 
solution X is not unique. Matrix representations of any q-dimensional 
subspace of K(S) will satisfy Equation (3) but will not necessarily lead to a 
right MFD which is coprime. In this paper we explore the properties of 
S,,, “(B, A) in order to determine the smallest permissible values for m and 
n, and propose an algorithm for the computation of matrices X which lead to 
coprime polynomial factorizations. 
3. PROPERTIES OF NONCOPRIME POLYNOMIAL MATRICES 
Most of the properties discussed in this section relate to left MFDs but 
have obvious counterparts for right factorizations. 
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DEFINITION 3.1. Two polynomial matrices with the same number of 
rows are said to be noncoprime if there exist polynomial matrices A’(z) and 
B’(Z) such that A(s) = L(z)A’(z) and B(Z) = L(z)B’(z) for some nonuni- 
modular polynomial matrix L(Z), i.e. 6((LI) z 0, where S(*) denotes degree 
and 1.1 stands for determinant. The polynomial matrix L(Z) is referred to as 
a common left divisor of A(z) and B(a) an d . 1s said to be a greatest common 
left divisor (geld) if any other common divisor L,(z) of A(z) and B(z) is also 
a left divisor of L(Z). 
For convenience from now on we shall adopt the notation of this 
definition: given two noncoprime matrices A(z), B(z), then L(z) will 
denote a geld and the corresponding right factors will be denoted by A’(z) 
and B’( 2). The definition above has the following two implications: (i) if 
L(Z) is a geld, then so is L(z)U(Z), w h ere U(Z) is unimodular; hence geld’s 
are not unique; (ii) the degree of L(=)U(z) can be made arbitrarily large 
[even though ~(IL(z)U(Z)I) = S(~L(Z)~) = constant], and henceforth geld 
will be used to refer to the greatest common left divisor of least degree. 
DEFINITION 3.2. Two noncoprime matrices A(z) and B(z) are said to 
be strictly not coprime (SNCP) if 6(A) = 6(L) + S(A’) and S(B) = 6(L) 
+ 6(B’). 
The property of interest that follows from the above definition is that 
dividing out geld’s from a pair of SNCP matrices A(Z) and B(z) reduces the 
degree of A(z) and B(Z), but th’ IS is not the case if A(z) and B(Z) are not 
SNCP. 
PROPOSITION 3.1. Let B(s) and A(z) (A(z) square) be SNCP. Then 
I A,[ # 0 implies that I L,I # 0 and I A’,,( # 0, where A,,, A’,,, and L, denote 
the leading coefficients of A( z), A’(z), and L( 2). 
Proof. By the definition of L( s) and A’(Z) we have that A, = I&A\, so 
that taking determinants we get the result of the proposition. W 
PROPOSITION 3.2. Let B(z) and A(z) ( A( z> square) be noncoprime but 
not SNCP. Then S(B) < 6(L) + 6(B’) implies that L, and Bb are rank 
deficient, and 6(A) < 6(L) + 6( A’) implies that L, and A’,, are singular. 
Proof. The first inequality implies that the coefficient of us+‘, 
L, Bh, in L( z)B’( z) must be zero, which in turn implies that both L, and Bb 
are rank deficient; the proof for L, and A\ is the same. ??
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REMARK 3.1. The rank deficiency of L, and A’,, does not imply that the 
leading coefficient A, of A(z) is itself rank deficient. Indeed, in the context 
of the paper, where A(z) is the denominator polynomial matrix of a transfer 
function matrix H(z), it is always possible to arrange for A,, to be nonsingu- 
lar. For example, we can choose A(z) = d( .z)ZP ,where d(z) denotes the 
manic least common denominator of H(z) and I, is the p-dimensional 
identity matrix, so that A, = 1. For this reason, henceforth, unless otherwise 
stated, A,, will be assumed to be nonsingular. W 
PROPOSITION 3.3. Zf 6( A') > 6(A) then L(z) is uninwdulur. 
Proof. Let 6(A) = a, S(L) = h, 6( A’) = a’, T = a’ - a > 0, and de- 
fine A’(z) = A’,,z’ + A’iz’-l + ... +A:; then the coefficients of z*+~‘-~ for 
i = O,l,..., T - 1 in L(z) A'(z) will be zero. Using this fact, it is easy to 
show that L(z>A#(z) = L,A: and thus S(lL(z)l) + S(lA#(z)l) = 0, which 
implies that S(lL(z)l) = 0. ??
4. DETERMINATION OF DIMENSIONS FOR THE 
SYLVESTER MATRIX 
The solution X of Equation (3) exists if S,,,, ,,( B, A) has a kernel which is 
at least q-dimensional, and this will be so for m = a + y, n = b + y with y 
an integer such that y > a( p - 4)/q, b ecause then S will have at least 4 
more columns than rows. In the interest of keeping the computational 
complexity to a minimum it is important to ensure that the dimensions of S 
are as small as possible, and thus a sensible first choice for m, n is 
m=a=u+y,,n=p=b+y,, where y,, denotes the smallest integer 
such that y0 2 a( p - 4)/q. However, as will be seen below, in the general 
case smaller values for m and n may be possible. 
LEMMA 4.1. ZfA(z) and B( ) z are noncoprime, then the number of zero 
singular values, pap, of S,, a( B, A) is greater than zero. 
Proof. For m = a, n = p, S is “short and fat,” and so to prove the 
result we need show that the S,, p( B, A) has a left null space. 
(1) A(z), B(z) SNCP: In th’ is case, by Definition 3.2 we have that 
u=h+u’and b=A+b’, which can be combined with the definitions 
(Y = a + y0 and p = b + yO to give that (Y + b’ = p + a’. Thus S,,,(B, A) 
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can be written as 
S,,,(B, A) = 
L” 
L, . . 
. . 
LO 
L, ... L, 
. . 
L 
= c,s,,,( B’, A’), 
Bb 
B; ‘. 
. . 
Bb 
Bi, ..a B; 
. . 
Bh’ 
-A\ 
-A; *. 
-Ai 
_A!=, . . . _A; 
-Ad 
(4 
where C, can be shown to have precisely hp more rows than columns. As a 
consequence C,, and hence S,, s( B, A), will have a left null space (of 
dimension at least hp). 
(2) A(z), B(z) noncoprime but not SNCP: Three cases need be con- 
sidered here: (2i) (Y + b’ > p + a’; @ii) a + b’ = p + a’; @iii) a + b’ < p 
+ a’. Case (2iii) is symmetric to (2i) and need not be considered separately. 
We begin with case (2i) (Y + b’ > p + a’. This condition implies that (i) 
cx + b’ - /3 - a’ zero leading coefficients must be introduced into A’(Z); (ii) 
C, must have less rows than before. Condition (i) is required to match the 
degrees of B’( z)M( 2) and A’( Z) N( z), w h ereas (ii) is to do with the fact that 
the degree of B(z)M(z) - A(z)N(.z) is cr + b (or p + a), which implies 
that S,,,(B, A) must have (a + b + l>p rows. However, the C, and hence 
S,, s( B, A), as given above, have ((Y + b’ + A + 1)p rows: this implies that 
the first (A + b - b’)p rows of the C,S, s (B’, A’) (as given above) will be 
zero and must be dropped. In other words, S,, s( B, A) will be given by the 
expression above but with C, truncated so as to lose the first A - T blocks, 
where r = b - b’. As a consequence C, now will have up more rows than 
columns. We distinguish three possibilities. 
(a) T < 0: This implies b’ > b, which in turn, by Proposition 3.3, implies 
that L(z) is unimodular; this however cannot be the case, since A(z) and 
B(z) are assumed to be noncoprime. 
(b) r > 0: In this case C, and hence S,, s( B, A) (as required by the 
lemma) will possess a left null space. 
cc> r = 0: Here C, will be square and upper triangular, with L, appearing 
on its diagonal block positions. Thus if I,, is singular, then C, will be rank 
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deficient, and hence S,, PC Z3, A) will h ave a left null space. If on the other 
hand L, is full rank, C, will be invertible, and hence S, p(B, A) will have a 
left null space if and only if S,, p (B’, A’) does. However, since b < b’ + h 
(by the proof of Proposition 3.2), we have that L, Bb = 0; L, A’,, is also zero 
on account of the introduction of zero leading coefficients in A’(z). Hence 
premultiplying the first row block of S,. s(B’, A’) by L, would result in a 
zero row block, and this establishes the existence of a left null space. 
To complete the proof we finally need to consider case (2ii), for which 
CY + b’ = /3 + a’. This case is in essence the same as above, except that now 
it is no longer necessary to introduce zero leading coefficients into A’(-), but 
instead the fact that L, Ah = 0 is implied by the inequality a < A + a’ and 
the proof of Proposition 3.2. It is noted that a cannot be equal to h + a’, 
because this together with (Y + b’ = p + a’ would contradict the assumption 
A(z), B(z) not SNCP made earlier. W 
The implication of Lemma 4.1 is that for noncoprime A(z) and B( =) the 
dimension of the kernel of S a, p(B, A) will be greater than 4, and this raises 
the question whether m and n can be chosen to be smaller than (Y and p 
without affecting the existence of a solution X to Equation (3). This issue is 
explored in the following theorem. 
THEOREM 4.1. Let p,,,, “, v,,, ,,, and P,,,, n denote respectively the rank, 
nullity, and number of zero singular values of S,,,, ,,( B, A). Then: 
(8 Pa-k,ppk =G Pa,p - kp; 
(ii) va_k,p_k > p,,p - (k - l)q; 
(iii) Zf there exist integers x, 77 > 0, 7 < q, such that v,, P = (x + 1)q 
+ 7, then 
V a-x.13-x = 4 + 77; (5) 
(iv) v~-k-],p~k&l a Va-k,P-k&l - ‘B,; 
(v) “a-k,p-k-l a ‘a-k,a-k - PB,; 
Proof. (i): Rearranging the columns of S,, 8(B, A), we may write the 
equivalence relationship 
%,,W A) N 5;; ;:: ’ s 1 upk,p-k ’ (6) 
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where B 11 E [Wkpxkq , B,, E R(a+h-k+l)xk~, A,, E Rkpxkp, A,, E 
lR(n+b-k+l)xkp, and where A,, is a block lower triangular matrix whose 
diagonal blocks are all A,. Hence A,, is full rank, and this in conjunction 
with the equivalence relationship above implies (i). 
(ii): Given that the number of columns of S,_, p_k( B, A) is ((u - k -I- 
1)q + (p - k + l)p, we have 
V a-k, p-k = ((Y - k + 1)9 + (p - k + 1)p - &_k,p_k 
= [((Y + 1)9 + (P + 1)~ - P,,~] - k9 = va,p - k9 
a [ p,,s + 91 - k9 = CL,,~ - (k - 1)9, (7) 
where use has been made of the fact that the nullity of S,, s( B, A) is equal to 
the excess of columns over rows plus the number of zero singular values. 
(iii): Substituting vas = (x + 119 + 77 into (ii>, we obtain v~_~,~_~ > 9 
+ 77, which implies that MFD’s of degree greater than or equal to (Y - x 
exist. Then by Proposition 3.2 of Anderson and Jury [13] 
pa_x,p_x = (a - x - l>p + %4(w+~ (8) 
where a,( H( z)) denotes the Smith-McMillan degree of H(z). Making 
recursive use of the above. we deduce 
Pa,0 = Pa-x,P-x + xp* (9) 
Then using the fact that the nullity is given by the number of columns minus 
the rank, we can write 
V a-x. P-x = (a - X + I>9 + ( P - x + 1) P - Pa-x,p-x 
=(‘y+l)9+(P+l)q-x9=v~,p-x4=9+% (10) 
where use has been made of the assumption of the theorem that vafl = ( x + 
09 + 7. 
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(iv): The relationship between Sa-k,B-k-I(B, A) and Sa-k-r,P-k-r(B, 
A) is 
S n-k.8-k-1(B, A) = 
from which it is apparent that 
Bo 0 . . . 0 
Bl 
Bb Lk-l.p-k-l(B~ A) 
0 
0 
(11) 
va-k,p-k-l G va-k-l,p-k-l + ‘B . 0 (12) 
(v): After some column block rearrangement it is possible to write the 
following equivalence relationship: 
Sa-/+dB, A) - Sa-/+-l(B> A) Aa > 
0 
(13) 
;, 
and since A,, is assumed to be full rank and the first row block of 
S o_k,p_k_l(B, A) is [B,,O, . . . . 01, it is easy to establish that condition (v) of 
the theorem holds true. ??
We can now use the results of Theorem 4.1 to develop an algorithm for 
the computation of allowable values of m and n. The idea is to start with a 
S, .( B, A) for which m and n are such that the dimension of the kernel of 
S,’ .(B, A) is at least 9. Now the difficulty with such a choice of m and n is 
that the kernel of S,,,(B, A) will no necessarily lead to a right coprime t 
MFD of H(z). Indeed, if A( Z) and B(Z) are noncoprime, then by Lemma 
4.1 we have that the number of zero singular values of S,, ,( B, A) is going to 
be greater than zero, and this suggests that it may be possible to reduce the 
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dimensions of S,, “(B, A). Th e answer to when this is possible and how it can 
be done in a systematic way is provided by Theorem 4.1 and is described in 
the algorithm below. The advantage of the algorithm is that it always leads to 
a matrix S,, ,,( B, A) whose kernel has dimension v,~, n such that q < v,,,, n < 
29. Furthermore, this is achieved through at most three singular value 
decompositions: (i) one to identify the number of zero singular values in the 
initial choice of S m, ,,(B, A) (step 2); ( ii another to compute the rank/nullity 1 
of B,, the leading coefficient of B(z), with the view to reducing the degree 
of N(z) (step 4); and (“‘> m a last singular decomposition (performed when 
certain conditions are satisfied) which allows a further reduction in the 
degree of M(z) (step 5). 
ALGORITHM 4.1 (Systematic reduction of m and n). 
Step 1. Compute the smallest integer y = y. such that y > n( p - q)/q, 
and set (Y = a + y,,, /3 = b + 7,). 
Step 2. Compute the number pap of the zero singular values of 
S, p( B, A), and hence compute Vet = 7 + pap, where G- is the excess of 
columns over rows in S,, p( B, A). 
Step 3. Compute the nonnegative integers x, q with 77 < q, such that 
z.J a/j = (X + l)q + 77; in addition compute pH,,, uB, = q - pB,. 
Step 4. If pB, > 77, then set n = p - x, m = (Y - x, and stop. Other- 
wise set n = p - x - 1, m = ff - x. 
Step 5. Compute v~_~,~~~~~: if v~_,,~_~_~ - vBO > q, then set m = 
CY - x - 1; otherwise set m = (Y - x. Stop. 
REMARK 4.1. The above algorithm is based on conditions which are 
sufficient only, and has been devised to keep the number of singular value 
decompositions (of large matrices) to a minimum. In particular, it is possible 
that the n of the first part of step 4 could be reduced further, but this can 
only be confirmed after a singular value decomposition has been performed 
on Su-x,p-x-l (B, A); to avoid the extra computational load, this reduction is 
omitted. 
5. COMPUTATION OF COPRIME FACTORS 
5.1. Necessary Conditions for Right Coprime MFDs 
The purpose of Algorithm 4.1 is to reduce, at a small computational cost, 
the dimensions of the problem defined in Equation (3). This is done by 
determining suitably small values for n, m; for these values the kernel of 
S, “(B, A) will be of dimension q + 77 and can be used for the computation 
of solutions M(z), N(z) to Equation (1) as follows. 
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LEMMA 5.1. Let X, be the matrix defined by thefirst (m + 1)q rows of 
X, and let X, be the matrix defined by the last (n + l)p rows of X. 
Furthermore let D,, D,, . . . , D,,, be the matrices defined by the first q rows of 
X,, the next q rows, . . . , the last q rows of X,, respectively, and similarly 
using the rows of X, , taken p at a time, define matrices C,, C,, . . . , C,. Then 
the polynomial matrices 
N(z) = C(z)R(z), M(Z) + D(z)R(z), 
with C(z) = i Cizfl--l, D(z) = E Diz:“-i, (14) 
i=O i=O 
where R(z) is a (q + 7) X q polynomial matrix, define an MFD for H(z). 
Proof. By definition X satisfies Equation (3), and hence D(z), C(z), 
and therefore D(z) R( z>, C(z) R( z) satisfy Equation (11, which implies that 
the polynomial matrices N(z), M(z) of Equation (14) define an MFD for 
H(z). W 
The polynomial matrices N(z) and M(z) of the lemma above satisfy 
Equation (11, but d o not give a factorization of H(z) which is right coprime 
for all R(z). The results below provide the basis of a procedure for the 
choice of R(z) which result in irreducible MFDs. 
LEMMA 5.2. The denominator matrices of irreducible matrix fraction 
descriptions (If a transfer function H(z) all have the same nonunit invariant 
factors and therefore the same determinant. 
Proof. See [3, p. 4461. W 
THEOREM 5.1. The pole polynomial (If H(z) is the product of the 
invariant factors of D( I;). Furthermore, a necessa y condition for the N(z) 
and M(z) (If Equation (14) to be right co-prime is that R(z) is irreducible, 
namely that all its invariant factors are trivial (i.e., R(z) does not have 
zeros). 
Proof. Let Z(a) be the zero polynomial of D(z) [i.e., let Z(z) be the 
product of the invariant factors of D( -11; then det M(z) = Z( .z)f(z), where 
f(z) is some polynomial for all R( .z>. By considering the Smith form of D(z) 
it is easy to show that there exists an R(z) such that f(z) is a constant, and 
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thus Z(z) is the greatest common divisor of MC z) for all R(z). The 
implication of this is that the roots of Z(z) are the poles of H(Z). NOW the 
zeros of a reducible R(z) will be roots of f(z), which will appear as roots of 
det M(z) in addition to the roots of Z(z), and therefore by Lemma 5.2 such 
an R(z) cannot give rise to a coprime MFD. ??
COROLLARY 5.1. All R(z) which lead to a right coprime factorization 
can be written as 
R(z) = U(z)E (15) 
where U(z) is square and unimodular, whereas E is the matrix comprising 
the first q columns of the identity matrix of dimension q + 7. 
Proof. By Theorem 5.1 we have that the invariant factors of the R(z) 
considered by the corollary are trivial. Thus from the Smith decomposition of 
R(z) we have 
R(z) = LR(z) ‘Ii V,(z) = U(z)E, 
[ 1 
where U(z) = L,,(z) [ vR!” l] and E = [ :I, (16) 
where L(z), V(z), and hence U(z) are all unimodular. ??
COROLLARY 5.2. There exists a unimodular U(z) such that the solutions 
N(z), M(z) of L emma 4.1 for the R(z) of Corollary 4.1 are right coprime. 
Proof. Let the Smith decomposition of D(z) be given as 
D(z) = L,(z)[ SD(Z) qw). (17) 
Then choosing the matrix U(z) of Corollary 5.1 to be the inverse of V,(z) 
results in an R(z) for which 
M(z) = LIA~)So(~)- (18) 
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The determinant of this M(Z) is Z(z), and hence by Lemma 5.1 and 
Theorem 5.1 the pair M( z ), N(z) for this particular choice of R( Z> define a 
right coprime MFD for H( z ). ??
The corollary above indicates a procedure for the computation of N(z) 
and M(z), but it is based on the computation of the Smith canonical form of 
DC z 1. This could be prone to problems of ill-conditioning, and for this reason 
we next consider an alternative procedure which is based on singular value 
decompositions and therefore is robust. 
5.2. Robust Algorithm for the Computation of Right Coprime N(z), M(z) 
The overall strategy behind the procedure to be discussed in this section 
is simple, but the presentation of detailed steps is somewhat involved; the 
reader may prefer to get insight into the proposed algorithm by consulting 
the numerical example of Section 6, Example 6.2, first. 
We begin by defining D(‘)(z) = D(Z) and denoting the degree of the i th 
column of D(‘)(z) by mi (i). Furthermore we assume that m = ml” > rnL1’ > 
*-* > my!.; this condition can always be achieved if D(‘)(Z) is postmulti- 
plied by a square permutation matrix E(O) with the view to reordering 
appropriately the columns of DC1’( z). Then D(‘)(Z) can be written as 
W)( 2) = Ilk’,’ diag{ z ml]‘, $4)) . . . , zm:L! 7) + L$‘( z) ) (19) 
where DC is the matrix of the same dimensions as D”‘(z) and whose i th 
column comprises the coefficients of z m?) in the i th column of D”‘( .z). Note 
that DiE’ is the difference between Dcl’(z) and D&) diag{ .z”‘l”, .zmy’, . . . , 
z”~~n} and therefore is a polynomial matrix with column degrees strictly less 
than the corresponding column degrees of D”‘(z) (see also [3, p. 3841). 
The excess of columns over rows in DC is 7, and hence this matrix possesses 
a K-dimensional kernel, where K 2 7. An orthogonal matrix representation, 
Y(l), of the kernel can be computed by: (i) performing the singular value 
decomposition of D(‘)(z); (ii) collecting the singular vector I#), i = 1, . . . , K, 
which satisfy the condition Dewy,!” = 0; and (iii) writing 
y(l) = I y’l”, yp, . . . , yp] . 
Assume without loss of generality, that the order of the columns of Y(l) is 
such that the first nonzero element of y/” is the pith (where 0 < pi < q + 7) 
and is preceded by ~~ zeros, where K~+ 1 2 ~~ for all i = 1,. . . , K, with 
K~ > 0. Next discard from Y(r) all columns yj”) for which j > i and pj = pi 
to obtain a subset {$“, y$“, . . . , ij$‘} with Z < K, and let pi denote the 
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position of the first nonzero element of y!“. Using the notation $1 for the 
jth element of (I) jji define the polynomial vector u:,)(z) whose jth compo- 
nent u!rl( -) is as follows: 
J,Pr - 
(21) 
and form the matrix U(‘)(z) by replacing the pith column of I, + ~ by z$~)(z) 
for i = l,..., i?. Note therefore that by construction U(‘)(z) is lower triangu- 
lar with real constant diagonal elements, and hence is unimodular. 
Because of the orthogonality of the 5:” to the vectors defined by the rows 
of Of,‘,! and on account of the definition of the powers of z of the elements of 
u(“( z), it is easy to show that the pith column of the product [D(l)(z) - 
DIi)< =.)]U(r)(,) will be zero. The consequence of this is that the degree of the 
p,th column of the product D”‘(~,)V(‘)(-) is less than or equal to mP, - 1, 
i = l,..., K. On account of this, the degrees of the columns in this product 
will not necessarily appear in descending order any longer, but this can be 
arranged for by a postmultiplication by an appropriate permutation matrix 
EC’) which will give 
(22) 
The matrix above is of exactly the same form as the matrix D”‘(z) of 
Equation (19), and therefore, from this point on, the whole procedure 
described above can be reapplied to D@)(z), in order to reduce further the 
degree of some of its columns. 
We can carry on until no further column degree reduction is possible. 
This will happen at the rth iteration, for which D(‘)(z) has precisely 77 
columns which are identically zero, and hence only the last 77 rows of Y(‘) 
will be nonzero. Then defining 
U( z) = E’“‘l~l U’“‘(z) I.$‘) (23) 
and using the matrix E of Equation (16), we obtain an R(z) for which 
M(Z) = D(.z)B(z) comprises the first q nonzero columns of D(‘)(z), and 
hence the invariant factors of M(Z) will be exactly those of D( z>. Hence 
det &f(z) = Z(z), and so the pair N(z) = C(z)R(z), M(z) = D(z)R(z) 
define a right coprime MFD for H(z). 
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REMARK 5.1. During each cycle of the procedure above, a -certain 
number of singular vectors are discarded in forming U(‘)( .z ), and as a result 
we end up reducing the degree of 57 rather than K columns, where 57 < K. 
There exist circumstances where discarding is not necessary and the maxi- 
mum possible number, K, of degree reductions can be implemented. Thus 
assume that: (i) there exists an integer t, 1 < t Q q + 7, such that m;‘) = m(,“) 
for all j > t, (ii) my’ > my) for all j < t, and (iii) the first t - 1 rows of Yti) 
are zero; and let the nonzero block of the resulting matrix be V. Then the 
matrix 
u(i) = 
[ 
0 
el ... et-1 
t-1. K 0 t-l.q+~-t-lc+l 
V 1 V” ’ (24) 
where V ’ is a matrix such that the matrix [V, V “1 is square and full rank, can 
be used in place of U(“)(z), and it is easy to show that it will have the effect 
of reducing the degree of K columns. 
REMARK 5.2. Implicit in the development so far is the assumption that 
Algorithm 4.1 h as been invoked in order to reduce n, m so that the rank 
defect u,,, n is q + 7~ and therefore is never greater than 29. It is pointed out 
that this Clas done for computational convenience and in particular in order to 
reduce the dimension of S,, “(B, A). Th e p rocedure described in this section 
does not make use of the fact that 77 < q and can be applied whether this is 
true or not. 
6. NUMERICAL EXAMPLES 
Two numerical examples to illustrate the results of Sections 3 and 4, 
respectively, are now presented. For simplicity the first of these is chosen 
such that 77 = 0, and hence does not require the application of the procedure 
of Section 5.2. 
EXAMPLE 6.1. Consider an H(z) for which 
B(Z) = z’-Z:‘_;Z;;2: 
[ -.z2 
,s-2:33+Z’2+5;-+32 ) 
Z -22 --z Z I 
A(z) = d( z)Z,, where d(z) = z5 - z4 - 2z3 - 41 + 3. (25) 
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Clearly the factorization above is both a left and a right MFD for H(z), but 
the key point is that it is not coprime. For this example y,, = 0 and thus 
(Y = /3 = 5, and the resulting Sylvester matrix S,, s( B, A) is a 22 X 24 matrix 
for which ~s,~ = 7, and so us.5 = 9. Thus x = 3, 7~ = 1, and by Theorem 
4.1(m) we have that V~ a = 3, and hence it is clear that n, m can be chosen 
to be 5 - x = 2 or less: However, since us, = 1, Theorem 4.1(v) implies that 
v2 r > 2, and so n can be chosen to be 1. Application of Algorithm 4.1 
confirms that m = 2 and n = 1 represent the smallest allowable values for 
m, n. The kernel of S,, r( B, A) is two dimensional, and therefore X is a 
10 X 2 matrix comprising five 2 X 2 blocks: D,,, D,, D,, C,, C,. Given these 
dimensions, it is clear that the matrix R(z) of Equation (16) can be chosen to 
be a constant, and here for convenience we select R(z) = Cc1 and get as 
our right coprime factorization 
M(z) = D,C,'z2 + D,C,'z + D,C,' = “; 3 
1 
, 
N(z) = c,c,lz + I, = 
[i zL]> (26) 
EXAMPLE 6.2. Consider a left MFD with denominator and numerator 
matrices 
14z3 + 5~” + 36, - 21 -31z3 - 342” - 39.2 + 3 
--1gz3+34z’-=.-4 33Z3 + Z2 + 42 + 1 
-2Z3 + 34Z’ - 7Z - 7 2Z3 - 148.~~ - 352 + 3 
41.z3 + 35.z2 + 70.2 - 13 
-52~~ + 22z2 - 3 > 
-10~~ + 163~” + 292 - 6 1 
-18.~~ - 21~’ + 76~ - 27 -5.~~ - 32” + 582 + 1 
B(z) = 7~~ + 86~’ + 5~ - 8 -24.~~ + 42z2 + 222 - 1 
2z3 - 230~” + 55;; - 13 -28~~ - 1282” + 1 
-z3 + 112” - 91.2 + 14 
26~” + 69z2 - 152 + 5 
18~’ + 1332” - 412 + 7 1 
. (27) 
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Following the steps of Algorithm 5.1, it is found that n = m = 1 represents 
the smallest choice for m, n and that v’l I = 5 and 77 = 2, which is nonzero: 
hence the need for the procedure of Section 5.2 for the computation of R(z). 
Performing the singular value decomposition of S,, r( B, A), we get 
- 3.847 0.332 0.216 - 
[ -4.085 -0.598 0.153 
1.086 - 0.034 
D( 2) = 0.1 0.656 2.456 1 2 
- 7.384 0.117 0.605 - 0.539 2.632 
- 0.299 -2.312 2.552 
0.1 [ -0.063 - 1.328 4.606 0.932 - 1.719 + 0.394 
0.450 -3.985 5.976 1.051 
-0.613 1 , 
-2.466 
r - 1.798 1.936 -2.113 5.20 -6.822 1 
C( 2) = 0.1 
L 
+ 0. 
0.002 - 2.881 - 1.760 6.956 2.751 
2.983 - 2.916 0.548 2.940 4.061 
1 z 
1 
[ - 0.501 
- 
3.054 
- 
1.305 
- 
0.978 
- 
1.283 
0.763 4.090 4.852 1.801 1.685 
0.853 5.470 1.739 2.769 1.594 1 , (28) 
and so clearly D(z) in the form of D(“( z). Hence, performing the singular 
value decomposition of the matrix coefficient of z in D( z ), we derive 
y(l) = 
-0.1362 0 
- 0.8727 0.1671 
-0.1526 - 0.9441 
- 0.2574 - 0.2336 
- 0.3608 0.1617 
U”‘(z)-@‘) = [ yi”, y$“, e3, e4, e5] [e,, e4, e5, e,, e,], (29) 
where ei, i = 1, . . . ,5, denotes the ith column of 4. The column degrees of 
the resulting ZIC2)(z) are {l, 1, 1, 0, 0), and the corresponding matrix of 
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column coefficients and a matrix representation of its kernel are 
- 0.216 1.086 
DI;“,! = 0.1 I 0.153 0.0656 
0.605 - 0.539 
- 9.577 0 
- 2.548 - 4.047 
Y(2) = 0.1 1.263 - 6.250 
0.439 - 5 .(I22 
0.048 - 4.398 
Then using Equation (21) we obtain 
- 
u’z’( Z) E(2) = 
I 0.04392 9577 2 480 z 
0.1263 
- 0.034 2.049 
- 
3.292 
2.456 0.585 -4.761 , 
2.632 3.246 - 6.952 I 
(30) 
1 
- 0.4047 
-0.6250 es e4 e5 , 
I 
(31) 
- 0.5022 z 
-0.4398~ 
and for this the column degrees of D’“‘(z) are (1, 0, 0, 0, 0); the matrix 
representation of the kernel of Dj,“,’ and the corresponding Uc3)(z)Ec3) are 
given as 
y(3) = 
u(“)( =)E(“) = “, Y(.‘) e4 e5][el e4 % % Ed]. (32) [ 
This terminates the procedure of Section 5.2, because the last two 
columns of the product D@)( z)U’“)( z)E(“’ are zero. Then forming R(Z) as 
per Equations (15) and (23), we end up with the right coprime MFD: 
-0.034Z - 1.719 2.049 - 3.292 
M(z) = 2.456~ - 0.613 0.585 -4.761 , 
2.632~ - 2.466 3.246 - 6.952 1 
I -6.822~ - 1.283 3.648 0.743 N(Z) = 2.751~ + 1.685 - 5.486 -4.045 . 1 (33) 4.061, + 1.594 - 6.444 1.117 
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6. CONCLUSIONS 
In this paper we have reexamined the problem of computing right 
coprime MFDs and have proposed a simple and robust algorithm. In 
concluding we point out that the algorithm proposed in Section 5.2 can also 
be used to compute column reduced equivalents of polynomial matrices. 
The authors wish to thank the Brazilian Ministry (>f Education (CAPES) 
for finnncinl .suppoti. 
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