The article does not provide the necessary exact information and was not considered for an statistical analysis. Still, Castellarin et al. found the mean overall abundance of Fusobacterium as being 415 times greater in the tumor samples (n = 99) than in the matched normal samples (n = 99). 
Study of Fukugaiti et al. 2015 (Brazil)
Fukugaiti et al. [31] investigated seventeen patients, 7 of whom were diagnosed with colorectal carcinoma, to evaluate the presence of Fusobacterium nucleatum and other intestinal microorganisms in the fecal microbiota of colorectal cancer patients (n=7) and healthy controls (n=10). Fecal samples were collected two days before colonoscopy while patients who had taken antibiotics or with any systemic infection were excluded from the study.
Bacterial DNA from feces was obtained using a commercial Kit (QIAGEN, Hilden,Germany). Fusobacterium nucleatum was found in 7/7 (100 %) of the patients with carcinoma and in 9/10 of healthy patients. The data as obtained 2015 by Fukugaiti et al. are presented by the 2 by 2-table (Table 3) . 
Study of Vogtmann et al. 2016 (USA)
Vogtmann et al. [32] 
Study of Amitay et al 2017 (Germany)
Amitay et al. [34] Table 6 ). 
Statistical Analysis
All statistical analyses were performed with Microsoft Excel version 14.0.7166.5000 (32-Bit) software (Microsoft GmbH, Munich, Germany).
Bernoulli trials
Among some discrete distributions like the hypergeometric distribution, the Poisson distribution et cetera the binomial distribution is of special interest. Sometimes, the binomial distribution is called the Bernoulli distribution in honor of the Swiss mathematician Jakob
Bernoulli (1654-1705), who derived the same. Bernoulli trials are an essential part of the Bernoulli distribution. Thus far, let us assume two fair coins named as 0Wt and as RUt. In our model, heads of such a coin are considered as success T (i.e. true) and labeled as +1
while tails may be considered as failure F (i. e. false) and are labeled as +0. Such a coin is called a Bernoulli-Boole coin. The probability of success of RUt at one single Bernoulli trial t is denoted as
The probability of failure of RUt at one single Bernoulli trial t is denoted as
Furthermore, no matter how many times an experiment is repeated, let the probability of a head or the tail remain the same. The trials are independent which implies that no matter 
This may also be shown as a 2-dimensional sample space in the form of a contingency table (Table 8) . 
RWt
In the following, the contingency table is defined more precisely ( Table 9 ). 
N = RWt
In general it is (a+c) = 0Wt, (a+b) = RUt, (c+d) = 0Wt, (b+d) = RUt and a+b+c+d=N=RWt.
Equally, it is 0Wt+0Wt = RUt + RUt = RWt = N. Thus far, if one fair coin is tossed n times, we have n repeated Bernoulli trials and an n dimensional sample space with 2 n sample points is generated. In general, when given n Bernoulli trials with k successes, the probability to obtain exactly k successes in n Bernoulli trials is given by
The random variable k is sometimes called a binomial variable. The probability to obtain k events or more (at least k events) in n trials is calculated as (4) The probability to obtain less than k events in n Bernoulli trials is calculated as (5)
Sufficient condition (conditio per quam)
The formula of the conditio per quam [36] - [50] relationship was derived as (6) and used to proof the hypothesis: if presence of EBV infection (EBV DNA) then presence of Hodgkin's lymphoma.
Necessary condition (conditio sine qua non)
The formula of the conditio per quam [36] - [50] relationship was derived as (7) and used to proof the hypothesis: without presence of EBV infection (EBV DNA) no presence of Hodgkin's lymphoma.
Necessary and sufficient condition
The necessary and sufficient condition relationship was defined [36] - [50] as (8) 
Scholium.
Historically, the notion sufficient condition is known since thousands of years. Many authors testified original contributions of the notion material implication only for Diodorus Cronus. Still, Philo the Logician (~ 300 BC), a member of a group of early Hellenistic philosophers (the Dialectical school), is the main forerunner of the notion material impli- 
N = RWt
In contrast to such a point of view, the opposite point of view is correct too. Thus far, there is a straightforward way to give a precise and comprehensive account of the meaning of the term necessary or sufficient condition itself. In other words, if fire is present then oxygen is present too. The following table (Table 11 ) may demonstrate this relationship. before, oxygen is a necessary condition, a conditio sine qua non, of fire. A necessary con-http://vixra.org/author/ilija_barukcic dition is sometimes also called "an essential condition" or a conditio sine qua non. In propositional logic, a necessary condition, a condition sine qua non, is generally symbolized as "p  q" or in spoken language "without p no q". Both q and p are statements, with p the antecedent and q the consequent. To show that p is not a necessary condition for q, it is necessary to find an event or circumstances where q is present (i. e. an illness) but p (i. e. a risk factor) is not. On any view, (classical) logic has as one of its goals to characterize the most basic, the most simple and the most general laws of objective reality. Especially, in classical logic, the notions of necessary conditions, of sufficient conditions of necessary and sufficient conditions et cetera are defined very precisely for a single event, for a single Bernoulli trial t. In point of fact, no matter how many times an experiment is repeated, the relationship of the conditio sine qua or of the conditio per quam which is defined for every single event will remain the same. Under conditions of independent trials this implies that no matter how many times an experiment is repeated, the probability of the conditio sine qua or of the conditio per quam of a single event at a single trial t remain the same which transfers the relationship of the conditio sine qua or of the conditio per quam et cetera into the sphere of (Bio-) statistics. Consequently, (Bio) statistics generalizes the notions of a sufficient or of a necessary condition from one single Bernoulli trial to N Bernoulli trials.
However, in many practical applications, we may by confronted by circumstances which may be considered as approximately satisfying the notions of a sufficient or of a necessary condition. Thus far, under these circumstances, we will need to perform some tests to investigate, can we rely on our investigation.
The central limit theorem
Many times, for some reason or other it is not possible to study exhaustively a whole population. Still, sometimes it is possible to draw a sample from such a population which itself can be studied in detail and used to convince us about the properties of the population.
Roughly speaking, statistical inference derived from a randomly selected subset of a population (a sample) can lead to erroneous results. The question raised is how to deal with the uncertainty inherent in such results? The concept of confidence intervals, closely related to statistical significance testing, was formulated to provide an answer to this problem.
Confidence intervals, introduced to statistics by Jerzy Neyman in a paper published in 1937 [52] , specifies a range within a parameter, i. e. the population proportion , with a certain probability, contain the desired parameter value. Most commonly, the 95% confidence interval is used. Interpreting a confidence interval involves a couple of important but subtle issues. In general, a 95% confidence interval for the value of a random number means that there is a 95% probability that the "true" value of the value of a random number is within the interval. Confidence intervals for proportions or a population mean of random variables which are not normally distributed in the population can be constructed while relying on the central limit theorem as long as the sample sizes and counts are big enough (i. e. a sample size of n=30 and more). A formula, justified by the central limit theorem, is known as http://vixra.org/author/ilija_barukcic 
The rule of three
Furthermore, an approximate and conservative (one sided) confidence interval was developed by Louis [56], Hanley et al.
[57] and Jovanovic [58] known as the rule of three. Briefly sketched, the rule of three can be derived from the binomial model. Let U denote the upper limit of the one-sided 100 × (1 - )% confidence interval for the unknown proportion when in N independent trials no events occur [58] . Then U is the value such that (10) assuming that  =0,05. In other words, an one-sided approximate upper 95% confidence bound for the true binomial population proportion , the rate of occurrences in the population, based on a sample of size n where no successes are observed (p=0) is 3/n [58] or given approximately by [0 <  < (3/n)]. The rule of three is a useful tool especially in the analysis of medical studies. The following table (Table 12 ) will illustrate this relationship. 
Under conditions where a certain event did not occur [56] in a sample with n subjects (i.
e. p=0) the interval from 0 to (-ln()/n) is called a 100 × (1 - )% confidence interval for the binomial parameter for the rate of occurrences in the population.
Another special case of the binomial distribution is based on a sample of size n where only successes are observed (p=1). Accordingly, the lower limit of a one-sided 100 × (1-)% confidence interval for a binomial probability L, the rate of occurrences in the population, based on a sample of size n where only successes are observed is given approximately
The following table (Table 13 ) may illustrate this relationship. 
To construct a two-sided 100 × (1 -())% interval according to the rule of three, it is necessary to take a one-sided 100 × (1 -(/2))% confidence interval. In this study, we will use the rule of three [59] too, to calculate the confidence interval for the value of a random number.
Fisher's exact test
A test statistics of independent and more or less normally distributed data which follow a chi-squared distribution is valid as with many statistical tests due to the central limit theorem. Especially, with large samples, a chi-squared distribution can be used. A sample is considered as large when the sample size n is n = 30 or more. With a small sample (n < 30), the central limit theorem does not apply and erroneous results could potentially be obtained from the few observations if the same is applied. Thus far, when the number of observations obtained from a population is too small, a more appropriate test for of analysis of categorical data i. e. contingency tables is R. A. Fisher's exact test [60] 
Hypergeometric distribution
The hypergeometric distribution, illustrated in a table (Table 14) , is a discrete probability distribution which describes the probability of a events/successes in a sample with the size 0Wt, without replacement, from a finite population of the size N which contains exactly RUt objects with a certain feature while each event is either a success or a failure. The formula for the hypergeometric distribution, a discrete probability distribution, is (Table 15) is of use to calculate how probable is it to obtain c=(0Wt-a) events out of N events. 
In general, it is 1- +  = 1 or (1- -) +  = 1-. The following figure may illustrate these relationships (Figure 1) . The relationships can be normalized in the following way which is shown schematically in a table (Table 17) . 
The relationship between error types.
The mathematical formula of the causal relationship k
The mathematical formula of the causal relationship k [36] - [50] defined as (13) and the chi-square distribution [61] were applied to determine the significance of causal relationship between a EBV and HL. A one-tailed test makes it much more easier to reject a null hypothesis (no causal relationship) while a two-tailed test makes it more difficult to reject a null hypothesis and is more conservative on this account. [64] to establish epidemiologic evidence of a causal relationship (Bradford Hill criteria). In point of fact, Bredford's "fourth characteristic is the temporal relationship of the association" [64] and in last consequence the "post hoc ergo propter hoc" logical fallacy. Causation cannot be derived from the "post hoc ergo propter hoc" [49] logical fallacy. Consequently, the Mathematical Formula of the causal relationship k can neither be reduced to the Bradford Hill criteria nor is the same just a mathematization of Bradford Hill criteria.
The chi square distribution
The chi-squared distribution [61] is a widely known distribution and used in hypothesis testing, in inferential statistics or in construction of confidence intervals. The critical values of the chi square distribution are visualized by Table 18 . H0: The sample distribution agrees with the hypothetical (theoretical) distribution.
HA: The sample distribution does not agree with the hypothetical (theoretical) distribution.
The X² Goodness-of-Fit Test can be shown schematically as (14) The degrees of freedom are calculated as N-1. If there is no discrepancy between an observed and a theoretical distribution, then X²=0. As the discrepancy between an observed and a theoretical distribution becomes larger, the X² becomes larger. This X² values are evaluated by the known X² distribution.
The original X² values are calculated from an original theoretical distribution, which is continuous, whereas the approximation by the X² Goodness of fit test we are using is discrete. Thus far, there is a tendency to underestimate the probability, which means that the number of rejections of the null hypothesis can increase too much and must be corrected downward. Such an adjustment (Yate's correction for continuity) is used only when there is one degree of freedom. When there is more than one degree of freedom, the same adjustment is not used. Applying this to the formula above, we find the X² Goodness-of-Fit
Test with continuity correction shown schematically as (15) When the term (|Observedt -Expectedt|) is less than ½, the continuity correction should be omitted.
 http://vixra.org/author/ilija_barukcic
The X² goodness of fit test of a sufficient condition
The theoretical (hypothetical) distribution of a sufficient condition [36] - [50] is shown schematically by the 2x2 table (Table 19) . The theoretical distribution of a sufficient condition (conditio pre quam) is determined by the fact that b=0. The X² Goodness-of-Fit Test with continuity correction of a sufficient condition (conditio per quam) is calculated as (16) or more simplified as (17) Under these circumstances, the degree of freedom is d.f. = N-1=2-1=1.
The X² goodness of fit test of a necessary condition
The theoretical (hypothetical) distribution of a necessary condition is shown schematically by the 2x2 table (Table 20) . Table 20 . The theoretical distribution of a necessary condition (conditio sine qua non). 
The theoretical distribution of a necessary condition (conditio sine qua non) is determined by the fact that c=0. The X² Goodness-of-Fit Test with continuity correction of a necessary condition (conditio sine qua non) is calculated as
or more simplified as (19) Under these circumstances, the degree of freedom is d.f. = N-1=2-1=1. For example, without water and oxygen, there would be no human life on this planet; hence water and oxygen are necessary conditions for the existence of human beings on this planet.
The X² goodness of fit test of a necessary and sufficient condition
Like other fundamental concepts, the concepts of necessary and sufficient conditions is not specified uniquely. It is well-known that the notion of sufficient condition is of use to define what a necessary condition is (and vice versa) but a generally accepted and straightforward concept to give a precise and comprehensive account of the meaning of the term "necessary (or sufficient) condition" itself has not met with success. Thus far, what then is a necessary and a sufficient condition? Central to this problem is the question under which circumstances can certain phenomena truly be said to be necessary and sufficient conditions. Especially J. L. Mackie used the terminology of necessary and sufficient conditions to define a cause of some particular event as an INUS condition which is an "insufficient, but necessary part of an unnecessary but sufficient condition" [65] of an effect.
The theoretical (hypothetical) distribution of a necessary and sufficient condition is shown schematically by the 2x2 table (Table 21) . Table 21 . The theoretical distribution of a necessary and sufficient condition. 
The theoretical distribution of a necessary and sufficient condition is determined by the fact that b=0 and that c=0. The X² Goodness-of-Fit Test with continuity correction of a necessary and sufficient condition is calculated as (20) or more simplified as (21) Under these circumstances, the degree of freedom is d.f. = N-1=2-1=1.
The X² goodness of fit test of either a necessary or a sufficient condition
The theoretical (hypothetical) distribution of a neither necessary nor a sufficient condition is shown schematically by the 2x2 table (Table 22) . Table 22 . The theoretical distribution of either a necessary dondition or a sufficient condition. 
Conditioned
The theoretical distribution of either a necessary condition or a sufficient condition is determined by the fact that a=0 and that d=0. The X² Goodness-of-Fit Test with continuity correction of either a necessary condition or a sufficient condition is calculated as (22) or more simplified as (23) Under these circumstances, the degree of freedom is d.f. = N-1=2-1=1.
The X² goodness of fit test of exclusion
The theoretical (hypothetical) distribution of exclusion is shown schematically by the 2x2 table (Table 23) . 
The theoretical distribution of exclusion is determined by the fact that a=0. The X² Goodness-of-Fit Test with continuity correction of exclusion is calculated as
or more simplified as (25) Under these circumstances, the degree of freedom is d.f. = N-1=2-1=1.
The X² goodness of fit test of disjunction
The theoretical (hypothetical) distribution of disjunction is shown schematically by the 2x2 table (Table 24) . Table 24 . The theoretical distribution of disjunction. 
The theoretical distribution of disjunction is determined by the fact that d =0. The X² Goodness-of-Fit Test with continuity correction of disjunction can be calculated as (26) or more simplified as (27) Under these circumstances, the degree of freedom is d.f. = N-1=2-1=1.
The X² goodness of fit test of a neither nor relationship
The theoretical (hypothetical) distribution of a neither nor relationship is shown schematically by the 2x2 table (Table 25) . 
The theoretical distribution of a neither nor relationship is determined by the fact that a=0 and b=0 and c=0. The X² Goodness-of-Fit Test with continuity correction of a neither nor relationship is calculated as (28) Under these circumstances, the degree of freedom is d.f. = N-1=2-1=1.
Proof.
The data of Fukugaiti et al. [31] of an infection by Fusobacterium and colorectal cancer are viewed in the 2 × 2 table ( Table 3 ). The proportion of successes in the sample of a conditio sine qua non relationship p(Fusobacterium  Colorectal cancer) is calculated [36] - [50] as
The chi-square goodness of fit test can be used to test the significance of this result if some conditions are met. A view of these conditions are simple random sampling, categorical variables and an expected value of the number of sample observations which is at least 5. In the study of Fukugaiti et al. [31] ( Table 3) , one expectation value is less than 5. Therefore, we use the rule of three to prove the significance of the result above. The critical value pCrit (significance level alpha = 0.05) calculated [36] - [50] according to the rule of three is
The critical value is pCrit = 0,823780454 and is less than the proportion of successes calcu- 
Null hypothesis: (no causal relationship)
There is no significant causal relationship between an infection by Fusobacterium and colorectal cancer.
(k=0).
Alternative hypothesis: (causal relationship)
There is a significant causal relationship between an infection by Fusobacterium and colorectal cancer.
(k<>0).
Conditions.
Alpha level = 5%.
The two tailed critical Chi square value (degrees of freedom = 1) for alpha level 5% is 3.841458821.
Proof.
The data for this hypothesis test were provided by Ahn et al. [30] and are illustrated in the 2 × 2 table ( 
Fusobacterium is the cause of colorectal cancer
Claims.
Null hypothesis: (no causal relationship)
Alternative hypothesis: (causal relationship)
Conditions.
Proof.
The data for this hypothesis test were provided by Vogtmann et al. [32] and are illustrated in the 2 × 2 table ( The chi-square statistic, uncorrected for continuity, is calculated as X² = 9,230769231 and thus far equivalent to a P value of 0,0023798164638097. The calculated chi-square statistic exceeds the critical chi-square value of 3.841458821 (Table 18) . Consequently, we reject the null hypothesis and accept the alternative hypotheses. There is a significant causal relationship between an infection Fusobacterium and colorectal cancer (k=+0,297921796, p Value = 0,0023798164638097). The result is significant at p < 0.05.
Q. e. d.
Fusobacterium is the cause of colorectal cancer
Null hypothesis: (no causal relationship)
Alternative hypothesis: (causal relationship)
Conditions.
Proof.
The data for this hypothesis test were provided by Li et al. [33] and are illustrated in the 2 × 2 table ( Table 5 ). The causal relationship k(Fusobacterium , Colorectal cancer) is calculated [36] - [50] as
The value of the test statistic k=+ 0,742574257 is equivalent to a calculated [36] - [50] chisquare value of
The chi-square statistic, uncorrected for continuity, is calculated as X² = 111,3861386 and thus far equivalent to a P value of 0,000000000000000000000000048699. The calculated chi-square statistic exceeds the critical chi-square value of 3.841458821 (Table 18) . Consequently, we reject the null hypothesis and accept the alternative hypotheses. There is a highly significant causal relationship between an infection Fusobacterium and colorectal cancer (k=+ 0,742574257, p Value = 0,000000000000000000000000048699). The result is significant at p < 0.001.
Fusobacterium is the cause of colorectal cancer
Null hypothesis: (no causal relationship)
Alternative hypothesis: (causal relationship)
Conditions.
Proof. http://vixra.org/author/ilija_barukcic
Fusobacterium is the cause of colorectal cancer
Null hypothesis: (no causal relationship)
Alternative hypothesis: (causal relationship)
Conditions.
Discussion
There are a few limitations of this study. Firstly, several studies where not considered. Secondly, the studies analyzed were very heterogeneous. On the whole, the results of this study reflects the main features of other studies. The studies of Fukugaiti et al. [31] , Vogtmann et al. [32] (two sided), Li et al. [33] , Amitay et al. [34] , Eklöf et al. [35] , where able to provide evidence that Fusobacterium is a necessary condition, a conditio sine qua non, of colon cancer. The presence of Fusobacterium nucleatum does not simply represent an opportunistic infection at an immuno-compromised site. In contrast to such a view, Fusobacterium nucleatum is a necessary condition of colon cancer. In point of fact, without an infection by Fusobacterium nucleatum no colon cancer will develop. Several recent studies observed a highly significant over-representation of Fusobacterium nucleatum in colorectal tumor specimens.
Consistent with this finding, the current study using data published by Ahn et al. [30] , Vogtmann et al. [32] documented a significant cause effect relationship between Fusobacterium and colon cancer while the studies of Li et al. [33] , Amitay et al. [34] , Eklöf et al. 
Conclusion
In summary, this study represents a systematic review of studies on the relationship between Fusobacterium and colorectal cancer. This report reinforces the notion that F. nucleatum is the cause of colorectal cancer.
