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Stefan Kranich
Abstract
Holomorphic functions are amazing because their values in an ever so small disk in the complex
plane completely determine the function values at arbitrary points in their maximum possible
domain. The process of extending such a function beyond its initial domain is called analytic
continuation. We attempt to make this theoretic result tractable by computers. In the present
article, we first prove that any algorithm for analytic continuation can generally not depend on
finitely many function values only, without closer inspection of the function itself. We then derive
a computable local bound on the step size between sampling points which yields an algorithm for
analytic continuation of complex plane algebraic curves. Finally, we provide a numerical example
demonstrating its practical use.
1. Introduction
Let U ⊂ C be an open set. A function
f : U → C, f(x+ iy) = u(x, y) + iv(x, y),
is complex differentiable at a point z = x+ iy ∈ U , if its real part u(x, y) and its imaginary
part v(x, y) satisfy the Cauchy–Riemann equations
∂u
∂x
=
∂v
∂y
and
∂u
∂y
= −∂v
∂x
.
Function f is holomorphic, if it is complex differentiable at every point in its domain.
Equivalently, around every point z0 ∈ U , f can be locally represented as a power series with
complex coefficients,
f(z) =
∞∑
n=0
an(z − z0)n.
This power series has a positive radius of convergence r0, such that it converges at every point
whose distance from z0 is smaller than r0, and diverges at every point whose distance from z0
is greater than r0. Therefore, the representation of f as a power series around z0 is valid only
inside the open disk of radius r0 around z0, denoted by Br0(z0).
However, for every point z1 ∈ Br0(z0), we may rearrange the terms of the power series
according to
z − z0 = z − z1 − (z0 − z1)
to obtain another series which proceeds in powers of z − z1,
f(z) =
∞∑
n=0
bn(z − z1)n,
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and converges inside an open disk of convergence Br1(z1). Clearly, the two power series
representations of f agree on the intersection of Br0(z0) and Br1(z1). At points in Br1(z1)
not in Br0(z0), we can use the latter power series representation to obtain values for f which
we cannot compute using the former power series representation. Those values are exactly the
values which allow to consistently define f as a holomorphic function on Br0(z0) and Br1(z1).
This process, by which a holomorphic function can be extended beyond its initial domain, is
called analytic continuation.
Since it carries all information about f as a holomorphic function, a power series expansion
of f around a point z0 with positive radius of convergence and complex coefficients a0, a1, . . .
is called a (holomorphic) function germ of f . z0 is called its base and a0 its top (value at z0).
We will use the compact notation (z0, a0, a1, . . . ) for function germs.
Analytic continuation of a function germ may have interesting effects: For example, consider
a function germ of the complex square root function with base z0 ∈ C, z0 6= 0, and value +√z0
at z0. The corresponding power series has radius of convergence |z0|. If we continue the function
germ analytically along the circle of radius |z0| around the origin – that is we choose expansion
points zj+1 ∈ B|z0|(zj), j = 0, 1, . . . , which lie on that circle – then after one round we return
to z0 with a different function germ. It is the function germ of the complex square root with
base z0 and value −√z0 at z0. This happens because the origin is a ramification point of the
complex square root, that is a point at which the two branches +
√
z and −√z collapse into the
branch point 0 = ±√0. The ramification point is also responsible for the radius of convergence
around z0 not being greater than |z0|. The complex square root function can therefore not be
defined as a holomorphic function on the whole complex plane.
Other singularities which delimit a disk of convergence are poles and essential singularities.
If we perform analytic continuation along a curve containing a singularity as one of its points,
we cannot continue beyond that point.
Another representation of the complex square root function, which emphasizes its multi-
valuedness, is as an algebraic function f(x, y) = y2 − x = 0. We see that immediately that
two y-values (counted with multiplicity) satisfy the equation for every x-value. In general,
an algebraic function is a polynomial in x and y with complex coefficients, whose zero set
describes a complex one-dimensional surface, a complex plane algebraic curve. To every x-
value correspond one or more y-values. Around most points in the complex x-plane (with only
finitely many exceptions), the different y-values are holomorphic functions.
Historically, the desire to handle such “multivalued” functions like the complex square root
gave rise to the theory of Riemann surfaces. We will take a slightly different approach and
define a multivalued evaluation function. For the complex square root function we obtain for
example the function [√· ] : C→ C2, z 7→ [+√z−√z
]
.
More formally, this leads to the following definition:
Definition Multivalued evaluation function. Let U ⊂ C be an open set, f : U → C a
holomorphic function, and x1 ∈ U . Let (x1, a0, a1, . . . ) be a function germ of f at x1. Consider
the space X of all function germs which result from (x1, a0, a1, . . . ) by analytic continuation.
Let
p1 : X → C, (x, a0, a1, . . . ) 7→ x,
be a projection map, which maps any function germ in X to its base x. Furthermore, let
p2 : X → C, (x, a0, a1, . . . ) 7→ a0,
be a projection map, which maps any function germ in X to its top a0, that is to its value at
x. Suppose that the cardinality of the preimage of any point in the complex plane under p1 is
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finite and constant
|p1−1(x)| ≡ n, ∀x ∈ C.
Let
[f ] : C→ Cn, x 7→ (p2 ◦ p1−1)(x)
be a function which maps a point x in the complex plane to a vector of the values at x of
the function germs in the preimage of x under p1. The vector shall contain the values in
a fixed, but otherwise arbitrary order, for instance in lexicographic order according to the
decimal representation of real and imaginary part of the values. Then we call [f ] multivalued
evaluation function of f .
Problem. Suppose that we know the values of a multivalued evaluation function [f ] at
two distinct points, z0 ∈ C not a ramification point of f , and z1 ∈ C. If we continue a function
germ of f with base z0 and a certain value at z0 analytically along the segment between z0
and z1, how can we decide algorithmically which of the values in [f ](z1) the resulting function
germ will have at z1?
The above problem shall concern us in the following sections.
2. An undecidability result
A fundamental question in designing an algorithm is, on which input it ought to operate.
Ideally, the input to an algorithm is so sparse that the algorithm becomes most generally
applicable, but not too sparse so that the problem it addresses can still be solved efficiently.
Our goal is to assign the function values of a multivalued evaluation function at one point to the
function values at another point according to analytic continuation along the segment between
these points. The problem statement includes the following data: a multivalued evaluation
function, two points in the complex plane, and the function values at those points.
Therefore, it seems natural to consider, as the input to an algorithm, the two points in the
complex plane and the possibility to evaluate the multivalued evaluation function at arbitrary
points. Due to continuity, unless the segment contains a singularity, we can expect to solve
the problem, if we take small steps along the segment and assign closest function values to
each other in every step. However, it is difficult to estimate how small the step width must
be in practice. Indeed we can show that no algorithm to solve our problem exists which relies
solely on function evaluation. In particular, it is impossible to determine a sufficiently small
step width without closer inspection of the analytic function itself.
Theorem 1. Let U ⊂ C be an open set, f : U → C a holomorphic function, and x1 ∈ U
and x2 ∈ C distinct points. Let [f ] : C→ Cn be a multivalued evaluation function of f . Let
pi ∈ Sn be a permutation of {1, 2, . . . , n}. Consider the following decision problem:
Is [f ](x2)pi(k) the value at x2 which results from analytic continuation of the function germ
yielding value [f ](x1)k at x1 along the segment between x1 and x2, for all k = 1, 2, . . . , n?
The problem cannot be decided based only on x1, x2, n, pi, and the values of [f ] at finitely
many points.
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Proof. It suffices to show that after evaluating [f ] at k distinct points, k = 2, 3, . . . , there
always exist two algebraic functions
f1(x, y) = 0, f2(x, y) = 0
which produce the known values of [f ] but whose branches differ in their behaviour regarding
analytic continuation along the segment between x1 and x2. Then branches of both algebraic
functions represent a possible choice of f which explains the observed function values, and the
problem must remain undecided, independent of the number k of evaluations of [f ].
Hence, suppose that for k distinct x-values, x1, x2, . . . , xk, we know n corresponding y-values
[f ](xj)1, [f ](xj)2, . . . , [f ](xj)n, j = 1, 2, . . . , k.
Without loss of generality, we restrict ourselves to the case n = 2. We interpret f1(x, y) and
f2(x, y) as polynomials in y whose coefficients are polynomials in x, that is
f1(x, y) = a2(x)y
2 + a1(x)y + a0(x),
f2(x, y) = b2(x)y
2 + b1(x)y + b0(x).
Thus the following equations should be satisfied for j = 1, 2, . . . , k:
f1(xj , [f ](xj)1) = a2(xj) ([f ](xj)1)
2 + a1(xj) [f ](xj)1 + a0(xj) = 0
f1(xj , [f ](xj)2) = a2(xj) ([f ](xj)2)
2 + a1(xj) [f ](xj)2 + a0(xj) = 0
f2(xj , [f ](xj)1) = b2(xj) ([f ](xj)1)
2 + b1(xj) [f ](xj)1 + b0(xj) = 0
f2(xj , [f ](xj)2) = b2(xj) ([f ](xj)2)
2 + b1(xj) [f ](xj)2 + b0(xj) = 0
The existence of suitable polynomials a2(x), a1(x), and a0(x) follows, if we prescribea2(xj)a1(xj)
a0(xj)
 =
([f ](xj)1)2[f ](xj)1
1
×
([f ](xj)2)2[f ](xj)2
1

for j = 1, 2, . . . , k, where × denotes the cross product of two vectors, and apply polynomial
interpolation.
We want to construct a family of polynomials b2(xj), b1(xj), and b0(xj) with the following
properties:
(i) b2(xj) = a2(xj), b1(xj) = a1(xj), b0(xj) = a0(xj) for j = 1, 2, . . . , k
(ii) Every finite ramification point of y w.r.t. x in the algebraic curve described by f1(x, y) =
0 is a ramification point of y w.r.t. x in the algebraic curve described by f2(x, y) = 0.
(iii) The algebraic curve described by f2(x, y) = 0 has another finite ramification point of y
w.r.t. x at an arbitrary, but fixed point z ∈ C.
The finite ramification points of y w.r.t. x in the algebraic curve described by f1(x, y) = 0 are
exactly the zeros of the discriminant of f1(x, y) with respect to y,
∆y(f1(x, y)) = a1(x)
2 − 4a0(x)a2(x).
The existence of suitable polynomials b2(x), b1(x), and b0(x) follows, if we prescribe
b2(xj) = a2(xj), b1(xj) = a1(xj), b0(xj) = a0(xj) for j = 1, 2, . . . , k,
b2(x) = a2(x), b1(x) = a1(x), b0(x) = a0(x) for all x with ∆y(f1(x, y)) = 0,
b2(z) = 1, b1(z) = 0, b0(z) = 0,
and apply polynomial interpolation.
It remains to be shown that z ∈ C can be chosen such that the algebraic functions f1(x, y) = 0
and f2(x, y) = 0 with coefficients a2(x), a1(x), a0(x) respectively b2(x), b1(x), b0(x) as above,
which produce the same known values of [f ], differ in their behaviour regarding analytic
continuation along the segment between x1 and x2.
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To that end, consider the segment in the complex x-plane with end points x1 and x2.
According to the above considerations, we cannot be sure if the known values of [f ] come
from an algebraic function f1(x, y) = 0 for which analytic continuation of a branch of y w.r.t.
x along the segment is possible or from an algebraic function f2(x, y) = 0 with an additional
ramification point of y w.r.t. x on the segment. Therefore, the question of our decision problem
cannot be answered since it is unclear whether analytic continuation along the segment is at
all possible.
Furthermore, we may as well argue as follows, which shows that the decision problem remains
undecidable even if we are guaranteed that analytic continuation along the segment is indeed
possible: Suppose that we actually evaluated an algebraic function f1(x, y) = 0. Let 4ABC be
a triangle in the complex x-plane whose closure does not contain any ramification point of y
w.r.t. x in the algebraic curve described by f1(x, y) = 0. According to the above considerations
we cannot after finitely many evaluations of [f ] be sure that 4ABC has this property. The
finitely many function values of [f ] could just as well stem from a different algebraic function
f2(x, y) = 0 which produces exactly one ramification point of y w.r.t. x in the interior of4ABC.
Actually, by the monodromy theorem, analytic continuation of a function germ at A with a
certain y-value along the edges of 4ABC must return to A with the same y-value. On the
other hand, if 4ABC contained exactly one ramification point of y w.r.t. x in its interior, the
y-values at A would permute under analytic continuation along its edges. Hence, there must
be an edge, say BC, for which the y-values at one end point correspond to different y-values at
the other end point among the two situations. Since we cannot after finitely many evaluations
of [f ] distinguish between the two situations and because we might have B = x1, C = x2, we
can neither give an answer to the decision problem.
We have seen that any algorithm for analytic continuation of a holomorphic function germ
can generally not depend on finitely many function values only, without closer inspection of
the holomorphic function itself. Furthermore, we have shown that this statement still holds, if
we know that the function to be analytically continued is an algebraic function and/or if we
know that no singularities lie on the segment along which we would like to perform analytic
continuation.
3. An algorithm for analytic continuation of plane algebraic curves
Recall the problem posed at the end of the first section: We want to assign the function
values of a multivalued evaluation function [f ] of a holomorphic function f at point x1 ∈ C,
not a ramification point of f , to the function values at another point x2 ∈ C according to
analytic continuation along the segment between these points. In order to attack the problem
algorithmically, we will as before pursue the idea that, due to continuity, we can perform
analytic continuation along a segment not containing singularities, if we take small enough
steps along that segment and assign closest function values to each other. The argument of the
previous section has shown that to determine a feasible step size, we must take information
about the holomorphic function beside function values into account. We will see that for
algebraic functions f(x, y) = 0, we can derive a local upper bound for the step size which
guarantees that the assignment of function values based on proximity is correct. Additionally,
we will explain how all quantities which the bound involves can be computed (at least to
arbitrary precision).
To that end, let f(x, y) = 0 be an algebraic function of degree n in y. Without loss
of generality, let f(x, y) be irreducible (otherwise consider each of its irreducible factors
separately). Consider a point x1 ∈ C, not a ramification point of y w.r.t. x, and another point
x2 ∈ C. Furthermore, let yj(x), j = 1, . . . , n, denote the holomorphic function germs of y w.r.t.
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x in a neighbourhood of x1. We want to achieve that y-values at x1, x2 of the same branch are
closer to each other than to y-values of any other branch, that is
|yj(x1)− yj(x2)| < 12 mink 6=j |yj(x1)− yk(x1)| =:
1
2δ for all j = 1, 2, . . . , n. (3.1)
Under these circumstances, an assignment of y-values based on proximity produces the correct
result. Taylor expansion of yj(x) around x1 yields
yj(x2) = yj(x1) + (x2 − x1)y′j(x1) + (x2 − x1)2Rj(x2),
where the remainder Rj(x2) can be expressed as a contour integral
Rj(x2) =
1
2pii
∮
γ
yj(ξ)
(ξ − x1)2(ξ − x2)dξ,
along a curve
γ : [0, 2pi]→ C, γ(t) = x1 + ρ · eit,
for sufficiently small ρ > 0 such that 0 < |x2 − x1| < ρ (cf. [1, p. 124–126]). If ρ is smaller than
the minimum distance between x1 and any singularity of yj(x), then
|yj(x1)− yj(x2)| < 12δ ⇔ |x2 − x1||y′j(x1) + (x2 − x1)Rj(x2)| < 12δ.
Hence, under the above assumptions, the condition
|x2 − x1|(|y′j(x1)|+ |x2 − x1||Rj(x2)|) < 12δ
is sufficient for Inequality 3.1 to hold. We have
|x2 − x1|(|y′j(x1)|+ |x2 − x1||Rj(x2)|) < 12δ
⇔ |Rj(x2)||x2 − x1|2 + |y′j(x1)||x2 − x1| − 12δ < 0. (3.2)
Since |x2 − x1| > 0, this is equivalent to
|x2 − x1| <
√
|y′j(x1)|2 + 2δ|Rj(x2)| − |y′j(x1)|
2|Rj(x2)| . (3.3)
Note that although we only possess an implicit description of yj(x), we can actually compute
|y′j(x1)| using a technique called implicit differentiation. By the chain rule, the total differential
of f(x, yj(x)) = 0 with respect to x is
Df(x, yj(x)) =
∂
∂x
f(x, yj(x)) +
∂
∂yj
f(x, yj(x)) · y′j(x) = 0.
Therefore
|y′j(x1)| =
∣∣∣∣fx(x1, yj(x1))fy(x1, yj(x1))
∣∣∣∣ ,
and the denominator does not vanish since by assumption x1 is not a ramification point of
yj(x).
The right-hand side of Inequality 3.3 is strictly decreasing in |Rj(x2)|, as one can easily
check. It would therefore be desirable to determine an upper bound of |Rj(x2)|.
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We have
|Rj(x2)| =
∣∣∣∣∣∣ 12pii
∮
γ
yj(ξ)
(ξ − x1)2(ξ − x2)dξ
∣∣∣∣∣∣ =
∣∣∣∣∣∣ 12pii
2pi∫
0
yj(x1 + ρe
it)iρeit
(ρeit)2(x1 + ρeit − x2)dt
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 12pi
2pi∫
0
yj(x1 + ρe
it)
ρeit(x2 − x1 − ρeit)dt
∣∣∣∣∣∣ ≤ 12pi
2pi∫
0
∣∣∣∣ yj(x1 + ρeit)ρeit(x2 − x1 − ρeit)dt
∣∣∣∣
≤ 1
2pi
2pi∫
0
∣∣yj(x1 + ρeit)∣∣
ρ |x2 − x1 − ρeit|dt ≤
1
2pi
· (2pi − 0) · M
ρ(ρ− |x2 − x1|)
=
M
ρ(ρ− |x2 − x1|) ,
(3.4)
where M = max
t∈[0,2pi]
∣∣yj(x1 + ρeit)∣∣ (cf. [1, p. 126]).
Plugging
|Rj(x2)| = M
ρ(ρ− |x2 − x1|)
into Inequality 3.2 yields
M
ρ(ρ− |x2 − x1|) |x2 − x1|
2 + |y′j(x1)||x2 − x1| − 12δ < 0
⇔ M |x2 − x1|2 + ρ(ρ− |x2 − x1|)(|y′j(x1)||x2 − x1| − 12δ) < 0
⇔ (M − ρ|y′j(x1)|)|x2 − x1|2 + ρ(ρ|y′j(x1)|+ 12δ)|x2 − x1| − 12δρ2 < 0. (3.5)
First case: M − ρ|y′j(x1)| > 0 The left-hand side of Inequality 3.5 describes a smile parabola
in |x2 − x1| with a positive and a negative root. Since |x2 − x1| > 0 by definition, we need only
bound |x2 − x1| from above by the positive root, i.e.
|x2 − x1| <
−ρ(ρ|y′j(x1)|+ 12δ) +
√
ρ2(ρ|y′j(x1)|+ 12δ)2 + 2(M − ρ|y′j(x1)|)δρ2
2(M − ρ|y′j(x1)|)
=
ρ
(√
(ρ|y′j(x1)| − 12δ)2 + 2δM − (ρ|y′j(x1)|+ 12δ)
)
2(M − ρ|y′j(x1)|)
.
Second case: M − ρ|y′j(x1)| < 0 The left-hand side of Inequality 3.5 describes a frown
parabola in |x2 − x1| with one root greater than ρ and one root between 0 and ρ. Since
|x2 − x1| < ρ by definition, we need only bound |x2 − x1| from above by the smaller root,
i.e.
|x2 − x1| <
ρ(ρ|y′j(x1)|+ 12δ)− ρ
√
(ρ|y′j(x1)|+ 12δ)2 − 2(ρ|y′j(x1)| −M)δ
2(ρ|y′j(x1)| −M)
=
ρ
(√
(ρ|y′j(x1)| − 12δ)2 + 2δM − (ρ|y′j(x1)|+ 12δ)
)
2(M − ρ|y′j(x1)|)
.
Third case: M − ρ|y′j(x1)| = 0 The left-hand side of Inequality 3.5 reduces to
ρ(ρ|y′j(x1)|+ 12δ)|x2 − x1| − 12δρ2 < 0
⇔ |x2 − x1| < δρ
2ρ|y′j(x1)|+ δ
.
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This bound is asymptotically equivalent to the previous bounds for M → ρ|y′j(x1)|.
Altogether, we thus arrive at the sufficient bound
|x2 − x1| <
ρ
(√
(ρ|y′j(x1)| − 12δ)2 + 2δM − (ρ|y′j(x1)|+ 12δ)
)
2(M − ρ|y′j(x1)|)
. (3.6)
The right-hand side of Inequality 3.6 has the expected qualitative behaviour: It is strictly
increasing in δ and ρ, and strictly decreasing in M and |y′j(x1)|.
Therefore, as a next step, M is to be computed or bounded from above. To that end, we can
use Fujiwara’s bound (cf. [3, Inequality 3 on p. 168]). We interpret f(x, y) as polynomial in y
with coefficients ak(x) which are polynomials in x:
f(x, y) =
n∑
k=0
ak(x)y
k
Fujiwara’s bound applied to f(x, y) in our notation reads
|y| < 2 max
{∣∣∣∣ak(x)an(x)
∣∣∣∣ 1n−k | k = 0, 1, . . . , n− 1
}
.
Consequently,
M < 2 max
t∈[0,2pi]
{∣∣∣∣ak(x1 + ρeit)an(x1 + ρeit)
∣∣∣∣
1
n−k
| k = 0, 1, . . . , n− 1
}
.
We will use upper bounds a˜k of maxt∈[0,2pi] |ak(x1 + ρeit)| and a lower bound a˜n > 0 of
mint∈[0,2pi] |an(x1 + ρeit)|, which are easier to compute than these extreme values. For the
former bounds, let the coefficients of the polynomial ak(x) be denoted by ak,l, that is
ak(x) =
mk∑
l=0
ak,lx
l.
Then
|ak(x1 + ρeit)| =
∣∣∣∣∣
mk∑
l=0
ak,l · (x1 + ρeit)l
∣∣∣∣∣ ≤
mk∑
l=0
|ak,l|(|x1|+ |ρ|)l =: a˜k.
For the latter bound, let an,mn denote the leading coefficient of an(x), and let x¯1, x¯2, . . . , x¯mn
denote the zeros of an(x), that is
an(x) = an,mn · (x− x¯1) · (x− x¯2) · . . . · (x− x¯mn).
Then
|an(x1 + ρeit)| = |an,mn | · |x1 + ρeit − x¯1| · |x1 + ρeit − x¯2| · . . . · |x1 + ρeit − x¯mn |
≥ |an,mn | · |ρ− |x1 − x¯1|| · |ρ− |x1 − x¯2|| · . . . · |ρ− |x1 − x¯mn ||
= |an,mn | · (|x1 − x¯1| − ρ) · (|x1 − x¯2| − ρ) · . . . · (|x1 − x¯mn | − ρ) =: a˜n.
Note that a˜n is positive since ρ is chosen smaller than the distance between x1 and the closest
singularity of y w.r.t. x, particularly smaller than the distance between x1 and any zero of
an(x). The zeros of an(x) are exactly the poles of y w.r.t. x. The remaining finite singularities
of y w.r.t. x are exactly the finite ramification points of y w.r.t. x. For irreducible f(x, y), these
are exactly the zeros of the discriminant of f(x, y) w.r.t. y. Once all finite singularities are
computed, we may choose ρ smaller than the distance between x1 and the closest singularity.
We have thus determined (bounds for) all quantities in Inequality 3.6 and arrive at the
following result.
COMPUTATIONAL ANALYTIC CONTINUATION Page 9 of 12
Theorem 2. Let f(x, y) = 0 be an irreducible algebraic function,
f(x, y) =
n∑
k=0
(
mk∑
l=0
ak,lx
l
)
yk,
of degree n in y. Let
an(x) =
mn∑
l=0
an,lx
l,
and let x¯1, x¯2, . . . , x¯mn be its zeros. Let x1 be a point in the complex x-plane, not a ramification
point of y w.r.t. x, and yj(x), j = 1, . . . , n, the branches of y-values at x1. Let x2 be another
point in the complex x-plane such that
|x2 − x1| <
ρ
(√
(ρy˜ − 12δ)2 + 2δM − (ρy˜ + 12δ)
)
2(M − ρy˜) ,
where
δ := min
k 6=j
|yj(x1)− yk(x1)|,
ρ < min{|x1 − x| : an(x) ·∆y(f(x, y))(x) = 0},
M := 2 max
k

mk∑
l=0
|ak,l|(|x1|+ |ρ|)l
|an,mn |
mn∏
l=1
(|x1 − x¯l| − ρ)

1
n−k
,
y˜ := max
j
∣∣∣∣fx(x1, yj(x1))fy(x1, yj(x1))
∣∣∣∣ .
Then analytic continuation of yj(x), j = 1, . . . , n, along the segment from x1 to x2 is possible.
Furthermore, if yj(x2), j = 1, . . . , n, denote the values which result at x2 under analytic
continuation of yj(x) along that segment, then for all k 6= j
|yj(x2)− yj(x1)| < |yk(x2)− yj(x1)|.
Do not let yourself be intimidated by these formulae; they are actually less unwieldy than
they appear. On the contrary, they offer an algorithm for analytic continuation without explicit
computation of a monodromy group. A numerical example which demonstrates the practical
use will be provided in the following section.
On the other hand, there is of course still ample room for improvement. We propose to
investigate whether there is, to the same effect, a simpler bound of the form
|x2 − x1| ≤ |an(x1) ·∆y(f(x, y))(x1) · χ(?)|
for some non-constant characteristic factor χ(?).
4. A numerical example
Consider the algebraic function
f(x, y) = y5 − y + x = 0.
A corresponding multivalued evaluation function is not expressible in terms of radicals.
However, if we interpret f(x, y) as a polynomial in y with polynomial coefficients in x, we
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can evaluate [f ](x) numerically by approximating the roots of f(x, y), for example using the
Durand–Kerner method (cf. [2], [4]).
Let us, step by step, apply Theorem 2 to perform analytic continuation of [f ] along the
circle of radius 0.5 around 0.75 from x1 = 1.25 until we return to x1. The algebraic function
f(x, y) = 0 does not have poles at finite x-values, and ramification points of y w.r.t. x at the
roots of
∆y(f(x, y)) = 3125x
4 − 256,
that is at x ≈ 0.534992, x ≈ 0.534992i, x ≈ −0.534992, and x ≈ −0.534992i. Therefore, for all
the points of the circle along which we continue analytically the closest singularity is the one
at x ≈ 0.534992, and thus we must choose ρ smaller than |xj − 0.534992|, j = 1, 2, . . . . The
complicated expression for M reduces to M = 2 max{(|xj |+ ρ) 15 , 1}. For y˜, we obtain
y˜ = max
k
∣∣∣∣ 15yk(xj)4 − 1
∣∣∣∣ .
Table 1 gives an overview of the approximate values of our computation. The result is
depicted in Figure 1.
Re
Im
x1 = x9
x2
x3
x4
x5
x6
x7
x8
y9,1 = y1,1
y9,2 = y1,2
y9,3 = y1,3
y9,4 = y1,4
y1,5 = y9,5
y2,1
y2,2
y2,3
y2,4
y2,5
y3,1
y3,2
y3,3
y3,4
y3,5y4,1
y4,2
y4,3
y4,4
y4,5
y5,1
y5,2
y5,3
y5,4
y5,5
y6,1
y6,2
y6,3
y6,4
y6,5
y7,1
y7,2
y7,3
y7,4
y7,5y8,1
y8,2
y8,3
y8,4
y8,5
Figure 1. Computational analytic continuation of f(x, y) = y5 − y + x = 0 along a circle of
radius 0.5 around 0.75. A plot of xj and yj,k = [f ](xj)k in the complex plane shows how two
branches of y-values permute. The assignment of y-values according to analytic continuation
performed by our algorithm is indicated using arrows. Non-trivial assignments are highlighted
in red. The ramification points of y w.r.t. x are drawn in white.
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0
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7
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4
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)
Table 1. Computational analytic continuation of f(x, y) = y5 − y + x = 0 along a circle of
radius 0.5 around 0.75. Digits in parentheses are truncated before further computation.
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