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Abstract
We give estimates of the distance between the densities of the laws of two functionals F
and G on the Wiener space in terms of the Malliavin-Sobolev norm of F −G. We actually
consider a more general framework which allows one to treat with similar (Malliavin
type) methods functionals of a Poisson point measure (solutions of jump type stochastic
equations). We use the above estimates in order to obtain a criterion which ensures that
convergence in distribution implies convergence in total variation distance; in particular,
if the functionals at hand are absolutely continuous, this implies convergence in L1 of the
densities.
Keywords: integration by parts formulas, Riesz transform, Malliavin calculus, weak conver-
gence, total variation distance.
2000 MSC: 60H07, 60H30.
1 Introduction
In this paper we give estimates of the distance between the densities of the laws of two function-
als F and G on the Wiener space in terms of the Malliavin-Sobolev norm of F −G. Actually,
we consider a slightly more general framework defined in [4] or [5] which allows one to treat
with similar methods functionals of a Poisson point measure (solutions of jump type stochastic
equations). Such estimates may be used in order to study the behavior of a diffusion process
in short time as it is done in [2]. But here we focus on a different application: we use the
above estimates in order to obtain a criterion which guarantees that convergence in distribu-
tion implies convergence in total variation distance; in particular, if the functionals at hand are
absolutely continuous, this implies convergence in L1 of the densities. Moreover, by using some
more general distances, we obtain the convergence of the derivatives of the density functions as
well. The main estimates are given in Theorem 2.1 in the general framework and in Theorem
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2.9 in the case of the Wiener space. The convergence result is given in Theorem 2.8 and, for
the Wiener space, in Theorem 2.15.
The reader interested in the Wiener space case may go directly to Section 2.4. For functionals
on the Wiener space we get one more result which is in between the Bouleau-Hirsch absolute
continuity criterion and the classical criterion of Malliavin for existence and regularity of the
density of the law of a d dimensional functional F : we prove that if F ∈ D2,p with p > d and
P(det σF > 0) > 0 (σF denoting the Malliavin covariance matrix of F ) then, conditionally to
{σF > 0} the law of F is absolutely continuous and the density is lower semi-continuous. This
regularity property implies that the law of F is locally lower bounded by the Lebesgue measure
and this property turns out to be interesting - see the joint paper [3].
In the last years number of results concerning the weak convergence of functionals on the
Wiener space using Malliavin calculus and Stein’s method have been obtained by Nourdin,
Peccati, Nualart and Poly, see [14], [15] and [17]. In particular in [14] and [17] the authors
consider functionals living in a finite (and fixed) direct sum of chaoses and prove that, under
a very weak non degeneracy condition, the convergence in distribution of a sequence of such
functionals implies the convergence in total variation. Our initial motivation was to obtain
similar results for general functionals: we consider a sequence of d dimensional functionals
Fn, n ∈ N, which is bounded in D3,p for every p ≥ 1. Under a very weak non degeneracy
condition (see (2.33)) we prove that the convergence in distribution of such a sequence implies
the convergence in the total variation distance. Moreover we prove that if a sequence Fn, n ∈ N,
is bounded in every D3,p, p ≥ 1, limn Fn = F in L2 and det σF > 0 a.s., then limn Fn = F
in total variation. Recently, Malicet and Poly [13] have proved an alternative version of this
result: if limn Fn = F in D
1,2 and det σF > 0 a.s. then the convergence takes place in the total
variation distance.
The paper is organized as follows. In Section 2.1, following [4], we introduce an abstract
framework which permits to obtain integration by parts formulas. In Section 2.2 we give the
main estimate (the distance between two density functions) in this framework and in Section 2.3
we obtain the convergence results. In Section 2.4 we come back to the Wiener space framework,
so here the objects and the notations are the standard ones from Malliavin calculus (we refer
to Nualart [16] for the general theory). Section 3 is devoted to the proof of the main estimate,
that is of Theorem 2.1. Finally, in Section 4 we illustrate our convergence criterion with an
example of jump type equation coming from [4].
2 Main results
2.1 Abstract integration by parts framework
In this section we briefly recall the construction of integration by parts formulas for functionals
of a finite dimensional noise which mimic the infinite dimensional Malliavin calculus as done in
[4] and [5]. We are going to introduce operators that represent the finite dimensional variant
of the derivative and the divergence operators from the classical Malliavin calculus - and as an
outstanding consequence all the constants which appear in the estimates do not depend on the
dimension of the noise. So, given some constants ci ∈ R, i = 1, ..., m we denote by C(c1, ..., cm)
the family of universal constants which depend on ci, i = 1, ..., m only. So C ∈ C(c1, ..., cm)
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means that C depends on ci, i = 1, ..., m but on nothing else in the statement. This is crucial
in the following theorems.
On a probability space (Ω,F ,P) we consider a random variable V = (V1, ..., VJ) which represents
the basic noise. Here J ∈ N is a deterministic integer. For each i = 1, ..., J we consider two
constants −∞ ≤ ai < bi ≤ ∞ that are allowed to reach ∞. We denote
Oi = {v = (v1, ..., vJ) : ai < vi < bi}, i = 1, . . . , J. (2.1)
The basic hypothesis is that the law of V is absolutely continuous with respect to the Lebesgue
measure on RJ and the density pJ is smooth with respect to vi on the set Oi. The natural
example which comes on in the standard Malliavin calculus is the Gaussian law on RJ , in
which ai = −∞ and bi = +∞. But we may also (as an example) take Vi independent random
variables of exponential law and here, ai = 0 and bi =∞.
In order to obtain integration by parts formulas for functionals of V , one performs classical
integration by parts with respect to pJ(v)dv. But in order to nullify the border terms in ai and
bi, it suffices to take into account suitable “weights”
πi : R
J → [0, 1], i = 1, ..., J.
We give the precise statement of the hypothesis. But let us first set up the notations we are
going to use. We set Ck(Rd) the space of the functions which are continuously differentiable up
to order k and C∞(Rd) for functions which are infinitely differentiable. We use the subscripts
p, resp. b, to denote functions having polynomial growth, resp. bounded, together with their
derivatives, and this gives Ckp (R
d), C∞p (R
d), Ckb (R
d) and C∞b (R
d). For k ∈ N and for a multi
index α = (α1, ..., αk) ∈ {1, ..., d}k we denote |α| = k and ∂αf = ∂xα1 ...∂xαkf . The case k = 0
is allowed and gives ∂αf = f . We also set N
∗ = N \ {0}.
So, throughout this paper, we assume the following assumption does hold.
Assumption. The law of the vector V = (V1, ..., VJ) is absolutely continuous with respect to the
Lebesgue measure on RJ and we denote with pJ the density; we assume that pJ has polynomial
growth. We also assume that
(H0) for all i ∈ {1, . . . , J}, 0 ≤ πi ≤ 1, πi ∈ C∞b and there exist −∞ ≤ ai < bi ≤ +∞ such
that, with Oi defined in (2.1), {πi > 0} ⊂ Oi;
(H1) the set {pJ > 0} is open in RJ and on {pJ > 0} we have ln pJ ∈ C∞.
We define now the functional spaces and the differential operators.
 Simple functionals. A random variable F is called a simple functional if there exists
f ∈ C∞p (RJ) such that F = f(V ). We denote through S the set of simple functionals.
 Simple processes. A simple process is a random variable U = (U1, . . . , UJ) in R
J such that
Ui ∈ S for each i ∈ {1, . . . , J}. We denote by P the space of the simple processes. On P we
define the scalar product
〈·, ·〉 : P × P → S, (U, V ) 7→ 〈U, V 〉J =
J∑
i=1
UiVi.
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 The derivative operator. We define D : S → P by
DF := (DiF )i=1,...,J ∈ P where DiF := πi(V )∂if(V ). (2.2)
 The divergence operator. Let U = (U1, . . . , UJ) ∈ P, so that Ui ∈ S and Ui = ui(V ), for
some ui ∈ C∞p (RJ), i = 1, . . . , J . We define δ : P → S by
δ(U) =
J∑
i=1
δi(U), with δi(U) := −(∂vi(πiui) + πiui1Oi∂vi ln pJ)(V ), i = 1, . . . , J. (2.3)
Clearly, both D and δ depend on π so a correct notation should be Dπ and δπ. Since here the
weights πi are fixed, we do not mention them in the notation.
 The Malliavin covariance matrix. For F ∈ Sd, the Malliavin covariance matrix of F is
defined by
σk,k
′
F = 〈DF k, DF k
′〉J =
J∑
j=1
DjF
kDjF
k′, k, k′ = 1, . . . , d.
We also denote
γF (ω) = σ
−1
F (ω), ω ∈ {det σF > 0}.
 The Ornstein Uhlenbeck operator. We define L : S → S by
L(F ) = δ(DF ). (2.4)
 Higher order derivatives and norms. Let α = (α1, . . . , αk) be a multi-index, with
αi ∈ {1, . . . , J}, for i = 1, . . . , k and |α| = k. For F ∈ S, we define recursively
D(α1,...,αk)F = Dαk(D(α1,...,αk−1)F ) and D
(k)F =
(
D(α1,...,αk)F
)
αi∈{1,...,J}
. (2.5)
We set D(0)F = F and we notice that D(1)F = DF . Remark that D(k)F ∈ RJ⊗k and conse-
quently we define the norm of D(k)F as
|D(k)F | =
( J∑
α1,...,αk=1
|D(α1,...,αk)F |2
)1/2
. (2.6)
Moreover, we introduce the following norms for simple functionals: for F ∈ S we set
|F |1,l =
l∑
k=1
|D(k)F | =
l∑
k=0
|D(k)F |, |F |l = |F |+ |F |1,l (2.7)
and for F = (F 1, . . . , F d) ∈ Sd, |F |1,l =
∑d
r=1 |F r|1,l and |F |l =
∑d
r=1 |F r|l. Finally, for
U = (U1, . . . , UJ) ∈ P, we set D(k)U = (D(k)U1, . . . , D(k)UJ ) and we define the norm of D(k)U
as
|D(k)U | =
( J∑
i=1
|D(k)Ui|2
)1/2
.
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We allow the case k = 0, giving |U | = 〈U, U〉1/2J . Similarly to (2.7), we set |U |l =
∑l
k=0 |D(k)U |.
 Localization functions. As it will be clear in the sequel we need to introduce some
localization random variables as follows. Consider a random variable Θ ∈ S taking values on
[0, 1] and set
dPΘ = ΘdP.
PΘ is a non negative measure (but generally not a probability measure) and we set EΘ the
expectation (integral) w.r.t. PΘ. For F ∈ S, we define
‖F‖p,Θ = EΘ(|F |p)1/p
and
‖F‖p1,l,p,Θ = EΘ(|F |p1,l) and ‖F‖pl,p,Θ = ‖F‖pp,Θ + ‖F‖p1,l,p,Θ. (2.8)
that is ‖·‖p,Θ and ‖·‖l,p,Θ are the standard Lp respectively Sobolev norms in Malliavin calculus
with P replaced by the localized measure PΘ. Notice also that ‖F‖p1,l,p,Θ does not take into
account the Lp norm of F itself but only of the derivatives of F. This is the motivation of
considering this norm.
Since |F |0 = |F |, one has ‖F‖0,p,Θ = ‖F‖p,Θ. In the case Θ = 1 we come back to the standard
notation: ‖F‖p = E(|F |p) and
‖F‖p1,l,p = E(|F |p1,l) and ‖F‖pl,p = E(|F |p + |F |p1,l). (2.9)
Notice also that since Θ ≤ 1 we have
‖F‖1,l,p,Θ ≤ ‖F‖1,l,p and ‖F‖l,p,Θ ≤ ‖F‖l,p. (2.10)
For p ∈ N we set
mq,p(Θ) := 1 ∨ ‖ lnΘ‖1,q,p,Θ. (2.11)
Since Θ > 0 almost surely with respect to PΘ the above quantity makes sense.
We will work with localization random variables of the following specific form. For a > 0, set
ψa, φa : R→ R+ as follows:
ψa(x) = 1|x|≤a + exp
(
1− a2
a2−(|x|−a)2
)
1a<|x|<2a,
φa(x) = 1|x|≥a + exp
(
1− a2
(2|x|−a)2
)
1a/2<|x|<a.
(2.12)
The function ψa is suited to localize around zero and φa is suited to localize far from zero.
Then ψa, φa ∈ C∞b (R), 0 ≤ ψa ≤ 1, 0 ≤ φa ≤ 1 and we have the following property: for every
p, k ∈ N there exists a universal constant Ck,p such that for every x ∈ R+
ψa(x)
∣∣(lnψa)(k)(x)∣∣p ≤ Ck,p
apk
and φa(x)
∣∣(lnφa)(k)(x)∣∣p ≤ Ck,p
apk
. (2.13)
We consider now Θi ∈ S and ai > 0, i = 1, ..., l + l′ and define
Θ =
l∏
i=1
ψai(Θi)×
l+l′∏
i=l+1
φai(Θi). (2.14)
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As an easy consequence of (2.13) we obtain
mq,p(Θ) ≤ 1 ∨ ‖ lnΘ‖1,q,p,Θ ≤ 1 ∨ Cp,q
l+l′∑
i=1
1
aqi
‖Θi‖1,q,p,Θ. (2.15)
In particular, if ‖Θi‖1,q,p <∞, i = 1, ..., l + l′ then
mq,p(Θ) ≤ 1 + Cp,q
l+l′∑
i=1
1
aqi
‖Θi‖1,q,p <∞. (2.16)
Moreover, given some q ∈ N, p ≥ 1 we denote
Uq,p,Θ(F ) := max{1,EΘ((det σF )−p)(‖F‖1,q+2,p,Θ + ‖LF‖q,p,Θ)}. (2.17)
In the case Θ = 1 we have mq,p(Θ) = 1 and
Uq,p(F ) := max{1,E((det σF )−p)(‖F‖1,q+2,p + ‖LF‖q,p)}. (2.18)
Notice that Uq,p,Θ(F ) and Uq,p(F ) do not involve the L
p norm of F but only of its derivatives
and of LF.
We are now able to state the main result in our paper.
Theorem 2.1. Let q ∈ N∗. We consider the localization random variable Θ defined in (2.14)
and we assume that for every p ∈ N one has ‖Θi‖q+2,p < ∞, i = 1, ..., l + l′. In particular
mq+2,p(Θ) <∞. Let Uq,p,Θ(F ) be as in (2.17).
A. Let F ∈ Sd be such that Uq,p,Θ(F ) < ∞ for every p ∈ N. Then under PΘ the law of F is
absolutely continuous with respect to the Lebesgue measure. We denote by pF,Θ its density and
we have pF,Θ ∈ Cq−1(Rd). Moreover there exist C, a, b, p ∈ C(q, d) such that for every y ∈ Rd
and every multi index α = (α1, ..., αk) ∈ {1, ..., d}k, k ∈ {0, ..., q} one has
|∂αpF,Θ(y)| ≤ CUaq,p,Θ(F )×maq+2,p(Θ)×
(
PΘ(|F − y| < 2)
)b
. (2.19)
B. Let F,G ∈ Sd be such that Uq+1,p,Θ(F ),Uq+1,p,Θ(G) < ∞ for every p ∈ N and let pF,Θ and
pG,Θ be the densities of the laws of F respectively of G under PΘ. There exist C, a, b, p ∈ C(q, d)
such that for every y ∈ Rd and every multi index α = (α1, ..., αk) ∈ {1, ..., d}k, 0 ≤ k ≤ q one
has
|∂αpF,Θ(y)− ∂αpG,Θ(y)| ≤ CUaq+1,p,Θ(F )× Uaq+1,p,Θ(G)×maq+2,p(Θ)×
×(PΘ(|F − y| < 2|) + PΘ(|G− y| < 2))b×
× (‖F −G‖q+2,p,Θ + ‖LF − LG‖q,p,Θ) .
(2.20)
Remark 2.2. The above result can be written in the case Θ = 1. Here, mq+2,p(Θ) = 1 and the
quantities ‖F −G‖q+2,p,Θ and ‖LF −LG‖q,p,Θ are replaced by ‖F −G‖q+2,p and ‖LF −LG‖q,p
respectively.
Remark 2.3. Since PΘ(A) ≤ P(A), in (2.19) and (2.20) one can replace PΘ with P.
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Remark 2.4. Estimates (2.19) and (2.20) may be rewritten in terms of the queues of the law
of F and G by noticing that if |y| > 4 then {|F − y| < 2} ⊂ {|F | > |y|/2} and {|G− y| < 2} ⊂
{|G| > |y|/2}. But we can do something else. In fact, by using the Markov inequality, for every
ℓ ≥ 1 and for |y| > 4 we get PΘ(|F − y| < 2) ≤ PΘ(|F | > |y|/2) ≤ C EΘ(|F |ℓ)/(1 + |y|)ℓ, C
denoting a universal constant. And by taking into account also the case |y| ≤ 4, for a suitable
C we have
PΘ(|F − y| < 2) ≤ C 1 ∨ EΘ(|F |
ℓ)
(1 + |y|)ℓ
and similarly for G. Then, the second factors in formulas (2.19) and (2.20) may be written in
terms of the above inequality as follows: for every ℓ ≥ 1 and y ∈ Rd,
|∂αpF,Θ(y)| ≤ CUaq,p,Θ(F )×maq+2,p(Θ)×
(1 + ‖F‖ℓℓ,Θ)b
(1 + |y|)ℓb (2.21)
and
|∂αpF,Θ(y)− ∂αpG,Θ(y)| ≤ CUaq+1,p,Θ(F )× Uaq+1,p,Θ(G)×maq+2,p(Θ)×
×(1 + ‖F‖
ℓ
ℓ,Θ + ‖G‖ℓℓ,Θ)b
(1 + |y|)ℓb ×
× (‖F −G‖q+2,p,Θ + ‖LF − LG‖q,p,Θ) .
(2.22)
The proof of Theorem 2.1 is the main effort in our paper and it is postponed for Section 3 (see
Proposition 3.8 C. and Theorem 3.10).
As a consequence of Theorem 2.1 we obtain the following regularization result. Let γδ be the
density of the centred normal law of covariance δ × I on Rd. Here δ > 0 and I is the identity
matrix.
Lemma 2.5. There exist some universal constants C, p, a ∈ C(d) such that for every ε > 0, δ >
0 and every F ∈ Sd one has
|E(f(F ))− E(f ∗ γδ(F ))| ≤ C ‖f‖∞
(
P(σF < ε) +
√
δ
εp
(1 + ‖F‖3,p + ‖LF‖1,p)a
)
(2.23)
for every bounded and measurable f : Rd → R. Moreover, for if f ∈ L1(Rd)
|E(f(F ))− E(f ∗ γδ(F ))| ≤ C(‖f‖∞+‖f‖1)
(
P(σF < ε)+
√
δ
εp
(1+‖F‖1,3,p+‖LF‖1,p)a
)
(2.24)
Notice that in the r.h.s. of (2.24) ‖F‖3,p is replaced by ‖F‖1,3,p so ‖F‖p is not involved. The
price to be payed is that we have to replace ‖f‖∞ with ‖f‖∞ + ‖f‖1.
Proof. Along this proof C denotes a constant in C(d) which may change from a line to another.
We construct the localization random variable Θε = φε(det σF ) with φε given in (2.12). By
(2.15) for every p ≥ 1
mq,p(Θε) ≤ C
εq
‖ detσF‖q,p,Θε ≤
C
εq
‖F‖d1,q+1,p. (2.25)
7
We fix δ ∈ (0, 1) and we define Fδ = F + δ∆ where ∆ is a standard Gaussian random variable
independent of V.We will use the result in Theorem 2.1, here not with respect to V = (V1, ..., VJ)
but with respect to (V,∆) = (V1, ..., VJ ,∆). The Malliavin covariance matrix of F with respect
to (V,∆) is the same as the one with respect to V (because F does not depend on ∆) so on
the set {Θε 6= 0} we have det σF ≥ ε. We denote by σFδ the Malliavin covariance matrix of Fδ
computed with respect to (V,∆). We have 〈σFδξ, ξ〉 = δ |ξ|2 + 〈σF ξ, ξ〉 . By Lemma 7-29, pg 92
in [8], for every symmetric non negative defined matrix Q one has
1
detQ
≤ C1
∫
Rd
|ξ|d e−〈Qξ,ξ〉dξ ≤ C2 1
detQ
where C1 and C2 are universal constants. Using these two inequalities we obtain det σFδ ≥
1
C
det σF ≥ 1C ε on the set Θε > 0. So for ε ∈ (0, 1) we have
‖(det σF )−1‖p,Θε + ‖(det σFδ)−1‖p,Θε ≤ Cε−1.
It is also easy to check that
‖Fδ‖1,3,p,Θε + ‖LFδ‖1,p,Θε ≤ C(1 + ‖F‖1,3,p,Θε + ‖LF‖1,p,Θε)
so finally we obtain
U1,p,,Θε(F ) + U1,p,,Θε(Fδ) ≤ C(1 + ε−p(‖F‖1,3,p,Θε + ‖LF‖1,p,Θε))
≤ C(1 + ε−p(‖F‖1,3,p + ‖LF‖1,p)).
By using (2.25), we apply Theorem 2.1 and we obtain
|pF,Θε(y)− pFδ,Θε(y)| ≤ C(1 + ε−p(‖F‖1,3,p + ‖LF‖1,p))a × (2.26)
× (‖F − Fδ‖2,p + ‖LF − LFδ‖0,p) .
The r.h.s. of the above inequality does not depend on y, so its integral over Rd is infinite. In
order to obtain a finite integral we use inequality (2.22) discussed in Remark 2.4 with ℓ large
enough: we may find C, p, a, b ∈ C(d) such that
|pF,Θε(y)− pFδ,Θε(y)| ≤ C(1 + ε−p(‖F‖3,p + ‖LF‖1,p))a ×
1
(1 + |y|)2d × (2.27)
× (‖F − Fδ‖2,p + ‖LF − LFδ‖0,p) .
But now ‖F‖p comes on and this is why we have to replace ‖F‖1,3,p by ‖F‖3,p .
Moreover one can easily check using directly the definitions that
‖F − Fδ‖2,p + ‖LF − LFδ‖0,p ≤ Cδ1/2.
So finally we obtain
|pF,Θε(y)− pFδ,Θε(y)| ≤
C
(1 + |y|)2dεp (1 + ‖F‖3,p + ‖LF‖1,p))
a ×
√
δ. (2.28)
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We are now ready to start the proof of our Lemma. We take f ∈ C(Rd) with ‖f‖∞ < ∞ and
we write
E(f(F ))− E(f ∗ γδ(F )) =E(f(F ))− E(f(Fδ))
=
[
E(f(F )(1−Θε))− E(f(Fδ)(1−Θε))
]
+
+
[
E(f(F )Θε)− E(f(Fδ)Θε)
]
=:I(δ, ε) + J(δ, ε).
We have
|I(δ, ε)| ≤ 2 ‖f‖∞ E(|1−Θε|) ≤ 2 ‖f‖∞ P(det σF < ε).
We use (2.28) in order to obtain
|J(δ, ε)| = |EΘε(f(F ))− EΘε(f(Fδ))|
=
∣∣∣∣
∫
f(x)(pF,Θε(x)− pFδ,Θε(x))dx
∣∣∣∣ ≤ ‖f‖∞
∫
|pF,Θε(x)− pFδ,Θε(x)| dx
≤ C
εp
‖f‖∞ (1 + ‖F‖3,p + ‖LF‖1,p))a ×
√
δ ×
∫
1
(1 + |y|)2ddy
and (2.23) follows. We write now
|J(δ, ε)| =
∣∣∣∣
∫
f(x)(pF,Θε(x)− pFδ,Θε(x))dx
∣∣∣∣
≤ ‖pF,Θε − pFδ,Θε‖∞ ‖f‖1 .
Using (2.26) we obtain (2.24). 
2.2 Distances and basic estimate
In this section we discuss the convergence in the total variation distance defined by
dTV (F,G) = sup{|E(f(F ))− E(f(G))| : ‖f‖∞ ≤ 1}
The convergence in this distance is related to the convergence of the densities of the laws:
given a sequence of random variables Fn ∼ pn(x)dx and F ∼ p(x)dx then dTV (Fn, F ) → 0 is
equivalent to
lim
n
∫
|p(x)− pn(x)| dx = 0.
We also consider the Fortet-Mourier distance defined by
dFM(F,G) = sup{|E(f(F ))− E(f(G))| : ‖f‖∞ + ‖∇f‖∞ ≤ 1}
and the Wasserstein distance
dW (F,G) = sup{|E(f(F ))− E(f(G))| : ‖∇f‖∞ ≤ 1}.
The convergence in dW is equivalent to the convergence in distribution plus the convergence
of the first order moments. Clearly dFM(F,G) ≤ dW (F,G) so convergence in distribution
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plus the convergence of the first order moments implies convergence in dFM . One also has
dFM(F,G) ≤ dTV (F,G). The aim of this section is to prove a kind of converse type inequality.
We will be interested in a larger class of distances that we define now. For f ∈ Cmb (Rd) we
denote
‖f‖m,∞ = ‖f‖∞ +
∑
1≤|α|≤m
‖∂αf‖∞ .
Then we define
dm(F,G) = sup{|E(f(F ))− E(f(G))| : ‖f‖m,∞ ≤ 1}. (2.29)
So
dFM = d1 and dTV = d0.
Our basic estimate is the following. For F ∈ Sd we denote
Al(F ) := ‖F‖3,l + ‖LF‖1,l (2.30)
Theorem 2.6. Let k ∈ N. There exist universal constants C, l, b ∈ C(d, k) such that for every
F,G ∈ Sd with Ap(F ), Ap(G) <∞, ∀p ∈ N, and every ε > 0 one has
d0(F,G) ≤ C
εb
(1 + Al(F ) + Al(G))
bd
1
k+1
k (F,G)+
+CP(det σF < ε) + CP(det σG < ε).
(2.31)
Proof. Let δ > 0 and let f ∈ C(Rd) with ‖f‖∞ ≤ 1. Since ‖f ∗ γδ‖k,∞ ≤ Cδ−k/2 we have
|E(f ∗ γδ(F ))− E(f ∗ γδ(G))| ≤ Cδ−k/2dk(F,G).
Then using (2.23)
|E(f(F ))− E(f(G))| ≤ Cδ−k/2dk(F,G) + CP(detσF < ε) + CP(det σG < ε) +
+
Cδ1/2
εp
(1 + Al(F ) + Al(G))
a.
We optimize over δ: we take
δ(k+1)/2 = dk(F,G)
( 1
εp
(1 + Al(F ) + Al(G))
a
)−1
.
We insert this in the previous inequality and we obtain (2.31). 
2.3 Convergence results
In the previous sections we considered a functional F ∈ Sd with S associated to a certain
random variable V = (V1, ..., VJ). So F = f(V ). But the estimates that we have obtained are
estimates of the law and so it is not necessary that the random variables at hand are functionals
of the same V. We may have F = f(V ) and F = f(V ) with V = (V 1, ..., V J). Having this in
mind, for a fixed random variable V = (V1, ..., VJ) we denote by S(V ) = {F = f(V ) : f ∈
10
C∞b (R
J)} the space of the simple functionals associated to V.We denote by σF (V ) the Malliavin
covariance matrix and
Ap(V, F ) := ‖F‖3,p + ‖LF‖1,p .
Here the norms ‖F‖q,l and the operator LF are defined as in (2.7) and (2.4) with respect to V .
In the following we will work with a sequence (Fn)n∈N of d dimensional functionals Fn =
(Fn,1, ..., Fn,d). For each n, Fn,i ∈ S(V(n)), i = 1, ..., d for some random variables V(n) =
(V(n),1, ..., V(n),Jn). We will use the following two assumptions. First, we consider a regular-
ity assumption:
F p := sup
n
Ap(V(n), Fn) <∞, ∀p ≥ 1. (2.32)
The second one is a (very weak) non degeneracy hypothesis:
lim
ε→0
η(ε) = 0 with η(ε) := lim sup
n
P(det σFn(V(n)) ≤ ε) (2.33)
One has
Lemma 2.7. Let F p be as in (2.32). If F 1 <∞ then (2.33) is equivalent to
lim
ε→0
η(ε) = 0 with η(ε) := lim sup
n
P(λ(Fn) ≤ ε) (2.34)
where λ(Fn) is the smaller eigenvalue of σFn(V(n)).
Proof. The statement is trivial for d = 1, so we consider the case d > 1. Since det σFn(V(n)) ≥
λd(Fn) we have P(det σFn(V(n)) ≤ ε) ≤ P(λ(Fn) ≤ ε1/d) so that η(ε) ≤ η(ε1/d). If γ(Fn) is the
largest eigenvalue of σFn(V(n)) then det σFn(V(n)) ≤ λ(Fn)γd−1(Fn) so that
P(λ(Fn) ≤ ε) ≤ P(det σFn(V(n)) ≤ εγd−1(Fn))
≤ P(γd−1(Fn) ≥ ε−1/2) + P(det σFn(V(n)) ≤ ε1/2)
But γ(Fn) ≤ |DFn|2, so
P(γd−1(Fn) ≥ ε−1/2) ≤ ε
1
4(d−1)E(|DFn|) ≤ ε
1
4(d−1) F 1.
We conclude that η(ε) ≤ ε 14(d−1)F 1 + η(ε1/2). 
Theorem 2.8. We consider a sequence of functionals Fn = (Fn,1, ..., Fn,d) ∈ Sd(V(n)) and
we assume that (2.32) and (2.33) hold. Suppose also that limn Fn = F in distribution and
limn E(Fn) = E(F ). Then
lim
n
dTV (F, Fn) = 0. (2.35)
In particular if the laws of F and Fn are absolutely continuous with density pF and pFn respec-
tively, then
lim
n
∫
|pF (x)− pFn(x)| dx = 0.
Proof. Using (2.31) with k = 1 we may find some C, l, b ∈ C(d, k) such that for every n,m ∈ N
d0(Fn, Fm) ≤ C
εb
(1 + F l)
b d
1/2
1 (Fn, Fm) + CP(det σFn(V(n)) < ε) + CP(det σFm(V(m)) < ε).
Since limn Fn = F in law then lim supn,m→∞ d1(Fn, Fm) = 0, so that lim supn,m→∞ d0(Fn, Fm) ≤
Cη(ε). This is true for every ε > 0. So using (2.33) we obtain lim supn,m→∞ d0(Fn, Fm) = 0. 
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2.4 Functionals on the Wiener space
Let (Ω,F ,P) be a probability space where a Brownian motion W = (W 1, ...,WN) is defined.
We briefly recall the main notations in Malliavin calculus, for which we refer to Nualart [16]. We
denote by Dm,p the space of the random variables which are m times differentiable in Malliavin
sense in Lp and for a multi-index α = (α1, . . . , αk) ∈ {1, . . . , N}k, k ≤ m, we denote by DαF
the Malliavin derivative of F corresponding to the multi-index α. Moreover we define
|D(k)F |2 =
∑
|α|=k
∫
[0,1)k
∣∣Dαs1,...,skF ∣∣2 ds1, . . . dsk and |F |2m = |F |2 +
m∑
k=1
|D(k)F |2. (2.36)
So, Dm,p is the closure of the space of the simple functionals with respect to the Malliavin
Sobolev norm
‖F‖pm,p = E
(|F |pm) (2.37)
We set Dm,∞ = ∩p≥1Dm,p and D∞ = ∩m≥1Dn,∞. Moreover, for F ∈ (D1,2)d, we let σF denote
the Malliavin covariance matrix associated to F :
σi,jF = 〈DF i, DF j〉 =
N∑
k=1
∫ 1
0
DksF
iDksF
jds, i, j = 1, . . . , d.
If σF is invertible, we denote through γF the inverse matrix. Finally, as usual, the notation
L will be used for the Ornstein-Uhlenbeck operator and we recall that the Meyer inequality
asserts that ‖LF‖m,p ≤ Cm,p‖F‖m+2,p, for F ∈ (Dm+2,∞)d.
Our aim is to rephrase the results from the previous sections in the framework of the Wiener
space considered here. We introduce first the localization random variableΘ.We consider some
random variables Θi and some numbers ai > 0, i = 1, ..., l + l
′ and we define
Θ =
l∏
i=1
ψai(Θi)×
l+l′∏
i=l+1
φai(Θi). (2.38)
with ψai , φai defined in (2.12). Following what developed in Section 2.1, we define
dPΘ = ΘdP
and
‖F‖pp,Θ = EΘ(|F |p) and ‖F‖pl,p,Θ = EΘ(|F |pl ). (2.39)
In the case Θ = 1 we have ‖F‖p,Θ = ‖F‖p and ‖F‖l,p,Θ = ‖F‖l,p. Moreover, given some
q ∈ N, p ≥ 1, we denote
mq,p(Θ) := 1 ∨ ‖ lnΘ‖q,p,Θ
and
Uq,p,Θ(F ) := max{1,EΘ((det σF )−p)(‖F‖q+2,p,Θ + ‖LF‖q,p,Θ)}. (2.40)
In the case Θ = 1 we have mq,p(Θ) = 1 and
Uq,p(F ) := max{1,E((det σF )−p)(‖F‖q+2,p + ‖LF‖q,p)} (2.41)
≤ Cmax{1,E((det σF )−p) ‖F‖q+2,p}
the last inequality being a consequence of Meyer’s inequality.
We rephrase now Theorem 2.1:
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Theorem 2.9. Let q ∈ N∗. We consider the localization random variable Θ defined in (2.38)
and we assume that for every p ∈ N one has ‖Θi‖q+2,p < ∞, i = 1, ..., l + l′. In particular
mq+2,p(Θ) <∞.
A. Let F ∈ (Dq+2,∞)d be such that Uq,p,Θ(F ) < ∞. Then under PΘ the law of F is absolutely
continuous with respect to the Lebesgue measure. We denote by pF,Θ its density and we have
pF,Θ ∈ Cq−1(Rd). Moreover there exist C, a, b, p ∈ C(q, d) such that for every y ∈ Rd and every
multi index α = (α1, ..., αk) ∈ {1, ..., d}k, k ∈ {0, ..., q} one has
|∂αpF,Θ(y)| ≤ CUaq,p,,Θ(F )×maq+2,p(Θ)×
(
P(|F − y| < 2))b. (2.42)
B. Let F,G ∈ (Dq+2,∞)d be such that Uq+1,p,Θ(F ),Uq+1,p,Θ(G) < ∞ for every p ∈ N and let
pF,Θ and pG,Θ be the densities of the laws of F respectively of G under PΘ. Then there exist
C, a, b, p ∈ C(q, d) such that for every y ∈ Rd and every multi index α = (α1, ..., αk) ∈ {1, 2, ...}k,
0 ≤ k ≤ q one has
|∂αpF,Θ(y)− ∂αpG,Θ(y)| ≤ CUaq+1,p,Θ(F )×Uaq+1,p,Θ(G)×maq+2,p(Θ)×
×(P(|F − y| < 2) + P(|G− y| < 2))b×
× (‖F −G‖q+2,p,Θ + ‖LF − LG‖q,p,Θ) .
(2.43)
Remark 2.10. The arguments used in Remark 2.4 can be applied here: the second factor in
the estimates (2.42) and (2.43) can be replaced, as |y| > 4, with the queue of the law of F and
G. Also, by using the Markov inequality, such factors can be over estimated by means of any
power of (1 + |y|)−1, for every y ∈ Rd.
Proof. One may prove Theorem 2.9 just by repeating exactly the same reasoning as in the
proof of Theorem 2.1: all the arguments are based on the properties of the norms from the
finite dimensional calculus and these properties are preserved in the infinite dimensional case.
However we give here a different proof: we obtain Theorem 2.9 from Theorem 2.1 by using a
convergence argument.
We fix n ≥ 1 and we denote
tkn =
k
2n
and Ikn = (t
k−1
n , t
k
n], with k = 1, . . . , 2
n
and
∆k,in = W
i(tkn)−W i(tk−1n ), i = 1, ..., N,
∆kn = (∆
k,1
n , ...,∆
k,N
n ), ∆n = (∆
1
n, ...,∆
2n
n ).
We define the simple functionals of order n to be the random variables which are smooth
functions of ∆n:
Sn = {F = φ(∆n) : φ ∈ C∞p (RN2
n
)}.
And we define the simple processes of order n by
Pn =
{
U(s) =
N∑
i=1
2n∑
k=1
1Ikn(s)Uk,i : Uk,i ∈ Sn, k = 1, . . . , 2n
}
.
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Our aim now is to identify the “finite dimensional Malliavin calculus” on Sn which gives us
the standard Malliavin calculus on this space. We take the basic random variable V to be
∆n = (∆
k,i
n , k = 1, ..., 2
n, i = 1, ..., n). The random variables ∆k,in are independent and
p∆k,in (y) =
1√
2πhn
e−y
2/2hn , hn =
1
2n
.
In particular, with y = (yk,i)i=1,...,N,k=1,...,2n we have p∆n(y) =
∏N
i=1
∏2n
k=1 p∆k,in (yk,i) and
∂yk,i ln p∆n(y) =
yk,i
hn
.
We take the weights πk,i = 2
−n/2. Let F ∈ Sn ⊂ D∞. We recall that in the first section we have
defined the first order derivatives by
Dk,iF = πk,i × ∂F
∂∆k,in
and we used the norm
|DF |21 =
N∑
i=1
2n∑
k=1
|Dk,iF |2 =
N∑
i=1
2n∑
k=1
π2k,i ×
∣∣∣∣ ∂F∂∆k,in
∣∣∣∣
2
=
N∑
i=1
2n∑
k=1
1
2n
1Ikn(s)
∣∣DisF ∣∣2 =
N∑
i=1
∫ 1
0
∣∣DisF ∣∣2 ds
where DisF is the standard Malliavin derivative. Similar identification holds for the norms of
higher order derivatives. Moreover we recall that we defined
LF = δ(DF ) = −
N∑
i=1
2n∑
k=1
(∂∆k,in (πk,iDk,iF ) + πk,iDk,iF∂∆k,in (ln p∆n)(∆n)
= −
N∑
i=1
2n∑
k=1
1
2n
∂2
∆k,in
F +
N∑
i=1
2n∑
k=1
1
2n
∂∆k,in F
∆k,i
2−n
= −
N∑
i=1
2n∑
k=1
1
2n
∂2
∆k,in
F +
N∑
i=1
2n∑
k=1
∂∆k,in F ×∆k,i
and this is the Ornstein Uhlenbeck operator from the standard Malliavin calculus. We conclude
that the finite dimensional Malliavin calculus and the standard Malliavin calculus coincide for
simple functionals in Sn.
We come now back to the proof of Theorem 2.9 . We take Fn, Gn,Θn,i ∈ Sn, n ∈ N, i = 1, ..., l+l′
which approximate F,G,Θi ∈ Dq+2,∞, i = 1, ..., l+ l′.We use Theorem 2.1 for them and then we
pass to the limit in order to obtain the conclusion in Theorem 2.9. The fact that the constants
which appear in Theorem 2.1 belong to C(q, d), so do not depend on n ∈ N, plays here a crucial
role. 
We give now a regularity property which is an easy consequence of the above theorem.
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Theorem 2.11. A. Let F ∈ D2,p, p > d such that P(det σF > 0) > 0. Then, conditionally to
{det σF > 0}, the law of F is absolutely continuous with respect to the Lebesgue measure and
the density is lower semi-continuous.
B. In particular the law of F is locally lower bounded by the Lebesgue measure λ in the following
sense: there exist an open set D ⊂ Rd and some δ > 0 such that for every Borel set A
P(F ∈ A) ≥ δλ(A ∩D).
Remark 2.12. . The celebrated theorem of Bouleau and Hirsch [9] says that if F ∈ D1,2 then,
conditionally to {det σF > 0}, the law of F is absolutely continuous. So it requires much less
regularity than us. But the new fact is that the conditional density is lower semi-continuous
and in particular is locally lower bounded by the Lebesgue measure. This last property turns out
to be especially interesting - see the joint paper [3].
Proof. For ε > 0 we consider the localization function ψε defined in (2.12) and we denote
Θε = ψε(det σF ). By Theorem 2.9 we know that under PΘε the law of F is absolutely continuous
and has a continuous density pΘε. Let A be a Borel set with λ(A) = 0 where λ is the Lebesgue
measure. Since Θε ↑ Θ := 1{det σF>0} we have
PΘ(F ∈ A) = P{det σF>0}(F ∈ A) =
1
P(det σF > 0)
E(1{F∈A} ×Θ)
=
1
P(det σF > 0)
lim
ε→0
E(1{F∈A} ×Θε) = 0.
So we may find pΘ such that
E(f(F )Θ) =
∫
f(x)pΘ(x)dx.
For f ≥ 0 we have∫
f(x)pΘε(x)dx = E(f(F )Θε) ≤ E(f(F )Θ) =
∫
f(x)pΘ(x)dx,
so that pΘ ≥ pΘε a.e. This implies that pΘ ≥ supε>0 pΘε. We claim that
pΘ = sup
ε>0
pΘε
which gives that pΘ is lower semi-continuous. In fact, set A = {x : pΘ(x) > supε>0 pΘε(x)}. If
λ(A) > 0 then we may find δ > 0 such that λ(Aδ) > 0 withAδ = {x : pΘ(x) > δ+supε>0 pΘε(x)}.
Then ∫
Aδ
pΘ(x)dx = P{det σF>0}(F ∈ Aδ) =
1
P(det σF > 0)
lim
ε→0
E(1{F∈Aδ} ×Θε)
= lim
ε→0
∫
Aδ
pΘε(x)dx ≤
∫
Aδ
(pΘ(x)− δ)dx
and this would give λ(Aδ) = 0.
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The assertion B is immediate: since pΘ = supε>0 pΘε is not identically null we may find ε > 0
and x0 ∈ Rd such that pΘε(x0) > 0. And since pΘε is a continuous function we may find r, δ > 0
such that pΘε(x) ≥ δ for x ∈ Br(x0). It follows that
P(F ∈ A) ≥ P({F ∈ A} ∩ {F ∈ Br(x0)} ∩ {σF > 0})
= P(σF > 0)
∫
A∩Br(x0)
pΘ(x)dx
≥ P(σF > 0)
∫
A∩Br(x0)
pΘε(x)dx ≥ δP(σF > 0)λ(A ∩ Br(x0)).

We rephrase now other consequences of Theorem 2.9. We begin with the regularization Lemma
2.5. We recall that γδ is the centred Gaussian density with variance δ > 0.
Lemma 2.13. There exist some universal constants C, p, a ∈ C(d) such that for every ε >
0, δ > 0 and every F ∈ (D3,∞)d one has
|E(f(F ))− E(f ∗ γδ(F ))| ≤ C ‖f‖∞
(
P(σF < ε) +
√
δ
εp
(1 + ‖F‖3,p)a
)
(2.44)
for every f ∈ Cb(Rd).
Proof. The proof is identical with the one of Lemma 2.5 so we skip it (an approximation
procedure may also been used). We mention that due to Meyer’s inequalities ‖LF‖1,p does no
more appear here. 
We consider now the distances dm defined in (2.29) and we rewrite Theorem 2.6:
Theorem 2.14. Let k ∈ N. There exist universal constants C, p, b ∈ C(d, k) such that for every
F,G ∈ (D3,∞)d and every ε > 0 one has
d0(F,G) ≤ C
εb
(1 + ‖F‖3,p + ‖G‖3,p‖)bd
1
k+1
k (F,G) + CP(det σF < ε) + CP(det σG < ε). (2.45)
Proof. The proof is identical with the one of Theorem 2.6 so we skip it. 
We give now the convergence results.
Theorem 2.15. We consider a sequence of functionals Fn = (Fn,1, ..., Fn,d) ∈ (D3,∞)d, n ∈ N
and we assume that
i) supn ‖Fn‖3,p <∞, ∀p ≥ 1,
ii) lim sup
ε→0
lim sup
n→∞
P(det σFn < ε) = 0.
(2.46)
Suppose also that limn Fn = F in distribution and limn E(Fn) = E(F ). Then
lim
n
dTV (F, Fn) = 0.
In particular if the laws of F and Fn are absolutely continuous with densities pF and pFn then
lim
n
∫
|pF (x)− pFn(x)| dx = 0.
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Proof. The proof is identical with the one of Theorem 2.8 so we skip it. 
In the framework of Wiener functionals we are able to obtain one more result:
Corollary 2.16. Let Fn ∈ (D3,∞)d, n ∈ N such that supn ‖Fn‖3,p < ∞ for every p ∈ N.
Consider also F ∈ (D2,2)d such that det σF > 0 almost surely. If limn Fn = F in L2 then
limn Fn = F in dTV .
Proof. We will prove that limn 〈DF in, DF jn〉 = 〈DF i, DF j〉 in probability for every i, j =
1, ..., d. These implies limn det σFn = det σF in probability so that lim supn P(det σFn < ε) ≤
P (detσF < 2ε). And since limε→0 P (detσF > ε) = 1, we obtain (2.46) ii) and this permits to
conclude by applying Theorem 2.15.
We denote by fk, k ∈ N, respectively by fk,n, k ∈ N, the kernels of the chaos expansion of F ,
respectively of Fn. So we have
F =
∞∑
k=0
Ik(fk) and Fn =
∞∑
k=0
Ik(fk,n)
where Ik denotes the multiple integral of order k. For N ∈ N we write F = SN + RN with
SN =
∑N
k=0 Ik(fk) and RN =
∑N
k=N+1 Ik(fk). With similar notations, we set Fn = SN,n+RN,n.
We write ∣∣〈DF in, DF jn〉− 〈DF i, DF j〉∣∣ ≤ (|DF |+ |DFn|)× |D(F − Fn)| .
Since the sequence |DFn| , n ∈ N is bounded in L1 our conclusion follows as soon as we check
that limn |D(F − Fn)| = 0 in probability. We fix ε > 0 and we write
P(|D(F − Fn)| ≥ ε) ≤ P
(
|D(SN − SN,n)| ≥ 1
2
ε
)
+ P
(
|D(RN − RN,n)| ≥ 1
2
ε
)
=: IN,ε,n + JN,ε,n.
Using Chebyshev’s inequality
JN,ε,n ≤ 4
ε2
E |D(RN −RN,n)|2 ≤ 8
ε2
(E |DRN |2 + E |DRN,n|2).
Since E |DIk(fk)|2 = k × k! ‖fk‖2L2[0,T ]k we obtain
E |DRN |2 =
∞∑
k=N+1
k × k! ‖fk‖2L2[0,1]k ≤
1
N + 2
∞∑
k=N+1
(k + 1)× k × k! ‖fk‖2L2[0,1]k
≤ 1
N + 2
E(|D2F |2) ≤ 1
N + 2
‖F‖22,2
and a similar inequality holds for E |DRN,n|2 . We conclude that
JN,ε,n ≤ 8
(N + 2)ε2
(‖F‖2,2 + sup
n
‖Fn‖2,2).
Moreover, since limn ‖F − Fn‖2 = 0 we have limn ‖fk − fk,n‖2L2[0,T ]k = 0 for every k ∈ N and
this implies limn E |D(SN − SN,n)|2 = 0. Finally lim supn IN,ε,n = 0 for each fixed N and ε. So
we obtain
lim sup
n
P(|D(F − Fn)| ≥ ε) ≤ 8
N2ε2
(‖F‖2,2 + sup
n
‖Fn‖2,2).
Since this is true for each N the above limit is null. 
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Remark 2.17. As an immediate consequence of Corollary 2.16 one may obtain the following
result. Let Xt be a diffusion process with coefficients in C
∞
b and suppose that the weak Ho¨rman-
der condition holds in x = X0. Consider also the Euler scheme X
n
t of step
1
n
. Then for every
q ∈ N one has d−q(µXt, µXnt )→ 0. This type of result has already been obtained in [6], [7] and
in [11]: there, under more restrictive assumptions (uniform Ho¨rmander condition) one obtain
the above result and moreover, one gives a development in Taylor series of the error.
3 Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. We are in the framework defined in
Section 2.1 and we use all the notation introduced there. In the following subsection we recall
and develop some basic results concerning integration by parts formulas from [4].
3.1 Integration by parts formulae
By using standard integration by parts formulas, one gets the duality between δ and D and
the standard computation rules (see [4], Proposition 1 and Lemma 1): under our assumption,
for every F ∈ Sd, U ∈ P and φ : Rd → R smooth,
E(〈DF,U〉J) = E(Fδ(U)), (3.1)
Dφ(F ) =
d∑
r=1
∂rφ(F )DF
r, (3.2)
δ(FU) = Fδ(U)− 〈DF,U〉J , (3.3)
Lφ(F ) =
d∑
r=1
∂rφ(F )LF
r −
d∑
r,r′=1
∂r,r′φ(F )〈DF r, DF r′〉J , (3.4)
with the understanding d = 1 in (3.1) and (3.3). Once the above equalities are done, the
integration by parts formulas can be stated (see [4], Theorem 1 and 2):
Theorem 3.1. Let F ∈ Sd be such that
E(|det γF |p) <∞ ∀p ≥ 1, (3.5)
γF denoting the inverse of the Malliavin covariance matrix σF . Then, for every G ∈ S and for
every smooth function φ ∈ C∞b (Rd) one has
E (∂rφ(F )G) = E (φ(F )Hr(F,G)) , r = 1, ..., d, (3.6)
with
Hr(F,G) =
d∑
r′=1
δ(Gγr
′,r
F DF
r′) =
d∑
r′=1
(
Gδ(γr
′,r
F DF
r′)− γr′,rF 〈DF r
′
, DG〉J
)
. (3.7)
Moreover, for every q ∈ N∗ and multi-index β = (β1, . . . , βq) ∈ {1, . . . , d}q then
E (∂βφ(F )G) = E
(
φ(F )Hqβ(F,G)
)
(3.8)
where the weights Hqβ(F,G) are defined recursively by (3.7) if q = 1 and for q > 1,
Hqβ(F,G) = Hβ1
(
F,Hq−1(β2,...,βq)(F,G)
)
. (3.9)
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3.2 Estimates of the weights
In this section we give estimates of the weights Hqα(F,G) appearing in the integration by parts
formulae of Theorem 3.1 using the norms introduced in (2.8). We first deal with useful estimates
for the inverse of the Malliavin covariance matrix. For F ∈ Sd, we set
mF = max
(
1,
1
det σF
)
. (3.10)
Proposition 3.2. A. If F ∈ Sd then ∀l ∈ N one has
|γF |l ≤ Cl,dmF l+1(1 + |F |2d(l+1)1,l+1 ). (3.11)
B. If F, F ∈ Sd then ∀l ∈ N one has
|γF − γF |l ≤ Cl,dml+1F ml+1F (1 + |F |1,l+1 + |F |1,l+1)2d(l+3)
∣∣F − F ∣∣
1,l+1
. (3.12)
Proof. A is proved in [4], Proposition 2. As for B, we use the following estimates proved in
[4] (see Lemma 2 and the proof of Proposition 2):
| 〈DF,DG〉J |l ≤ 2l
∑
l1+l2≤l
|F |1,l1+1|G|1,l2+1, (3.13)
|F ×G|l ≤ 2l
∑
l1+l2≤l
|F |l1|G|l2, (3.14)
|(det σF )−1|l ≤ Cl1ml+1F (1 + |F |2l1d1,l+1), (3.15)
| detσF |l ≤ Cl(1 + |F |2l1d1,l+1) (3.16)
So, by (3.13), we have∣∣∣σr,r′F − σr,r′F
∣∣∣
l
≤ Cl,d
∣∣F − F ∣∣
1,l+1
(|F |1,l+1 +
∣∣F ∣∣
1,l+1
)
and then, by (3.14) and (3.16)
|det σF − det σF |l ≤ Cl,d
∣∣F − F ∣∣
1,l+1
(|F |1,l+1 +
∣∣F ∣∣
1,l+1
)2d−1 (3.17)∣∣∣σ̂r,r′F − σ̂r,r′F
∣∣∣
l
≤ Cl,d
∣∣F − F ∣∣
1,l+1
(|F |1,l+1 +
∣∣F ∣∣
1,l+1
)2d−3,
in which σ̂F denotes the algebraic complement of σF . Then, by using also (3.15)∣∣(det σF )−1 − (det σF )−1∣∣l ≤Cl,d ∣∣(det σF )−1∣∣l ∣∣(det σF )−1∣∣l×
× |det σF − det σF |l
≤Cl,dml+1F ml+1F |F − F |1,l+1
(
1 + |F |1,l + |F |1,l
)2(l+1)d
.
Since γr,r
′
(F ) = (det σF )
−1σ̂r,r
′
(F ), (3.12) follows by using the above estimates. 
We define now
Lγr (F ) =
d∑
r′=1
δ(γr
′,r
F DF
r′) =
d∑
r′=1
(
γr
′,r
F LF
r′ − 〈Dγr′,rF , DF r
′〉). (3.18)
19
Using (3.12) one can easily check that for every l ∈ N
|Lγr (F )|l ≤ Cl,dml+2F
(
1 + |F |2d(l+2)1,l+1 + |L(F )|2l
)
. (3.19)
And by using both (3.12) and (3.18), one immediately gets
|Lγr (F )− Lγr (F )|l ≤ Cl,dQl(F, F )(|F − F |1,l+2 + |L(F − F ))|l), (3.20)
where
Ql(F, F ) = m
l+2
F m
l+2
F
(
1 + |F |2d(l+4)1,l+2 + |L(F )|2l +
∣∣F ∣∣2d(l+4)
1,l+2
+
∣∣L(F )∣∣2
l
)
. (3.21)
For F ∈ Sd, we define the linear operator Tr(F, ·) : S → S, r = 1, ..., d by
Tr(F,G) = 〈DG, (γFDF )r〉 ,
where (γFDF )
r =
∑d
r′=1 γ
r′,r
F DF
r′. Moreover, for a multi-index β = (β1, .., βq) we denote
|β| = q and we define by induction
Tβ(F,G) = Tβq(F, T(β1,...,βq−1)(F,G)).
For l ∈ N and F, F ∈ Sd, we denote
Θl(F ) = m
l
F (1 + |F |2d(l+1)1,l+1 ) and (3.22)
Θl(F, F ) = m
l
Fm
l
F
(
1 + |F |2d(l+2)1,l + |F |2d(l+2)1,l
)
. (3.23)
We notice that Θl(F ) ≤ Θl(F, F ), Θl(F ) ≤ Θl+1(F ) and Θl(F, F ) ≤ Θl+1(F, F ).
Proposition 3.3. Let F, F ∈ Sd and G,G ∈ S. Then for every l ∈ N and for every multi index
β with |β| = q ≥ 1 one has
|Tβ(F,G)|l ≤ CΘql+q(F ) |G|1,l+q (3.24)
and ∣∣Tβ(F,G)− Tβ(F,G)∣∣l ≤ CΘ q(q+1)2l+q (F, F )(1 + |G|1,l+q + |G|1,l+q)q × (3.25)
×(∣∣F − F ∣∣
1,l+q
+
∣∣G−G∣∣
1,l+q
)
where C ∈ C(l, d, q).
Proof. (3.24) follows from [4] (see (26) in the proof of Theorem 3 therein). We prove (3.25)
by recurrence. Hereafter, C denotes a constant in C(l, d, q), possibly varying from a line to
another. For |β| = q = 1 we have∣∣Tr(F,G)− Tr(F ,G)∣∣l ≤ ∣∣G−G∣∣l+1 (|F |1,l+1 + ∣∣F ∣∣1,l+1)(|γF |l + |γF |l) +
+
∣∣F − F ∣∣
1,l+1
(|G|1,l+1 +
∣∣G∣∣
1,l+1
)(|γF |l + |γF |l) +
+ |γF − γF |l (|F |1,l+1 +
∣∣F ∣∣
1,l+1
)(|G|1,l+1 +
∣∣G∣∣
1,l+1
).
Using (3.12), we obtain (3.25). The case |β| = q ≥ 2, easily follows by induction. 
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We can now establish estimates for the weights Hq. For l ≥ 1 and F, F ∈ Sd, we set (with the
understanding | · |0 = | · |)
Al(F ) = m
l+1
F
(
1 + |F |2d(l+2)1,l+1 + |LF |2l−1
)
(3.26)
Al(F, F ) = m
l+1
F m
l+1
F
(
1 + |F |2d(l+3)1,l+1 + |F |2d(l+3)1,l+1 + |LF |2l−1 + |LF |2l−1
)
. (3.27)
Theorem 3.4. A. For l ∈ N and q ∈ N∗ there exists C ∈ C(l, d, q) such that for every F ∈ Sd,
G ∈ S and for every multi-index β = (β1, .., βq)∣∣Hqβ(F,G)∣∣l ≤ CAl+q(F )q|G|l+q, (3.28)
Al+q(F ) being defined in (3.26).
B. There exists C ∈ C(l, d, q) such that for every F, F ∈ Sd , G,G ∈ S and every multi-index
β = (β1, .., βq)∣∣Hqβ(F,G)−Hqβ(F,G)∣∣l ≤ CAl+q(F, F ) q(q+1)2 × (1 + |G|l+q + |G|l+q)q×
×( ∣∣F − F ∣∣
l+q+1
+
∣∣L(F − F )∣∣
l+q−1
+
∣∣G−G∣∣
l+q
)
.
(3.29)
Proof. A. Suppose q = 1 and β = r. Then,
|Hr(F,G)|l ≤ C|G|l|Lγr (F )|l + C|Tr(F,G)|l.
By using (3.19) and (3.24), we can write
|Hr(F,G)|l ≤Cml+2F
(
1 + |F |2d(l+2)1,l+1 + |LF |2l
)|G|l +ml+1F (1 + |F |2d(l+3)1,l+2 )|G|l+1
≤Al+1(F )|G|l+1.
So, the statement holds for q = 1. And for q > 1 it follows by iteration and by using the fact
that Al+1(F ) ≤ Al+q(F ).
B. Suppose q = 1 and β = r. Then,
|Hr(F,G)−Hr(F ,G)|l ≤C
(|Lγr (F )|l|G−G|l + |G|l|Lγr (F )− Lγr (F )|l+
+ |Tr(F,G)− Tr(F ,G)|l
)
.
Now, estimate (3.29) follows by using (3.19) and (3.20), (3.25). In the iteration for q > 1, it
suffices to observe that Al(F ) ≤ Al(F, F ), Al(F ) ≤ Al+1(F ) and Al(F, F ) ≤ Al+1(F, F ). 
3.3 Localized representation formulas for the density
In this section we discuss localized integration by parts formulas with the localization random
variable Θ defined in (2.14). We will use the norms ‖F‖p,Θ and ‖F‖1,l,p,Θ, ‖F‖l,p,Θ defined in
(2.8). We also recall that mq,p(Θ) is defined in (2.11) and that an estimate of this quantity is
given in (2.15).
We give now the integration by parts formula with respect to PΘ (that is, locally) and we study
the regularity of the law starting from the results in [1].
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Once for all, in addition to mq,p(Θ) we define the following quantities: for p ≥ 1, q ∈ N, F ∈ Sd,
SF,Θ(p) = max{1, ‖(det σF )−1‖p,Θ},
QF,Θ(q, p) = 1 + ‖F‖1,q,p,Θ + ‖LF‖q−2,p,Θ
QF,F,Θ(q, p) = 1 + ‖F‖1,q,p,Θ + ‖LF‖q−2,p,Θ +
∥∥F∥∥
1,q,p,Θ
+
∥∥LF∥∥
q−2,p,Θ
(3.30)
with the convention SF,Θ(p) = +∞ if the r.h.s. is not finite.
Proposition 3.5. Let κ ∈ N∗ and assume that mκ,p(Θ) < ∞ for all p ≥ 1. Let F ∈ Sd be
such that SF,Θ(p) <∞ for every p ∈ N. Let γF be the inverse of σF on the set {Θ 6= 0}. Then
the following localized integration by parts formula holds: for every f ∈ C∞b (Rd), G ∈ S and
for every multi index α of length equal to q ≤ κ one has
EΘ(∂αf(F )G) = EΘ(f(F )H
q
α,Θ(F,G))
where as r = 1, . . . , d
Hr,Θ(F,G) =
d∑
r′=1
Gγr
′,r
F LF
r′ − 〈D(Gγr′,rF ), DF r
′〉J −Gγr′,rF 〈D(lnΘ), DF r
′〉J (3.31)
= Hr(F,G)−G
d∑
r′=1
γr
′,r
F 〈D(lnΘ), DF r
′〉J
and for a general multi index β with |β| = q
Hqβ,Θ(F,G) = Hβq,Θ
(
F,Hq−1(β1,...,βq−1),Θ(F,G)
)
.
Proof. For |β| = 1, the integration by parts formula immediately follows from the equality
EΘ(∂if(F )G) = E(∂if(F )GΘ) = E(f(F )Hi(F,GΘ)), so that Hi,Θ(F,G) =
1
Θ
Hi(F,GΘ), and
this gives the formula for Hi,Θ(F,G). For higher order integration by parts it suffices to iterate
this procedure. 
We give now estimates for the weights in the integration by parts formula.
Proposition 3.6. Let κ ∈ N∗ and l ∈ N be such that ml+κ+1,p(Θ) < ∞ for all p ≥ 1. Let
F, F ∈ Sd, with SF,Θ(p), SF,Θ(p) < ∞ for every p, and G,G ∈ S. For q ≤ κ, let Hqβ,Θ(·, ·)
be the weight of the integration by parts formula as in Proposition 3.5. Then for every p ≥ 1
one may find two universal constants C, p′ ∈ C(κ, d) such that for every multi index β with
|β| = q ≤ κ
‖Hqβ,Θ(F,G)‖l,p,Θ ≤ C Bl+q,p′,Θ(F )q ‖G‖l+q,p′,Θ, (3.32)
and
‖Hqβ,Θ(F,G)−Hqβ,Θ(F,G)‖l,p,Θ ≤
≤ C Bl+q,p′,Θ(F, F )q(q+1)/2
(
1 + ‖G‖l+q,p′ + ‖G‖l+q,p′
)×
×(‖F − F‖l+q+1,p,Θ + ‖LF − LF‖l+q−1,p,Θ + ‖G−G‖l+q,p,Θ)
(3.33)
where
Bl,p,Θ(F ) = SF,Θ(p)
l+1QF,Θ(l + 1, p)
2d(l+2)ml,p(Θ) (3.34)
Bl,p,Θ(F, F ) = SF,Θ(p)
l+1SF ,Θ(p)
l+1QF,F ,Θ(l + 1, p)
2d(l+2)ml,p(Θ) (3.35)
S·,Θ(p), Q·,Θ(l, p) and Q·,·,Θ(l, p) being defined in (3.30).
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Proof. By using the same arguments as in Theorem 3.4, one gets that there exists C ∈ C(q, d)
such that for every multi index β of length q then
|Hqβ,Θ(F,G)|l ≤ C Al+q(F )q
(
1 + |D lnΘ|l+q−1
)q|G|l+q
and
|Hqβ,Θ(F,G)−Hqβ,Θ(F,G)|l ≤C Al+q(F, F )
q(q+1)
2
(
1 + |D lnΘ|l+q−1
) q(q+1)
2 ×
× (1 + |G|l+q + |G|l+q)q×
× (|F − F |l+q+1 + |L(F − F )|l+q−1 + |G−G|l+q),
where Al(F ) and Al(F, F ) are defined in (3.26) and (3.27) respectively (as usual, | · |0 ≡ | · |).
By using Ho¨lder inequality one gets (3.32) and (3.33). 
In next Lemma we study properties of Hqβ,Θ(F,G) in the case G is a special function of F . We
denote with Br(0) the ball with radius r centered at 0.
Lemma 3.7. Let φ ∈ C∞b (Rd) be such that 1B1(0) ≤ φ ≤ 1B2(0) and set φx(y) = φ(x− y). For
l ∈ N, p ≥ 1 and F, F ∈ Sd, one has
‖φx(F )‖l,p,Θ ≤ C(1 + ‖F‖1,l,2p,Θ)lPΘ(F ∈ B2(x)), (3.36)
‖φx(F )− φx(F )‖l,p,Θ ≤ C‖F − F‖l,2p,Θ(1 + ‖F‖1,l,2p,Θ + ‖F‖1,l,2p,Θ)l, (3.37)
in which C ∈ C(l, p, d). Moreover for every F ∈ Sd and V ∈ S one may find universal constants
C, a, p′ ∈ C(q, l, p, d) such that for every multi index β with |β| = q
‖Hqβ,Θ(F, V φx(F ))‖l,p,Θ ≤ SF,Θ(p′)aQF,Θ(l+ q+1, p′)aml+q,p(Θ)aPΘ(|F −x| < 2)
1
p′ ×‖V ‖l,p′,Θ,
(3.38)
where SF,Θ(p), QF,Θ(l, p) and ml,p(Θ) are defined in (3.30).
Proof. We prove (3.37), (3.36) following with similar arguments. First, for a multi-index α
with |α| = k, one has
Dαφx(F ) =
k∑
l=1
φ(l)x (F )
∑
β1,...,βl∈Bα
Dβ1F · · ·DβlF
where C > 0 depends on l, d only and “β1, . . . , βl ∈ Bα” means that β1, . . . , βl are non empty
multi indexes of α running through the list of all of the (non empty) “blocks” of α. So,
straightforward computations give
Dαφx(F )−Dαφx(F )
=
k∑
l=1
(
φ(l)x (F )− φ(l)x (F )
) ∑
β1,...,βl∈Bα
Dβ1F · · ·DβlF+
+
k∑
l=1
φ(l)x (F )
∑
β1,...,βl∈Bα
l∑
j=1
( j−1∏
k=1
DβkF
)(
DβjF −DβjF
)( l∏
k=j+1
DβkF
)
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with the understanding
∏0
k=1(·)k = 1 =
∏l
k=l+1(·)k. Since φ(l)x is Lipschitz continuous, with a
Lipschitz constant independent of x, it follows that
|φx(F )− φx(F )|l ≤ C|F − F |(1 + |F |1,l)l + C|F − F |l(1 + |F |1,l + |F |1,l)l−1
≤ C|F − F |l(1 + |F |1,l + |F |1,l)l
and by using the Ho¨lder inequality one gets (3.37).
As for (3.38), we first note that since φx(y) ≡ 0 for |y − x| > 2 then (3.31) gives
DαH
q
β,Θ(F, V φx(F )) = DαH
q
β,Θ(F, V φx(F ))1{|F−x|<2} (3.39)
for every multi index α. So, for l ∈ N we can write
|Hqβ,Θ(F, V φx(F ))|l = |Hqβ,Θ(F, V φx(F ))|l1{|F−x|<2}.
Therefore, (3.38) is a consequence of the use of the Ho¨lder inequality and of the estimate (3.32).

We recall that the Poisson kernel Qd is the solution to the equation ∆Qd = δ0 in R
d (δ0 denoting
the Dirac mass in {0}) and has the following explicit form:
Q1(x) = max{x, 0}, Q2(x) = a−12 ln |x| and Qd(x) = −a−1d |x|2−d , d > 2 (3.40)
where ad is the area of the unit sphere in R
d. By using the result in [1], we have the following
Proposition 3.8. Let φ ∈ C∞b (Rd) be such that 1B1(0) ≤ φ ≤ 1B2(0) and set φx(y) = φ(x− y).
Let κ ∈ N∗ and assume that mκ,p(Θ) <∞ for every p ≥ 1. Let F ∈ Sd be such that SF,Θ(p) <∞
for every p ≥ 1.
A. Let Qd be the Poisson kernel in R
d given in (3.40). Then for every p > d there exists a
universal constant C ∈ C(d, p) such that
‖∇Qd(F − x)‖ p
p−1
,U ≤ C‖HΘ(F, 1)‖kp,dp,Θ (3.41)
where kp,d = (d− 1)/(1− d/p) and HΘ(F, 1) denotes the vector in Rd whose ith entry is given
be Hi,Θ(F, 1).
B. Under PΘ, the law of F is absolutely continuous and has a density pF,Θ ∈ Cκ−1(Rd) whose
derivatives up to order κ− 1 may be represented as
∂αpF,Θ(x) =
d∑
i=1
EΘ
(
∂iQd(F − x)Hq+1(i,α),Θ(F, φx(F ))
)
(3.42)
for every multi index α with |α| = q ≤ κ− 1.
C. Let V a random variable taking values in (0, 1) and such that mκ,p(V ) <∞ for every p ≥ 1.
Then for |α| = q ≤ κ− 1 one has
|∂αpF,ΘV (x)| ≤ CSF,Θ(p′)aQF,Θ(q + 2, p′)amq+1,p′(Θ)a ‖V ‖q+1,p′,Θ × PΘ(|F − x| < 2)b, (3.43)
in which C, a, b, p′ ∈ C(κ, d).
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Proof. A. This point is actually Theorem 5 in [1] (recall that ‖1‖W 1,pµF ≤ ‖H(F, 1)‖p, see
Remark 17 in [1]) with P replaced by PΘ.
B. Set µF,Θ the law of F under PΘ and let α denote a multi index with |α| = q. By using the
arguments similar to the ones developed in Proposition 10 in [1] one easily gets (notations from
that paper)
∂αpF,Θ(x) = (−1)|α|+1
d∑
i=1
∫
Rd
∂iQd(y − x)∂µF,Θ(i,α) φx(y)µF,Θ(dy).
And by recalling that (−1)|α|+1∂µF,Θ(i,α) φx(F ) = EΘ(Hq+1(i,α),Θ(F, φx(F )) | F ) (see Section 3 of [1]),
(3.42) follows.
C. We first note that mΘV (κ, p) ≤ C(mΘ(κ, p) + mV (κ, p)). So, we can apply (3.42) with
localization ΘV and we get
∂αpF,ΘV (x) =
d∑
i=1
EΘ
(
∂iQd(F − x)V Hq+1(i,α),ΘV (F, φx(F ))
)
.
Now, from (3.31) one has V Hi,ΘV (F, φx(F )) = Hi,Θ(F, V φx(F )) and by iteration it follows that
V Hqβ,ΘV (F, φx(F )) = H
q
β,Θ(F, V φx(F )). Therefore,
∂αpF,ΘV (x) =
d∑
i=1
EΘ
(
∂iQd(F − x)Hq+1(i,α),Θ(F, V φx(F ))
)
and, by using the Ho¨lder inequality, for p > d we have
|∂αpF,ΘV (x)| ≤
d∑
i=1
‖∇Qd(F − x)‖ p
p−1
,Θ‖Hq+1(i,α),Θ(F, V φx(F ))‖p,Θ
≤
d∑
i=1
‖HΘ(F, 1)‖kp,dp,Θ‖Hq+1(i,α),Θ(F, V φx(F ))‖p,Θ
in which we have used (3.41). Now, by using (3.32) to estimate the first term and by applying
(3.38) to the second one, (3.43) follows. 
3.4 The distance between density functions and their derivatives
We compare now the probability density functions (and their derivatives) of two random vari-
ables under PΘ.
Proposition 3.9. Let q ∈ N and assume that mq+2,p(Θ) < ∞ for every p ≥ 1. Let F,G ∈ Sd
be such that
SF,G,Θ(p) := 1 + sup
0≤λ≤1
‖(det σG+λ(F−G))−1‖p,Θ <∞, ∀p ∈ N. (3.44)
Then under PΘ the laws of F and G are absolutely continuous with respect to the Lebesgue
measure with density pF,Θ and pG,Θ respectively and for every multi index α with |α| = q there
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exist constants C, a, b, p′ ∈ C(q, d) such that
|∂αpF,Θ(y)− ∂αpG,Θ(y)| ≤ CSF,G,Θ(p′)aQF,G,Θ(q + 3, p′)amaq+2,p(Θ)×
×(‖F −G‖q+2,p′,Θ + ‖LF − LG‖q,p′,Θ)×
×(PΘ(|F − y| < 2) + PΘ(|G− y| < 2))b
(3.45)
with mk,p(Θ) and QF,G,Θ(k, p) given in (2.11) and (3.30) respectively.
Proof. Throughout this proof, C, p′, a, b ∈ C(q, d) will denote constants that can vary from line
to line. By applying Lemma 3.8, under PΘ the laws of F and G are both absolutely continuous
with respect to the Lebesgue measure and for every multi index α with |α| = q one has
∂αpF,Θ(y)− ∂αpG,Θ(y) =
d∑
j=1
EΘ
((
∂jQd(F − y)− ∂jQd(G− y)
)
Hq+1(j,α),Θ(G, φy(G))
)
+
+
d∑
j=1
EΘ
(
∂jQd(F − y)
(
Hq+1(j,α),Θ(F, φy(F ))−Hq+1(j,α),Θ(G, φy(G))
))
= :
d∑
j=1
Ij +
d∑
j=1
Jj .
By using (3.41), for p > d we obtain
|Jj| ≤ C ‖∇Qd(F − y)‖ p
p−1
,U‖Hq+1(j,α),Θ(F, φy(F ))−Hq+1(j,α),Θ(G, φy(G))‖p,Θ
≤ C ‖HΘ(F, 1)‖kd,pp,Θ‖Hq+1(j,α),Θ(F, φy(F ))−Hq+1(j,α),Θ(G, φy(G))‖p,Θ.
Now, from (3.39) (with α = ∅) it follows that the above term is null on {|F − y| ≥ 2} ∩
{|G− y| ≥ 2}. So
|Hq+1(j,α),Θ(F, φy(F ))−Hq+1(j,α),Θ(G, φy(G))|
≤ |Hq+1(j,α),Θ(F, φy(F ))−Hq+1(j,α),Θ(G, φy(G))|1{|F−y|<2}+
+ |Hq+1(j,α),Θ(F, φy(F ))−Hq+1(j,α),Θ(G, φy(G))|1{|G−y|<2}
so that the Ho¨lder inequality gives
|Jj | ≤C ‖HΘ(F, 1)‖kd,pp,U ‖Hq+1(j,α),Θ(F, φy(F ))−Hq+1(j,α),Θ(G, φy(G))‖2p,U×
× (PΘ(|F − x| < 2) + PΘ(|G− x| < 2)) 12p .
So, by applying (3.32) and (3.33), there exists p′ > p > d such that
|Jj| ≤CBq+1,p′,Θ(F,G)kd,p+
(q+1)(q+2)
2 ×
× (‖F −G‖q+2,p′,Θ + ‖L(F −G)‖q,p′,Θ + ‖φy(F )− φy(G)‖q+1,p′,Θ)×
× (PΘ(|F − x| < 2) + PΘ(|G− x| < 2)) 12p′ ,
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Bq+1,p′,Θ(F,G) being defined in (3.34). By using (3.37) and the quantities SF,G,Θ(p) and
QF,G,Θ(k, p), for a suitable a > 1 and p
′ > d we can write
|Jj| ≤CSF,G,Θ(p′)aQF,G,Θ(q + 2, p′)amq+1,p′(Θ)a ×
(‖F −G‖q+2,p′,Θ + ‖L(F −G)‖q,p′,Θ)×
× (PΘ(|F − x| < 2) + PΘ(|G− x| < 2)) 12p′ .
We study now Ij. For λ ∈ [0, 1] we denote Fλ = G + λ(F −G) and we use Taylor’s expansion
to obtain
Ij =
d∑
k=1
Rk,j with Rk,j =
∫ 1
0
EΘ
(
∂k∂jQd(Fλ − y)Hq+1(j,α),Θ(G, φy(G))(F −G)k
)
dλ.
Let Vk,j = H
q+1
(j,α),Θ(G, φy(G))(F −G)k. Since for λ ∈ [0, 1] then EΘ((detσFλ)−p)) <∞ for every
p, we can use the integration by parts formula with respect to Fλ, so
Rk,j =
∫ 1
0
EΘ
(
∂jQd(Fλ − y)Hk,Θ(Fλ, Vk,j)
)
dλ.
Therefore, by taking p > d and by using again (3.41), (3.32) and (3.33), we get
|Rk,j| ≤
∫ 1
0
‖∂jQd(Fλ − y)‖ p
p−1
,Θ‖Hk,Θ(Fλ, Vk,j)‖p,Θdλ
≤C
∫ 1
0
‖HΘ(Fλ, 1)‖kd,pp,U ‖Hk,Θ(Fλ, Vk,j)‖p,Θdλ
≤C
∫ 1
0
B1,p′,Θ(Fλ)
kd,p+1‖Vk,j‖1,p′Θ dλ
in which we have used (3.32). Now, from (3.44) and (3.34) it follows that
B1,p,Θ(Fλ) ≤ CSF,G,Θ(p)4QF,G,Θ(2, p)8d ×m1,p(Θ).
Moreover,
‖Vk,j‖1,p,Θ = ‖Hq+1(j,α),Θ(G, φy(G))(F −G)k‖1,p,Θ ≤ ‖Hq+1(j,α),Θ(G, φy(G))‖1,2p,Θ‖F −G‖1,2p,Θ
and from (3.38) and (3.32) we get
‖Vk,j‖1,p,Θ ≤ C Bq+2,p′,Θ(G)q+1 ‖φy(G)‖q+2,p′,UPΘ(|G− y| < 2)
1
p′ ‖F −G‖1,p′,Θ
By using (3.34),
Bq+2,p′,Θ(G) ≤ SF,G,Θ(p)2q+4QG,Θ(q + 3, p′)2d(q+3) ×mq+2,p′(Θ),
QG,Θ(l, p) being given in (3.30). We use also (3.36) and, by inserting everything, we can resume
by writing
|Ij| ≤ CSF,G,Θ(p′)aQF,G,Θ(q + 3, p′)amq+2,p′(Θ)a‖F −G‖1,p′,Θ × PΘ(|G− x| < 2)b
and the statement follows. 
Using the localizing function in (2.12) and by applying Proposition 3.9 we get the following
result.
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Theorem 3.10. Let q ∈ N. Assume that mq+2,p(Θ) < ∞ for every p ≥ 1. Let F,G ∈ Sd
be such that SF,Θ(p), SG,Θ(p) < ∞ for every p ∈ N. Then under PΘ, the laws of F and G
are absolutely continuous with respect to the Lebesgue measure, with densities pF,Θ and pG,Θ
respectively. Moreover, there exist constants C, a, b, p′ ∈ C(q, d) such that for every multi index
α of length q one has
|∂αpF,Θ(y)− ∂αpG,Θ(y)| ≤ CSF,Θ(p′)aSG,Θ(p′)aQF,G,Θ(q + 3, p′)amaq+2,p(Θ)×
×(‖F −G‖q+2,p′,Θ + ‖LF − LG‖q,p′,Θ)×
×(PΘ(|F − y| < 2) + PΘ(|G− y| < 2))b
(3.46)
with mk,p(Θ) and QF,G,Θ(k, p) given in (2.11) and (3.30) respectively.
Proof. The proof consists in proving that (3.45) holds.
Set R = F −G. We use the deterministic estimate (3.17) on the distance between the determi-
nants of two Malliavin covariance matrices: for every λ ∈ [0, 1] we can write
|det σG+λR − det σG| ≤ Cd |DR| (|DG|+ |DF |)2d−1
≤ (αd|DR|2(|DG|2 + |DF |2) 2d−12 )1/2,
so that
det σG+λR ≥ det σG − αd
(|DR|2(|DG|2 + |DF |2) 2d−12 )1/2. (3.47)
For ψa as in (2.12), we define
V = ψ1/8(H) with H = |DR|2 (|DG|
2 + |DF |2) 2d−12
(det σG)2
,
so that
V 6= 0 ⇒ det σG+λR ≥ 1
2
det σG. (3.48)
Before continuing, let us give the following estimate for the Sobolev norm of H . First, coming
back to the notation | · |l as in (2.7), by using (3.14) one easily get
|H|l ≤ C|(det σG)−1|2l
(
1 +
∣∣|DF |2∣∣
l
+
∣∣|DG|2∣∣
l
)d∣∣|DR|2∣∣
l
.
By using the estimate concerning the determinant from (3.15) and the straightforward estimate∣∣|DF |2∣∣
l
≤ C|F |l+11,l+1, we have
|H|l ≤ C|(detσG)−1|2(l+1)
(
1 + |F |1,l+1 + |G|1,l+1
)8dl |R|l+11,l+1.
As a consequence, by using the Ho¨lder inequality we obtain
‖H‖l,p,Θ ≤ CSG,Θ(p¯)a¯QF,G,Θ(l + 1, p¯)a¯‖F −G‖l+1l+1,p¯,Θ (3.49)
where C, p¯, a¯ depends on l, d, p.
Now, because of (3.48), we have SF,G,ΘV (p) ≤ CSG,Θ(p), C denoting a suitable positive constant
(which will vary in the following lines). We also have mk,p(ΘV ) ≤ C(mk,p(Θ) + mk,p(V )). By
(2.15) and (3.49) we have
mq+2,p(V ) ≤ C SG,Θ(p¯)a¯QF,G,Θ(q + 3, p¯)a¯
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for some p¯, a¯, so that mq+2,p(ΘV ) ≤ C SG,Θ(p¯)a¯QF,G,Θ(q + 3, p¯)a¯mq+2,p¯(Θ)a¯. So, we can apply
(3.45) with localization ΘV and we get
|∂αpF,ΘV(y)− ∂αpG,ΘV(y)| ≤ CSG,Θ(p′)aQF,G,Θ(q + 3, p′)amaq+2,p(Θ)×
×(‖F −G‖q+2,p′,Θ + ‖LF − LG‖q,p′,Θ)×
×(PΘ(|F − y| ≤ 2) + PΘ(|G− y| ≤ 2))b
with p′ > d and C, a, b > 0 depending on q, d. We write now
|∂αpF,Θ(y)− ∂αpG,Θ(y)| ≤ |∂αpF,ΘV (y)− ∂αpG,ΘV (y)|+
+
∣∣∂αpF,Θ(1−V )(y)∣∣+ |∂αpG,ΘV (y)| ,
and we have already seen that the first addendum on the r.h.s. behaves as desired. So, it
suffices to show that also the remaining two terms have the right behavior. To this purpose,
we use (3.43). We have
|∂αpF,Θ(1−V )(x)| ≤ CSF,Θ(p)aQF,Θ(q + 2, p)amq+1,p(Θ)a ‖1− V ‖q+1,p,Θ × PΘ(|F − x| < 2)b.
Now, we can write
‖1− V ‖pq+1,p,Θ = EΘ(|1− V |p) + ‖DV ‖q,p,Θ.
But 1 − V 6= 0 implies that H ≥ 1/8. Moreover, from (2.13), ‖DV ‖q,p,Θ ≤ ‖V ‖q+1,p,Θ ≤
C‖H‖q+1q+1,p(q+1),Θ. So, we have
‖1− V ‖q+1,p,Θ ≤ C
(
PΘ(H > 1/8)
1/p + ‖DV ‖q,p,Θ
)
≤ C(‖H‖p,Θ + ‖H‖q+1q+1,p(q+1),Θ) ≤ C‖H‖q+1q+1,p(q+1),Θ
and by using (3.49) one gets
‖1− V ‖q+1,p,Θ ≤ C
(
SG,Θ(p¯)
2(q+2)QF,G,Θ(q + 2, p¯)
8d(q+1)‖F −G‖q+2q+2,p¯,Θ
)q+1
.
But ‖F −G‖q+2,p¯,Θ ≤ QF,G,Θ(q + 2, p¯), and we get
∣∣∂αpF,Θ(1−V )(y)∣∣ ≤C(SF,Θ(p′) ∨ SG,Θ(p′))aQF,G,Θ(p′)amq+2,p′(Θ)a‖F −G‖q+2,p′,Θ×
× PΘ(|F − x| < 2)b
for p′ > d and suitable constants C > 0 and a > 1 depending on q, d. And similarly we get
∣∣∂αpG,Θ(1−V )(y)∣∣ ≤C SG,Θ(p′)aQF,G,Θ(q + 2, p′)amq+2,p′(Θ)a‖F −G‖q+2,p′,Θ×
× PΘ(|G− x| < 2)b,
with the same constraints for p′, C, a. The statement now follows. 
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4 Stochastic equations with jumps
In this section we consider a jump type stochastic differential equation which has already been
considered in [4]. It is closely related to piecewise deterministic Markov processes (in fact it is
a particular case of this type of processes). We consider a Poisson point process p with state
space (E,B(E)), where E = Rd × R+. We refer to [12] for the notations. We denote by N the
counting measure associated to p, we have N([0, t) × A) = #{0 ≤ s < t; ps ∈ A} for t ≥ 0
and A ∈ B(E). We assume that the associated intensity measure is given by N̂(dt, dz, du) =
dt× µ(dz)× 1[0,∞)(u)du where (z, u) ∈ E = Rd × R+ and µ(dz) = h(z)dz.
We are interested in the solution to the d dimensional stochastic equation
Xt = x+
∫ t
0
∫
E
c(z,Xs−)1{u<γ(z,Xs−)}N(ds, dz, du) +
∫ t
0
g(Xs)ds. (4.1)
We remark that the infinitesimal generator of the Markov process Xt is given by
Lψ(x) = g(x)∇ψ(x) +
∫
Rd
(ψ(x+ c(z, x))− ψ(x))K(x, dz)
where K(x, dz) = γ(z, x)h(z)dz depends on the variable x ∈ Rd. See [10] for the proof of
existence and uniqueness of the solution to (4.1).
We describe now our approximation procedure. We consider a non-negative and smooth func-
tion ϕ : Rd → R+ such that ϕ(z) = 0 for |z| > 1 and
∫
Rd
ϕ(z)dz = 1. And for M ∈ N we
denote ΦM(z) = ϕ ∗ 1BM with BM = {z ∈ Rd : |z| < M}. Then ΦM ∈ C∞b and we have
1BM−1 ≤ ΦM ≤ 1BM+1 . We denote by XMt the solution of the equation
XMt = x+
∫ t
0
∫
E
c(z,XMs−)1{u<γ(z,XMs−)}ΦM (z)N(ds, dz, du) +
∫ t
0
g(XMs )ds. (4.2)
In the following we will assume that |γ(z, x)| ≤ C for some constant C. Let NM(ds, dz, du) :=
1BM+1(z) × 1[0,2C](u)N(ds, dz, du). Since {u < γ(z,XMs−)} ⊂ {u < 2C} and ΦM (z) = 0 for
|z| > M +1, we may replace N by NM in the above equation and consequently XMt is solution
to the equation
XMt = x+
∫ t
0
∫
E
cM(z,X
M
s−)1{u<γ(z,XMs−)}NM(ds, dz, du) +
∫ t
0
g(XMs )ds, with
cM(z, x) = ΦM (z)c(z, x).
Since the intensity measure N̂M is finite we may represent the random measure NM by a
compound Poisson process. Let λM = 2C × µ(BM+1) = t−1E(NM (t, E)) and let JMt a Poisson
process of parameter λM . We denote by T
M
k , k ∈ N the jump times of JMt . We also consider
two sequences of independent random variables (ZMk )k∈N in R
d and (Uk)k∈N in R+ which are
independent of JM and such that
Zk ∼ 1
µ(BM+1)
1BM+1(z)dµ(z) and Uk ∼
1
2C
1[0,2C](u)du.
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To simplify the notation, we omit the dependence on M for the variables (TMk ) and (Z
M
k ).
Then equation (4.2) may be written as
XMt = x+
JMt∑
k=1
cM(Zk, X
M
Tk−
)1(Uk,∞)(γ(Zk, X
M
Tk−
)) +
∫ t
0
g(XMs )ds. (4.3)
In [4] it is proved that XMt → Xt in L1. We study here the convergence in finite variation. Let
us give our hypothesis.
Hypothesis 4.1. We assume that γ, g, h and c are infinitely differentiable functions in both
variables z and x. Moreover we assume that g and its derivatives are bounded and that ln h has
bounded derivatives
Hypothesis 4.2. We assume that there exist two functions γ, γ : Rd → R+ and a constant C
such that
C ≥ γ(z) ≥ γ(z, x) ≥ γ(z) ≥ 0, ∀x ∈ Rd
Hypothesis 4.3. i) We assume that there exists a non negative and bounded function c :
R
d → R+ such that
∫
Rd
c(z)dµ(z) <∞ and∥∥∇xc× (I +∇xc)−1(z, x)∥∥+ |c(z, x)|+ ∣∣∂βz ∂αx c(z, x)∣∣ ≤ c(z) ∀z, x ∈ Rd.
ii) There exists a non negative function c : Rd → R+ such that for every z ∈ Rd
d∑
r=1
〈∂zrc(z, x), ξ〉2 ≥ c2(z) |ξ|2 , ∀ξ ∈ Rd
and we assume that there exists θ > 0 such that
lima→+∞
1
ln a
∫
{c2≥1/a}
γ(z)dµ(z) = θ. (4.4)
Hypothesis 4.4. We assume that
i) sup
x,z
sup
1≤|β|≤l
|∂β,z ln γ(z, x)| <∞,
ii) sup
z∗∈Rd
∫
B(z∗,1)
γ(z)dµ(z) < +∞,
iii)
∫
Rd
γx,lln (z)γ(z)dµ(z) <∞
with γx,lln (z) = supx sup1≤|β|≤l |∂β,x ln γ(z, x)|.
We are now able to give our convergence result.
Theorem 4.5. Suppose that Hypothesis 4.1-4.4 hold. Then for every t > 0 one has
lim
M→∞
dTV (Xt, X
M
t ) = 0.
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Proof. The proof is an easy consequence of the results from [4], we use the estimates obtained
there.
Step 1. In [4] Lemma 4 one proves that XMt → Xt in L1 and then limM→∞ d1(Xt, XMt ) = 0.
Step 2. Following [4], we consider an alternative representation of the law of XMt . The random
variable XMt solution to (4.3) is a function of (Z1 . . . , ZJMt ) but it is not a simple functional, as
defined in Section 2.1, because the coefficient cM(z, x)1(u,∞)(γ(z, x)) is not differentiable with
respect to z. In order to avoid this difficulty we use the following alternative representation.
Let z∗M ∈ Rd such that |z∗M | = M + 3. We define
qM(z, x) := ϕ(z − z∗M )θM,γ(x) +
1
2Cµ(BM+1)
1BM+1(z)γ(z, x)h(z)
θM,γ(x) :=
1
µ(BM+1)
∫
{|z|≤M+1}
(
1− 1
2C
γ(z, x)
)
µ(dz).
We recall that ϕ is a non-negative and smooth function with
∫
ϕ = 1 and which is null outside
the unit ball. Moreover since, 0 ≤ γ(z, x) ≤ C and then 1 ≥ θM,γ(x) ≥ 1/2. By construction
the function qM satisfies
∫
qM (x, z)dz = 1. Hence we can easily check (see [4] for a complete
proof) that
E(f(XMTk ) | XMTk− = x) =
∫
Rd
f(x+ cM(z, x))qM (z, x)dz. (4.5)
From the relation (4.5) we construct a process (X
M
t ) equal in law to (X
M
t ) in the following
way. We denote by Ψt(x) the solution of Ψt(x) = x+
∫ t
0
g(Ψs(x))ds. We assume that the times
Tk, k ∈ N are fixed and we consider a sequence (zk)k∈N with zk ∈ Rd. Then we define xt, t ≥ 0
by x0 = x and, if xTk is given, then
xt = Ψt−Tk(xTk) Tk ≤ t < Tk+1,
xTk+1 = xT−
k+1
+ cM(zk+1, xT−
k+1
).
We remark that for Tk ≤ t < Tk+1, xt is a function of z1, ..., zk. Notice also that xt solves the
equation
xt = x+
JMt∑
k=1
cM(zk, xT−
k
) +
∫ t
0
g(xs)ds.
We consider now a sequence of random variables (Zk), k ∈ N∗ and we denote Gk = σ(Tp, p ∈
N)∨σ(Zp, p ≤ k) and XMt = xt(Z1, ..., ZJMt ). We assume that the law of Zk+1 conditionally onGk is given by
P (Zk+1 ∈ dz | Gk) = qM(xT−
k+1
(Z1, ..., Zk), z)dz = qM(X
M
T−
k+1
, z)dz.
Clearly X
M
t satisfies the equation
X
M
t = x+
JMt∑
k=1
cM(Zk, X
M
Tk−
) +
∫ t
0
g(X
M
s )ds. (4.6)
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Notice that X
M
t is a piecewise deterministic Markov process, but not a completely general one
because the intensity of the law of the jump times Tk, k ∈ N does not depend on the position
of the particle X
M
t . We think that the more general case may also be considered using similar
arguments but we leave this out here.
Step 3. We will use the integration by parts formulae from Section 2.1 with the random
variable V = (V1, ..., VJ) replaced by (Z1, ..., ZJMt ) with fixed M and t > 0. We use the weight
πk,r = ΦM(Zk), k ∈ N, r = 1, ..., d and the Malliavin derivative is
Dk,r = πk,r∂Zrk .
In fact we will work conditionally to the time grid Tk, k ∈ N but all the constants coming on
are independent of the time grid (as well as on M and t > 0) so we do not mention this in the
notation.
We will use several estimates obtained in [4]. First, by Lemma 7 and Lemma 13 in [4], for every
p ≥ 1, l ∈ N we have
E(|XMt |pl ) + E(|LX
M
t |pl ) ≤ Cl,p (4.7)
with Cl,p ∈ C(d, l, p). So hypothesis (2.32) holds for every r.
We discuss now the non degeneracy property. We consider the tangent flow Y Mt solution to
Y Mt = I +
JMt∑
k=1
∇xcM(Zk, XMTk−)Y MTk− +
∫ t
0
∇xg(XMs )Y Ms ds. (4.8)
Since ‖∇xc× (I +∇xc)−1(z, x)‖ ≤ c(z) it follows that Y Mt is invertible; we denote by Ŷ Mt its
inverse. Then it is proved in [4] that Dk,rX
M,r′
t = πk(Y
M
t ∇zcM(Zk, XMT−
k
))r′,r and moreover, if
λt denotes the lower eigenvalue of the Malliavin covariance matrix of X
M
t we have
ρMt ≥ ‖Ŷ Mt ‖−2
JMt∑
k=1
1BM−1(Zk)c
2(Zk).
Then
P(σ
X
M
t
≤ ε) ≤ P(‖Ŷ Mt ‖−2
JMt∑
k=1
1BM−1(Zk)c
2(Zk) ≤ ε1/d
)
≤ P
( JMt∑
k=1
1BM−1(Zk)c
2(Zk) ≤ ε1/2d
)
+ P
(‖Ŷ Mt ‖−2 ≤ ε1/2d)
≤ P
( JMt∑
k=1
ΦM (Zk)c
2(Zk) ≤ ε1/2d
)
+ P
(‖Y Mt ‖2 ≥ ε1/2d).
In [4] one proves that supM E‖Y Mt ‖2p <∞ for every p ≥ 1 so that
lim sup
ε→0
lim sup
M→0
P (
∥∥Y Mt ∥∥2 ≥ ε1/2d) = 0.
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One also proves in Lemma 5 from [4] that
∑JMt
k=1ΦM(Zk)c
2(Zk) has the same law as
JMt∑
k=1
ΦM(Zk)c
2(Zk)1[0,Uk]
(|γ(Zk, XMTk−)|),
so
P
( JMt∑
k=1
ΦM(Zk)c
2(Zk) ≤ ε1/2d
)
= P
( JMt∑
k=1
ΦM(Zk)c
2(Zk)1[0,Uk](
∣∣γ(Zk, XMTk−)∣∣) ≤ ε1/2d
)
.
Let us denote
NM(t) =
JMt∑
k=1
ΦM(Zk)c
2(Zk)1[0,Uk](
∣∣γ(Zk, XMTk−)∣∣) and UM(t) = t
∫
BcM−1
c2(z)γ(z)dµ(z).
In the final part of the proof of Lemma 16 in [4] one shows that if p/t < θ (with θ from (4.4))
then E((NM(t) + UM(t))
−p) ≤ Cp. Since limM→∞UM (t) = 0 one has for every fixed ε > 0
lim sup
M→∞
P(NM(t) < ε) = lim sup
M→∞
P(NM(t) + UM(t) < ε) ≤ εpE((NM(t) + UM(t))−p) ≤ Cpεp.
So if θ > 0 we take p < θt and we obtain
lim sup
ε→0
lim sup
M→∞
P(NM(t) < ε) = 0
so that hypothesis (2.33) is also verified. Now the conclusion follows from Theorem 2.8. 
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