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Abstract. A distinctive feature of Chinese test is that a Chinese document is a 
sequence of Chinese with no space or boundary between Chinese words. This feature makes 
Chinese information retrieval more difficult since a retrieved document which contains the 
query term as a sequence of Chinese characters may not be really relevant to the query since the 
query term (as a sequence Chinese characters) may not be a valid Chinese word in that 
documents. On the other hand, a document that is actually relevant may not be retrieved 
because it does not contain the query sequence but contains other relevant words. In this 
research, we propose a hybrid Chinese information retrieval model by incorporating word-
based techniques with the traditional character-based techniques. The aim of this approach is to 
investigate the influence of Chinese segmentation on the performance of Chinese information 
retrieval. Two ranking methods are proposed to rank retrieved documents based on the 
relevancy to the query calculated by combining character-based ranking and word-based 
ranking. Our experimental results show that Chinese segmentation can improve the 
performance of Chinese information retrieval, but the improvement is not significant if it 
incorporates only Chinese segmentation with the traditional character-based approach. 
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1   Introduction 
The amazing growth speed in the number of Chinese Internet users indicates that building 
Chinese information retrieval systems is in great demand. A major difference between Chinese 
(Asian language) information retrieval (IR) and IR in European languages lies in the absence of 
word boundaries in sentences. Words have been the basic units of indexing in IR. As Chinese 
sentences are written in continuous character strings, pre-processing is necessary to segment 
sentences into shorter units that may be used as indices. Hence, a segmentation processing for 
corpora is necessary before building indexing and ranking. Chinese word segmentation is a 
difficult, important and widely studied sequence modeling problem. Word segmentation is 
therefore a key precursor for language processing tasks in these languages. For Chinese, there 
has been significant research on finding word boundaries in un-segmented sequences [3], [5], 
[6], [8]. 
 
For Chinese information retrieval, the query is usually a set of Chinese words rather than a 
sequence of Chinese characters. For character-based Chinese information retrieval, since the 
texts are not segmented, the retrieved documents which contain the character sequence of the 
query may not be relevant to the query as they may not contain the words in the query. 
Therefore, the quality of character-based Chinese information retrieval is not satisfactory.   
 The impact of Chinese word segmentation on the performance of Chinese information 
retrieval has been investigated in previous research. [4] has conducted a series of experiments 
which conclude that word segmentation has a certain positive impact on the performance of 
Chinese information retrieval. However, [4] suggests that for Chinese IR, the relationship 
between word segmentation and retrieval performance is in fact non-monotonic. In this 
investigation, [4] used a wide range of segmentation algorithms with accuracies from 44% to 
95%. The experimental results showed that retrieval performance increases with the increase of 
segmentation accuracy in the first part from the lowest segmentation accuracy of 44%. 
However, after a point around 77%, the retrieval performance decreases from plateaus with the 
increase of segmentation accuracy. 
 
Both Chinese characters and words can be used as the indexing units for Chinese IR. Both 
of these have advantages and disadvantages. In general, character indexing based IR may 
achieve better recall since it can retrieve most of the relevant documents as long as they contain 
the query terms (the query terms are sequences of Chinese characters in the documents, not 
segmented words, since the documents are not segmented). However, the retrieval precision is 
not necessarily good. This is because many irrelevant documents are ranked high due to high 
query term frequency, since they have many instances of the query term sequences, many of 
which are actually not valid words. On the other hand, the word indexing based IR can make a 
better ranking and therefore achieve a little better performance than that of character indexing 
based IR, but the improvement is limited since some relevant documents may not contain the 
query terms as segmented words and thus will not be retrieved. 
 
In this paper, we propose to combine the two approaches in order to achieve better retrieval 
performance. In our approach, we create two indexing tables, one a Chinese character indexing 
table and the other a segmented word indexing table. Three methods are proposed to make use 
of the two indexing tables, with the hope of improving the accuracy of ranking. We first briefly 
describe the segmentation system that we used for Chinese word segmentation, then in Section 
3, we introduce our hybrid approach of Chinese IR based on both segmentation words and 
Chinese characters. After that, in Section 4, we represent the experimental results. Section 5 
concludes the paper. 
 
2   Segmentation Procedure 
 
As Chinese word segmentation is not a research focus of this thesis, we have used the 
segmentation system developed by the Institute of Information science, Academia Sinica in 
Tai-Wan (http://ckipsvr.iis.sinica.edu.tw). In this system, the processes of segmentation could 
be roughly divided into two steps; one is resolving the ambiguous matches, the other is 
identifying unknown words. These processes adopt a variation of the longest matching 
algorithm, with several heuristic rules to resolve the ambiguities and achieve the high success 
rate of 99.77% reported in [7]. After a disambiguation process, for the needs of the unknown 
word extraction, a POS bi-gram model is applied to tag the POS of words. In the unknown-
word extraction process, a bottom-up merging algorithm, which utilizes hybrid statistical and 
linguistic information, is adopted. 
 
In practice, the client sends a request, a piece of a Chinese document, to the system and the 
system then responses and returns the segmented document in XML style. For example, an 
original Chinese document (Figure 1-(a)) and the corresponding segmented document (Figure 
1-(b)) are given below: 
 
 
(a) Original Chinese Document 
 
 
(b) Segmented Chinese Document 
 
Figure 1 Example of Segmented Document 
 
After segmentation, words are separated with white blanks, shown in Figure 1-(b). 
Additionally, a POS tag is provided immediately following each word in the bracket. 
3   Retrieval and Ranking Approaches 
 
For retrieval process, we used the character-based Boolean model. The approach considers 
each query term as a sequence of Chinese characters, regardless of whether it is a word or not. 
If a document contains such a sequence, it will be retrieved as a candidate of relevant 
documents and will be ranked in the ranking procedure. Using the character-based retrieval 
model, guarantees that none of the documents containing query terms will be missed in the first 
retrieval procedure. In the following sub sections, we first describe the architecture of our 
hybrid Chinese IR model, and then discuss the three ranking methods in detail. 
 
 Figure 2 Architecture of the Hybrid Chinese IR Model 
In Figure 2, the architecture of the hybrid Chinese IR model is depicted. In this model, we 
first construct the segmented corpus by segmenting all the documents in the original corpus. 
Then two indexing tables are built up from the original corpus and the segmented corpus; one is 
the character indexing table containing all characters appearing in the original corpus, the other 
is the Chinese word indexing table containing all segmented words appearing in the segmented 
corpus. 
 
We have conducted an experiment to evaluate the retrieval performance by using either the 
character indexing table only or using segmented word indexing table only. The result, as given 
in table 1 below, shows that the recall and precision of the pure character-based retrieval model 
are better than those of the pure word-based model. This is because, in general, the character 
indexing based model can retrieve most of the relevant documents as long as they contain the 
query terms, while for the word-based retrieval model, in which the corpus contains segmented 
documents, the recall of retrieval is worse since the query terms very often are not segmented 
words.  In our previous research, we have developed a Chinese information retrieval system 
that uses the traditional Boolean model to perform retrieval only, based on the character 
indexing table. As indicated in the architecture, in this research the retrieval step is performed 
based only on the character indexing table to generate candidate relevant documents. The 
previously developed character-based retrieval model is used to perform the retrieval task. 
Table 1. Performance of Pure Character and Pure Word Models 
 
Top N Pure Character Pure Word 
Precision 
(%) 
Recall (%) Precision (%) Recall (%) 
10 39.7 19.6 23.9 13.7 
15 35.2 26.1 20.1 15.8 
20 32.7 30.9 18.0 18.9 
30 27.5 36.7 15.5 21.2 
100 14.1 53.8 8.7 32.6 
Ave 29.9 33.4 17.2 20.4 
 
Even though the character based retrieval model can retrieve most of the relevant 
documents, it doesn’t necessarily mean that the most relevant documents will be delivered to 
the user. The relevancy ranking plays a very important role in determining the most relevant 
documents.  In this research, we propose two ranking methods based on both character 
indexing and word indexing; these are described in the following sections. 
3.1   Ranking Methods 
(1) Word-enhanced Ranking Method 
In our previous research [1], [2], we used a tf-idf based algorithm to calculate the ranking 
value of a retrieved document to determine the top N relevant documents. The document rank 
score for a query of m terms is calculated with the following equation: 
 
 
 
Here, m is the number of query terms, n is the number of distinct query terms that appear in 
the document as character sequences which are not necessarily segmented words (in this thesis 
we refer to the query terms appearing in the document as query character sequences, to 
differentiate from the segmented words), tfi is the frequency of the i
th term in the document and 
idfi is the inverse document frequency of the i
th term in the collection. The equation can ensure 
two things: firstly, the n5 strongly rewards the documents that contain more query terms. The 
more the distinct query terms are matched in a document, the higher the rank of the document. 
For example, a document that contains four distinct query terms will almost always have higher 
rank than a document that contains three distinct query terms, regardless of the frequency of the 
query terms in the document. Secondly, when documents contain a similar number of distinct 
terms, the score of a document will be determined by the sum of the tf-idf value of the query 
terms, as in traditional information retrieval. According to our experiments, n5 is the best value 
for the NTCIR5 Chinese collection that we used in our experiments. 
 
The word-enhanced ranking method proposed here is an extension of the traditional tf-idf 
based ranking method mentioned above. The equation to calculate the document rank score is 
given in Equation (3.2), in which not only the frequency of the query character sequences but 
also the frequency of the segmented words is taken into consideration. 
 
 
 
In Equation (3.2), m is the number of query terms, nc is the number of query terms that 
appear in the document as character sequences but not segmented words, nw is the number of 
query terms that appear in the document as segmented words, tfi
c is the frequency of the ith 
query term appearing as a sequence in the document and idfi
c is the inverse document frequency 
of the ith query term appearing as a sequence in the collection. Similarly, tfi
w and idfi
w are the 
frequency of the ith query term appearing as a segmented word in the document and the inverse 
document frequency of the ith query term in the collection, respectively. 
 
In the equation (3.2), the ranking score is derived from two parts, the frequency of the 
query terms as character sequences (the first part of the equation) and the frequency of query 
terms as segmented words (the second part of the equation). The first part is actually Equation 
(3.1).  The second part is an additional contribution to the ranking score from the query terms 
which are also segmented words. The intention of adding the second part to Equation (3.1) is to 
enhance the impact of the segmented words on the ranking. If there are no query terms that 
appear in the document as segmented words,  = 0, the second part becomes 0 and Equation 
(3.2) becomes Equation (3.1). The higher the , the more the ranking score is increased by the 
second part. The idea behind this strategy is to increase the rank of the documents which 
contain query terms that are segmented words. This method emphasizes the importance of the 
segmented query terms in calculating the document rank score. If a document contains the 
query terms as segmented words, the document will get a higher ranking score than that scored 
by using Equation (3.1). 
 
(2)  Average based Ranking Method 
This method is also an extension of the tf-idf based ranking method. It simply calculates the 
average of the frequencies of the query terms as character sequences and as segmented words.  
The equation to calculate the document rank score is given below: 
 
 
 
Equation (3.3) also consists of two parts, the frequency of query terms as character 
sequences and the frequency of query terms as segmented words. Similar to the word-enhanced 
method, if there is no query terms that appear in the document as segmented words,  = 0, the 
second part becomes 0 and only the first part is used to derive the ranking score. When the 
number of query terms that are segmented words increases, the contribution of the first part 
decreases, while the contribution of the second part increases.  The higher the , the more the 
contribution from the second part increases. Different from the word-enhanced method, in 
which the number of query terms as segmented words increases, this method not only increases 
the contribution of the segmented words but also decreases the contribution of the query term 
as character sequences only. The idea is that if a document contains fewer query terms that 
there are segmented words, the topic of this document may be irrelevant to the query terms; 
hence, the contribution from these query terms should be reduced. 
4   Experimental Results and Evaluation 
We have conducted an experiment to evaluate the performance of the proposed three 
ranking methods. The experiment is conducted on a DELL PC within Pentium 4 processor and 
1GB physical memory, 80GB hard disk space. The system is implemented in C# by using MS 
Visual Studio 2005, MS SQL Server 2005 and Windows XP Professional Operating System. 
 
4.1   Data Collection 
 
The Chinese corpus obtained from the NTCIR5 (http://research.nii.ac.jp/ntcir/) is used as the 
testing data: it contains 434,882 documents of news articles in traditional Chinese. Even though 
the experiments are conducted in traditional Chinese, the techniques proposed in this work can 
be applicable to simplified Chinese. The detailed information of the test set is as shown in table 
2 below. 
 
 
 
 
Table 2. Statistic of Chinese Corpus 
 
Document collection Year  
2000 
Year  
2001 
No. of  
articles 
United Express (ude) 40445 51851 92296 
Ming Hseng News (mhn) 84437 85302 169739 
Economic Daily News (edn) 79380 93467 172847 
Total 204262 230620 434882 
 
The document itself is in XML format with the following tags: 
 
• <DOC> </DOC> The tag for each document 
• <DOCNO> </DOCNO> Document identifier 
• <LANG> </LANG> Language code: CH, EN, JA, KR 
• <HEADLINE> </HEADLINE> Title of this news article 
• <DATE> </DATE> Issue date 
• <TEXT> </TEXT> Text of news article 
• <P> </P> Paragraph marker 
 
Queries used in the experiment are from the NTCIR5 CLIR task. There are a total of 50 
queries created by researchers from Taiwan, Japan and Korea. NTCIR5 provided both English 
queries and the corresponding Chinese queries. The Chinese queries are used in this research. 
 
4.2 Retrieval model and Evaluation Measures 
 
We use the traditional Boolean model as our retrieval model to retrieve potential candidate 
relevant documents. If a document contains one or more query terms, no matter whether as 
character sequences or segmented words, the document will be retrieved as a candidate relevant 
document. For all the ranking methods tested in this experiment, the same retrieval model is 
used to ensure a fair comparison. For indexing units, all segmented words and characters in the 
whole collection of Chinese documents are extracted as units. We create two indexing tables 
for characters and segmented words, respectively. In our experiment, the traditional precision 
and recall evaluation metrics are used to measure the effectiveness of the proposed ranking 
methods. The evaluation is done to various numbers of retrieved documents, ranging from top 
10, 15, 20, 30 to 100 documents. 
4.3 Performance Comparison 
The baseline model used in this experiment to compare with the proposed methods is the 
traditional character-based ranking model described in Equation (3.1). The experiment results 
are given in the following tables (3 and 4) and figures (3 to 6 ). 
Table 3.  Precision Comparison 
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Table 4  Recall Comparison 
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Figure 3  Precision between Ranking Models 
 
 
Figure 4 Curve of Precision 
 
 
Figure 5  Recall between Ranking Models 
 
 Figure 6  Curve of Recall 
 
From the evaluation results of precision and recall, we find that the performances of the 
three models are very close; only the average model achieves slightly better results. On average 
the precision is improved by 0.2% and the recall is improved by only 0.1%. The experimental 
results show that Chinese word segmentation can improve the performance of Chinese 
information retrieval, but the improvement is not significant. This also confirms that a high 
accuracy of word segmentation, reported as 95% in [8] and used in our experiment, may not 
increase retrieval performance and may eventually decrease while the accurate of segmentation 
increases over a point [4]. 
 
5   Conclusion 
 
In this chapter, we propose two methods for ranking retrieved documents by a hybrid of the 
character based relevancy measure and the segmented word based relevancy measure, in order 
to improve the performance of Chinese information retrieval. From the experimental results, we 
find that those approaches achieved slight improvement over the traditional character based 
approach, which indicates that the influence of taking segmented words into consideration in 
ranking retrieved documents is limited. 
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