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Abstract
The present paper is the second and main part of a study of partial differential equations under the influ-
ence of noisy perturbations. Existence and uniqueness of function solutions in the mild sense are obtained
for a class of deterministic linear and semilinear parabolic boundary initial value problems. If the noise data
are random, the results may be seen as a pathwise approach to SPDE’s. For typical examples, such as spa-
tially one-dimensional stochastic heat equations with additive or multiplicative perturbations of fractional
Brownian type, we recover and extend known results. In addition, we propose to consider partial noises of
low order.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
We deal with a pathwise approach to systems of stochastic partial differential equations. Its
three origins are the classical Brownian sheet approach [39], the study of fractional Brownian
sheets [2,20,21] and the theory of Stieltjes type integrals based on fractional calculus and function
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study, is to give meaning to parabolic systems of formal type
∂u
∂t
(t, x) = −Au(t, x)+ F (u(t, x))+ 〈G(u(t, x)), ∂
∂t
∇Z(t, x)
〉
. (1)
The operator −A realizes some second order differential operator, F and G are coupling co-
efficients, linear or sufficiently differentiable. Z is a deterministic non-differentiable Rk-valued
vector field on Rn+1. On bounded smooth domains in Rn, we consider Dirichlet boundary initial
value problems associated to (1). We give a meaning to the problem saying that an Rk-valued
field u = u(t, x) is a mild solution to (1) with initial condition f if
u(t) = P(t)f +
t∫
0
P(t − s)F (u(s))ds + It(u, ∂
∂t
∇Z
)
, t ∈ (0, T ). (2)
Here u(t) = u(t, ·) is understood as Banach space-valued function of t , (P (t))t0 denotes the
semigroup associated to −A and u → It (u, ∂∂t ∇Z) is a suitable integral operator which will be
defined in the sequel. Due to the non-differentiability of Z,
∂
∂t
∇Z(t, x) (3)
needs a proper interpretation. The gradient will be realized in the sense of Schwartz distribu-
tions, the time derivative by means of fractional calculus. This point of view allows to use some
semigroup theory to prove existence and uniqueness for mild solutions to the deterministic prob-
lem (1).
We are particularly interested in cases where Z arises as a sample path of a multiparameter
process, such that (1) becomes a stochastic equation and (3) may be interpreted as a random
noise. For space dimension n 2, such ‘low order gradient type noises’ as in (3) are partial and
directed in space, leading to models different from the classical ones. For n = 1 however, we
arrive at usual formulations.
There are several well known approaches to stochastic partial differential equations, classical
sources are [7,11,15,22,39]. Various formulations of and solutions to parabolic equations under
fractional Brownian perturbations have been proposed for instance in [9,12,13,16,17,24,29,36].
Some applications of our deterministic results in the sense of SPDE’s will be described in Sec-
tion 6. In order to compare our results to some of the mentioned references, let us, apart from
some remarks, specify to dimensions k = 1 and n = 1 and consider three cases:
In the linear additive case, that is with F ≡ 0 and G constant in (1), and with noises fractional
both in time and space, given in terms of Gaussian Fourier series, we a.s. obtain a function
solution u if 2H +K > 1. Here 0 <H < 1 denotes the temporal and 0 <K < 1 the spatial Hurst
index of the noise. This recovers results familiar from [36], where the fact that the noise itself
does not have to be an a.s. locally integrable function was first quantitatively characterized. To
express the corresponding conditions of the abstract Hilbert space formulation in terms of Hurst
indices H and K , one may follow their Section 3.1. We also refer to [37], where a regularity
theory for linear equations on the circle was presented. Earlier references on linear evolution
equations in Hilbert spaces under fractional Gaussian noises such as [12] had mostly assumed
that H > 1/2 and that the (spatial) covariance operator associated to the noise is nuclear. In this
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the case of a noise that is white in space, i.e. if K = 1/2, or in other words, where the covariance
operator is the identity, one needs H > n/4 to guarantee the existence of solutions in possibly
higher space dimensions n.
A pathwise approach to stochastic partial differential equations was proposed in [13], the
authors used Young integrals to implement an idea our method is very close to. Their formulation
provides a link to the powerful theory of rough paths, [23]. For the specific example of a spatially
one-dimensional linear heat equation with additive Gaussian noise, they obtain the a.s. existence
of function solutions if, spoken in terms of Hurst indices H and K , the condition 2H + K > 1
is satisfied. The spatial Sobolev regularity δ and temporal Hölder regularity γ of their solutions
are such that 2γ + δ < 2H + K − 1. In this case, that is exactly the result we recover under
the same hypothesis. We would like to point out that purely pathwise approaches as proposed in
the present paper or in [13] can deal also with problems involving non-Gaussian noises, since
they rely only on some Hölder type conditions for the driving. For a simple example involving
fractional stable noises, [18], see Section 6.
Function solutions to semilinear evolution equations with linear multiplicative fractional
noise, i.e. with F ≡ 0 and G being linear have been discussed for instance in [16] and [17]
in the framework of Itô–Skorohod integration, cf. [27]. There the problems are considered on
the whole Euclidean space. In the spatially one-dimensional case, the results of the first pa-
per [16] guarantee the existence and uniqueness of function solutions whenever H > 1/2 and
K > 1/2. Actually, it contains results for any space dimension n: For noises originating from an
(anisotropic) fractional Brownian sheet with Hurst indices (H,K1, . . . ,Kn), H > 1/2, Ki > 1/2,
i = 1, . . . , n, function solutions are obtained if 2/(2H − 1) +∑ni=1 Ki > n. If this condition is
violated, the unique solution lies in some Meyer–Watanabe type distribution space. The paper
also studies the long-time behaviour of the solutions. Regularity in terms of Hölder or Sobolev
exponents is not further discussed. The second reference [17] addresses the case K = 1/2 of
white noise in space, where it was observed that using the pointwise product, one may obtain
unique function solutions for n = 1 if H > 3/4, and using the Wick product if H > 1/2. Using
the Wick formulation, there are short-time function solutions also in space dimension n = 2, for
the pointwise product n = 1 is essential. A second purpose of that paper was to relate moments
of the solution to weighted intersection local times of Brownian motion.
Here we need H > 1/2 and 0 < K < 1 to be such that 2H + K > 2 in order to guarantee
the a.s. existence and uniqueness of function solutions if F ≡ 0 and G is linear, note that for
K = 1/2 this leads again to the threshold H > 3/4. The regularity of the solution obeys the same
parameters as in the linear additive case, but now we measure also the temporal behaviour in
some kind of Sobolev norm, similar to [24]. As in the linear additive case, it can happen that for
fixed time, the solution is even weakly differentiable.
Related semilinear equations with a non-linear noise term, that is with non-linear, but suffi-
ciently nice F and G in (1), seem hard to treat using Itô–Skorohod integration. The papers [24]
and [13] studied such models using pathwise techniques. In the specific examples of the first
reference, the noise itself is much more regular, namely a locally integrable function, since the
square root of the covariance operator is assumed to be nuclear. However, some of our methods
are inspired by this paper. The concrete example of the pathwise approach in [13] requires the
same hypotheses as we do, namely, apart from some differentiability assumptions on F and G,
H > 1/2 and 2H + K > 2. For the regularity of the solution we basically observe the same
parameter range as they do. Our regularity results are slightly weaker, in the sense that they con-
sider Hölder continuity in time while we use our Sobolev type norm. On the other hand, they
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is seen to exist for an arbitrarily large time interval.
Let us emphasize that we restrict ourselves to problems on bounded domains. For linear equa-
tions this is not so important, for the semilinear case this is essential, as we use a contraction
principle and typical noises exhibit a rather bad behaviour at infinity, cf. [3].
Finally, let us mention some reasons suggesting that systems (1) under noises of form (3)
seem worth to be studied: Formal gradients of random fields on Euclidean spaces have already
been considered some time ago. They exhibit interesting geometric features, and in the stationary
isotropic case they are related to simple models in classical turbulence theory. See [8,19,25,40].
So it seems likely that systems under gradient type noises induced by Rn-valued random fields Z
yield interesting models for a number of physical problems. For non-linear equations involving
gradients of the solution fields, see for instance [5].
In the classical Brownian sheet approach [39] one cannot expect the solutions to parabolic
stochastic differential equations in space dimension n > 1 to be scalar valued processes, at least
not if the noise is taken to be white in time and space, formally given by
∂n+1Z
∂t∂x1 · · · ∂xn . (4)
Here Z would be the Brownian sheet on Rn+1. The roughness of the white noise forces to move
on to the study of distribution-valued processes, see [10,39]. Models involving (3) instead lead
to a simpler type of calculus which does yield function solutions to (1) for any space dimension
under conditions that, apart from additional restrictions caused by non-linearities, actually stem
from the usual equations with (4) in space dimension n = 1.
As already conjectured by a careful referee and noticed by the authors in the revision process
of the present paper, the pathwise approach described here can tell much more. Also for equations
involving (4) with suitably chosen Z, there exist function solutions in higher space dimensions n,
provided the Hölder respectively Sobolev orders (Hurst parameters) of Z are big enough. In the
special case of noises that are white in space one ends up with the conditions familiar from [9]
and [17]. It seems reasonable to discuss this matter in a separate follow-up note.
Our pathwise method is based on fractional calculus, it has been explained in part I, [14],
which had combined [34] and [43]. For related SDE’s see for instance [28] and [44]. Our calcu-
lations partly follow [24]. Instead of an abstract general setting, we always measure the spatial
regularity in terms of Sobolev spaces. Pointwise products are defined by means of paraprod-
ucts, see Lemma C.1 in Appendix C and [33]. This suits the problem surprisingly well and is
consistent with the product definitions used in the concrete examples of [24] and [13].
The paper is organized as follows: The next section contains some preliminaries, the main
setup and the definition of our integral operator It from (2). In Section 3, a problem under lin-
ear multiplicative noise studied, cf. Theorem 3.2. Section 4 generalizes the result to the case of
non-linear multiplicative noise, Theorem 4.2. Section 5 points out some refinements related to
anisotropic fields and considers a purely linear model, Theorem 5.3. In Section 6 we discuss
probabilistic applications. Key results, in particular mapping properties of the pathwise inte-
gral operator, are presented in Section 7, they imply the main theorems. Technical proofs are
shifted to Appendix A. Although a few facts are used already in these proofs, we have decided
to put necessary surveys on semigroup theory, fractional calculus and function spaces into Ap-
pendices B and C at the very end, this way the main proofs appear a bit earlier in the text. Note
that Lemma B.1 seems to be interesting in its own.
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{e1, . . . , en} denotes the standard basis and | · |n the Euclidean norm in Rn, n is suppressed
from notation if n = 1.
Given a normed vector space (E,‖ · ‖E), the product space ∏kj=1 E is endowed with the
l1-norm
∑k
j=1 ‖fj‖E , f = (f1, . . . , fk) ∈
∏k
j=1 E.
M(n × k,R) denotes the space of real (n × k)-matrices. For two members B = (bjl ) l=1,...,n
j=1,...,k
and C = (cjl ) l=1,...,n
j=1,...,k
of M(n × k,R), with row vectors bl = (b1l , . . . , bkl ), cl = (c1l , . . . , ckl ),
l = 1, . . . , n, and column vectors bj = (bj1 , . . . , bjn), cj = (cj1 , . . . , cjn), j = 1, . . . , k, we use the
notation
〈B,C〉 := (〈b1, c1〉, . . . , 〈bk, ck 〉), (5)
where each component of the real k-vector on the right-hand side is given by the standard scalar
product on Rn, 〈bj , cj 〉 =∑nl=1 bjl cjl . Obviously 〈B,C〉 =∑nl=1 bl · cl , where
bl · cl =
(
b1l c
1
l , . . . , b
k
l c
k
l
)
, (6)
a notation we will prefer at some occasions later on. We do not write the transposition of vectors
explicitely, it will always be apparent from the context. a ∧ b and a ∨ b denote the minimum
and maximum of two numbers a and b, respectively. Positive constants whose values are not of
importance are denoted by c, their values may differ from one occurrence to another.
Let k,n ∈ N, k,n 1. Throughout the whole paper, D ⊂ Rn is a bounded C∞-domain.
Let A0 be a self-adjoint operator in L2(D) with domain dom(A0) = H 22,0(D), obtained as the
Friedrichs extension of some second order differential operator AD ,
(ADf )(x) = −
n∑
i,k=1
∂
∂xi
(
aik(x)
∂f
∂xk
(x)
)
+ c(x)f (x)
f ∈ dom(AD) = C∞0 (D), satisfying the ellipticity condition
∑
i,k aik(x)ξiξk  λ|ξ |2, x ∈ D,
ξ ∈ Rn with some λ > 0, and having real-valued coefficients aik = aki ∈ C∞(D), c ∈ C∞(D),
c(x) 0, x ∈ Rn, which, together with all their derivatives, can be extended continuously to D,
see e.g. [1] or [38]. By the choice of the domain, Dirichlet boundary conditions are imposed.
The simplest example is the Dirichlet Laplacian − on D ⊂ Rn.
Let B be a real (k × k)-matrix, such that all eigenvalues of B are contained in the half
plane {z ∈ C: Re z > 0}. We consider A = BA0, more precisely: Given u = (u1, . . . , uk) ∈
C∞0 (D,Ck), we set
Au := B(A0u1, . . . ,A0uk), (7)
with the usual matrix multiplication. We refer to B as the cross diffusion matrix.
From the spectral representation of A0 it can be deduced that A is a sectorial operator, hence
−A generates an analytic semigroup (P (t))t0 on L2(D) of negative type. A proof is car-
ried out in [30] for AD = −, the arguments work for general AD . It is further shown that
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fractional power Aκ/2 of the operator A maps Hα+κ2 (D,Ck) isomorphically onto H
α
2 (D,C
k).
Usually, one refers to such a situation as scale of Hilbert spaces. For the definition and some
properties of these spaces we refer to Appendix C. For −1/2 < α < 3/2, the norms ‖ · ‖α and
f → ‖Aα/2f ‖0 are equivalent, for −3/2  α  −1/2, ‖ · |Hα2 (D,Ck)‖ and f → ‖Aα/2f ‖0
are equivalent. If (P (t))t0 is the analytic semigroup of negative type on L2(D,Ck) generated
by −A, these isomorphism properties together with (2.10) permit to consider (P (t))t0 as a
strongly continuous and equibounded semigroup on Hα2 (D,C
k) for any fixed −3/2 α < 3/2.
Below we will restrict attention to real subspaces, also explained in Appendix C.
Now assume Z = (Z1, . . . ,Zk), Zj = Zj (t;x1, . . . , xn), j = 1, . . . , k, is an Rk-valued vector
field on Rn+1. Below we will consider Z also as Banach space valued function Z(t) of the time
parameter t . In this case we put Zjt (s) := 1(0,t)(s)(Zj (s)−Zj (t)) and Zt(s) := 1(0,t)(s)(Z(s)−
Z(t)). The values Zj (t) will be assumed to exist for each t > 0 in the pointwise sense.
Before we state the definition of the integral operator It from (2), we give a heuristic motiva-
tion for it. Assume k = 1, n = 1 and D = (a, b) ⊂ R is a finite interval. Let p(t, x, y) denote the
transition densities of the semigroup, i.e. P(t)f (x) = ∫
(a,b)
p(t, x, y)f (y) dx, and assume for a
moment they were regular enough to write
(−1)α
∫
(0,t)
∫
(a,b)
Dα0+p(t − s, x, y)g(s, y)
∂
∂y
D1−αt− Zt(s, y) dy ds, (8)
where g = g(s, y), denotes a real-valued function and 0 < α < 1.
s → Dα0+p(t − s, x, ·)g(s, ·) denotes the left-sided Weyl–Marchaud fractional derivative of
order α of the function s → p(t − s, x, ·)g(s, ·), seen as vector-valued function of s. Similarly,
s → D1−αt− Zt(s, ·) denotes the right-sided Weyl–Marchaud fractional derivative of order 1 − α
of s → Zt(s, ·). That means, we integrate p(t − s, x, y)g(s, y) with respect to Zt(s, y) over
(0, t) × (a, b) by means of a Stieltjes type integral for two-parameter functions. A similar con-
struction was studied in part I of the present paper, [14], where relations to well-known methods
for Stieltjes-type integration via regularization were pointed out, [34,43]. For a survey on frac-
tional integrals and derivatives, we refer to Appendix B.
Taking into account the definition of Dα0+, carrying out the integration over (a, b) and rear-
ranging the terms, (8) is seen to equal
(−1)α
Γ (1 − α)
t∫
0
s−αP (t − s)
(
g(s)
∂
∂y
D1−αt− Zt(s)
)
ds
+ α(−1)
α
Γ (1 − α)
t∫
0
s∫
0
(s − σ)−α−1(P(t − s)− P(t − σ))(g(s) ∂
∂y
D1−αt Zt (s)
)
dσ ds
+ α(−1)
α
Γ (1 − α)
t∫ s∫
(s − σ)−α−1P(t − σ)
((
g(s)− g(σ )) ∂
∂y
D1−αt Zt (s)
)
dσ ds. (9)0 0
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We use the semigroup property together with the analyticity of (P (t))t0 and the fact that
s∫
0
u−α−1
(
I − P(u))f du = Γ (1 − α)
α
Aαf − 1
α
s−αf +
∞∫
s
u−α−1P(u)f du,
for f ∈ dom(Aα), where I is the identity operator, see Appendix B. Inserting this into (9), the
term arising from the summand α−1s−αf cancels with the first summand in (9), and we arrive at
the expression in Definition 2.1 below. Note that in part I we would have corrected the integrand
p(t − s, x, ·)g(s) at s = 0 and added the correction terms P(t)(g(0) ∂
∂y
(Z(t)−Z(0))). Here these
corrections cancel and may be omitted.
In [13], Young integrals were used to realize a similar idea. Young integrals provide a con-
nection to rough paths, while our formulation using fractional calculus is closer to classical PDE
theory.
The preceding motivates the following rigorous definition. Let k ∈ N \ {0} and suppose
that either g = (gjl ) l=1,...,n
j=1,...,k
is a constant real (n × k)-matrix, g ∈ M(n × k,R) or, g is an
M(n × k,R)-valued field on Rn+1, such that all rows gl = (g1l , . . . , gkl ) with gjl =
g
j
l (t;x1, . . . , xn), seen as vector valued functions t → gl(t), also admit their values in a Sobolev
space contained in that scale.
The gradient is taken in distributional sense and always refers to the space variable x =
(x1, . . . , xn). We use the notation (5).
Let 0 < α < 1. For t  0, set
Iαt
(
g,
∂
∂t
∇Z
)
:= (−1)α
t∫
0
AαP (t − s)〈g(s),∇D1−αt− Zt(s)〉ds
+ cα(−1)α
t∫
0
s∫
0
(s − σ)−α−1P(t − σ)〈(g(s)− g(σ )),∇D1−αt− Zt(s)〉dσ ds
+ cα(−1)α
t∫
0
∞∫
s
σ−α−1P(σ + t − s)〈g(s),∇D1−αt− Zt(s)〉dσ ds.
The number cα is given by cα = αΓ (1 − α)−1. Each semigroup operator applies to the entire k-
valued term in sharp brackets. The integral terms contain products of functions and distributions.
We define them by means of paraproducts as studied in [35] and [33], see Appendix C. This
includes the product definitions used in the concrete examples of [24] and [13].
Definition 2.1. For g and Z as above, we define the integral operator It by
It
(
g,
∂
∂t
∇Z
)
:= Iαt
(
g,
∂
∂t
∇Z
)
, t  0.
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4.2 and 5.3 below, It (g, ∂∂t ∇Z) exists and does not depend on the particular choice of α.
3. Problems with linear multiplicative noise
Let G = (G1, . . . ,Gn) denotes an M(n × k,R)-valued field on Rn, such that each row
Gl = (G1l , . . . ,Gkl ) : Rk → Rk is a linear mapping. Below we write u → Gu and u → Glu
to emphasize the mappings are linear.
Let T > 0 be arbitrary. We study systems of semilinear parabolic equations with linear mul-
tiplicative gradient type noise, formally given by
∂u
∂t
(t, x) = (−Au)(t, x)+
〈
Gu,
∂
∂t
∇Z
〉
(t, x), (10)
t ∈ (0, T ), x ∈ D, together with the Dirichlet boundary condition
u(·, t)∣∣
∂D
= 0, t ∈ (0, T ), (11)
and with initial condition
u(0, x) = f (x), x ∈ D. (12)
By (5) and (6), we formally have 〈Gu, ∂
∂t
∇Z〉 =∑nl=1 Glu · ∂2Z∂t∂xl .
The problem (10)–(12) is made rigorous in the sense of mild solutions:
Definition 3.1. A function u is a mild solution to (10)–(12), if it satisfies the integral equation
u(t) = P(t)f + It
(
Gu,
∂
∂t
∇Z
)
, t ∈ (0, T ). (13)
Eq. (10) allows to describe diffusion phenomena under couplings caused by the cross diffusion
term Au or the noise term 〈G(u), ∂
∂t
∇Z〉.
For k ∈ N, k  1, 0 < γ < 1, 1 < p < ∞ and δ ∈ R, Cγ ([0, T ],Hδp(Rn,Rk)) denotes the
space of γ -Hölder continuous Hδp(Rn,Rk)-valued functions on [0, T ], such that
∥∥u ∣∣ Cγ ([0, T ],Hδp(Rn,Rk))∥∥ := sup
0τ<tT
‖u(t)− u(τ)|Hδp(Rn,Rk)‖
(t − τ)γ < ∞. (14)
Following essentially [24], we denote by Wγ ([0, T ], ˚Hδ2 (D,Rk)), 0 < γ < 1, δ ∈ R, the space
of ˚Hδ2 (D,R
k)-valued functions on [0, T ] such that
‖u‖γ,δ := sup
0tT
(∥∥u(t)∥∥
δ
+
t∫
0
‖u(t)− u(τ)‖δ
(t − τ)γ+1 dτ
)
< ∞. (15)
For the definition of the spaces Hδ(Rn,Rk) and ˚Hδ(D,Rk) we refer to Appendix C.p 2
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that Z ∈ C1−α([0, T ],H 1−βq (Rn,Rk)), q > 2 ∨ (n/δ). Let G be as specified above, and let f ∈
˚H
2γ+δ+ε
2 (D,R
k), 2γ + δ + ε < 3/2. Assume further that β < δ, α < γ < 1 − α and 2γ + δ <
2 − 2α − β .
Then problem (10)–(12) has a unique mild solution u in Wγ ([0, T ], ˚Hδ2 (D,Rk)).
The proof relies on the key Proposition 7.2 below. Note that in particular, the temporal regular-
ity 1−α of the driving field needs to be greater than 1/2. The conditions δ > β and q > 2∨ (n/δ)
ensure that Lemma C.1 below is applicable in order to evaluate the occurring pointwise product.
It is strongly related to usual Sobolev embedding theorems.
4. Problems with non-linear noise term
Under familiar dimension conditions, the result can be generalized to systems with coupling
and non-linear multiplicative noise term:
Let F : Rk → Rk be a C1-mapping such that F(0) = 0 and having bounded differential DF .
That means, if ‖ · ‖L(Rk,Rk) denotes a norm in L(Rk,Rk), we have
sup
x∈Rk
∥∥DF(x)∥∥
L(Rk,Rk)
<M (16)
for some number M > 0.
Let G = (G1, . . . ,Gn) denote an M(n × k,R)-valued field on Rk such that each Gl =
(G1l , . . . ,G
k
l ) : Rk → Rk is a C2-mapping, which fulfilles Gl(0) = 0 and has a second order
differential D2Gl , which is bounded and Lipschitz continuous. That means, if ‖ · ‖L(Rk,L(Rk,Rk))
is a norm in L(Rk,L(Rk,Rk)), we have
sup
x∈Rk
∥∥D2Gl(x)∥∥L(Rk,L(Rk,Rk)) <M (17)
and
∥∥D2Gl(x)− D2Gl(y)∥∥L(Rk,L(Rk,Rk))  L|x − y|k, (18)
x, y ∈ Rk , with some numbers M,L> 0.
If, for example, each Gl is a compactly supported C∞-mapping, these properties are obvious.
We write u → F(u), u → G(u) and u → Gl(u) to point out that F and G are non-linear.
We consider semilinear parabolic problems with non-linear multiplicative noise term, given
by
∂u
∂t
(t, x) = (−Au)(t, x)+ F (u(t, x))+ 〈G(u), ∂
∂t
∇Z
〉
(t, x), (19)
t ∈ (0, T ), x ∈ D, together with the former boundary and initial conditions (11) and (12).
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u(t) = P(t)f +
t∫
0
P(t − s)F (u(s))ds + It(G(u), ∂
∂t
∇Z
)
, t ∈ (0, T ).
The composition operators are explained in Appendix C. As usual, their Fréchet derivatives
are used to derive key estimates. This involves pointwise multiplication in a single Hδ2 -space,
what in turn forces to restrict to L∞-functions.
Denote by Wγ ([0, T ], ˚Hδ2,∞(D,Rk)), 0 < γ < 1, δ ∈ R, the space of ˚Hδ2,∞(D,Rk) =
˚Hδ2 (D,R
k)∩L∞(Rn,Rk)-valued functions on [0, T ] such that
‖u‖γ,δ,∞ := sup
0tT
(∥∥u(t)∥∥
δ,∞ +
t∫
0
‖u(t)− u(τ)‖δ,∞
(t − τ)γ+1 dτ
)
< ∞. (20)
Here ‖ · ‖δ,∞ := ‖ · ‖δ + ‖ · ‖∞, where ‖ · ‖δ is the norm in Hδ2 (Rn,Rk) and ‖ · ‖∞ that in
L∞(Rn,Rk). We obtain:
Theorem 4.2. Suppose 0 < α,β,γ, δ, ε < 1 and Z ∈ C1−α([0, T ],H 1−βq (Rn,Rk)),
q > 2 ∨ (n/δ). Let F and G be as specified above such that (16)–(18) are satisfied, and
assume f ∈ ˚H 2γ+δ+ε2,∞ (D,Rk), 2γ + δ + ε < 3/2. Let further β < δ, α < γ < 1 − α and
2γ + δ ∨ (n/2) < 2 − 2α − β . Then problem (19), (11), (12) has a unique mild solution u
in Wγ ([0, T ], ˚Hδ2,∞(D,Rk)).
This theorem relies on Proposition 7.3. In the hypotheses we have assumed 0 < δ < 1. Though
convenient, this is a technical restriction. With refined hypotheses on F and G and some more
technical effort, it could be removed.
Remark 4.3. Note that Theorem 4.2 forces an additional restriction on the temporal regularity
of the driving field Z. Only if n/4 < 1 − α we can find some 0 < β < 1, such that Theorem 4.2
guarantees the existence and uniqueness of a function solution to the non-linear problem (19),
(11), (12). This bound had already appeared in [9] and [24].
5. Complements and refinements
First, we refine our hypotheses on Z, and second, refine our results in the case of a related
linear problem.
Comparing (10) and the proof of Theorem 3.2, respectively Proposition 7.2 below, we
observe that if Gjl ≡ 0, the term ∂∂xl D1−αt− (Zj )t has no influence on u. This allows lower
(nonnegative) degrees of spatial smoothness of Zj in these directions el . Now let Gj =
(G
j
, . . . ,G
j
n), j = 1, . . . , k, denote the columns of G. Similar to part I, we define the1
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p,Gj
(Rn,R)), 0 < γ < 1, δ ∈ R, 1 < p < ∞, of γ -Hölder continuous
Hδ
p,Gj
(Rn,R)-valued functions on [0, T ] by
∥∥u ∣∣ Cγ ([0, T ],Hδ
p,Gj
(
R
n,R
))∥∥ := sup
0τ<tT
‖u(t)− u(τ)|Hδ
p,Gj
(Rn,R)‖
(t − τ)γ < ∞, (21)
where the spaces Hδ
p,Gj
(Rn,R) are explained in Appendix C. We immediately obtain:
Corollary 5.1. The assertions of Theorems 3.2 and 4.2 remain valid if the hypotheses on Z there
are replaced by Zj ∈ C1−α([0, T ],H 1−β
q,Gj
(Rn,R)), j = 1, . . . , k, with some q > 2 ∨ (n/δ).
A particularly simple problem related to (10) arises if G is a constant matrix G = (Gjl ) ∈
M(n× k,R),
∂u
∂t
(t, x) = (−Au)(t, x)+
〈
G,
∂
∂t
∇Z
〉
(t, x), (22)
t ∈ (0, T ), x ∈ D. Eq. (22) is linear, the noise is additive, and the middle summand in (A.1)
vanishes.
Definition 5.2. u solves the problem (22), (11), (12) in the mild sense if
u(t) = P(t)f + It
(
G,
∂
∂t
∇Z
)
, t ∈ (0, T ). (23)
For 0 < γ < 1 and δ ∈ R, let Cγ ([0, T ], ˚Hδ2 (D,Rk)) be the space of γ -Hölder continuous
˚Hδ2 (D,R
k)-valued functions u on [0, T ], such that ‖u|Cγ ([0, T ],Hδ2 (Rn,Rk))‖ < ∞.
Theorem 5.3. Suppose 0 < α,β,γ, ε < 1 and Z ∈ C1−α([0, T ],H 1−β2 (Rn,Rk)). Let G =
(G
j
l ) ∈ M(k × n,R), and assume that f ∈ ˚H 2γ+δ+ε2 (D,Rk), 2γ + δ + ε < 3/2.
Then the mild solution u according to (13) exists and is in Cγ ([0, T ], ˚Hδ2 (D,Rk)), provided
γ + α < 1 and 2γ + δ < 2 − 2α − β .
The theorem follows from Proposition 7.1 below. As we do not have to use a contraction
principle and the unique solution is already explicitely given by (23), the previous lower bound
on γ is no longer necessary. Also, the time regularity here is somewhat stronger than in the
previous theorems, note that for any γ ′ > γ , Cγ ′([0, T ], ˚Hδ2 (D,Rk)) is continuously embedded
in the space Wγ ([0, T ], ˚Hδ2 (D,Rk)). Obviously the hypotheses can be refined as before, we
omit it.
Remark 5.4. In view of the facts listed in Appendix C, we might as well treat boundary initial
value problems in general Lp(D,Rk)-spaces, 1 <p < ∞. We refer to [38], in particular to 4.9.1.
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We indicate some applications of the discussed models to random fields. Then the equations
are to be read in the pathwise sense: There is some Ω1 ⊂ Ω , P(Ω1) = 1, such that for any
ω ∈ Ω1, solutions to (10), (19) and (22) are obtained for Z(ω) in place of Z. Note that restricted
to Ω1, the estimates in the corresponding proofs remain valid.
Let us survey some possibilities. In most references the noises are chosen to be given in terms
of Gaussian Fourier series,
bH,K(t, x) =
∞∑
j=1
qj ej (x)β
H
j (t), (24)
where ej are the eigenfunctions of the semigroup (P (t))t0, the βHj are iid standard fractional
Brownian motions with Hurst parameter 0 <H < 1, and the qn are such that
∑
j=1 q2j j−2μ < ∞.
One can show that (24) is a member of Cα′([0, T ], ˚H−β ′2 (D,Rn)) if 0 < α′ < H and 0 < μ <
β ′ < 1. A number 0 < K < 1 just slightly bigger than 1 − μ might be called a Hurst parameter
in space, see e.g. [13] or [36]. As mentioned in the introduction, we may for instance consider
spatially one-dimensional problems, k = n = 1, with bH,K(t, x) in place of ∂Z
∂x
(t, x). For (22)
we then need 2H +K > 1, for (10) and (19), H > 1/2 and 2H +K > 2. (If β ′  1/2 in the mul-
tiplicative cases, one actually has to extend bH,K(t, ·) temporarily beyond D to get a distribution
on Rn, this is no problem, cf. [38, 4.2.2].)
Next, one might like to use globally defined fields. Set
u,zX(s, y) := X(s + u,y + z)−X(s, y + z)−X(s + u,y)+X(s, y),
s, u ∈ R, y, z ∈ Rn, to denote the rectangular increments u,zX(s, y) of a field X. First, consider
centered real-valued Gaussian random fields BH,K on [0, T ] × Rn having stationary increments
t−s,x−yBH,K satisfying{
E
∣∣t−s,x−yBH,K ∣∣2}1/2  c(t − s)H |x − y|Kn , (25)
0  s  t  T , x, y ∈ Rn, where 0 < H,K < 1, c > 0 is some universal non-random constant,
| · |n is the Euclidean norm on Rn and | · | the absolute value on R. A special case is the (spatially
isotropic) fractional Brownian sheet with Hurst indices H and K , in this case equality holds
in (25). See [2,14,20,21] or [41]. Alternatively, we might want to study centered real-valued
Gaussian fields BH,K on [0, T ] × Rn having stationary increments t−s,relBH,K in each space
direction el , l = 1, . . . , n, and such that{
E
∣∣t−s,relBH,K ∣∣2}1/2  c(t − s)H |r|Kl , (26)
0 s  t  T , r ∈ R, l = 1, . . . , n, where 0 <H < 1, 0 <Kl < 1, l = 1, . . . , n and c > 0 is non-
random. As a special case one may consider the (anisotropic) fractional Brownian sheet with
Hurst parameters H and K = (K1, . . . ,Kn), it corresponds to equality in all the conditions (26).
In both cases we may choose a version, again denoted by BH,K and BH,K such that a.a.
paths of BH,K respectively BH,K are bounded and satisfy certain multiple Hölder conditions
3204 M. Hinz, M. Zähle / Journal of Functional Analysis 256 (2009) 3192–3235on any fixed compact set. To see that our results may be applied in these cases, note the fol-
lowing: If a sample of, say BH,K , is multiplied by a compactly supported C∞-function that
equals one on a neighbourhood of D, the result is a member of a space Hβ
′
q (R
n,R) for any
fixed t . This neither is true for the uncorrected sample itself nor for a simple non-smooth cut-off
using an indicator function. As our method considers only a neighbourhood of D, this makes
no difference, hence we assume this has been done and write again BH,K and BH,K . Then
a.s. BH,K ∈ Cα′([0, T ],Hβ ′q (Rn,R)) if 0 < α′ < H , 0 < β ′ < K and 1 < q < ∞, and given
any index vector g = (g1, . . . , gn), BH,K ∈ Cα′([0, T ],Hβ
′
q,g(R
n,R)), provided 1 < q < ∞,
0 < α′ <H and 0 < β ′ <Kl for all l such that gl = 0.
Now assume for instance that Z = (BH 1,K11 , . . . ,BH
k,Kk
k ) is an independent vector of frac-
tional Brownian sheets BH
j ,Kj
j of (possibly different) orders 0 < Hj ,Kj < 1. Then (10) and
(19) yield systems coupled by cross-diffusion, non-linearity, or by a mixed fractional noise term.
If minj=1,...,k H j > 1/2 and 2 minj=1,...,k H j +minj=1,...,k Kj > 2, we a.s. obtain function solu-
tions. For linear systems (22), 2 minj=1,...,k H j +minj=1,...,k Kj > 1 suffices. The case Hj = H ,
Kj = K , j = 1, . . . , k, provides the simplest prototype.
Or, let Z = (BH,K11 , . . . ,BH,K
k
k ) be an independent vector consisting of anisotropic fractional
Brownian sheets BH,K
j
j , 0 < H < 1, Kj = (Kj1 , . . . ,Kjn ), 0 < Kjl < 1. With the refinements
described in Corollary 5.1, we may a.s. obtain function solutions to system under anisotropic
noises (10) or (19), as long as for some 1/2 <H < 1, 0 <K < 1, 2H +K > 2 and K <Kjl for
all those j, l for which Gjl does not vanish identically.
As a specific example, Theorem 4.2 yields existence and uniqueness for solutions to one-
dimensional semilinear heat equations driven by anisotropic fractional Brownian sheets BH,K ,
∂u
∂t
(t, x) = u(t, x)+ F (u(t, x))+G(u(t, x))∂2BH,K
∂t∂x
.
One interesting fact about fields a-priori defined on [0, T ] × Rn is that anisotropic structures as
in (26) may be considered. Another interesting fact is that series expansions of type (24) yield
noises that do already contain information on the boundary values specified in our problems,
while noises obtained from globally defined fields do not.
A third motivation to use global fields is that we may easily consider also non-Gaussian
examples. One particular is the β-fractional α-stable sheet Xβα , α ∈ (1,2), β = (β0, . . . , βn),
0 < βi < 1−1/α, i = 0, . . . , n. It may be constructed as follows, for details we refer to [18]. The
α-stable white noise measure μα on S ′(Rn+1) is given in terms of a Bochner–Minlos formula,∫
S ′(Rn+1)
ei〈ω,ϕ〉 dμα(ω) = exp
{
−1
2
∫
Rn+1
∣∣ϕ(x)∣∣α dx}, ϕ ∈ S(Rn+1).
Let Iβ be an anisotropic Riesz-potential operator of form
Iβϕ(x) = cn(β)−1
∫
n+1
ϕ(y)
|x − y|1−β dy,
R
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that there is an S ′(Rn+1)-valued random variable Tβ such that 〈Tβω,ϕ〉 = 〈ω, Iβϕ〉, for all
ϕ ∈ S(Rn+1) and a.a. ω ∈ S ′(Rn+1). Under the image (probability) measure μβα := μα ◦ T −1β ,
set
Xβα(x0, x1, . . . , xd) := 〈ω,1[0,x]〉,
where [0, x] = [0, x0] × · · · × [0, xn]. From Proposition 6.3 in [18] it follows easily that (after a
cut-off at infinity) its samples Xβα(ω) are P-a.s. members of Cα′([0, T ],Hβ
′
q (R
n,R)), provided
0 < α′ < β0 and 0 < β ′ < mini=1,...,n βi . For instance if k = n = 1, Theorem 5.3 allows to obtain
function solutions to linear heat equations driven by β-fractional α-stable noises Xβα ,
∂u
∂t
(t, x) = u(t, x)+ ∂
2X
β
α
∂t∂x
,
provided 2β0 + β1 > 1.
7. Mapping properties and correctness of the definition
The existence and uniqueness statements of Sections 3–5 rely on the mapping properties of the
integral operator, which are investigated in this section. As a by-product we prove Remark 2.2.
Recall the definitions (14), (15) and (20) of the spaces Cγ ([0, T ],Hδq (Rn,Rk)),
Wγ ([0, T ], ˚Hδ2 (D,Rk)) and Wγ ([0, T ], ˚Hδ2,∞(D,Rk)). The main steps in proving Theo-
rems 5.3, 3.2 and 4.2 are formulated in the following three propositions, whose proofs are given
in Appendix A:
Proposition 7.1. Given G = (Gjl ) ∈ M(n× k,R) and 0 < α,β,γ < 1, the mapping
Z → I(·)
(
G,
∂
∂t
∇Z
)
(27)
is a continuous linear operator from C1−α([0, T ],H 1−β2 (Rn,Rk)) into Cγ ([0, T ],Hδ2 (D,Rk)),
provided γ + α < 1 and 2γ + δ < 2 − 2α − β .
Theorem 5.3 follows from Proposition 7.1 and the mapping properties of the semigroup,
‖(P (t − τ)− I )P (τ)f ‖δ
(t − τ)γ  c(t − τ)
ε‖f ‖2γ+δ+ε, 0 τ < t  T .
See in particular formula (B.5) in Appendix B.
We introduce the following equivalent norms on Wγ ([0, T ], ˚Hδ2 (D,Rk)):
‖u‖()γ,δ := sup
0tT
e−t
(∥∥u(t)∥∥
δ
+
t∫
0
‖u(t)− u(τ)‖δ
(t − τ)γ+1 dτ
)
< ∞, (28)
where  1 is a parameter, cf. [24].
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Z ∈ C1−α([0, T ],H 1−βq (Rn,Rk)), q > 2 ∨ (n/δ), and G = (Gjl ) such that each Gl is linear, the
mapping
u → I(·)
(
Gu,
∂
∂t
∇Z
)
(29)
is a contraction in Wγ ([0, T ], ˚Hδ2 (D,Rk)). More precisely,∥∥∥∥I(·)(Gu, ∂∂t ∇Z
)∥∥∥∥()
γ,δ
 C()‖u‖()γ,δ,
where C() > 0 tends to zero as  goes to infinity.
Now let the equivalent norms ‖ · ‖()γ,δ,∞ in Wγ ([0, T ], ˚Hδ2,∞(D,Rk)) be defined as the ana-
logues of (28), based on (20). Theorem 3.2 now follows from Banach’s fixed point theorem and
the mapping properties of the semigroup, (B.5).
Proposition 7.3. Let 0 < α,β,γ, δ < 1. Further assume that α < γ < 1 − α, β < δ and 2γ +
δ ∨ (n/2) < 2 − 2α − β . Let Z ∈ C1−α([0, T ],H 1−βq (Rn,Rk)), q > 2 ∨ (n/δ), and let the non-
linear coefficient term G = (G1, . . . ,Gn), be such that Gl(0) = 0, and each Gl has bounded
and Lipschitz second order differential D2G, i.e. (17) and (18) hold. Then there is a closed ball
B0 ⊂ Wγ ([0, T ], ˚Hδ2,∞(D,Rk)), such that (29) maps B0 into itself and for  1 large enough,∥∥∥∥I(·)(G(u), ∂∂t ∇Z
)
− I(·)
(
G(v),
∂
∂t
∇Z
)∥∥∥∥()
γ,δ,∞
 C()‖u− v‖()γ,δ,∞, (30)
u,v ∈ B0.
Theorem 4.2 now follows similarly as in the previous case, having choosen a common 0 in
Proposition 7.3 and in the following Lemma 7.4. Set J0(t, u) :=
∫ t
0 P(t − s)F (u(s)) ds.
Lemma 7.4. For 0 < γ, δ < 1 such that γ + n/4 < 1 and 0  1 large enough, u → J0(·, u)
maps the closed ball B(0)(0, e−0T ) into itself and for  0,∥∥J0(·, u)− J0(·, v)∥∥(0)γ,δ,∞  C()‖u− v‖(0)γ,δ,∞,
u, v ∈ B(0)(0, e−0T ), where C() tends to zero as  tends to infinity.
As a consequence of Propositions 7.1–7.3 we observe that the integral in the respective
sense can be rewritten as forward limit, similar to the forward integral from part I, [14]. For
l = 1, . . . , n, set
∂l,rϕ(x) := ϕ(x + rel)− ϕ(x), r > 0,
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∇+r ϕ(x) =
(
∂1,rϕ(x), . . . , ∂n,rϕ(x)
)
, r > 0,
denote the forward pre-gradient of ϕ. Now put
Iαt
(
g,
∂
∂t
∇+r Z
)
:= (−1)α
t∫
0
AαP (t − s)〈g(s),∇+r D1−αt− Zt(s)〉ds
+ cα(−1)α
t∫
0
s∫
0
(s − σ)−α−1P(t − σ)〈(g(s)− g(σ )),∇+r D1−αt− Zt(s)〉dσ ds
+ cα(−1)α
t∫
0
∞∫
s
σ−α−1P(σ + t − s)〈g(s),∇+r D1−αt− Zt(s)〉dσ ds, (31)
for t > 0, r > 0 and with some 0 < α < 1.
Corollary 7.5.
(i) Under the hypotheses of Proposition 7.1, we have
Iαt
(
G,
∂
∂t
∇Z
)
= lim
r→0 I
α
t
(
G,
∂
∂t
∇+r Z
)
, t > 0,
the limit taken in the strong sense in ˚Hδ2 (D,R
k).
(ii) Under the hypotheses of Propositions 7.2 and 7.3, we have
Iαt
(
G(u),
∂
∂t
∇Z
)
= lim
r→0 I
α
t
(
G(u),
∂
∂t
∇+r Z
)
, t > 0,
for any u ∈ Wγ ([0, T ], ˚Hδ2(,∞)(D,Rk)) in the strong sense in ˚Hδ2(,∞)(D,Rk).
Here we have written G(u) for linear or non-linear G. A similar assertion is true if the for-
ward differences are replaced by backward differences. The limit representations are helpful in
verifying Remark 2.2:
Lemma 7.6. Under the hypotheses of Propositions 7.1 and interpreted according to (27), Defini-
tion 2.1 is correct, i.e. the existence and the value of the integral do not depend on the particular
choice of α:
Iαt
(
G,
∂ ∇Z
)
= It
(
G,
∂ ∇Z
)
.∂t ∂t
3208 M. Hinz, M. Zähle / Journal of Functional Analysis 256 (2009) 3192–3235If the hypotheses of Proposition 7.2 respectively 7.3 hold, the same is true for the mapping (29)
respectively its non-linear version:
Iαt
(
G(u),
∂
∂t
∇Z
)
= It
(
G(u),
∂
∂t
∇Z
)
.
The proof can be found in Appendix A.
Appendix A. Proofs
First notice that in Definition 2.1 and according to (6), we have Iαt (g, ∂∂t ∇Z) :=∑n
l=1 I
(l)
t (gl · ∂2Z∂t∂xl ), t > 0, where
I
(l)
t
(
gl · ∂
2Z
∂t∂xl
)
:= (−1)α
t∫
0
AαP (t − s)
(
gl(s) · ∂
∂xl
D1−αt− Zt(s)
)
ds
+ cα(−1)α
t∫
0
s∫
0
(s − σ)−α−1P(t − σ)
((
gl(s)− gl(σ )
) · ∂
∂xl
D1−αt− Zt(s)
)
dσ ds
+ cα(−1)α
t∫
0
∞∫
s
σ−α−1P(σ + t − s)
(
gl(s) · ∂
∂xl
D1−αt− Zt(s)
)
dσ ds. (A.1)
We further point out that for γ ′ > γ , Wγ ′([0, T ], ˚Hδ2 (D,Rk)) with norm ‖ · ‖()γ ′,δ is continuously
embedded into Wγ ([0, T ], ˚Hδ2 (D,Rk)) with norm ‖u‖()γ,δ (with the same parameter ). This
will be helpful. Further, we will use of several facts listed in Appendices B and C, in particular
formulae (B.3)–(B.5), as well as Lemmas B.1 and C.1.
A.1. A detailed proof for Proposition 7.2
Proof. Step 1: Parameters. We write α′ to denote the number α as given in Proposition 7.2, i.e.
by hypothesis, Z ∈ C1−α′([0, T ],H 1−βq (Rn,Rk)), α′ < γ < 1 − α′ and 2γ + 2α′ + δ + β < 2.
Consequently there exists some small μ > 0 such that with α := α′ + μ, we still have α < γ <
1 − α and
2γ + 2α + δ + β < 2. (A.2)
In Definition 2.1, we use the number α as specified this way.
For later use, we record the relation
t∫
e−(t−s)s−η(t − s)−θ ds  η+θ−1
(
sup
z>0
z∫
e−v(z − v)−ηv−θ dv
)
, (A.3)0 0
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function.
Step 2: Elementary estimates. Recall that the right-sided Weyl–Marchaud fractional derivative
of order 1 − α of Zt is given by
D1−αt− Zt(s) = 1(0,t)(s)
(−1)α
Γ (1 − α)
(
Z(s)−Z(t)
(t − s)1−α + α
t∫
s
Z(s)−Z(σ)
(σ − s)2−α dσ
)
, (A.4)
see Appendix B, [14] or [32]. To the first term in brackets on the right-hand side of equality (A.4)
we will refer as the boundary correction term, it will be denoted by b(s, t). The second will be
called the integral term, it is abbreviated by j (s, t). Recall the definition (14) of the norm in
C1−α′([0, T ],H 1−βq (Rn,Rk)). Note that for any q > 1 and 0 s < t  T ,∥∥b(s, t) ∣∣H 1−βq (Rn,Rk)∥∥ c(t − s)μ∥∥Z ∣∣ C1−α′([0, T ],H 1−βq (Rn,Rk))∥∥ and∥∥j (s, t) ∣∣H 1−βq (Rn,Rk)∥∥ c(t − s)μ∥∥Z ∣∣ C1−α′([0, T ],H 1−βq (Rn,Rk))∥∥. (A.5)
In particular, ‖D1−αt− Zt(s) | H 1−βq (Rn,Rk)‖ < c. As Z is fixed throughout the whole proof, we
absorb the norm ‖Z | C1−α′([0, T ],H 1−βq (Rn,Rk))‖ of Z into the constants c to simplify the
notation.
For 0 s < τ < t  T one deduces∥∥b(s, t)− b(s, τ ) ∣∣H 1−βq (Rn,Rk)∥∥
 c(t − s)μ(τ − s)α−1(t − τ)1−α + c(t − τ)1−α+μ(τ − s)α−1 , (A.6)
or, alternatively, ∥∥b(s, t)− b(s, τ ) ∣∣H 1−βq (Rn,Rk)∥∥
 c(t − τ)1−α+μ(τ − s)1−α + c(t − τ)1−α(τ − s)1−α+μ. (A.7)
The constants c may depend on q .
Step 3: The non-difference part. Recall the definition (28) of the norms ‖ · ‖()γ,δ . We begin
with an estimate on the first term in brackets there. Fix l = 1, . . . , n and denote by J1(t), J2(t)
and J3(t) the summands according to the right-hand side of (A.1) in the order they occur. We
consider Glu(s) in place of gl(s) and write G to abbreviate Gl .
By Lemma C.1 below and a simple Fourier multiplier argument, we have∥∥∥∥Gu(s) · ∂∂xl D1−αt− Zt(s)
∥∥∥∥−β  c∥∥Gu(s)∥∥δ
∥∥∥∥ ∂∂xl D1−αt− Zt(s) ∣∣H−βq (Rn,Rk)
∥∥∥∥
 c
∥∥u(s)∥∥
δ
∥∥b(s, t)+ j (s, t) ∣∣H 1−βq (Rn,Rk)∥∥ (A.8)
for some q > 1. Recall that ‖ · ‖δ is our abbreviation for the norm ‖ · |Hδ(Rn,Rk)‖.
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κ := δ + β
2
and use the mapping property (B.4) of the analytic semigroup (P (t))t0 together with (A.5) and
(A.8) to obtain
e−t
∥∥J1(t)∥∥δ  ce−t
t∫
0
(t − s)−α−κ∥∥u(s)∥∥
δ
ds
 c‖u‖()γ,δ
t∫
0
e−(t−s)(t − s)−α−κ ds
 c‖u‖()γ,δα+κ−1.
Similarly, by (A.5),
e−t
∥∥J2(t)∥∥δ  ce−t
t∫
0
s∫
0
(t − σ)−κ ‖u(s)− u(σ )‖
(s − σ)α+1 dσ ds
 c‖u‖()γ,δκ−1,
recall α < γ and the remark preceding this proof. Note also that (t − s) < (t −σ) and 0 < κ < 1.
Finally, due to (A.3),
e−t
∥∥J3(t)∥∥δ  ce−t
t∫
0
s−α(t − s)−κ∥∥u(s)∥∥
δ
ds
 c‖u‖()γ,δα+κ−1.
Consequently,
e−t
∥∥Ji(t)∥∥δ  C0()‖u‖()γ,δ, i = 1,2,3,
for any 0 t  T and with C0() > 0 tending to zero as  goes to infinity.
Step 4: The difference part and J1. Turning to estimates on the difference part of the
norms (28), we start with J1. For 0 τ < t  T ,
c
(
J1(t)− J1(τ )
)= t∫
0
AαP (t − s)G(u(s)) · ∂
∂yl
D1−αt− Zt(s) ds
−
τ∫
AαP (τ − s)G(u(s)) · ∂
∂yl
D1−ατ− Zτ (s) ds0
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t∫
0
AαP (t − s)G(u(s)) · ∂
∂yl
D1−αt− Zt(s) ds
−
τ∫
0
AαP (t − s)G(u(s)) · ∂
∂yl
D1−ατ− Zτ (s) ds
+
τ∫
0
AαP (t − s)G(u(s)) · ∂
∂yl
D1−ατ− Zτ (s) ds
−
τ∫
0
AαP (τ − s)G(u(s)) · ∂
∂yl
D1−ατ− Zτ (s) ds
=
t∫
τ
AαP (t − s)G(u(s)) · ∂
∂yl
D1−αt− Zt(s) ds
−
τ∫
0
AαP (t − s)G(u(s)) ∂
∂yl
(
D1−αt− Zt(s)−D1−ατ− Zτ (s)
)
ds
+
τ∫
0
Aα
[
P(t − τ)− I ]P(τ − s)G(u(s)) · ∂
∂yl
D1−ατ− Zτ (s) ds, (A.9)
we have used the semigroup property of (P (t))t0.
By the mapping properties (B.4) and (B.5) of (P (t))t0, the ‖ · ‖δ-norm of the last term on
the right-hand side of (A.9) admits the bound
c(t − τ)ν
τ∫
0
(t − s)−α−κ−ν∥∥u(s)∥∥
δ
ds (A.10)
with some γ < ν < 1 being just slightly bigger than γ . Integrating against (t − τ)−γ−1dτ over
(0, t), and multiplying by e−t , we are led to the bound
c‖u‖()γ,δ
t∫
0
τ∫
0
e−(t−s)(t − s)−α−κ−ν ds(t − τ)ν−γ−1 dτ
 c‖u‖()γ,δ
t∫
0
t∫
0
e−(t−s)(t − s)−α−κ−ν ds(t − τ)ν−γ−1 dτ
 c‖u‖()α+κ+ν−1.γ,δ
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D1−αt− Zt(s)−D1−ατ− Zτ (s) = c
(
b(s, t)− b(s, τ ))+ c(j (s, t)− j (s, τ )).
With c(b(s, t)− b(s, τ )) in place of D1−αt− Zt(s)−D1−ατ− Zτ (s) in that summand, (A.6) yields
c
τ∫
0
(t − s)−α−κ∥∥u(s)∥∥
δ
(τ − s)α−1(t − τ)1−α(t − s)μ ds (A.11)
plus
c
τ∫
0
(t − s)−α−κ∥∥u(s)∥∥
δ
(τ − s)α−1(t − τ)1−α+μ ds, (A.12)
and after integration,
c‖u‖()γ,δ
t∫
0
τ∫
0
e−(t−s)(t − s)μ−α−κ (τ − s)α−1 ds(t − τ)−α−γ dτ
 c‖u‖()γ,δB(α,1 − γ − α)
t∫
0
e−(t−s)(t − s)μ−γ−α−κ ds
 c‖u‖()γ,δα+γ+κ−μ−1,
plus
c‖u‖()γ,δ
t∫
0
τ∫
0
e−(t−s)(t − s)−α−κ (τ − s)α−1 ds(t − τ)μ−α−γ dτ
 c‖u‖()γ,δα+γ+κ−μ−1,
which follows by similar arguments. Recall that γ < 1 − α.
For the same summand with
j (s, t)− j (s, τ ) = c
t∫
τ
Z(s)−Z(σ)
(σ − s)2−α dσ
in place of D1−αt− Zt(s)−D1−ατ− Zτ (s), we use Fubini’s theorem to observe that the ‖ · ‖δ-norm of
c
τ∫
AαP (t − s)G(u(s)) · ∂
∂yl
(
j (s, t)− j (s, τ ))ds0
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c
τ∫
0
t∫
τ
(t − s)−κ−α∥∥u(s)∥∥
δ
(σ − s)μ−1 dσ ds
 c
t∫
τ
τ∫
0
(σ − s)μ−α−κ−1∥∥u(s)∥∥
δ
ds dσ
 c‖u‖()γ,δ
t∫
τ
τ∫
0
es(σ − s)μ−α−κ−1 ds dσ
 c‖u‖()γ,δeτ
t∫
τ
(
σμ−α−κ + (σ − τ)μ−α−κ)dσ
 ceτ (t − τ)1−α−κ+μ‖u‖()γ,δ, (A.13)
note that s < τ < σ < t and 0 < α + κ − μ< 1. Integrating with respect to (t − τ)−γ−1 dτ and
taking into account the exponential factors, we obtain the estimate
c‖u‖()γ,δ
t∫
0
e−(t−τ)(t − τ)−α−γ−κ+μ dτ  c‖u‖()γ,δα+γ+κ−μ−1.
Turn to the first summand on the right-hand side of (A.9). In the ‖ · ‖δ-norm it is bounded above
by
c(t − τ)ν
t∫
τ
(t − s)−α−κ−ν∥∥u(s)∥∥
δ
ds, (A.14)
ν again just slightly bigger than γ . Integration leads to the bound
c‖u‖()γ,δ
t∫
0
t∫
τ
e−(t−s)(t − s)−α−κ−ν ds(t − τ)ν−γ−1 dτ
 c‖u‖()γ,δ
t∫
0
e−(t−τ)
t∫
τ
(t − s)−α−κ−ν ds(t − τ)ν−γ−1 dτ
 c‖u‖()α+γ+κ−1.γ,δ
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e−t
t∫
0
‖J1(t)− J1(τ )‖δ
(t − τ)γ+1 dτ  C1()‖u‖
()
γ,δ,
C1() tending to zero as  goes to infinity.
Step 5: The difference part and J2. For 0 τ < t  T , we split the differences of J2 similarly
to those of J1:
c
(
J2(t)− J2(τ )
)
=
t∫
0
s∫
0
(s − σ)−α−1P(t − σ)(G(u(s))−G(u(σ ))) · ∂
∂yl
D1−αt− Zt(s) dσ ds
−
τ∫
0
s∫
0
(s − σ)−α−1P(τ − σ)(G(u(s))−G(u(σ ))) · ∂
∂yl
D1−ατ− Zτ (s) dσ ds
=
t∫
τ
s∫
0
(s − σ)−α−1P(t − σ)(G(u(s))−G(u(σ ))) · ∂
∂yl
D1−αt− Zt(s) dσ ds
−
τ∫
0
s∫
0
(s − σ)−α−1P(t − σ)(G(u(s))−G(u(σ )))
· ∂
∂yl
(
D1−αt− Zt(s)−D1−ατ− Zτ (s)
)
dσ ds
+
τ∫
0
s∫
0
(s − σ)−α−1[P(t − τ)− I ]P(τ − σ)(G(u(s))−G(u(σ )))
· ∂
∂yl
D1−ατ− Zτ (s) dσ ds. (A.15)
Since P(t − σ) = P(t − s)P (s − σ), 0 < σ < s < t , the first summand after the last equality
sign admits the bound
t∫
τ
(t − s)−κ
s∫
0
‖u(s)− u(σ )‖δ
(s − σ)α+1 dσ ds,
using t − s < t − τ and integrating, we arrive at
c‖u‖()γ,δ
t∫
0
e−(t−s)(t − s)−κ−ν
s∫
0
(t − τ)ν−γ−1 dτ ds  c‖u‖()γ,δκ+ν−1,
where again ν is chosen slightly bigger than γ .
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norm contributes at most
c
τ∫
0
(t − τ)ν(τ − s)−κ−ν
s∫
0
‖u(s)− u(σ )‖δ
(s − σ)α+1 dσ ds,
and after integration, it remains less or equal
c‖u‖()γ,δκ+ν−1.
Now consider the middle summand on the right-hand side of the last equality in (A.15) with
c(b(s, t)− b(s, τ )) in place of D1−αt− Zt(s)−D1−ατ− Zτ (s). Using (A.7) we observe the bound
c
τ∫
0
(τ − s)−κ
s∫
0
‖u(s)− u(σ )‖δ
(s − σ)α+1 dσ
× ((t − τ)1−α+μ(τ − s)1−α + (t − τ)1−α(τ − s)1−α+μ)ds.
Integration yields
c‖u‖()γ,δ
t∫
0
τ∫
0
e−(t−s)
(
(τ − s)1−α−κ (t − τ)−α−γ+μ + (τ − s)1−α−κ+μ(t − τ)−α−γ )ds dτ
 c‖u‖()γ,δ2α+γ+κ−μ−2,
note that α + γ < 1. We have used (A.2) to see that
t∫
0
e−(t−τ)τ 2−α−κ (t − τ)−α−γ+μ dτ  c2α+κ+γ−μ−2,
and similarly for the other term. For the same summand with j (s, t) − j (s, τ ) inserted, Fubini’s
theorem again tells that the norm does not exceed
τ∫
0
t∫
τ
(t − s)−κ
s∫
0
‖u(s)− u(σ )‖δ
(s − σ)α+1 dσ(θ − s)
μ−1 dθ ds
 c‖u‖()γ,δeτ
t∫
τ
τ∫
0
(θ − s)μ−κ−1 ds dθ
 c‖u‖()γ,δeτ
t∫
τ
(
θμ−κ + (θ − τ)μ−κ)dθ
 c‖u‖() eτ (t − τ)1+μ−κ .γ,δ
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c‖u‖()γ,δ
t∫
0
e−(t−τ)(t − τ)−γ−κ+μ dτ  c‖u‖()γ,δγ+κ−μ−1.
Combining these estimates, we see that
e−t
t∫
0
‖J2(t)− J2(τ )‖δ
(t − τ)γ+1 dτ  C2()‖u‖
()
γ,δ,
C2() tending to zero as  goes to infinity.
Step 6: The difference part and J3. Splitting the difference as before,
c
(
J3(t)− J3(τ )
)
=
t∫
τ
∞∫
s
σ−α−1P(σ)P (t − s)G(u(s)) · ∂
∂yl
D1−αt− Zt(s) dσ ds
+
τ∫
0
∞∫
s
σ−α−1P(σ)
[
P(t − τ)− I ]P(τ − s)G(u(s)) · ∂
∂yl
D1−ατ− Zτ (s) dσ ds
−
τ∫
0
∞∫
s
σ−α−1P(σ)P (t − s)G(u(s)) · ∂
∂yl
(
D1−αt− Zt(s)−D1−ατ− Zτ (s)
)
dσ ds. (A.16)
The norm of the first term on the right-hand side does not exceed
c
t∫
τ
s−α(t − s)−κ∥∥u(s)∥∥
δ
ds. (A.17)
Since here t − s < t − τ , integration yields
c‖u‖()γ,δ
t∫
0
t∫
0
e−(t−s)s−α(t − s)−κ−ν ds(t − τ)ν−γ−1 dτ  c‖u‖()γ,δα+κ+ν−1
with some ν slightly bigger than γ , in particular α + κ + ν < 1. We have used (A.3).
The second summand in (A.16) contributes
τ∫
0
s−α(t − τ)ν(τ − s)−κ−ν∥∥u(s)∥∥
δ
ds (A.18)
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c‖u‖()γ,δ
t∫
0
e−(t−τ)
τ∫
0
s−α(τ − s)−κ−ν ds(t − τ)ν−γ−1 dτ
 c‖u‖()γ,δ
t∫
0
e−(t−τ)τ 1−α−κ−ν(t − τ)ν−γ−1 dτ
 c‖u‖()γ,δα+γ+κ−1
by (A.3). The third term in (A.16) with the boundary terms c(b(s, t) − b(s, τ )) in place of
D1−αt− Zt −D1−ατ− Zτ (s) contributes
c
τ∫
0
s−α(τ − s)−κ∥∥u(s)∥∥
δ
(
(t − τ)1−α+μ(τ − s)1−α + (τ − s)1−α+μ(t − τ)1−α)ds ds,
(A.19)
here we have used (A.7). For the first summand, integration and evaluation of a Beta function
yield
c‖u‖()γ,δ
t∫
0
τ∫
0
e−(t−s)s−α(τ − s)1−α−κ ds(t − τ)−γ−α+μ dτ
 c‖u‖()γ,δ
t∫
0
e−(t−s)s−α(t − s)2−2α−γ−κ+μ ds
 c‖u‖()γ,δ3α+γ+κ−μ−3,
and for the second,
c‖u‖()γ,δ
t∫
0
τ∫
0
e−(t−s)s−α(τ − s)1−α+μ ds(t − τ)−γ−α dτ
 c‖u‖()γ,δ3α+γ+κ−μ−3.
Note that α + κ < 1 and α − ν < 1.
Considering the third term with j (s, t)−j (s, τ ) inserted, we proceed as before and use Fubini
to get the bound
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τ∫
0
t∫
τ
s−α(t − s)−κ∥∥u(s)∥∥
δ
(θ − s)μ−1 dθ ds
 c
τ∫
0
s−α(τ − s)−κ−ν∥∥u(s)∥∥
δ
t∫
τ
(θ − s)ν+μ−1 dθ ds
 c‖u‖()γ,δ
τ∫
0
ess−α(τ − s)−κ−ν ds(t − τ)ν+μ, (A.20)
ν > γ , close to γ . Note that 0 <μ+ ν < 1. Integrating, we observe the upper estimate
c‖u‖()γ,δ
τ∫
0
e−(t−s)s−α(τ − s)−κ−ν ds
t∫
0
(t − τ)ν−γ+μ−1 dτ
 c‖u‖()γ,δα+κ+ν−1.
This shows that also
e−t
t∫
0
‖J3(t)− J3(τ )‖δ
(t − τ)γ+1 dτ  C3()‖u‖
()
γ,δ,
C3() tending to zero as  goes to infinity, what completes the proof. 
Next, we comment on the proof of Proposition 7.1.
Proof. It is similar, but simpler: Use∥∥∥∥ ∂∂yl D1−αt− Zt(s)
∣∣∣H−β2 (Rn,Rk)∥∥∥∥ c∥∥D1−αt− Zt(s) ∣∣H 1−β2 (Rn,Rk)∥∥
 c(t − s)μ∥∥Z ∣∣ C1−α′([0, T ],H 1−β2 (Rn,Rk))∥∥,
and follow the pattern of the preceding proof. Now J2 vanishes, and for J1 and J3 we can modify
the former estimates in an obvious way:
First split J1 according to (A.9). For the summand corresponding to the last one there, (A.10)
yields the bound c(t − τ)ν with some ν > γ . (A.11) and (A.12) yield c(t − τ)1−α for the middle
summand with boundary terms b inserted. Recall that γ < 1 − α. With the integral terms j , we
can use (A.13), note that
(t − τ)1−α−κ+μ  cT 1−γ−α−κ+μ(t − τ)γ
where κ = (δ + β)/2 and γ + α + κ − μ< 1. The first summand is covered by a bound of type
(A.14). Hence ∥∥J1(t)− J1(τ )∥∥  c(t − τ)γ , 0 τ < t  T .δ
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use (A.17) and (A.18) to observe factors c(t − τ)ν , ν > γ . (A.19) covers the third summand with
boundary terms b delivering a factor c(t − τ)1−α . (A.20) contributes a factor (t − τ)ν+μ for the
summand with integral terms j . Consequently∥∥J3(t)− J3(τ )∥∥δ  c(t − τ)γ , 0 τ < t  T ,
what finishes the proof. 
A.2. Proof of Proposition 7.3
Proof. Fix l = 1, . . . , n. Recall that TGlu := Gl(u) = (G1l (u), . . . ,Gkl (u)).
Step 1: Estimates on the non-linearities. Looking at the equivalent norm (C.1), we deduce
that
‖TGlu‖δ  c‖u‖δ, (A.21)
see also [33, Theorem 5.5.1/1]. For ‖ · ‖∞ in place of ‖ · ‖δ a similar assertion is obvious.
Next we consider the Fréchet derivative T ′Gl of the operator TGl : Hδ2,∞(Rn,Rk) →
Hδ2,∞(Rn,Rk). For any u,v ∈ Hδ2,∞(Rn,Rk) it is given by
T ′Gl (u)v = DGl(u)v. (A.22)
For fixed x ∈ Rn, DGl(u(x)) ∈ M(k × k,R), v(x) ∈ Rk , and (A.22) is understood in the usual
sense of matrix multiplication. For k = 1, the proof of (A.22) is given in [33, Theorem 5.5.3/1].
As we allow k  1, we sketch the arguments for convenience: For fixed x ∈ Rn, Taylor expansion
yields
Gl(u+ v)(x)−Gl(u)(x)− DGl
(
u(x)
)
v(x)
=
1∫
0
(1 − θ)(D2Gl(u(x)− θv(x))v(x))v(x) dθ. (A.23)
Now given z ∈ Rk ,
Bz(ξ, η) :=
(D2Gl(z)ξ − D2Gl(0)ξ)η, ξ, η ∈ Rk,
defines some Bz ∈ L(Rk,L(Rk,Rk)), which may be seen as bilinear mapping Bz:
R
k × Rk → Rk . We observe that for h,v,w ∈ Hδ2,∞(Rn,Rk),
Bh(x)
(
w(x), v(x)
)−Bh(y)(w(y), v(y))
= Bh(x)
(
w(x)−w(y), v(x))+Bh(x)(w(y), v(x)− v(y))
+ (Bh(x) −Bh(y))(w(y), v(y))
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Bh(x)
(
w(x), v(x)
)−Bh(y)(w(y), v(y)))2
 c
(
Bh(x)
(
w(x)−w(y), v(x)))2 + c(Bh(x)(w(y), v(x)− v(y)))2
+ c((Bh(x) −Bh(y))(w(y), v(y)))2
 cM2‖v‖2∞
(
w(x)−w(y))2 + cM2‖w‖2∞(v(x)− v(y))2
+ cL2(h(x)− h(y))2‖w‖2∞‖v‖2∞.
Insert this into the second summand (difference part) of the norm (C.1) and note that the ‖ · ‖0-
part of this norm can be estimated in a similar way. We obtain that∥∥Bh(w,v)∥∥δ,∞  cM‖w‖δ,∞‖v‖δ,∞ + cL‖w‖δ,∞‖v‖δ,∞‖h‖δ,∞.
This implies that in ‖ · ‖δ,∞, the right-hand side of (A.23) is bounded by
c
(
1 + ‖u‖δ,∞ + ‖v‖δ,∞
)‖v‖2δ,∞.
Hence,
lim‖v‖δ,∞→0
‖Gl(u+ v)−Gl(u)− DGl(u)v‖δ,∞
‖v‖δ,∞ = 0,
what proves (A.22).
Further, we have ∥∥T ′Gl (u)v∥∥δ,∞  c(‖u‖δ,∞ + 1)‖v‖δ,∞. (A.24)
To see this, note first that
DGl(u)v =
(
k∑
j=1
∂G
j
l
∂x1
(u)vj , . . . ,
k∑
j=1
∂G
j
l
∂xk
(u)vj
)
. (A.25)
For a moment, abuse notation and let ‖ · ‖δ,∞ also denote the norm in Hδ2,∞(Rn) (that is k = 1).
Since Hδ2,∞(Rn) is a multiplication algebra and due to (C.1), we have for any i, j = 1, . . . , k,∥∥∥∥∂Gjl∂xi (u)vj
∥∥∥∥
δ,∞

∥∥∥∥∂Gjl∂xi (u)− ∂G
j
l
∂xi
(0)
∥∥∥∥
δ,∞
‖vj‖δ,∞ +
∥∥∥∥∂Gjl∂xi (0)
∥∥∥∥
δ,∞
‖vj‖δ,∞
M0‖u‖δ,∞‖vj‖δ,∞ + c‖vj‖δ,∞
 c
(‖u‖δ,∞ + 1)‖vj‖δ,∞,
where M0 = supx∈Rk ‖D( ∂G
j
l
∂xi
− ∂G
j
l
∂xi
(0))(x)‖L(Rk,Rk). Summing over j according to (A.25) this
implies (A.24).
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‖TGlu− TGl v‖δ 
1∫
0
∥∥T ′Gl (θu+ (1 − θ)v)(u− v)∥∥δ dθ
 c‖u− v‖δ,∞
(‖u‖δ,∞ + ‖v‖δ,∞ + 1). (A.26)
Given u1, u2, v1, v2 ∈ Hδ2,∞(Rn,Rk), we similarly have
TGlu1 − TGl v1 − TGlu2 + TGl v2
=
1∫
0
T ′Gl
(
θu1 + (1 − θ)v1
)
(u1 − v1 − u2 + v2) dθ
+
1∫
0
(
T ′Gl
(
θu1 − (1 − θ)v1
)− T ′Gl (θu2 − (1 − θ)v2))(u2 − v2) dθ,
and taking the ‖ · ‖δ-norm, another application of the mean value theorem together with the
Lipschitz property of DGl (due to the boundedness of D2Gl) yields the bound
c‖u1 − v1 − u2 + v2‖δ,∞
(‖u1‖δ,∞ + ‖v1‖δ,∞ + 1)
+ c‖u2 − v2‖δ,∞
(‖u1‖δ,∞ + ‖v1‖δ,∞ + ‖u2‖δ,∞ + ‖v2‖δ,∞ + 1), (A.27)
cf. [24].
Step 2: An invariant subset. We show that for 0  1 large enough, the integral operator (29)
maps the closed ball
B(0)
(
0, e−0T
) := {u ∈ Wγ ([0, T ], ˚Hδ2,∞(Rn,Rk)): ‖u‖(0)γ,δ,∞  e−0T }
into itself.
We follow the proof of Proposition 7.2. Given u ∈ Wγ ([0, T ], ˚Hδ2,∞(Rn,Rk)), fix l = 1, . . . , n
and denote by J1(t, u), J2(t, u), J3(t, u) the single summands on the right-hand side of the
corresponding special case of representation (A.1).
Using (A.21), the estimates involving ‖Ji(t, u)‖δ and ‖Ji(t, u)−Ji(τ, u)‖δ , i = 1,3, 0 τ <
t  T , carry over from that proof, leading to bounds of type
c‖u‖(0)γ,δ,∞α+κ+ν−10 , c‖u‖(0)γ,δ,∞α+κ+γ−10 , c‖u‖(0)γ,δ,∞α+κ+γ−μ−10 , or
c‖u‖(0)γ,δ,∞3α+γ+κ−μ−30 , (A.28)
where κ = (δ + β)/2 and with α, ν slightly bigger than γ as specified there.
Now recall that ∥∥P(t)u∥∥∞  ct−n/4‖u‖0, t > 0,
here ‖ · ‖0 denotes the norm in L2(D,Rk), see e.g. [4].
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and ‖Ji(t, u) − Ji(τ, u)‖∞, i = 1,3, which are analogous to those written in (A.28), but with κ
replaced by β/2 + n/4.
For the terms with ‖J2(t, u)‖δ and ‖J2(t, u)− J2(τ, u)‖δ , bounds of type
c‖u‖(0)γ,δ,∞κ+ν−10 , c‖u‖(0)γ,δ,∞2α+γ+κ−μ−20 and c‖u‖(0)γ,δ,∞γ+κ−μ−10 (A.29)
follow, ν > γ , but close. Taking the ‖ · ‖∞-norm instead, the bounds hold with β/2 + n/4 in
place of κ .
Since ‖u‖γ,δ,∞  1 for u ∈ B(0)(0, e−0T ), it is now sufficient to choose 0  1 large enough
to make sure that the images of all u from B(0)(0, e−0T ) have ‖ · ‖0γ,δ,∞-norm less than e0T .
Step 3: Contractivity. We show that for   1 large enough, (29) is a contraction in
B(0)(0, e−0T ).
Proceeding as before and using (A.26), we get for instance
e−t
∥∥J1(t, u)− J1(t, v)∥∥δ  c‖u− v‖()γ,δ,∞(‖u‖γ,δ,∞ + ‖v‖γ,δ,∞ + 1)α+κ−ν−1
 c‖u− v‖()γ,δ,∞α+κ−ν−1,
u, v ∈ B(0)(0, e−0T ), and similary for the other bounds in (A.28). Analogous arguments for
J3(t, u) − J3(t, v) and Ji(t, u) − Ji(t, v) − Ji(τ, u) + Ji(τ, v), i = 1,3, yield bounds of type
c‖u− v‖()γ,δ,∞α+κ+ν−1, similarly for the other versions in (A.28).
For ‖ · ‖∞, κ is to be replaced by β/2 + n/4.
On J2(t, u)− J2(t, v) and J2(t, u)− J2(t, v)− J2(τ, u)+ J2(τ, v), we use (A.27) to arrive at
the upper bound c‖u− v‖()γ,δ,∞κ+ν−1, or one of the other bounds from (A.29).
κ is to be replaced by β/2 + n/4 if ‖ · ‖∞ is considered. Now choose   0 sufficiently
large. 
A.3. Proof of Corollary 7.5
Proof. Assertion (ii) follows applying Lemma C.1: For v ∈ Hδ2 (Rn) and ϕ ∈ H−βq (Rn),∥∥∥∥v(1r ∂+l,rϕ − ∂∂yl ϕ
)∥∥∥∥−β  ‖v‖δ
∥∥∥∥1r ∂+l,rϕ − ∂∂yl ϕ
∣∣∣H−βq (Rn,Rk)∥∥∥∥. (A.30)
This tends to zero as r does, since by translation invariance of the Lq(Rn)-norm,
lim
r→0
∥∥((1 + |ξ |2)−β/2ϕ∧)∨ ◦ Ttrel − ((1 + |ξ |2)−β/2ϕ∧)∨ ∣∣ Lq(Rn)∥∥= 0
for any t > 0, see part I. Here ψ ◦ Ta(x) = ψ(x + a), a ∈ Rn, denotes the translation, above it is
applied in the sense of Schwartz distributions. Assertion (i) follows similarly. 
A.4. Proof of Lemma 7.6
Proof. It suffices to consider the members of (31) for fixed r > 0.
We consider Definition 2.1 interpreted according to (29), the case (27) is similar. Given 0 <
α,α′ < 1, we show that the integral value remains unchanged if α′ = α + ν, ν > 0 replaces α.
M. Hinz, M. Zähle / Journal of Functional Analysis 256 (2009) 3192–3235 3223In the following, l = 1, . . . , n is fixed, h(s) := D1−αt− ∂+l,rZt (s) is assumed to exist, and G(s) is
written to denote Glu(s) or Gl(u(s)). Note that we use the definition of the fractional integral
operator I νt− which includes the factor (−1)−ν , see [14] or [43].
By semigroup and invertibility properties of fractional integrals and derivatives, the first sum-
mand in (A.1) with G in place of g yields
(−1)α+ν
t∫
0
Aα+νP (t − s)(G(s) · I νt−h)(s) ds
= (−1)α
t∫
0
t∫
s
Aα+νP (t − s)(τ − s)ν−1G(s) · h(τ) dτ ds.
Applying Lemma B.1 to the E = H−β2 (Rn,Rk)-valued function f := G(·) · h(τ), we obtain
three terms: The first is
(−1)α
t∫
0
I ν0+
(
Dα+ν0+ P(t − ·)G(·) · h(τ)
)
(τ ) dτ
= (−1)α
t∫
0
Dα0+
(
P(t − ·)G(·) · h(τ))(τ ) dτ, (A.31)
the second is
−(−1)αcα+ν
t∫
0
I ν0+Ψt,τ (τ ) dτ,
where
Ψt,τ (s) = P(t − s)
∞∫
s
u−(α+ν)−1P(u)G(s) · h(τ) du,
and the third equals
−(−1)αcα+ν
t∫
0
I ν0+Λt,τ (τ ) dτ,
where
Λt,τ (s) = P(t − s)
s∫
u−(α+ν)−1
(
G(s)−G(s − u)) · h(τ) du.0
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(−1)α+νcα+ν
t∫
0
s∫
0
(s − σ)−(α+ν)−1P(t − σ)(G(s)−G(σ)) · I νt−h(s) dσ ds
= (−1)
α+νcα+ν
Γ (ν)
t∫
0
t∫
s
s∫
0
(s − σ)−(α+ν)−1
× P(t − σ)(G(s)−G(σ)) · h(τ) dσ (τ − s)ν−1 dτ ds
= (−1)αcα+ν
t∫
0
I ν0+Λt,τ (τ ) dτ,
and from the third summand in (A.1),
(−1)α+νcα+ν
t∫
0
∞∫
s
u−(α+ν)−1P(u)P (t − s)(G(s) · I νt−h(s))duds
= (−1)αcα+ν
t∫
0
I ν0+Ψt,τ (τ ) dτ.
The terms cancel and by (A.31) together with Lemma B.1 we arrive at the integral with
α according to Definition 2.1 and interpretation (29). Taking limits as r goes to zero and
using Corollary 7.5 (in particular, the estimate (A.30)), the values are seen to agree in
Hδ2 (R
n,Rk). 
Finally, we prove Lemma 7.4:
Proof. The first assertion is seen as follows. We have
e−t
∥∥J0(t, u)∥∥δ  ce−t
t∫
0
∥∥TFu(s)∥∥δ ds  c‖u‖()γ,δ,∞−1.
Replacing ‖ · ‖δ by ‖ · ‖∞, we arrive at c‖u‖()γ,δ,∞n/4−1. For 0 τ < t  T , use
J0(t, u)− J0(τ, u) =
t∫
τ
P (t − s)F (u(s))ds + τ∫
0
[
P(t − τ)− I ]P(τ − s)F (u(s))ds
to arrive at bounds c‖u‖()γ,δγ−1 for the norm ‖ · ‖δ , and c‖u‖()γ,δγ+n/4−1 for ‖ · ‖∞. To deduce
the second assertion, use (A.26) to get
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t∫
0
∥∥TFu(s)− TF v(s)∥∥δ ds
 c
t∫
0
∥∥u(s)− v(s)∥∥
δ,∞
(∥∥u(s)∥∥
δ,∞ +
∥∥v(s)∥∥
δ,∞ + 1
)
ds.
We arrive at the upper bound c‖u − v‖()γ,δ,∞(‖u‖γ,δ,∞ + ‖v‖γ,δ,∞ + 1)−1, for ‖ · ‖∞, −1 is
to be replaced by n/4−1. For the term contributed by J0(t, u) − J0(t, v) − J0(τ, u) − J0(τ, v),
we obtain the estimate c‖u− v‖()γ,δ,∞(‖u‖γ,δ,∞ + ‖v‖γ,δ,∞ + 1)γ−1 for the ‖ · ‖δ-part, for the
‖ · ‖∞-part replace γ−1 by γ+n/4−1.
Now note that ‖u‖γ,δ,∞ + ‖v‖γ,δ,∞  2, and choose  0 large enough. 
Appendix B. Fractional calculus and semigroups
For general information on fractional calculus we refer to [32] or to part I of the present paper.
Here we only sketch some connections to semigroup theory that are used in the main text. Let
(E,‖ ·‖E) be a separable complex Banach space and L(E) the space of bounded linear operators
on E, endowed with the operator norm. I denotes the identity operator.
B.1. Semigroups and generators
Assume (P (t))t0 ⊂ L(E) is a C0-semigroup of negative type on E, i.e.∥∥P(t)∥∥
L
Me−μt , t  0, (B.1)
with some μ,M > 0. Obviously it is equibounded. Let −A denote the infinitesimal generator
of (P (t))t0, a closed linear operator whose domain dom(−A) is dense in E. By (B.1), A is
a positive operator. It is most common to express the fractional powers Aα , 0 < α < 1 of A in
terms of its resolvent, see [31,42]. The main result of [6] gives a representation for Aα in terms
of the semigroup and characterizes its domain: f ∈ E belongs to dom(Aα), 0 < α < 1, if and
only if
Aαf = lim
ε→0
1
Γ (−α)
∞∫
ε
[I − P(u)]f
uα+1
du (B.2)
converges strongly in E.
From now on, assume in addition that (P (t))t0 is analytic. Then the following useful prop-
erties are known: For any f ∈ E, α  0 and t > 0, P(t)f is a member of dom(Aα), and for any
f ∈ dom(Aα),
P(t)Aαf = AαP (t)f, t  0. (B.3)
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L
Mαt−αe−μt , t > 0, (B.4)
with some Mα > 0, and ∥∥P(t)f − f ∥∥
E
 cαtα
∥∥Aαf ∥∥
E
, t > 0, (B.5)
for 0 α < 1, f ∈ dom(Aα) and with some cα > 0. See [31, Chapter 2.2].
The negative fractional powers A−α , α > 0, admit the representation
A−αf = 1
Γ (α)
∞∫
0
uα−1P(u)f du, (B.6)
strongly convergent for any f ∈ E. For 0 < α1, α2 < 1, α1 + α2 < 1, we observe Aα1A−α1 = I
and Aα1Aα2 = Aα1+α2 , and the mappings Aα1 : dom(Aα1) → E as well as Aα1 : dom(Aα1+α2) →
dom(Aα2) are isomorphisms. In the Hilbert space case, these definitions of fractional powers
agree with those deduced from the spectral theorem. We refer to [38].
From the point of view of fractional calculus, (B.2) implies that for any f ∈ E, the (right-
sided) Weyl–Marchaud fractional derivative Dα−P(·)f of order 0 < α < 1 of the function P(·)f :
[0,∞) → E converges at any t > 0 in the pointwise sense and
Dα−
(
P(·)f )(t) = (−1)αAαP (t)f. (B.7)
We have used Γ (1 − α) = αΓ (−α) and the definition of Dα−, cf. part I, [43] or [32]. Similary,
we observe from (B.6) that the (right-sided) Riemann–Liouville fractional integral Iα−P(·)f of
order 0 < α < 1 of the function P(·)f : [0,∞) → E is realized as
Iα−
(
P(·)f )(t) = (−1)−αA−αP (·)f (t). (B.8)
B.2. Bounded intervals and scales of Banach spaces
Now suppose there is a scale of Banach spaces {(Eδ,‖ · ‖Eδ }δ−<δ<δ+ , δ− < 0 < δ+, and
(P (t))t0 is an analytic semigroup of negative type on E0 with generator A. Assume that for
0 < κ < 1, we have dom(Aκ/2) = Eκ , the norms ‖ · ‖Eκ and f → ‖Aκ/2f ‖E0 are equivalent
and the fractional powers Aκ/2 : Eκ+δ → Eδ act as isomorphisms. (B.3) then allows to apply the
semigroup operators to a member of any Eδ , δ− < δ < δ+.
Let 0 < t < T and f : [0, T ] → E−β , δ− < −β < 0 be a given function. In view of our
applications we reverse time and consider the left sided fractional Weyl–Marchaud derivative
Dα0+P(t − ·)f (·) of order 0 < α < 1 of the function P(t − ·)f (·) : [0, t] → E, formally given by
Dα0+
(
P(t − ·)f (·))(s)
= 1(0,t)(s) 1
Γ (1 − α)
(
P(t − s)f (s)
sα
+ α
s∫
P(t − s)f (s)− P(t − τ)f (τ)
(s − τ)α+1 dτ
)
(B.9)
0
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Iα0+ϕ(s) =
1
Γ (α)
s∫
0
ϕ(τ)
(s − τ)1−α dτ
we denote the Riemann–Liouville fractional derivative of order 0 < α < 1 of a function ϕ on
(0, t). For 0 < α < 1 and δ− < δ < δ+, let Wα([0, T ],Eδ) denote the Banach space of functions
f : [0, T ] → Eδ such that
∥∥f ∣∣Wα([0, T ],Eδ)∥∥ := sup
0tT
(∥∥f (t)∥∥
Eδ
+
t∫
0
‖f (t)− f (σ )‖Eδ
(t − σ)α+1 dσ
)
< ∞.
The following seems to be a new result made out of known ingredients.
Lemma B.1. Let 0 < α < 1 and f ∈ Wα([0, T ],E−β), δ− < −β < δ+. Suppose −β < δ < 2 −
2α − β and δ < δ+. Then for any 0 < t  T , the left sided Weyl–Marchaud fractional derivative
Dα0+P(t − ·)f (·) of order α of the function P(t − ·)f (·) is given by
Dα0+
(
P(t − ·)f (·))(s) = 1(0,t)(s)ψ(s),
where
ψ(s) = AαP (t − s)f (s)+ cαP (t − s)
∞∫
s
u−α−1P(u)f (s) du
+ cα
s∫
0
u−α−1P(u)P (t − s)[f (s)− f (s − u)]du, (B.10)
convergent in L1((0, t),Eδ). Moreover, there exists some ϕ ∈ L1((0, t),Eδ) such that
P(t − ·)f (·) = Iα0+ϕ, and the identity
Iα0+D
α
0+P(t − ·)f (·) = P(t − ·)f (·) (B.11)
holds in L1((0, t),Eδ).
Proof. Put χ(s) := P(t − s)f (s), simplifying the notation. In order to verify the convergence
statement, we quote a few facts from [32]. For ε > 0, the truncated Weyl–Marchaud fractional
derivative Dα0+,εχ of χ is given by
Dα0+,εχ(s) :=
1(0,t)(s) (
f (s)t−α + αψε(s)
)
,Γ (1 − α)
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ψε(s) :=
{∫ s−ε
0
f (s)−f (τ)
(s−τ)α+1 dτ, s > ε,
f (s)
α
[ε−α − s−α], 0 s  ε.
(B.12)
Theorem 13.1 in [32] remains valid in our case and asserts that if χ is of form
χ = Iα0+ϕ (B.13)
for some ϕ ∈ L1((0, t),Eδ), then Dα0+χ = limε→0 Dα0+,εχ = ϕ in L1((0, t),Eδ). On the other
hand, Theorem 13.2 in [32] tells that there is some ϕ ∈ L1((0, t),Eδ) such that (B.13) holds if
limε→0 ψε exists in L1((0, t),Eδ). The existence of this limit will be checked in the following.
Recall (B.10) as well as (B.3) and put N := ‖f |Wα([0, T ],E−β)‖. Recall that the semigroup
operators P(t) are well-defined, bounded and strongly continuous both in E−β and in Eδ , since
the fractional powers of A act as isomorphic mappings. We first consider the integral part of
(B.12) and observe that for any ε > 0,
s−ε∫
0
P(t − s)f (s)− P(t − τ)f (τ)
(s − τ)α+1 dτ
=
s∫
ε
P (t − s)[f (s)− P(u)f (s − u)]
uα+1
du
= P(t − s)
s∫
ε
P (u)[f (s)− f (s − u)]
uα+1
du+
∞∫
ε
[I − P(u)]P(t − s)f (s)
uα+1
du
− P(t − s)
∞∫
s
[I − P(u)]f (s)
uα+1
du,
so far with the integrals evaluated in the norm of E−β . Now consider the right-hand side of the
last equality. For the last summand there, property (B.4) implies that
t∫
ε
∥∥∥∥∥P(t − s)
∞∫
s
u−α−1
[
I − P(u)]f (s) du∥∥∥∥∥
Eδ
ds
 c
t∫
ε
(t − s)−(δ+β)/2
∥∥∥∥∥
∞∫
s
u−α−1
[
I − P(u)]f (s) du∥∥∥∥∥
E−β
ds
 cN
t∫
0
s−α(t − s)−(δ+β)/2 ds < ∞.
Taking into account also (B.5), we obtain
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ε
∥∥∥∥∥P(t − s)
s∫
ε
u−α−1P(u)
[
f (s)− f (s − u)]du∥∥∥∥∥
Eδ
ds
 c
t∫
ε
(t − s)−(δ+β)/2
s∫
0
‖f (s)− f (s − u)‖E−β
uα+1
duds
 cN
t∫
0
(t − s)−(δ+β)/2 ds < ∞
for the first summand. From these bounds we obtain the L1((0, t),Eδ)-convergence of the dis-
cussed terms.
To treat the middle summand, we use the following equality, which was shown in [6, Sec-
tion 2]:
Aα
[ ∞∫
0
P(εw)P (t − s)f (s)qα(w)dw
]
=
∞∫
ε
[I − P(u)]P(t − s)f (s)
uα+1
du.
The function qα is defined by its Laplace transform,
∞∫
0
e−λuqα(u)du = λ−α
∞∫
1
1 − e−λu
uα+1
du,
Reλ > 0. It is a member of L1(0,∞) and satisfies
∞∫
0
qα(u)du = Γ (−α),
see [6, p. 193].
As P(t − s)f (s) ∈ dom(Aν) for any ν  0 and 0 s < t , the integral[ ∞∫
0
P(εw)P (t − s)f (s)qα(w)dw
]
is an element of dom(Aα). If instead it is considered as a member of E−β only, we may pull out
P(t − s) from under the integral sign. Hence we may conclude∥∥∥∥∥AαP (t − s)f (s)− 1Γ (−α)
∞∫
ε
[I − P(u)]P(t − s)f (s)
uα+1
du
∥∥∥∥∥
Eδ
=
∥∥∥∥∥AαP (t − s)f (s)− 1Γ (−α)Aα
[ ∞∫
P(εw)P (t − s)f (s)qα(w)dw
]∥∥∥∥∥
E0 δ
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∥∥∥∥∥AαP (t − s) 1Γ (−α)
∞∫
0
[
I − P(εw)]f (s)qα(w)dw
∥∥∥∥∥
Eδ
 c(t − s)−α−(δ+β)/2
∞∫
0
∥∥[I − P(εw)]f (s)∥∥
E−β qα(w)dw.
This is uniformly bounded, and the strong continuity of the semigroup yields the desired result.
Next, we discuss the remaining part of (B.12) in a similar manner:
ε∫
0
∥∥∥∥P(t − s)f (s)α
[
1
εα
− 1
sα
]∥∥∥∥
Eδ
ds
 cN
α
( ε∫
0
s−α(t − s)−(δ+β)/2 ds − 1
εα
ε∫
0
(t − s)−(δ+β)/2 ds
)
= cε
1−α−(δ+β)/2N
α
( 1∫
0
σ−α
(
t
ε
− σ
)−(δ+β)/2
ds −
1∫
0
(
t
ε
− σ
)−(δ+β)/2
ds
)
,
which for fixed t and small enough ε, is bounded by cε1−α−(δ+β)/2, note that 1−α−(δ+β)/2 >
0.
This shows the convergence of the Weyl–Marchaud derivative in L1((0, t),Eδ). The existence
of the function ϕ ∈ L1((0, t),Eδ) now follows from [32, Theorem 13.2]. To obtain the identity
(B.11), it suffices to take into account [32, Theorem 13.1]. 
Appendix C. Function spaces
We collect basic facts used in the main text. Though the present paper uses an L2-setting in
space, we quote key results for 1 <p < ∞ to indicate that some of our results carry over without
effort, cf. Remark 5.4.
C.1. Potential spaces
Let S(Rn,Ck) be the space of Ck-valued Schwartz functions and S ′(Rn,Ck) the space of
C
k
-valued tempered distributions on Rn. f → f ∧ and f → f ∨ denote the Fourier transform
and its inverse. For 1 <p < ∞ and α ∈ R, the Bessel potential spaces of order α are given by
Hαp
(
R
n,Ck
) := {f ∈ S ′(Rn,Ck): ∥∥f ∣∣Hαp (Rn,Ck)∥∥< ∞},∥∥f ∣∣Hαp (Rn,Ck)∥∥ := ∥∥((1 + |ξ |2n)α/2f ∧)∨ ∣∣ Lp(Rn,Ck)∥∥.
We suppress Ck from notation if k = 1. Note that Hαp (Rn,Ck) may be interpreted as the k-fold
product space
∏k
Hα(Rn). For σ ∈ R, the linear operator f → Iσ f :=j=1 p
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‖f ‖α for ‖f |Hα2 (Rn,Ck)‖. For 0 < α < 1,
‖f ‖0 +
( ∫
Rn
∫
Rn
|f (x)− f (y)|2k
|x − y|2α+nn
dx dy
)1/2
(C.1)
determines an equivalent norm in Hα2 (R
n,Ck). Here ‖ · ‖0 is the norm in L2(Rn,Ck).
C.2. Partial potential spaces
Let g = (g1, . . . , gn) denote an index vector consisting of numbers or mappings gl (we are
only interested in the question whether a particular gl vanishes identically or not). By Hα2,g(Rn),
α ∈ R, we denote the space
Hα2,g
(
R
n
) := {f ∈ S ′(Rn): ∥∥f ∣∣Hα2,g(Rn)∥∥< ∞},
where ∥∥f ∣∣Hα2,g(Rn)∥∥ := ∑
l:gl =0
∥∥(1 + ξ2l )α/2f ∧ ∣∣ L2(Rn)∥∥+ ∑
l:gl=0
∥∥f ∣∣ L2(Rn)∥∥.
See also part I and [26].
C.3. Spaces on domains
Let D be a bounded C∞-domain in Rn. By D(D,Ck) or C∞0 (D,Ck) we denote the space of
smooth compactly supported Ck-valued functions on D, and by D′(D,Ck) its topological dual.
As before, Ck is suppressed from the notation if k = 1. For more information on the following
see [38]. Given α ∈ R we define the space.
Hα2
(
D,Ck
) := {f ∈ D′(D,Ck): ∃g ∈ Hα2 (Rn,Ck) such that g|D = f },
where g|D denotes the restriction in the sense of distributions. We equip them with the norm∥∥f ∣∣Hα2 (D,Ck)∥∥ := inf{∥∥g ∣∣Hα2 (Rn,Ck)∥∥: g ∈ Hα2 (Rn,Ck) such that g|D = f },
the infimum taken over all such g. In particular,∥∥f |D ∣∣Hα2 (D,Ck)∥∥ c∥∥f ∣∣Hα2 (Rn,Ck)∥∥
for f ∈ Hα2 (Rn,Ck), cf. [38, 4.2.2]. Keeping in mind this last inequality, we sometimes write
f to denote f |D to shorten notation. The space ˚Hα2 (D,Ck) is defined as the completion of
C∞0 (D,Ck) in the norm ‖ · |Hα2 (D,Ck)‖. One further defines the spaces
H˜ α
(
D,Ck
) := {f ∈ Hα(Rn,Ck): suppf ⊂ D},2 2
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Hα2,0
(
D,Ck
) := {f ∈ Hα2 (D,Ck): f |∂D = 0},
where f |∂D is the restriction (trace) of f to the boundary ∂D of D, see [38, 4.7.1].
It is known that H˜ α2 (D,C
k) = ˚Hα2 (D,Ck) if −1/2 < α < ∞, α − 1/2 /∈ Z, and that
Hα2 (D,C
k) = ˚Hα2 (D,Ck) if −∞ < α  1/2, see [38, Section 4.3.2]. We put
Hα2
(
D,Ck
) := { H˜ α2 (D,Ck) if α  0,
Hα2 (D,C
k) if α < 0.
C.4. Pointwise multiplication
The product of two arbitrary distributions does not make sense. However, in the special case of
the spaces we use, one can define products via paraproducts, see [33] or [35]. Choose a function
ψ ∈ S(Rn) with 0 ψ(x) 1 and such that ψ(x) = 1 if |x|n  1 and ψ(x) = 0 if |x|n  3/2.
Given f ∈ S ′(Rn), consider
Sjf (x) := (ψ(2−j ξ)f ∧)∨(x),
which, according to the Paley–Wiener–Schwartz theorem, is an entire analytic function for any
j ∈ N. The product fg of f,g ∈ S ′(Rn) is defined as
fg := lim
j→∞S
jf Sjg,
whenever the limit exists in S ′(Rn). The convergence is part of the assertion below. We refer to
[33, Chapter 4], and use a special case of their Theorem 4.4.3/1. To indicate how some results of
the present paper can be generalized to an Lp-setting, we state it for arbitrary 1 <p < ∞:
Lemma C.1. Let 1 < p,q < ∞ and 0 < β < δ. Assume further that q > p ∨ (n/δ). Then we
have ∥∥fg ∣∣H−βp (Rn)∥∥ c∥∥f ∣∣Hδp(Rn)∥∥∥∥g ∣∣H−βq (Rn)∥∥
for f ∈ Hδp(Rn) and g ∈ H−βq (Rn).
Now suppose that h is a compactly supported (1 − β ′)-Hölder continuous function on Rn,
0 < β ′ < 1. By (C.1) it is seen to be a member of H 1−βq (Rn) for any 1 < q < ∞, provided
β ′ < β . If so, it has partial derivatives ∂h
∂xl
∈ H−βq (Rn) which may be considered in place of g.
The product preserves locality in the following sense:
Lemma C.2. If f,g ∈ S ′(Rn) and suppf ∈ D, then also suppfg ∈ D.
See [33, Lemma 4.2]. For f,g ∈ S ′(Rn,Ck), f = (f 1, . . . , f k), g = (g1, . . . , gk), we define
the product f · g in the sense of (6),
f · g := (f 1g1, . . . , f kgk).
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Hαp,∞
(
R
n,Ck
) := Hαp (Rn,Ck)∩L∞(Rn,Ck)
and
˚Hαp,∞
(
D,Ck
) := ˚Hαp (D,Ck)∩L∞(Rn,Ck).
For p = 2, Hα2,∞(Rn,Ck) is endowed with the norm ‖·‖α,∞ := ‖·‖α +‖·‖∞, ‖·‖∞ denoting the
norm in L∞(Rn,Ck). With the entry-wise product (6), Hαp,∞(Rn,Ck), α > 0, is a multiplication
algebra. For p = 2 that means in particular that
‖w · v‖α  c‖w‖α,∞‖v‖α,∞
for any v,w ∈ Hα2,∞(Rn,Ck). See [33, 4.6.4/2] for the case k = 1.
C.5. Real subspaces and composition operators
We follow again [33]. Given f ∈ S ′(Rn,Ck), the distribution f is defined by requiring
f (ϕ) = f (ϕ) for any ϕ ∈ S(Rn,Ck). The space of Rk-valued Schwartz distributions S ′(Rn,Rk)
is defined by
S ′(Rn,Rk) := {f ∈ S ′(Rn,Ck): f = f }.
For 1 <p < ∞, α ∈ R, set
Hαp
(
R
n,Rk
) := Hαp (Rn,Ck)∩ S ′(Rn,Rk).
This is a closed subspace of Hαp (Rn,Ck). If α  0, i.e. if f ∈ Hαp (Rn,Ck) may be seen as locally
integrable function, we have f ∈ Hαp (Rn,Rk) if and only if f is an Rk-valued function in the
ordinary sense.
In the cases we consider, approximation by smooth functions immediately shows that the
product f · g is an Rk-valued distribution, provided f and g are.
Given a function G : Rk → R with G(0) = 0 and having bounded differential DG ∈
L∞(Rk,Rk), we define the composition operator TG : Hαp (Rn,Rk) → Hαp (Rn,Rk), 1 <p < ∞,
0 < α < 1, by
TGf := G(f ) = G
(
f 1, . . . , f k
)
.
For p = 2, the written mapping property is guaranteed by (C.1), for general 1 <p < ∞ it follows
from well known analogues.
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