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Abstract
This work presents the implementation on a Linux Cluster of a parallel preconditioner
for the solution of the linear system resulting from the finite element discretization of a 2D
second order elliptic boundary value problem.
The numerical method, proposed by Bramble, Pasciak and Schatz, is developed using Domain
Decomposition techniques, which are based on the splitting of the computational domain into
subregions of smaller size, enforcing suitable compatibility conditions.
The Fortran code is implemented using PETSc: a suite of data structures and routines devoted
to the scientific parallel computing and based on the MPI standard for all message-passing
communications. The main interest of the paper is to investigate how the architectural aspects
of the cluster influence the performance of the considered algorithm. We provide an analysis
of the execution times as well as of the scalability, using as test case the classical Poisson
equation with Dirichlet boundary conditions.
1 Introduction
The “grand challenge” problems and the development in the last two decades of parallel com-
puting platforms have determined a considerable increase of interest in Domain Decompositions
methods (DD), which offer the possibility to exploit their intrinsic mathematical parallelism in a
very natural manner. Their main idea is to split a differential problem stated on a computational
domain into coupled subproblems stated on smaller and simpler subdomains forming a partition
of the original domain. Much of the work in Domain Decomposition relates to the selection of
subproblems in order to build a fast iterative procedure to solve the original problem: this means
that DD methods provide efficient and scalable preconditioners (for further details see [10] and
[11]).
The BPS (Bramble, Pasciak and Schatz) algorithm, proposed in [3], is a DD method that pro-
vides an optimal preconditioner for the linear systems arising from the finite element discretization
of two dimensional second order elliptic boundary value problems.
The aim of this work is to present a parallel implementation on a Linux cluster of the BPS
method, discussing both the implementation strategies and the performance of the code. The
parallelization and the portability of the code are based on the PETSc library (see [1] and [2]).
The paper is organized as follows. In Section 2 the model problem and the notations are
introduced and a description of the BPS method is summarized. Section 3 describes the strategies
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adopted for the parallelization of the BPS algorithm. Section 4 provides the details about the code
and presents how the parallel properties of the algorithm are implemented in the code. Finally the
way in which the PETSc manages and stores matrices and vectors is described. The numerical
experiments and some consideration about the parallel behaviour of the code are presented in
Section 5.
2 The BPS Preconditioner
The aim of this section is to summarize the construction of the BPS preconditioner, choosing
as model problem the Laplacian operator on a polygonal region and the well-known Conjugate
Gradient method as iterative solver. A more detailed description and analysis of the BPS algorithm
can be found in the original paper [3].
2.1 The Model Problem
Let Ω ⊂ R2 be a polygonal domain and let f ∈ L2(Ω) be a given function, we consider the
classical model problem
−∆ u = f in Ω, u = 0 on ∂Ω; (1)
a weak-formulation of (1) is the following:
find u ∈ H10 (Ω) such that ∀ v ∈ H10 (Ω)∫
Ω
∇u · ∇v dx =
∫
Ω
f v dx.
Let Sh be a finite-dimensional space, Sh ⊂ H10 (Ω), then the associated Galerkin finite element
method reads as follow:
find uh ∈ Sh such that ∀ vh ∈ Sh∫
Ω
∇uh · ∇vh dx =
∫
Ω
f vh dx. (2)
If we consider a basis
{
φ̂i
}en
i=1
for the space Sh (i.e., n˜ is the dimension of Sh), then
∀ uh ∈ Sh ∃ ui ∈ R, i = 1, · · · , n˜, such that uh =
en∑
i=1
uiφ̂i.
If we define
aij =
∫
Ω
∇φ̂j · ∇φ̂i dx, i, j = 1, · · · , n˜,
bi =
∫
Ω
f φ̂i dx, i = 1, · · · , n˜,
then the linear system associated to (2) is
A u = b, (3)
whereA = {aij}, u = {ui} and b = {bi}.
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2.2 The Preconditioned Conjugate Gradient
Iterative methods are widely used to solve systems of linear equations coming from large-
scale problems of engineering and scientific computing. Such methods are particularly suitable
for large sparse matrices, like those arising in the finite element or finite difference approximations
of partial differential equations. For the solution of the linear system (3), we choose, for the sake of
simplicity, the Conjugate Gradient algorithm (see [5] and [9]), the most popular iterative scheme.
In general the coefficient matrix A is not well-conditioned, so the application of the Conjugate
Gradient algorithm will not be a very efficient choice. In fact an iterative solver is much more
efficient and competitive when it is associated with an appropriate preconditioner which improves
the condition number of the matrix and provides a satisfactory convergence rate. Preconditioning
techniques consist of choosing a positive-definite symmetric matrix M that approximate A, but
which is easier to invert. Thus the idea is to solve (3) indirectly by solving
M−1 A u = M−1 b.
A Preconditioned Conjugate Gradient (PCG) scheme is illustrated in Figure 1.
guess x0 = 0
r0 = b−Ax0 , z0 =M−1r0 , p0 = z0
for k = 0, 1, . . . until convergence Do
αk =
(rk,zk)
(Apk,pk)
xk+1 = xk + αkpk
rk+1 = rk − αkApk
zk+1 =M−1rk+1
βk =
(rk+1,zk+1)
(Apk,pk)
pk+1 = zk+1 + βkpk
endDo k
whereM is the preconditioner
Figure 1. The Preconditioned Conjugate Gradient algorithm
At each PCG iteration, preconditioning step
M zk+1 = rk+1
is performed with a matrix-free approach. without fully asssembling the matrix M or its inverse.
We consider the BPS algorithm proposed in [3], that can be interpreted (see [4]) as a generalized
block Jacobi preconditioner for the Schur system associated to (3).
The following Sections 2.3 and 2.4 describe the action of BPS preconditioner introducing the
associated bilinear form.
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2.3 The Preconditioner
Let Ω be a rectangular domain, we consider a Cartesian grid ΩH (coarse mesh, see Figure 2)
and we denote with {Ωk}Nk=1 its elements. We also denote with vi the vertices and with Γij the
side of the grid with endpoints vi and vj . Furthermore we consider a structured triangulation T
(fine mesh, see Figure 3) such that the sides of ΩH are also mesh lines of T .
Ω1 Ω2
Ω3 Ω4
Ω5 Ω6
Ω7 Ω8
Figure 2. Coarse Mesh Figure 3. Fine Mesh
The triangulation
Tk := {T ∈ T such that T ⊂ Ωk} ;
clearly is a structured triangulation of Ωk.
We now consider the following finite-dimensional spaces:
Sh =
{
vh ∈ H1(Ω) such that vh|T ∈ P1(T ) ∀ T ∈ T
}
,
S0h =
{
vh ∈ H10 (Ω) such that vh|T ∈ P1(T ) ∀ T ∈ T
}
,
and, for each k = 1, · · · , N , we define
Sh(Ωk) =
{
vh ∈ H1(Ωk) such that vh|T ∈ P1(T ) ∀ T ∈ Tk
}
,
S0h(Ωk) =
{
vh ∈ H10 (Ωk) such that vh|T ∈ P1(T ) ∀ T ∈ Tk
}
,
where P1 denotes the polynomial functions of degree 1.
The idea proposed in [3] is the following:
1. first of all we introduce the bilinear form
Ak(U, V ) :=
∫
Ωk
∇U · ∇V dx.
We decompose the functions of S0h as follows:
W = Wp + Wh, W ∈ S0h,
whereWp ∈ ⊕Nk=1S0h(Ωk) and satisfies
Ak(Wp, φ) = Ak(W,φ) ∀ φ ∈ S0h(Ωk), k = 1, · · · , N.
4
It is clear that
Ak(Wh, φ) = 0 ∀ φ ∈ S0h(Ωk), ∀ k = 1, · · · , N ;
2. for all k = 1, · · · , N , we decompose Wh ∈ Sh(Ωk) into Wh = We + Wv, with
We = 0 at all the vertices of Ωk andWv|Γij ∈ P1(Γij) ∀ Γij ∈ ∂Ωk.
The bilinear form associated to the preconditionerM reads as follow
M(W,φ) = A(Wp, φp) + 2
∑
Γij
∫
Γij
l˜0
1/2
We φe ds
+ 2
∑
Γij
(Wv(vi)−Wv(vj) )( φv(vi)− φv(vj) ), (4)
with
A(U, V ) :=
N∑
k=1
Ak(U, V )
and ∫
Γij
l˜0U V ds :=
∫
Γij
U ′ V ′ ds,
where the prime denotes differentiation with respect to arc length s along Γij .
2.4 The Algorithm
We outline the steps in order to solve
findW ∈ S0h such that
M(W,φ) =
∫
Ω
g φ dx ∀ φ ∈ S0h, (5)
where g ∈ L2(Ω) is given.
Due to the algorithm below, the action ofM−1 (i.e., the value ofM−1g for any given vector g)
could be evaluated, without forming explicitly the matrixM or its inverse.
STEP 1
If φ ∈ S0h(Ωk), then from (4) we obtain
M(W,φ) = Ak(Wp, φp) = Ak(Wp, φ);
thus, if we consider (5), we can find Wp solving on each subdomain Ωk the following homoge-
neous Dirichlet boundary problems
Ak(Wp, φ) =
∫
Ω
g φ dx ∀ φ ∈ S0h(Ωk),
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for any k = 1, · · · , N . These problems are independent and can be solved in parallel.
STEP 2
For any Γij , we denote with Se(Γij) the space of functions of S0h(Ω) that vanish on the interior
mesh points of every Ωk, k = 1, · · · , N , and on all the other edges Γrs and, in particular, at the
endpoints of Γij . If φ ∈ Se(Γij), then
M(W,φ) = A(Wp, φp) + 2
∫
Γij
l˜0
1/2
We φe ds
= A(Wp, φ) + 2
∫
Γij
l˜0
1/2
We φe ds
thus we findWe|Γij by solving
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∫
Γij
l˜0
1/2
We φe ds =
∫
Ω
g φ dx−A(Wp, φ) ∀φ ∈ Se(Γij). (6)
In order to solve these problems we do not need to compute the operator l˜0
1/2
. In fact, assume
that there are n− 2 interior nodes on Γij and that
{
φ˜l
}n−2
l=1
is the nodal basis for Se(Γij), if
Slm :=
∫
Γij
l˜0
1/2
φ˜l φ˜m ds,
then we know that the eigenvalues and eigenvectors of the matrix S = {Slm}n−2l,m=1 are given by
λl = 2
√
1
6
[
2− 2 cos
( pi l
n− 1
)] [
4 + 2 cos
( pi l
n− 1
)]
and
Ψl =
(
sin
( pi l
n− 1
)
, sin
( 2pi l
n− 1
)
, · · · , sin
((n− 2)pi l
n− 1
) )
,
respectively.
If λ andΨ are the eigenvalues and eigenvectors matrices, respectively, then we have
S−1 = Ψ−1 λ−1 Ψ,
thus we can easily solve (6) and findWe on Γij .
The one-dimensional problems on each edge are independent and can be solved in parallel.
STEP 3
We define Sv as the space of functions of S0h which are linear polynomials on each edge Γij and
vanish on the interior nodes of Ωk, k = 1, · · · , N . If φ ∈ Sv, then
M(W,φ) = A(Wp, φp) + 2
∑
Γij
(Wv(vi)−Wv(vj) )( φv(vi)− φv(vj) )
= A(Wp, φ) + 2
∑
Γij
(Wv(vi)−Wv(vj) )( φv(vi)− φv(vj) ).
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Therefore we findWv on
⋃
Γij by solving for all φ ∈ Sv
2
∑
Γij
(Wv(vi)−Wv(vj) )( φv(vi)− φv(vj) ) =
∫
Ω
g φ dx−A(Wp, φ), (7)
on the coarse mesh and then extending piecewise linearly to the edges.
This step and STEP 2 are independent, thus they could be done in parallel.
STEP 4
We findWh by extending the values ofWv + We on
⋃
Γij to the whole domain Ω solving{
Ak(Wh, φ) = 0 ∀ φ ∈ S0h(Ωk),
Wh = Wv + We on ∂Ωk,
for any k = 1, · · · , N .
As in STEP 1, the Dirichlet boundary problems above can be solved in parallel.
STEP 5
We conclude computing
W = Wp + Wh.
In Figure 4-7 we show the results of the above steps in order to solve (5) with g = 1.
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Figure 6. Wv|SΓij
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Figure 7. Wh
It has been shown in [3] that the preconditioned system has a condition number
K = O(1 + log2(H/h)), (8)
where H and h are the mesh sizes of the coarse mesh and the fine mesh, respectively. There-
fore, the BPS preconditioner is appropriate for large systems of equations on massively parallel
architetture, since the condition number depends weakly on the mesh spacing and on the number
of processors ([4]).
3 Parallelization
In this section we describe in details the implementation of the BPS algorithm, which, as al-
ready mentioned, presents a high degree of parallelism. We distinguish in the structure of the
algorithm three main blocks: STEP 1, STEPS 2-3 and STEP 4, which must be execute in a strictly
sequential way.
STEP 1 consists of solvingN independent local problems, whereN is the number of subdomains,
hence its degree of parallelism is N .
STEPS 2-3 only need the output of STEP 1 and can be solved concurrently. STEP 2 consists
of Ned independent problems, Ned being the number of interior coarse edges. Hence the block
STEPS 2-3 presents a degree of parallelism equal to Ned + 1.
STEP 4 requires the output of STEPS 2-3 and consists of N independent local problems, as
STEP 1.
We describe the implementation of the BPS algorithm, considering a square domain Ω split
into K2 non-overlapping square subdomains {Ωk} (i.e., K2 = N ). Let T be a structured fine
triangulation of Ω and n the number of mesh points on each edge of a subdomain Ωk. Hence the
number of degrees of freedom (d.o.f.) in each subdomain Ωk is n2 (see Figure 8).
We will now describe how to compute the action of the BPS preconditioner on a vector g. From
now on, we will widely use the following notation: let g be an array of size l and I = (i1, ..., ik)
be a set of indices with 0 < i1 < ... < ik ≤ l, we will denote with g[I] the subarray of size k
whose components are g(i1),g(i2), ...,g(ik).
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Figure 8. A 2× 2 box decomposition of the square domain
with a structured uniform triangulation.
STEP 1
Notations. Let be
SGk := the index set of mesh points interior to Ωk in global ordering;
SLk := the index set of mesh points interior to Ωk in local ordering;
Ak := the stiffness matrix on subdomain Ωk, whose dimension is n2 × n2;
wp := the vector of the nodal components ofWp in global ordering.
Example. Figure 8 reports an example of a Cartesian grid which consists of four subdomains. We
marked the mesh points in different ways in order to show how the nodes are assigned to the four
processors. PROC 0-circle, PROC 1-black circle, PROC 2-black square, PROC 3-square. In this
case SG1 = {5}, SL1 = {5}, SG2 = {12}, SL2 = {5}.
Description. Our parallel strategy is to assign a subdomain to each processor, which assembles
the relative stiffness matrix Ak and computes wp[SGk ], i.e., the nodal components of Wp interior
to the subdomain, by solving the linear system
Ak[SLk , S
L
k ]wp[S
G
k ] = g[S
G
k ]. (9)
STEP 2
Notations. Let be
LNk := the index set of nodes interior to the north edge of Ωk in global ordering;
LWk := the index set of nodes interior to the west edge of Ωk in global ordering;
LSk := the index set of nodes interior to the south edge of Ωk in global ordering;
LEk := the index set of nodes interior to the east edge of Ωk in global ordering;
S := the matrix introduced in the previous section, whose dimension is (n− 2)× (n− 2);
aw :=Awp, whereA is the stiffness matrix on the whole domain Ω;
we := the vector of the nodal components ofWe in global ordering.
Example. Consider the grid of the previous example. LN1 = {8}, LW1 = {4}, LS3 = {8}.
Description. On the interior edges of the coarse grid we solve
Swe[L
j
k] = g[L
j
k]− aw[Ljk] j = N, W, S, E. (10)
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The parallel strategy we choose is that each processor solves the problem related to edges N and E
of its subdomain. Not all the processors solve both the problems: in fact, considering the previous
example, we have
PROC 0 solves (10) on edges N and E of Ω1;
PROC 1 solves (10) on edge N of Ω2;
PROC 2 solves (10) on edge E of Ω3;
PROC 3 does not solve any problem.
With this parallelization choice it remains a processor that does not work for STEP 2: we assign
to it the solution of STEP 3, i.e., the coarse problem.
STEP 3
Notations. Let be
C := the index set of coarse interior nodes in global ordering;
ϕj := the function in S0h that assumes values 1 on the j-th interior coarse node, 0 on the other
coarse nodes and on the interior nodes of each subdomain, and which is linear on the edges of the
subdomains;
ϕj := the nodal components of ϕj (i.e., the values of ϕj in the nodes);
wv := the vector of the nodal components ofWv in global ordering;
wCv := the vector of the nodal components ofWv on the interior coarse nodes;
AC := the matrix associated to the l.h.s. of (7), whose dimension is (K−1)2× (K−1)2, i.e.,
AC [p, q] = 2
∑
Γij
( ϕp(vi)− ϕp(vj) )( ϕq(vi)− ϕq(vj) ).
Example. C = {9}.
Description. It is easy to see that problem (7) consists of the resolution of the linear system
ACwCv = b,
where
bj = (g −Awp) ·ϕj .
This calculation is done by a single processor, that needs to receive from the other processors the
values in order to build the vector b, and, after the resolution of the linear system, sets
wv[C] = wCv .
Then, using the same strategy of STEP 2, each processor extends wv linearly on edges N and E.
STEP 4
Notations. Let be
∂Gk := the index set of the nodes on the boundary of Ωk in global ordering;
∂Lk := the index set of the nodes on the boundary of Ωk in local ordering;
wh := the vector of the nodal components ofWh in global ordering;
wkh := the vector of the components ofWh belonging to Ωk.
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Example. ∂G2 = {3, 10, 11, 6, 13, 9, 14, 15}, ∂L2 = {1, 2, 3, 4, 6, 7, 8, 9}.
Description. First we set
wh[∂Gk ] = we[∂
G
k ] +wv[∂
G
k ],
then we solve the linear systems
Ak[SLk , S
L
k ]wh[S
G
k ] = −Ak[SLk , ∂Lk ]wh[∂Gk ]. (11)
As STEP 1 this step is completely parallel: each processor solves its local problem.
STEP 5
Finally we set the new preconditioned residual
z = wp +wh.
4 Code Implementation
We implement the BPS algorithm in Fortran90, using the public domain parallel library PETSc
(see [1] and [2]), from Argonne National Laboratory. This library, based on MPI, BLAS and LA-
PACK, offers advanced data structures and routines well suited for parallel codes, from simple
parallel matrix and vector assembly routines, that allow the overlap of communication and com-
putation, to more complex linear and nonlinear equation solvers. The choice for the numerical
experiments of structured meshes allows us to take full advantage of the Distributed Arrays (DA)
PETSc objects, which provide data structures suitable for the management of communication be-
tween neighbouring processors.
The solution of the linear system (3) is performed by the subroutine PARALLEL, which imple-
ments the Preconditioned Conjugate Gradient (PCG) algorithm. As already mentioned, we have
not to build directly the preconditioner matrix, but we compute its effect in order to obtain the
new preconditioned residual (performed by the BPS_PREC routine) and find the new direction of
descent for the current PCG iteration.
The algorithm massively involves scalar products and matrix-vector products. It is therefore clear
that the effectiveness of the code strongly depends on the way these algebraic computations are
carried out. For this reason and to benefit from the parallel structure of the algorithm, we used
PETSc library that optimally manages both the communication among processors and the alge-
braic computational kernels (see Figure 9).
4.1 Analysis of Code Parallelism
We remind that the adopted strategy is to assign one processor to each subdomain. As de-
scribed in Section 3.1, the algorithm shows a high degree of parallelism, which can be described
more in detail as follows:
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Figure 9. Organization of the PETSc Library [1]
STEP 1 exhibits a parallelism of degree N equal to the number of subdomains. Each processor
solves one Dirichlet problem (see (9)), corresponding to the solution of a linear system with
size equal to the number of the internal nodes in the related subdomain.
STEPS 2-3: STEP 2 shows a degree of parallelism equal to the number of the internal edges,
since (10) is stated on the interfaces. Each processor solves the problem related to the
internal north and east edges of the subdomain. The size of the problems associated to each
processor is less or equal to two times the number of internal nodes on the edges of the
subdomain. With this choice, STEP 2 requires N − 1 processors; therefore the remaining
allocated processor can concurrently solve STEP 3.
STEP 4 exhibits again a degree of parallelism equal toN as it consists of solvingN independent
Dirichlet problems (see (11)).
4.2 Synchronization Points
According to the previous analysis, the procedure shows three synchronization points (SP).
• The first one is at the end of STEP 1, when the global solution vector of this step is re-
constructed. This vector is required to assemble the right hand side associated with the
problems to be solved in STEPS 2-3.
• The second one is at the end of STEPS 2-3, when the global solution vectors of these steps
are reconstructed. These vectors will be used to assemble the Dirichlet boundary condition
associated to the problem to be solved in STEP 4.
• The third one is at the end of STEP 4, when the reconstruction of the global solution’s vector
is performed.
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4.3 Code Structure
Figure 10 illustrates the code hierarchical organization. This is useful to better understand the
sequence of execution of each step (see Section 2.2).
Figure 10. The Code Flow Chart
4.4 Code Description
The computational core of the code essentially consists of two routines: PARALLEL per-
forms the iterations of the PCG method, described in Section 2.2, in order to solve the system (3),
and BPS_PREC performs the preconditioner step in a matrix-free way. In the following we will
analyze the tasks performed by these routines.
BPS_PREC: this routine implements the BPS algorithm executing STEPS 1,2,3,4, and 5 de-
scribed in Section 3. The mathematical parallelism of the method described above is achieved
using the PETSc library and the solution of the linear system on each subdomain is carried out
with the Cholesky factorization method provided by PETSc. The BPS_PREC routine is called by
PARALLEL at each iteration of the PCG method.
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PARALLEL: this routine is organized as follows:
• Initialization phase.
The number of subdomains, the number of elements and degrees of freedom in each subdo-
main are assigned. Vector and matrix dimensions are defined and the stopping criterion for
the PCG method is chosen.
• Mesh fixing phase.
Fine mesh and coarse mesh are fixed (see Figures 2 and 3). The PETSc routines DACre-
ate2d, DAGetCorners, DAGetGhostCorners are used to manage the regular grid chosen.
• Assembling phase.
PETSc routines DAGetMatrix and DACreateGlobalVector are used to assemble stiffness
matrix, matrix S and the right hand side. These routines only allocate the memory whereas
two other user routines perform the related computations.
• PCG phase.
In this phase the iterations of the PCG method are performed. The computation of the BPS
preconditioner is carried out calling the BPS_PREC routine.
4.5 Data Structure
In computer science, a data structure is a way of storing data in a computer in order to use them
efficiently. A carefully chosen data structure will often allow to use an algorithm more efficiently:
this means that a variety of critical operations are performed using as few resources (execution
time and memory space) as possible. Data structures are implemented using the data types, refer-
ences and operations provided by a programming language.
As a consequence, in the design of many types of programs, the choice of data structures is a
primary design consideration, that heavily affects the difficulty of implementation and the quality
and the performance of the final result.
Among other reasons, we have chosen the PETSc library because it manages data structure ac-
cording to the principles mentioned above.
In order to describe the way PETSc stores data into the processors involved in the computation,
we point out that the library uses suitable routines in order to manage Distributed Arrays (DA) on
logically regular rectangular grids. The PETSc DA object manages the parallel communication
required while working with data stored in regular arrays. The actual data is stored in appropri-
ately sized vector objects; the DA object only contains the parallel data layout information and
communication information.
As the matrices involved in the computation are “sparse matrix”, we point out that PETSc stores a
parallel sparse matrix in such a way that each processor locally owns a submatrix of contiguously
numbered global rows. Each submatrix consists of diagonal and off-diagonal parts.
In Figure 11 we show an example of the way the stiffness matrixA, related to the global problem
(3), is stored. We assume that A is a 25 × 25 matrix (see Figure 8), and that four processors are
used.
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Figure 11. Memory preallocation for a parallel PETSc matrix
Remark. The local stiffness matrixAk, related to each subdomain, used in STEP 1, and the matrix
S, related to each edge of the coarse mesh, used in STEP 2 (see (10)), are stored locally on the
corresponding processor.
PETSc allows the vector to be distributed across many processors. The PETSc vector is a
“handle” to the real vector, indeed, each processor locally owns a subvector of contiguously num-
bered global indices.
In Figure 12 we show, on a four subdomains partition (see Figure 8), an example of the way a
vector, related to the global problem (3), is stored. See [7] for further details.
Figure 12. Memory preallocation for a parallel PETSc vector
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5 Numerical Experiments
In this section we discuss some numerical results. We consider as model problem{
−∆u = 1 in Ω := [0, 1]× [0, 1],
u = 0 on ∂Ω.
Numerical experiments have been carried out on the Beowulf cluster “Ulisse” [6] at the Depart-
ment of Mathematics of the University of Milan. This cluster is a 72 processors (36 nodes) Intel
Xeon 2.4 GHz running Red Hat Linux 7.3. Each node shares 1 GB of RAM and 512 KB of level
2 cache. The Myrinet switch is used for the communication among nodes .
The experiments have been performed using PETSc 2.1.6 compiled with mpif90 and installed on
the top of mpich 1.2.5 and of the BLAS and LAPACK implementations provided with the Linux
distribution.
A detailed analysis of the execution time and some considerations on the scaling behaviour are
provided.
5.1 Numerical Behaviour
The numerical tests we show in this section are the following:
• Case A: we fix the number of d.o.f. for each subdomain equal to 81 × 81 (see Table 1);
Table 1: Case A. Total Number of d.o.f.
# subdomains d.o.f.
4 25921
9 58081
16 103041
25 160801
36 231361
64 410881
• Case B: we fix the total number of d.o.f. of the global problem equal to 241 × 241 (see
Table 2);
Table 2: Case B. Total Number of d.o.f. per Subdomain
# subdomains d.o.f. per subdomain
4 14641
9 6561
16 3721
25 2401
36 1681
64 961
16
In Table 3 we report the number of PCG iterations considering as stopping criteria the l2-norm of
the residual and as fixed tolerance 10−7.
We see that in both the cases A and B the number of iterations initially increases of about a factor
2 moving from 9 to 16 subdomains, but then it seems to remain stable and, in agreement with the
theory of BPS, as expected from the condition number presented in (8), it is almost independent
of the number of subdomains.
Table 3: Number of Iterations
# subdomains Case A Case B
4 12 12
9 13 13
16 24 23
25 24 22
36 28 26
64 28 27
5.2 Parallel Behaviour
We discuss the parallel performance of the code using two different scheduling strategies. The
execution time both with one MPI process per node (1ppn) and with two MPI processes per node
(2ppn) is presented.
The first scheduling strategy (test case A1 and B1) allows to use the whole node memory for a
single subdomain: thus it is possible to deal with large local problems. In this case the second
processor is idle. On the other hand, one would like to run the application on the cluster with the
2ppn strategy in order to use the second CPU on each node and to fully exploit all the available
computational resources (test case A2 and B2).
In Tables 4, 5, 6 and 7 we report the total execution time (in seconds) for the cases A1, A2,
B1 and B2, respectively. The first row, entitled “# Proc”, contains the number of processors (i.e.,
the numbers of subdomains); the second row, entitled “Initialization”, corresponds mainly to the
time in which the coarse mesh and the fine mesh are fixed and “local” vectors and matrices are
initialized and assembled. In the third row, entitled “PCG”, we report the total time spent in the
PCG loop, while in the fourth row, entitled “bps/iter”, we report the time of a single BPS iteration.
Finally, the last row contains the iteration numbers (as in Table 3).
From Tables 4 and 5 the BPS iteration time seems not to be affected by the number of subdomains:
the small increase when more than 25 processors are used is due to the increase of the commu-
nication required in STEPS 2-3. Moreover, if we consider the “PCG” and the “bps/iter” rows in
Tables 6 and 7, we see a good scalability of the code.
The big difference in the initialization times between the cases when the two different scheduling
criteria (1ppn/2ppn) are used, is probably due to the fact that with 2ppn the RAM and the cache of
each node are shared by two processes. Thus the best choice seems to be the 1ppn scheduling (see
[8]), even if with this strategy one cannot use all the available computing resources.
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Table 4: Case A1. Execution Time (seconds)
# Proc Initialization PCG bps/iter # iter
4 12.85 5.93 0.4916 12
9 13.57 6.43 0.4917 13
16 16.77 12.08 0.4967 24
25 17.29 14.11 0.5391 24
Table 5: Case A2. Execution Time (seconds)
# Proc Initialization PCG bps/iter # iter
4 20.85 6.23 0.5163 12
16 21.16 12.64 0.5222 24
36 32.66 17.56 0.5743 28
64 32.56 19.40 0.5906 28
Table 6: Case B1. Execution Time (seconds)
# Proc Initialization PCG bps/iter # iter
4 71.98 27.47 2.2824 12
9 13.57 6.43 0.4917 13
16 5.23 4.66 0.1849 23
25 2.80 2.08 0.0859 22
Table 7: Case B2. Execution Time (seconds)
# Proc Initialization PCG bps/iter # iter
4 116.61 28.43 2.3635 12
16 8.43 4.89 0.1947 23
36 6.57 1.60 0.0549 26
64 5.41 0.94 0.0313 27
In Figures 13-14 we report the time distribution (in percentage) of the steps of a single BPS-
iteration for the cases A2 and B2, respectively; notice that the percentages are rounded off to
an integer number, thus the sum might not be equal to 100. From these figures one can see that
increasing the number of subdomains the computational cost of STEPS 2-3 increases considerably
with respect to STEP 1 and STEP 4, due to the communication required to solve the problems on
the skeleton of the coarse mesh. We remark that for the case A2 (see Figure 13) the global size
of the problem increases according to the number of subdomains, whereas for the case B2 (see
Figure 14) the size of the global problem is fixed. Thus in this last case the computational cost of
STEPS 1 and 4 decreases with the increase of the number of subdomains, reducing (in percentage)
the weight of computation with respect to communication.
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Figure 13. CASE A2: Time distribution of a BPS iteration.
a) 4 Subdomains, b) 16 Subdomains, c) 36 Subdomains, d) 64 Subdomains.
The number reported near each pie is the average time (in seconds) of a BPS iteration.
Figure 14. CASE B2: Time distribution of a BPS iteration.
a) 4 Subdomains, b) 16 Subdomains, c) 36 Subdomains, d) 64 Subdomains.
The number reported near each pie is the average time (in seconds) of a BPS iteration.
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6 Conclusions
In this work we have studied the behaviour of the two-dimensional BPS preconditioner on a
Linux cluster, illustrating the numerical scalability of the algorithm (in term of PCG iterations)
and the parallel scalability of our implementation (in term of the execution time). As test problem
we have considered the Poisson equation on the unit square, discretized by a regular triangular
mesh.
Further experiments could also be done considering other kinds of meshes, different right hand
sides and diffusion coefficients in order to deal with anisotropy and discontinuities. We are also
planning to use different local solvers, such as LU factorization or iterative methods.
Another issue to take under consideration is to improve the data storing strategy, in order to
reduce as much as possible the communication time required in STEPS 2-3. Moreover another
parallelization approach, beside the intrinsic mathematical parallelism of the algorithm, could be
exploited using a parallel solvers for the local problems.
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