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Abstract. Synthesis of correct by design systems from specification has
recently attracted much attention. The theoretical results imply that this
problem is highly intractable, e.g., synthesizing a system is 2EXPTIME-
complete for an LTL specification and EXPTIME-complete for CTL.
An argument in favor of synthesis is that the temporal specification is
highly compact, and the complexity reflects the large size of the system
constructed. A careful observation reveals that the size of the system
is presented in such arguments as the size of its state space. This view
is a bit biased, in the sense that the state space can be exponentially
larger than the size of a reasonable implementation such as a circuit or a
program. Although this alternative measure of the size of the synthesized
system is more intuitive (e.g., this is the standard way model checking
problems are measured), research on synthesis has so far stayed with
measuring the system in terms of the explicit state space. This raises
the question of whether or not there always exists a small system. In
this paper, we show that this is the case if, and only if, PSPACE =
EXPTIME.
1 Introduction
Reactive synthesis is a research direction inspired by Church’s problem [1]. It
focuses on systems that receive a constant stream of inputs from an environment,
and must, for each input, produce some output. Specifically, we are given a logical
specification which dictates how the system must react to the inputs, and we
must construct a system that satisfies the specification for all possible inputs
that the environment could provide.
While the verification [5,2] (the validation or refutation of the correctness
of such a system) has gained many algorithmic solutions and various success-
ful tools, the synthesis problem [3,4,12] has had fewer results. One of the main
problems is the complexity of the synthesis problem. A classical result by Pnueli
and Rosner [13] shows that synthesis of a system from an LTL specification is
2EXPTIME-complete. It was later shown by Kupferman and Vardi that syn-
thesis for CTL specifications is EXPTIME-complete [8]. A counter argument
against the claim that synthesis has prohibitive high complexity is that the size
of the system produced by the synthesis procedure is typically large. Some con-
crete examples [7] show that the size of the system synthesized may need to be
doubly exponentially larger than the LTL specification. This, in fact, shows that
LTL specifications are a very compact representation of a system, rather than
simply a formalism that is intrinsically hard for synthesis.
As we are interested in the relationship between the specification and the
synthesized system, a question arises with respect to the nature of the system
representation. The classical synthesis problem regards the system as a transition
system with an explicit state space, and the size of this system is the number
of states and transitions. This is, to some extent, a biased measure, as other
system representations, such as programs or circuits with memory, often have
a much more concise representation: it is often possible to produce a circuit or
program that is exponentially smaller than the corresponding transition system.
For example, it is easy to produce a small program that implements an n bit
binary counter, but a corresponding transition system requires 2n distinct states
to implement the same counter. Thus, we ask the question of what is the size of
the minimal system representation in terms of the specification?
We look at specifications given in CTL, LTL, or as an automaton, and study
the relative synthesized system complexity. We choose to represent our systems
as online Turing machines with a bounded storage tape. This is because there ex-
ist straightforward translations between online Turing machines and the natural
representations of a system, such as programs and circuits, with comparable rep-
resentation size. The online Turing machine uses a read-only input tape to read
the next input, a write-only output tape to write the corresponding output, and
its storage tape to serve as the memory required to compute the corresponding
output for the current input.
The binary-counter example mentioned above showed that there are instances
in which an online Turing machine model of the specification is exponentially
smaller than a transition system model of that formula. In this paper we ask: is
this always the case? More precisely, for every CTL formula φ, does there always
exist an online Turing machine M that models φ, where the amount of space
required to describeM is polynomial in φ? We call machines with this property
small. Our answer to this problem is the following:
Every CTL formula has a small online Turing machine model (or no
model at all) if, and only if, PSPACE = EXPTIME.
This result can be read in two ways. One point of view is that, since PSPACE
is widely believed to be a proper subset of EXPTIME, the “if” direction of our
result implies that it is unlikely that every CTL formula has a small online
Turing machine model. However, there is an opposing point of view. It is widely
believed that finding a proof that PSPACE 6= EXPTIME is an extremely difficult
problem. The “only if” direction of our result implies that, if we can find a family
of CTL formulas that provably requires super-polynomial sized online Turing
machine models, then we have provided a proof that PSPACE 6= EXPTIME.
If it is difficult to find a proof that PSPACE 6= EXPTIME, then it must also
be difficult to find such CTL formulas. This indicates that most CTL formulas,
particularly those that are likely to arise in practice, may indeed have small
online Turing machine models.
2
Using an online Turing machine raises the issue of the time needed to respond
to an input. In principle, a polynomially-sized online Turing machine can take
exponential time to respond to each input. A small model may, therefore, take
exponential time in the size of the CTL formula to produce each output. This
leads to the second question that we address in this paper: for CTL, does there
always exist a small online Turing machine model that is fast? The model is fast
if it always responds to each input in polynomial time. Again, our result is to
link this question to an open problem in complexity theory:
Every CTL formula has a small and fast (or no) online Turing machine
model if, and only if, EXPTIME ⊆ P/poly.
P/poly is the class of problems solvable by a polynomial-time Turing machine
with an advice function that provides advice strings of polynomial size. It has
been shown that if EXPTIME ⊆ P/poly, then the polynomial time hierarchy
collapses to the second level, and that EXPTIME itself would be contained in
the polynomial time hierarchy [6].
Once again, this result can be read in two ways. Since many people believe
that the polynomial hierarchy is strict, the “if” direction of our result implies
that it is unlikely that all CTL formulas have small and fast models. On the
other hand, the “only if” direction of the proof implies that finding a family of
CTL formulas that do not have small and fast online Turing machine models
is as hard as proving that EXPTIME is not contained in P/poly. As before, if
finding a proof that EXPTIME * P/poly is a difficult problem, then finding
CTL formulas that do not have small and fast models must also be a difficult
problem. This indicates that the CTL formulas that arise in practice may indeed
have small and fast models.
We also replicate these results for specifications given by Co-Bu¨chi automata,
which then allows us to give results for LTL specifications.
2 Preliminaries
2.1 CTL Formulas
Given a finite set Π of atomic propositions, the syntax of a CTL formula is
defined as follows:
φ ::= p | ¬φ | φ ∨ φ | Aψ | Eψ,
ψ ::= Xφ | φ U φ,
where p ∈ Π . For each CTL formula φ we define |φ| to give the size of the parse
tree for that formula.
Let T = (V,E) be an infinite directed tree, with all edges pointing away
from the root. Let l : V → 2Π be a labelling function. The semantics of CTL
are defined as follows. For each v ∈ V we have:
– v |= p if and only if p ∈ l(v).
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– v |= ¬φ if and only if v 6|= φ.
– v |= φ ∨ ψ if and only if either v |= φ or v |= ψ.
– v |= Aψ if and only if for all paths pi starting at v we have pi |= ψ.
– v |= Eψ if and only if there exists a path pi starting at v with pi |= ψ.
Let pi = v1, v2, . . . be an infinite path in T . We have:
– pi |= Xψ if and only if v2 |= ψ.
– pi |= φ U ψ if and only if there exists i ∈ N such that vi |= ψ and for all j in
the range 1 ≤ j < i we have vj |= φ.
The pair (T, l), where T is a tree and l is a labelling function, is a model of φ if
and only if r |= φ, where r ∈ V is the root of the tree. If (T, l) is a model of φ,
then we write T, l |= φ.
2.2 Mealy Machines
The synthesis problem is to construct a model that satisfies the given specifi-
cation. We will give two possible formulations for a model. Traditionally, the
synthesis problem asks us to construct a model in the form of a transition sys-
tem. We will represent these transition systems as Mealy machines, which we
will define in this section. In a later section we will give online Turing machines
as an alternative, and potentially more succinct, model of a specification.
A Mealy machine is a tuple T = (S,ΣI , ΣO, τ, l, start, input). The set S is a
finite set of states, and the state start ∈ S is the starting state. The set ΣI gives
an input alphabet, and the set ΣO gives an output alphabet. The transition
function τ : S × ΣI → S gives, for each state and input letter, an outgoing
transition. The function l : S × ΣI → ΣO is a labelling function, which assigns
an output letter for each transition. The letter input ∈ ΣI gives an initial input
letter for the machine.
Suppose that φ is a CTL formula that uses ΠI as a set input propositions,
and ΠO as a set of output propositions. Let T = (S, 2ΠI , 2ΠO , τ, l, start, input)
be a Mealy machine that uses sets of these propositions as input and output
alphabets. A sequence of states pi = s0, s1, s2, . . . is an infinite path in T if
s0 = start, and if, for each i, there is a letter σi ∈ ΣI such that τ(si, σi) = si+1.
We define ωi = σi∪ l(si+1), where we take σ0 = input, to be the set of input and
output propositions at position i in the path. Then, for each infinite path pi, we
define the word σ(pi) = ω0, ω1, ω2 . . . to give the sequence of inputs and outputs
along the path pi. Furthermore, let (T, l) be the infinite tree corresponding to the
set of words σ(pi), over all possible infinite paths pi. We say that T is a model
of φ if T, l |= φ. Given a CTL formula φ and a Mealy machine T , the CTL model
checking problem is to decide whether T is a model of φ.
Theorem 1 ([10]). Given a Mealy machine T and an CTL-formula φ, the CTL
model checking problem can be solved in space polynomial in |φ| · log |T |.
Given a CTL formula φ, the CTL synthesis problem is to decide whether
there exists a Mealy machine that is a model of φ. This problem is known to be
EXPTIME-complete.
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Theorem 2 ([8]). The CTL synthesis problem is EXPTIME-complete.
2.3 Tree Automata
Universal Co-Bu¨chi tree automata will play a fundamental role in the proofs
given in subsequent sections, because we will translate each CTL formula φ into
a universal Co-Bu¨chi tree automaton U(φ). The automaton will accept Mealy
machines, and the language of the tree automaton will be exactly the set of
models accepted by φ. We will then use these automata to obtain our main
results.
A universal Co-Bu¨chi tree automaton is A = (S,ΣI , ΣO, start, δ, F ), where S
denotes a finite set of states, ΣI is a finite input alphabet, ΣO is a finite output
alphabet, start ∈ S is an initial state, δ is a transition function, F ⊆ S is a set
of final states. The transition function δ : S×ΣO → 2
S×ΣI maps a state and an
output letter to a set of pairs, where each pair consists of a successor state and
an input letter.
The automaton accepts Mealy machines that use ΣI and ΣO as their input
and output alphabets, and the acceptance mechanism is defined in terms of
run graphs. We define a run graph of a universal Co-Bu¨chi tree automaton A =
(SA, ΣI , ΣO, startA, δ, FA) on a Mealy machine T = (ST , ΣI , ΣO, τ, lT , startT ) to
be a minimal directed graph G = (V,E) that satisfies the following constraints:
– The vertices of G satisfy V ⊆ SA × ST .
– The pair of initial states (startA, startT ) is contained in V .
– Suppose that for a vertex (q, t) ∈ V , we have that (q′, σI) ∈ δ(q, lT (σI , t)) for
some input letter σI . An edge from (q, t) to (q
′, τ(t, σI)) must be contained
in E.
A run graph is accepting if every infinite path v1, v2, v3, · · · ∈ V
ω contains only
finitely many states in FA. A Mealy machine T is accepted by A if it has an
accepting run graph. The set of Mealy machines accepted by A is called its
language, and is denoted by L(A). The automaton is empty if, and only if, its
language is empty.
A universal Co-Bu¨chi tree automaton is called a safety tree automaton if
F = ∅. Therefore, for safety automata, we have that every run graph is accepting,
and we drop the F = ∅ from the tuple defining the automaton. A universal Co-
Bu¨chi tree automaton is deterministic if |δ(s, σO))| = 1, for all states s, and
output letters σO.
2.4 Online Turing Machines
We use online Turing machines as a formalisation of a concise model. An online
Turing machine has three tapes: an infinite input tape, an infinite output tape,
and a storage tape of bounded size. The input tape is read only, and the output
tape is write only. Each time that a symbol is read from the input tape, the
machine may spend time performing computation on the storage tape, before
eventually writing a symbol to the output tape.
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We can now define the synthesis problem for online Turing machines. Let φ
be a CTL formula defined using ΠI and ΠO, as the sets of input, and output,
propositions, respectively. We consider online Turing machines that use 2ΠI as
the input tape alphabet, and 2ΠO as the output alphabet. Online Turing ma-
chines are required, after receiving an input symbol, to produce an output before
the next input symbol can be read. Therefore, if we consider the set of all possi-
ble input words that could be placed on the input tape, then the set of possible
outputs made by the online Turing machine forms a tree. If this tree is a model
of φ, then we say that the online Turing machine is a model of φ.
Given a CTL formula φ, we say that an online Turing machine M is a small
model of φ if:
– the storage tape of M has length polynomial in |φ|, and
– the discrete control (i.e. the action table) of M has size polynomial in |φ|.
Note that a small online Turing machine may take an exponential number of
steps to produce an output for a given input. We say that an online Turing
machine is a fast model of φ if, for all inputs, it always responds to each input
in time polynomial in |φ|.
3 Small Models Imply PSPACE = EXPTIME
Let φ be a CTL formula that has a model. In this section we show that, if
there is always a small online Turing machine that models φ, then PSPACE =
EXPTIME. Our approach is to guess a polynomially sized online Turing machine
M, and then to use model checking to verify whether M is a model of φ. Since
our assumption guarantees that we only need to guess polynomially sized online
Turing machines, this gives a NPSPACE = PSPACE algorithm for solving the
CTL synthesis problem. Our proof then follows from the fact that CTL synthesis
is EXPTIME-complete.
To begin, we show how model checking can be applied to an online Turing
machine. To do this, we first unravel the online Turing machine to a Mealy
machine.
Lemma 3. For each CTL formula φ, and each online Turing machine M that
is a model of φ, there exists a Mealy machine T (M) such that T (M) is a model
of φ.
The size of T (M) will be exponential in the size of M, because the number
of storage tape configurations of M grows exponentially with the length of the
tape. However, this is not a problem because there exists a deterministic Turing
machine that outputs T (M), while using only O(|M|) space.
Lemma 4. There is a deterministic Turing machine that outputs T (M), while
using O(|M|) space.
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Since the model checking procedure given in Theorem 1 uses poly-logarithmic
space, when it is applied to T (M), it will use space polynomial in |M|. Now,
using standard techniques to compose space bounded Turing machines (see [11,
Proposition 8.2], for example), we can compose the deterministic Turing ma-
chine given by Lemma 4 with the model checking procedure given in Theorem 1
to produce a deterministic Turing machine that uses polynomial space in |M|.
Hence, we have shown that each online Turing machineM can be model checked
against φ in space polynomial in |M|. Since Theorem 2 implies that CTL syn-
thesis is EXPTIME-complete, we have the following theorem.
Theorem 5. Let φ be a satisfiable CTL formula. If there always exists an online
Turing machine M that models φ, where |M| is polynomial in φ, then PSPACE
= EXPTIME.
4 PSPACE = EXPTIME Implies Small Models
In this section we show the opposite direction of the result given in Section 3.
We show that if PSPACE = EXPTIME, then, for every CTL formula φ that has
a model, there exists a polynomially sized online Turing machine that is a model
of φ. We start our proof of this result with a translation from CTL to universal
Co-Bu¨chi tree automata. In [8] it was shown that every CTL formula φ can be
translated to an alternating Co-Bu¨chi tree automaton A(φ), whose language is
the models of φ. It is relatively straightforward to translate this alternating tree
automaton A(φ) into a universal tree automaton U(φ).
One complication is that the output alphabet of U(φ) is not 2ΠO . This is
because the reduction to universal tree automata augments each output letter
with additional information, which is used by U(φ) to resolve the nondetermin-
istic choices made by A(φ). Hence, each output letter of U(φ) contains an actual
output σO ∈ 2
ΠO , along with some extra information.
Let T = (S,ΣI , ΣO, τ, lT , start, input) be a Mealy machine, where each output
σO ∈ ΣO contains some element a ∈ 2ΠO with a ⊆ σO. We define T ↾ ΠO to be
a modified version of T that only produces outputs from the set 2ΠO . Formally,
we define T ↾ ΠO to be the Mealy machine T ′ = (S,ΣI , 2ΠO , τ, lT ′ , start, input)
where, if lT (s, σI) = σO, then we define lT ′(s, σI) = σO ∩ 2ΠO for all s ∈ S. We
have the following:
Lemma 6. Let φ be a CTL formula, which is defined over the set ΠI of input
propositions, and the set ΠO of output propositions. We can construct a universal
Co-Bu¨chi tree automaton U(φ) = (S,ΣI , ΣO, start, δ, F, input) such that:
– For every model T ∈ L(U(φ)), we have that T ↾ 2ΠO is a model of φ.
– For every model T ′ of φ there is a model T ∈ L(U(φ)) with T ↾ 2ΠO = T ′.
– The size of the set S is polynomial in |φ|.
– Each letter in ΣI and ΣO can be stored in space polynomial in |φ|.
– The transition function δ can be computed in time polynomial in |φ|.
– The state start can be computed in polynomial time.
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The techniques used in [14] show how the automaton given by Lemma 6 can
be translated into a safety tree automaton F(φ) such that the two automata are
emptiness equivalent.
Lemma 7 ([14]). Given the universal Co-Bu¨chi tree automaton U(φ), whose
state space is SU , we can construct a deterministic safety tree automaton F(φ) =
(S,ΣI , ΣO, start, δ, input) such that:
– If L(U(φ)) is not empty, then L(F(φ)) is not empty. Moreover, if T is in
L(F(φ)), then T ↾ 2ΠO is a model of φ.
– Each state in S can be stored in space polynomial in |SU |.
– The transition function δ can be computed in time polynomial in |SU |.
– Each letter in ΣI and ΣO can be stored in space polynomial in |SU |.
– The state start can be computed in time polynomial in |SU |.
We will use the safety automaton F(φ) given by Lemma 7 to construct a
polynomially sized model of φ. This may seem counter intuitive, because the
number of states in F(φ) may be exponential in φ. However, we do not need to
build F(φ). Instead our model will solve language emptiness queries for F(φ).
For each state s ∈ S in F(φ), we define Fs(φ) to be the automaton F(φ)
with starting state s. The emptiness problem takes a CTL formula φ and a state
of F(φ), and requires us to decide whether L(Fs(φ)) = ∅. Note that the input
has polynomial size in |φ|. We first argue that this problem can be solved in
exponential time. To do this, we just construct Fs(φ). Since Fs(φ) can have at
most exponentially many states in |φ|, and the language emptiness problem for
safety automata can be solved in polynomial time, we have that our emptiness
problem lies in EXPTIME.
Lemma 8. For every CTL formula φ, and every state s in F(φ) we can decide
whether L(Fs(φ)) = ∅ in exponential time.
The algorithm that we construct for Lemma 8 uses exponential time and
exponential space. However, our key observation is that, under the assumption
that PSPACE = EXPTIME, Lemma 8 implies that there must exist an algorithm
for the emptiness problem that uses polynomial space. We will use this fact
to construct M(φ), which is a polynomially sized online Turing machine that
models φ.
Let φ be a CTL formula that uses ΠI and ΠO as the set of input and
output propositions, and suppose that φ has a model. Furthermore, suppose
that F(φ) = (S,ΣI , ΣO, start, δ, F, input). The machine M(φ) always maintains
a current state s ∈ S, which is initially set so that s = start. Lemma 7 implies
that s can be stored in polynomial space, and that setting s = start can be done
in polynomial time, and hence polynomial space.
Every time thatM(φ) reads a new input letter σI ∈ 2ΠI from the input tape,
the following procedure is executed. The machine loops through each possible
output letter σO ∈ ΣO and checks whether there is a pair (s′, σ′I) ∈ δ(s, σO) such
that L(Fs
′
(φ)) 6= ∅. When an output symbol σO and state s′ with this property
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are found, then the machine outputs σO ∩ 2
ΠO , moves to the state s′, and reads
the next input letter.
The fact that a suitable pair σO and s
′ always exists can be proved by a
simple inductive argument, which starts with the fact that L(F start(φ)) 6= ∅, and
uses the fact that we always pick a successor that satisfies the non-emptiness
check. Moreover, it can be seen that M(φ) is in fact simulating some Mealy
machine T that is contained in L(F(φ)). Therefore, by Lemma 6, we have that
M(φ) is a model of φ.
The important part of our proof is that, if PSPACE = EXPTIME, then this
procedure can be performed in polynomial space. Since each letter in ΣO can
be stored in polynomial space, we can iterate through all letters in ΣO while
using only polynomial space. By Lemma 8, the check L(Fs
′
(φ)) 6= ∅ can be
performed in exponential time, and hence, using our assumption that PSPACE
= EXPTIME, there must exist a polynomial space algorithm that performs
this check. Therefore, we have constructed an online Turing machine that uses
polynomial space and models φ. Thus, we have shown the following theorem.
Theorem 9. Let φ be a CTL formula that has a model. If PSPACE = EXP-
TIME then there is an online Turing machine M that models φ, where |M| is
polynomial in φ.
Theorem 9 is not constructive. However, if a polynomially sized online Turing
machine that models φ exists, then we can always find it in PSPACE by guessing
the machine, and then model checking it.
5 Small And Fast Models Imply EXPTIME ⊆ P/poly
In this section we show that, if all satisfiable CTL formulas have a polynomially
sized model that responds to all inputs within polynomial time, then EXPTIME
⊆ P/poly.
Let Ab be an alternating Turing machine that with a tape of length b that
is written in binary. Since the machine is alternating, its state space Q must be
split into Q∀, which is the set of universal states, and Q∃, which is the set of
existential states. The first step of our proof is to construct a CTL formula φb,
such that all models of φb are forced to simulate Ab. The formula will use a set of
input propositions ΠI such that |ΠI | = b. This therefore gives us enough input
propositions to encode a tape configuration of Ab. The set of output proposi-
tions will allow us to encode a configuration of Ab. More precisely, the output
propositions use:
– b propositions to encode the current contents of the tape,
– log2(b) propositions to encode the current position of the tape head, and
– log2(Q) propositions to encode q, which is the current state of the machine.
Our goal is to simulate Ab. The environment will perform the following tasks
in our simulation. In the first step, the environment will provide an initial tape
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configuration for Ab. In each subsequent step, the environment will resolve the
non-determinism, which means that it will choose the specific existential or uni-
versal successor for the current configuration. In response to these inputs, our
CTL formula will require that the model should faithfully simulate Ab. That is,
it should start from the specified initial tape, and then always follow the exis-
tential and universal choices made by the environment. It is not difficult to write
down a CTL formula that specifies these requirements.
In addition to the above requirements, we also want our model to predict
whether Ab halts. To achieve this we add the following output propositions:
– Let C = |Q| · 2b · b be the total number of configurations that Ab can be in.
We add log(C) propositions to encode a counter c, which gives the number
of steps that have been simulated.
– We add a proposition h, and we will require that h correctly predicts whether
Ab halts from the current configuration.
The counter c can easily be enforced by a CTL formula. To implement h, we
will add the following constraints to our CTL formula:
– If q is an accepting state, then h must be true.
– If c has reached its maximum value, then h must be false.
– If q is non-accepting and c has not reached its maximum value then:
• If q is an existential state, then h↔ EXh.
• If q is a universal state, then h↔ AXh.
These conditions ensure that, whenever the machine is in an existential state,
there must be at least one successor state from which Ab halts, and whenever
the machine is in a universal state, Ab must halt from all successors. We will
use φb to denote the CTL formula that we have outlined.
Suppose that there is an online Turing machine M model of φb that is both
small and fast. We argue that, if this assumption holds, then we can construct
a polynomial time Turing machine T that solves the halting problem for Ab.
Suppose that we want to decide whether Ab halts on the input word I. The
machine T does the following:
– It begins by giving I to M as the first input letter.
– It then proceeds by simulating M until the first output letter is produced.
– Finally, it reads the value of h from the output letter, and then outputs it
as the answer to the halting problem for Ab.
Since M is both small and fast, we have that T is a polynomial time Turing
machine. Thus, we have the following lemma.
Lemma 10. If φb has a model that is small and fast, then there is a polynomial-
size polynomial-time Turing machine that decides the halting problem for Ab.
We now use Lemma 10 to prove the main result of this section: if every
CTL formula has a small and fast model, then EXPTIME ⊆ P/poly. We will do
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this by showing that there is a P/poly algorithm for solving an EXPTIME-hard
problem.
We begin by defining our EXPTIME-hard problem. We define the problem
HALT-IN-SPACE as follows. Let U be a universal1 alternating Turing machine.
We assume that U uses space polynomial in the amount of space used by the
machine that is simulated. The inputs to our problem are:
– An input word I for U .
– A sequence of blank symbols B, where |B| = poly(|I|).
Given these inputs, HALT-IN-SPACE requires us to decide whether U halts when it
is restricted to use a tape of size |I|+|B|. Since B can only ever add a polynomial
amount of extra space, it is apparent that this problem is APSPACE-hard, and
therefore EXPTIME-hard.
Lemma 11. HALT-IN-SPACE is EXPTIME-hard.
A P/poly algorithm consists of two parts: a polynomial-time Turing ma-
chine T , and a polynomially-sized advice function f . The advice function maps
the length of the input of T to a polynomially-sized advice string. At the start
of its computation, the polynomial-time Turing machine T is permitted to read
f(i), where i is the length of input, and use resulting advice string to aid in its
computation. A problem lies in P/poly if there exists a machine T and advice
function f that decide that problem.
We now provide a P/poly algorithm for HALT-IN-SPACE.We begin by defining
the advice function f . Let Ub be the machine U , when it is restricted to only
use the first b symbols on its tape. By Lemma 10, there exists a polynomial-size
polynomial-time deterministic Turing machine Tb that solves the halting problem
for Ub. We define f(b) to give Tb. Since Tb can be described in polynomial space,
the advice function f gives polynomial size advice strings.
The second step is to give a polynomial-time algorithm that uses f to solve
HALT-IN-SPACE. The algorithm begins by obtaining Ti+b = f(|I| + |B|) from
the advice function. It then simulates Ti+b on the input word I, and outputs
the answer computed by Ti+b. By construction, this algorithm takes polynomial
time, and correctly solves HALT-IN-SPACE. Therefore, we have shown that an
EXPTIME-hard problem lies in P/poly, which gives the main theorem of this
section.
Theorem 12. If every satisfiable CTL formula φ has a polynomial size model
that responds to all inputs in polynomial time, then EXPTIME ⊆ P/poly.
6 EXPTIME ⊆ P/poly Implies Small and Fast Models
Let φ be a CTL formula that has a model. In this section we show that if
EXPTIME ⊆ P/poly, then there always exists an polynomially sized online
1 here, the word “universal” means an alternating Turing machine that is capable of
simulating all alternating Turing machines.
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Turing machine that is a model of φ, that also responds to every input within a
polynomial number of steps.
The proof of this result closely follows the proof given in Section 4. In that
proof, we looped through every possible output letter and solved an instance of
the emptiness problem. This was sufficient, because we can loop through every
output letter in polynomial space. However, when we wish to construct a fast
model, this approach does not work, because looping through all possible output
letters can take exponential time.
For this reason, we introduce a slightly modified version of the emptiness
problem, which we call the successor emptiness problem. Using this problem
will allow us to find the correct output letter using binary search, rather than
exhaustive enumeration. The inputs to our problem will be a CTL formula φ,
a state s, an input letter σI ∈ 2ΠI of F(φ), an integer n, and a bit string w
of length n. Given these inputs, the problem is to determine whether there is a
letter σO ∈ ΣO such that:
– the first n bits of σO are w, and
– there exists (s′, σI) ∈ δ(s, σO) such that L(Fs
′
(φ)) 6= ∅.
Lemma 7 implies that the input size of this problem is polynomial in |φ|. In
fact, if the CTL formula φ is fixed, then Lemma 7 implies that all other input
parameters have bounded size. For a fixed formula φ, let (φ, s, σI , n, w) be the
input of the successor emptiness problem that requires the longest representa-
tion. We pad the representation of all other inputs so that they have the same
length as (φ, s, σI , n, w).
Next, we show how our assumption that EXPTIME ⊆ P/poly allows us to
argue that successor emptiness problem lies in P/poly. Note that the successor
emptiness problem can be solved in exponential time, simply by looping through
all possible letters in σO ∈ ΣO, checking whether the first n bits of σO are w, and
then applying the algorithm of Lemma 8. Also note that our padding of inputs
does not affect this complexity. Therefore, the successor emptiness problem lies
in EXPTIME, and our assumption then implies that it also lies in P/poly.
Let T and f be the polynomial time Turing machine and advice function that
witness the inclusion in P/poly. Our padding ensures that we have that we have,
for each CTL formula φ, a unique advice string in f that is used by T to solve
all successor emptiness problems for φ. Hence, if we append this advice string to
the storage tape of T , then we can construct a polynomial time Turing machine
(with no advice function) that solves all instances of the successor emptiness
problem that depend on φ. Therefore, we have shown the following lemma.
Lemma 13. If EXPTIME ⊆ P/poly then, for each CTL formula φ, there is a
polynomial time Turing machine that solves all instances of the successor empti-
ness problem that involve φ.
The construction of an online Turing machine that models φ is then the same
as the one that was provided in Section 4, except that we use the polynomial
time Turing machine from Lemma 13 to solve the successor emptiness problem
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in each step. More precisely, we use binary search to find the appropriate out-
put letter σO in each step. Since the size of σO is polynomial in |φ|, this can
obviously be achieved in polynomial time. Moreover, our online Turing machine
still obviously uses only polynomial space. Thus, we have established the main
result of this section.
Theorem 14. Let φ be a CTL formula that has a model. If EXPTIME ⊆ P/poly
then there is a polynomially sized online Turing machine M that models φ that
responds to every input after a polynomial number of steps.
7 LTL Specifications
In this section we extend our results to LTL. Since LTL specifications can be
translated into universal Co-Bu¨chi tree automata [9], our approach is to first ex-
tend our results so that they apply directly to universal Co-Bu¨chi tree automata,
and then to use this intermediate step to obtain our final results for LTL.
We start with universal Co-Bu¨chi tree automata. Recall that the arguments
in Sections 4 and 6 start with a CTL formula, translate the formula into a
universal Co-Bu¨chi tree automaton, and then provide proofs that deal only with
the resulting automaton. Reusing the proofs from these sections immediately
gives the following two properties.
Theorem 15. Let U be a universal Co-Bu¨chi automaton tree that accepts Mealy
machines.
1. If PSPACE = EXPTIME then there is an online Turing machine M in the
language of U , where |M| is polynomial in the states and a representation
of the transition function of U .
2. If EXPTIME ⊆ P/poly then there is a polynomially-sized online Turing ma-
chine M that is accepted by U , which responds to every input after a poly-
nomial number of steps.
The other two directions can be proved using slight alterations of our existing
techniques. An analogue of the result in Section 3 can be obtained by using the
fact that checking whether online Turing machine M is accepted by a universal
Co-Bu¨chi tree automaton U can be done in inO
(
(log |U|+log |T (M)|)2
)
time [16,
Theorem 3.2]. For the result in Section 5, we can obtain an analogue by using a
very similar proof. The key difference is in Lemma 10, where we must show that
there is universal Co-Bu¨chi tree automaton with the same properties as φb. The
construction of a suitable universal Co-Bu¨chi tree automaton appears in the full
version of the paper. Thus, we obtain the other two directions.
Theorem 16. Let U be a universal safety word automaton that accepts Mealy
machines.
1. If there is always an online Turing machine M in the language of U , where
|M| has polynomial size in the states of U , then PSPACE=EXPTIME.
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2. If there is always an online Turing machine M in the language of U , where
|M| has polynomial size in the states of U , which also responds to every
input after polynomially many steps, then EXPTIME ⊆ P/poly.
Now we move on to consider LTL specifications. For LTL, the situation is
more complicated, because the translation from LTL formulas to universal Co-
Bu¨chi tree automata does not give the properties used in Lemma 6.
Theorem 17. [9] Given an LTL formula φ, we can construct a universal Co-
Bu¨chi tree automaton Uφ with 2O(|φ|) states that accepts a Mealy machine T if,
and only if, T is a model of φ.
Note that this translation gives a universal Co-Bu¨chi tree automaton that has
exponentially many states in |φ|. Unfortunately, this leads to less clean results
for LTL. For the results in Sections 3 and 4, we have the following analogues.
Theorem 18. Let φ be an LTL specification.
1. If there is always an online Turing machine M exponential in the length of
φ that models φ, then EXPSPACE=2EXPTIME.
2. If PSPACE = EXPTIME, then there is a exponentially sized online Turing
machine M that models φ.
The first of these two claims is easy to prove: we can guess an exponentially
sized online Turing machine, and then model check it. For the second claim, we
simply apply Theorem 15.
In fact, we can prove a stronger statement for the second part of Theorem 18.
QPSPACE is the set of problems that can be solved in O(2(log nd)
c
) space for
some constant c. We claim that if EXPTIME ⊆ QPSPACE, then, for every LTL
formula φ, there is an exponentially sized online Turing machineM that models
φ. This is because, in the proofs given in Section 4, if we have an algorithm that
solves the emptiness problem in QPSPACE, then the online Turing machine that
we construct will still run in exponential time in the formula.
We can also prove one of the two results regarding small and fast online
Turing machines. The following result is implied by Theorem 15.
Theorem 19. If EXPTIME ⊆ P/poly then every LTL formula has an exponen-
tially sized online Turing machine model, which responds to every input after an
exponential number of steps.
We can strengthen this result to “If all EXPTIME problems are polylogspace
reducible to P/poly then every LTL formula has an exponentially sized online
Turing machine model, which responds to every input after an exponential num-
ber of steps” with the same reason we used for strengthening the previous the-
orem: in the proofs given in Section 4, if we have an algorithm that solves the
emptiness problem in QPTIME using an advice tape of quasi-polynomial size,
then the online Turing machine that we construct will still run in exponential
time in the formula.
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However, we cannot prove the opposite direction. This is because the proof
used in Theorem 16 would now produce an exponential time Turing machine
with an advice function that gives exponentially sized advice strings. Therefore,
we cannot draw any conclusions about the class P/poly.
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A Online Turing Machines
In this section we give a full definition for Online Turing machines. These defi-
nitions were not necessary for the main body of the paper, but they will be used
in some of the proofs in the appendix.
We first define Turing machines with input and output, and we then intro-
duce additional restrictions to ensure that each input is followed by exactly one
output. Once this has been done, we will formally define the synthesis problem
for Online Turing machines.
A.1 Space Bounded Turing Machines with Input and Output
A deterministic space bounded Turing machine with input and output is a three-
tape Turing machine defined by a tuple (S,ΣI , ΣT , ΣO, δ, start, c, init, input). The
set S is a finite set of states, and the state start ∈ S is a starting state. The sets
ΣI , ΣT , and ΣO give the alphabet symbols for the input, storage, and output
tapes. We require that there is a blank symbol ⊔, such that ⊔ is contained in
ΣI , ΣT , and ΣO. The function δ is a transition function which maps elements
of S×ΣI ×ΣT ×ΣO to elements of S× (ΣI ×D)× (ΣT ×D)× (ΣO×D), where
D = {←,−,→} is the set of directions. The number c ∈ N gives the space bound
for the machine, and the sequence init ∈ (ΣT )c gives the initial contents of the
storage tape, and the letter input gives the initial input symbol. We define the
size |M| of a space bounded Turing machine M to be amount of space used by
the tuple (S,ΣI , ΣT , ΣO, δ, start, c, init).
The machine has three tapes I = I1, I2, . . . , T = T1, T2, . . . Tc, and O =
O1, O2, . . . , which we call the input, storage, and output tapes, respectively. Note
that, while the input and output tapes are infinite, the storage tape contains
exactly c positions. For all i ∈ N we have Ii ∈ ΣI , and Oi ∈ ΣO. For all i in
the range 1 ≤ i ≤ c we have that Ti ∈ ΣT . The tapes are initialized as follows:
the input tape I contains an infinitely long input word, where the first letter
I1 = input. The output tape O contains an infinite sequences of blank symbols,
and the storage tape T contains the initial storage word init.
A position gives the current state of the machine, along with the position of
the three tape heads. Formally, a position is a tuple of the form (s, i, j, k), where
s ∈ S, i, k ∈ N, and j is in the range 1 ≤ j ≤ c. For each i ∈ N, and direction
d ∈ D, we define:
Next(i, d) =


i− 1 if d =← and j > 0,
i+ 1 if d =→,
i otherwise.
We also define:
Nextc(i, d) =


i − 1 if d =← and j > 0,
i + 1 if d =→ and j < c,
i otherwise.
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The machine begins in the position (start, 0, 0, 0). We now describe one step
of the machine. Suppose that the machine is in position (s, i, j, k), and that
δ(s, Ii, Tj , Ok) = (s
′, (σI , d1), (σT , d2), (σO, d3)). First the symbols σI , σT , and
σO are written to Ii, Tj , and Ok, respectively. Then, the machine moves to the
position (s′,Next(i, d1),Next
c(j, d2),Next(k, d3)), and the process repeats.
A.2 Online Turing Machines
An online Turing machine is a Turing machine with input and output that
has additional restrictions on the transition function δ. We wish to ensure the
following property: the machine may only read the symbol at position i on the
input tape after it has written a symbol to position i − 1 on the output tape.
Moreover, once a symbol has been written to the output tape, we require that
it can never be changed. Thus, the machine must determine the first i symbols
of the output before the i+ 1th symbol of the input can be read.
To this end, we partition the set S into the set SI of input states, and the
set SO of output states, and we require that start ∈ SO. While the machine is
in an output state, it is prohibited from moving the input tape head, or from
moving the output tape head left. Furthermore, the machine moves from an
output state to an input state only when a symbol is written to the output tape.
Similarly, when the machine is in an input state it is prohibited from moving the
output tape head, and the machine only moves from an input state to an output
state when the input tape head is moved right. Finally, the input tape is read-
only. This means that in every state, the machine is prohibited from overwriting
the symbols on the input tape.
Formally, let (s, i, j, k) be a position, and suppose that δ(s, Ii, Tj, Ok) =
(s′, (σI , d1), (σT , d2), (σO , d3)). If s ∈ SI , then we require:
– The direction d1 is either − or →, and the direction d3 is −.
– The symbol σI = Ii, and the symbol σO = Ok.
– If d1 = − then we require that s′ ∈ SI , and if d1 =→ then s′ ∈ SO.
Similarly, if s ∈ SO, then we require:
– The direction d1 is −, and the direction d3 is either − or →.
– The symbol σ1 = Ii, and if d3 = − then σ3 = Ok.
– If d3 = − then s′ ∈ SO, and if d3 =→ then s′ ∈ SI .
A.3 The Synthesis Problem
We are interested in online Turing machines with input alphabet ΣI = 2
ΠI and
output alphabet ΣO = 2
ΠO , where ΠI is a set of input variables, and ΠO is a
set of output variables. The sets ΠI and ΠO are required to be disjoint. We will
use ∅ as the blank symbol for the input and output tapes.
Let M be an online Turing machine. For each input word σ that can be
placed on the input tape, the machine produces an output word on the output
tape. This output word is either an infinite sequence of outputs made by the
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machine, or a finite sequence of outputs, followed by an infinite sequence of
blanks. The second case arises when the machine runs forever while producing
only a finite number of outputs.
We define M(σ) to be the combination of the inputs given to the machine
on the input variables, and the outputs made by the machine on the output
variables. Formally, let I = I0, I1, . . . , and O = O0, O1, . . . be the contents of
the input and output tapes after the machine has been allowed to run for an
infinite number of steps on the input word σ. We define M(σ) = σ0, σ1, . . . ,
where σi = Ii ∪Oi.
Let φ be an LTL formula that uses ΠI ∪ΠO as the set of atomic propositions.
We say that an online Turing machine M is a model of φ if M(σ) |= φ for all
input words σ. We say that φ is realizable if there exists an online Turing machine
M that satisfies φ. The LTL synthesis problem for the formula φ is to decide
whether φ is realizable.
On the other hand, let φ be a CTL formula that uses ΠI ∪ΠO as the set of
atomic propositions. Note that, since an online Turing machine cannot read the
ith input letter until it has produced i−1 outputs, if σ and σ′ are two input words
that agree on the first i letters, then M(σ) and M(σ′) must agree on the first
i letters. Note also that, since the initial input letter is fixed, all of these words
must agree on the first letter. Hence, the set of words {M(σ) : σ ∈ (ΣI)ω}
must form an infinite directed labelled tree (T, l). We say that M is a model of
φ if T, l |= φ.
B Proof of Lemma 6
To prove this Lemma, we first invoke the result of [8] to argue that CTL for-
mulas can be translated to alternating Co-Bu¨chi tree automata, and then argue
that these automata can be translated into universal Co-Bu¨chi tree automata.
Therefore, we proceed by first giving definitions for alternating tree automata,
and then providing a proof for Lemma 6.
B.1 Alternating Tree Automata
We now define alternating Co-Bu¨chi tree automata. An alternating Co-Bu¨chi
tree automaton is a tuple A = (S,ΣI , ΣO, start, δ, F, input), where S denotes a
finite set of states, ΣI is a finite input alphabet, ΣO is a finite output alphabet,
start ∈ S is an initial state, δ is a transition function, F ⊆ S is a set of final
states, and input is an initial input letter. The transition function δ : S ×ΣO →
B+(S×ΣI) maps a state and an output letter to a boolean formula that is built
from elements of S×ΣI , conjunction ∧, disjunction ∨, true, and false. Universal
Co-Bu¨chi tree automata correspond to alternating Co-Bu¨chi tree automata in
which all formulas given by δ are conjunctions.
The automaton runs on Mealy machines that use ΣI and ΣO as their input
and output alphabets. The acceptance mechanism is defined in terms of run
graphs. We define the run graph of an alternating Co-Bu¨chi tree automaton
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A = (SA, ΣI , ΣO, startA, δA, FA, input) with respect to a Mealy machine T =
(ST , ΣI , ΣO, τ, lT , startT , inputT ) to be a (minimal) directed graph G = (V,E)
that satisfies the following constraints:
– The vertices of G satisfy V ⊆ SA × ST .
– The pair of initial states (startA, startT ) is contained in V .
– For each vertex (q, t) ∈ V , and each input letter σI ∈ ΣI , the set{(
q′, σI
)
∈ S ×ΣI |
((
q, t
)
,
(
q′, τ(t, σI)
))
∈ E
}
is a satisfying assignment of δ(q, lT (σI , t)).
A run graph is accepting if every infinite path v1, v2, v3, · · · ∈ V
ω contains only
finitely many final states. A Mealy machine T is accepted by A if it has an
accepting run graph. The set of Mealy machines accepted by an automaton A
is called its language L(A). An automaton is empty if, and only if, its language
is empty.
The acceptance of a Mealy machine can also be viewed as the outcome of a
game, where player accept chooses, for a pair (q, t) ∈ SA × ST , a set of atoms
that satisfies δ(q, lT (σI , t)). Player reject then chooses one of these atoms, and
then moves to the corresponding state. The Mealy machine is accepted if, and
only if, player accept has a strategy that ensures that all paths visit F only a
finite number of times.
B.2 Translating CTL to Universal Co-Bu¨chi tree automata
The reason we are interested in alternating Co-Bu¨chi tree automata is that
there exists a translation from CTL formulas to alternating Co-Bu¨chi tree au-
tomata [8]. One technical complication is that the automata presented in [8]
accept Moore machines rather than Mealy machines. Moore machines are sim-
ilar to Mealy machines, except the labelling function labels states rather than
transitions.
Formally, a Moore machine is a tuple T = (S,ΣI , ΣO, δ, l, start, input). The
set S is a finite set of states, and the state start ∈ S is the starting state. The
set ΣI gives an input alphabet, and the set ΣO gives an output alphabet. The
transition function δ : S × ΣI → S gives, for each state and input letter, an
outgoing transition. The function l : S → ΣO is a labelling function, which
gives, for each state, a corresponding output letter. The letter input ∈ ΣI gives
an initial input letter for the machine.
We have the following Lemma.
Lemma 20. [8] For every CTL formula φ there is an alternating Co-Bu¨chi tree
automaton A(φ) = (S,ΣI , σO, start, δ, F, input) such that:
– L(A) is the set of Moore machines that model φ.
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– We have that |S| and |δ| have size polynomial in |φ|.
Essentially, |S| is contains the temporal subformulas of φ, which explains
its size immediately. To account for the small size of φ, note that for the
universal subformulas a proof obligations are sent to all directions, while,
for existential temporal subformulas, proof obligations are sent into some
directions. We therefore can simply represent these two types of obligations
by two symbols, e.g., ∀ and ∃ or  and ♦.
– Each letter in ΣI and ΣO can be stored in space polynomial in |φ|.
– The starting state can be computed in polynomial time.
We first show how to transform A(φ) into an alternating Co-Bu¨chi tree au-
tomaton that accepts Mealy machines. To do this, we must ensure that A(φ)
accepts only input preserving models. Hence, we construct a second alternating
Co-Bu¨chi tree automatonA′(φ) = (S′, ΣI , Σ′O, start
′, δ′, F, input). We expand the
state space so that S′ = ΣI × S, and we will require that each state remembers
the last input. Therefore, we set the starting state to be start′ = (input, start).
Let (σI , s) ∈ S′ be a state, and let (σ′I , σ
′
O) be a pair of input and output letters.
We also expand the output alphabet so that Σ′O = ΣI×ΣI . That is, each output
letter also contains an input letter. Then, for each state (σI , s) ∈ S′, and each
output letter (σ′I , σ
′
O) ∈ Σ
′
O, we define:
δ′((σI , s), (σ
′
I , σ
′
O)) =
{
∅ if σI 6= σ′I ,
{(σ′′I , s
′′), σ′′I ) : (s
′′, σ′′I ) ∈ δ(s, σ
′
O) otherwise.
Having made this transformation, we now have that L(A′(φ)) is the set of Mealy
machines that model φ.
We now show that A′(φ) can be translated into a universal Co-Bu¨chi au-
tomaton U(φ) = (S,ΣI , Σ′′O, start, δU), F, input). Let T ∈ L(A(φ)) be a Mealy
machine that is accepted by A′(φ), and let G = (V,E) be the run graph of T
on A′(φ). Note that, by the definition of run graphs, for each state (q, t) ∈ V
we use exactly one satisfying assignment to generate the outgoing edges from
(q, t). The idea behind this proof is to use the output symbols of T to store this
satisfying assignment.
Formally, we define the extended alphabet Σ′′O := Σ
′
O × (S → 2
S×ΣI ). Each
output letter of the Mealy machine contains an output letter σ′O ∈ ΣO of A
′(φ),
along with |S| lists of satisfying assignments. Since S has size polynomial in φ,
and each element of ΣI has size in O(|φ|), each element of Σ′O can be stored in
space polynomial in O(|φ|).
Let q ∈ S be a state ofA′(φ), let σO ∈ Σ′O be an output letter, and let γ : S →
2S×ΣI . If γ(q) is a satisfying assignment of δ(q, σO), then we add the transition
δU (q, (σO, γ)) = γ(s). Although the function δU may require exponential space
to describe fully, we can compute in polynomial time, for a given q, σO, and γ,
whether δU (q, (σO, γ)) is a transition. This is because δ has polynomial size in
|φ|, and checking whether γ(s) is a satisfying assignment can easily be done in
polynomial time.
Note that, for each Mealy machine T ∈ L(U(φ)), we can use labels of each
state to argue that there must be a corresponding run graph of T ↾ 2ΠO on
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A′(φ). On the other hand, if T has a run graph on A′(φ), then we can easily use
the satisfying assignments used in this run graph to construct a Mealy machine
T ′ ∈ L(U(φ)) with T ′ ↾ 2ΠO = T . Therefore, we have that there exists a
T ′ ∈ L(A′(φ)) if and only if there exists a T ∈ L(U(φ)), and that T ↾ 2ΠO is a
model of φ if, and only if, T ∈ L(U(φ)). This completes the proof of Lemma 6.
C Proof of Lemma 3
Proof. Suppose that M = (S,ΣI , ΣT , ΣO, δ, start, c, init, input), and let (SI , SO)
be the partition of S into the input and output states. We will assume that
ΣI = 2
ΠI , and that ΣO = 2
ΠO , for some sets ΠI and ΠO of input and output
propositions.
We define a Mealy machine T (M) = (ST , ΣI , ΣO, τT , lT , startT , input) as
follows. The state space is defined as follows. Firstly we have the normal states
SN = S×ΣI ×N≤c ×ΣO × (ΣT )c, where N≤c = 1, 2, . . . , c, which represent the
computational states that the Turing machine can be in. In addition to these,
we also have a special state fail, which will be used to indicate that the online
Turing machine runs forever without writing an output symbol. Therefore, we
have ST = SN ∪ {fail}.
All states a ∈ SN are tuples of the form (s, σI , j, σO, T = 〈T1, T2, . . . , Tc〉),
where s is a state of the Turing machine, j is the current position of the storage
tape head, σI is the symbol at the head of the input tape, σO is the last symbol
written to the output tape, and T is the current state of the storage tape. Since
we know that I1 = input and O1 = ∅ in the initial state of the machine, the
starting state of Mealy machine will be startT = (start, input, 1, ∅, init).
We now define τT and lT . Firstly, we define τ(fail, σI) = fail, and we define
lT (fail, σI) = ∅, for all σI ∈ ΣI . Now we consider the states a = (s, σI , j, σO, T =
〈T1, T2, . . . , Tc〉) in the set SN . Note that the definition of an online Turing
machine ensures that there is always a blank symbol at the head of the output
tape. Therefore, suppose that:
δ(s, σI , Tj , ∅) = (s
′, (σ′I , d1), (σ
′
T , d2), (σ
′
O, d3)).
If a has d1 =→, then we say that a is an input state, and if a has d3 =→, then
we say that a is an output state. In our reduction, we will only consider the input
states, and the starting startT . For all other states s we define τT (s, σI) = fail
for all input letters σI ∈ ΣI .
Before we define τT , we first define a helper function Succ. This function will
be used to find the transitions. Let a = (s, σI , j, σO, T = 〈T1, T2, . . . , Tc〉) be a
normal state, and let T ′ be the tape T with the jth symbol replaced with σ′T . If
d3 = − then we define Succ(a) to be
a′ = (s′, σI ,Next(j, d2), σO, T
′).
On the other hand, if d3 =→ then we define Succ(a) to be
a′ = (s′, σI ,Next(j, d2), σ
′
O, T
′).
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Note that this definition correctly remembers the last symbol that was written
to the output tape.
For each input state a = (s, σI , j, σO, T = 〈T1, T2, . . . , Tc〉) and each input
letter σI , let a
′ be Succ(a), where the input letter is replaced by ΣI . We define
pi(a, σI) be the path that starts at a
′ and follows Succ(a) until another input
state is reached. Note that this path may be infinite if the Turing machine runs
forever without requesting another input. If pi(a, σI) ends at a state a
′′, and
if σO is the output letter at a
′′, then we define τ(a, σI) = a
′′, and we define
lT (a, σI) = σO.
On the other hand, if pi(a, σI) is an infinite path, then we have two cases to
consider. If pi(a, σI) never visits an output state, then we define τT (a, σI) = fail,
and we define lT (a, σI) = ∅. On the other hand, if pi(a, σI) does visit an output
state a′′, and if σO is letter output at a
′′, then we define τT (a, σI) = fail, and we
define lT (a, σI) = σO.
To see that this reduction is correct, note that, in an online Turing machine,
exactly one output is written to the output tape for each input that is read from
the input tape. Therefore, for every state a, our transition function lT (a, σI)
correctly moves to a state a′ = (s, j, σO, T ), where σO is the output given by the
online Turing machine for the input σI . Moreover, if the Turing machine runs
for an infinite number of steps while producing only a finite number of outputs,
then T will correctly produce an infinite sequence of blank symbols, and it also
correctly outputs the final output symbol. Therefore, we have that T (M) is a
model of φ if and only if M is a model of φ. ⊓⊔
D Proof of Lemma 4
Proof. Given the online Turing machineM = (S,ΣI , ΣT , ΣO, δ, start, c, init), our
task is to output the Mealy machine T (M) = (ST , ΣT , τT , lT , startT , input). Re-
call that each normal state s ∈ SN is a tuple of the form (s, j, σO , T ). Obviously
the parameters s, j, and σO, can be stored in O(M) space. Moreover, since the
description of M contains start, which is a tape of length c, the tape T can also
be stored in O(|M|) space. Since the state space of ST consists of SN and fail,
we have that each state of T (M) can be stored in O(|M|) space.
Our algorithm for outputting T (M) is as follows. We begin by outputting
startT . Then we output the state fail along with the outgoing transitions and
labels from fail. We then cycle through each normal state s ∈ SN , and output s
All of these operations can obviously be done in O(|M|) space.
Finally, we must argue, for each normal state s ∈ SN , that the outgoing
transitions and labels from s can be computed in O(|M|) space. Let σI ∈ ΣI be
an input letter. Our algorithm iteratively follows the function Succ(s, σI) until
we find an input state. If, while iterating Succ(s, σI), we encounter an output
state s′, then we remember the letter σO that was outputted. If we find an input
state s′, then we output τT (s, σI) = s
′ and lT (s, σI) = σO.
On the other hand, we may never find an input state. Therefore, we also main-
tain a counter, which counts the number of times that Succ has been followed. If
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the counter reaches |SN |, then we know that the online Turing machine must run
forever without reading its next input. In this case, we output τT (s, σI) = fail.
If an output letter σO has been remembered, then we output lT (s, σI) = σO,
otherwise we output lT (s, σI) = ∅.
To implement this procedure, we must remember at most 2 states, one for
s, and one for the current state. We also remember at most one output letter.
We must also maintain a counter that uses log(|SN |) bits, and |SN | ∈ 2
O(n).
Therefore, this procedure can be implemented in O(|M|) space. ⊓⊔
E Proof of Theorem 5
Proof. We show that, under the assumption that there is always a model of size c,
the CTL synthesis problem can be solved in polynomial space. Since Theorem 2
implies that CTL synthesis is EXPTIME-complete, we will therefore prove that
PSPACE = EXPTIME.
The algorithm is as follows. We first non-deterministically guess an online
Turing machineM with with |M| ∈ O(poly(|φ|)). Then we model check against
the input formula φ, using the Turing machine given by Lemma 4 and the Tur-
ing machine given by Theorem 1. Since the output of the first Turing machine
has size 2O(|M|), we have that the second Turing machine uses O(|M|) space.
Using standard techniques to compose space bounded Turing machines (see [11,
Proposition 8.2], for example), we obtain a Turing machine that solves the CTL
synthesis problem in NPSPACE = PSPACE. ⊓⊔
F Proof of Lemma 8
Proof. From the formula φ we can construct Fs(φ) = (S,ΣI , ΣO, s, δ, F ) in
exponential time by doing the following: first we loop through each possible state
in S and output it. Since Lemma 7 guarantees that each state can be stored in
space polynomial in φ, this procedure can take at most exponential time in φ.
Then, we loop through each (s, σO) ∈ S×ΣO and output the transition δ(s, σO).
Again, since Lemma 7 implies that each member of S × ΣO can be written in
polynomial space, and therefore this procedure takes at most exponential time.
So far we have shown that the states and transitions of Fs(φ) can be con-
structed in exponential time, while using exponential space. We call a state
s′ ∈ S rejecting if δ(s′, σO) = ∅ for all output letters σO ∈ ΣO. It is not difficult
to see that L(Fs(φ)) = ∅ if, and only if, all possible paths from s lead to a
rejecting state. Thus, we can solve the emptiness problem by solving a simple
reachability query on the automaton that we have constructed. Since reacha-
bility can be solved in polynomial time, and the description of our automaton
uses exponential space, this reachability query can be answered in exponential
time. ⊓⊔
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G Proof of Lemma 11
Proof. We prove this fact by reduction from the halting problem for an alternat-
ing polynomial space Turing machine, which we will denote as APSPACE-HALT.
This is an APSPACE-complete problem. There are two inputs to APSPACE-HALT:
– a polynomially-space bounded alternating Turing machine T , and
– an input word IT for T .
Since T is polynomially space bounded, we can assume that it comes equipped
with a function s : N → N, where s(i) gives the total amount of space used for
an input of length i. Since computing s can be done by evaluating a polynomial,
we know that s(i) can be computed in polynomial time.
We now provide a polynomial time Turing-reduction to HALT-IN-SPACE.
Since U is a universal Turing machine, there must exist an input I for U such
that U accepts I if and only if T accepts IT . We fix I for the rest of the proof.
Since U uses polynomially more space than the machine that it simulates, we
can assume that it comes equipped with a function t : N → N, where t(i) gives
the amount of space used by U while simulating a machine that uses i space.
Again, since computing t(i) can be done by evaluating a polynomial, we have
that t(i) can be computed in polynomial time. Therefore, to complete our re-
duction, we construct B to be a sequence of blanks of length t(s(|I|)), and then
solve HALT-IN-SPACE for I and B. ⊓⊔
H LTL and Automata
H.1 LTL Formulas
Given a finite set Π of atomic propositions, the syntax of an LTL formula is
defined as follows:
φ ::= p | ¬φ | φ ∨ φ | Xφ | φ U φ,
where p ∈ Π . For each LTL formula, we define |φ| to give the size of the formula,
which is the size of the parse tree for that formula.
Let σ = σ0, σ1, ts be an infinite word where each symbol σi ∈ Π . For each
i ∈ N, we define the semantics of an LTL formula φ as follows:
– σ, i |= p if and only if p ∈ σi.
– σ, i |= ¬φ if and only if σ, i 6|= φ.
– σ, i |= φ ∨ ψ if and only if either σ, i |= φ or σ, i |= ψ.
– σ, i |= Xφ if and only if σ, i + 1 |= φ.
– σ, i |= φ U ψ if and only if there exists n ≥ i such that σ, n |= ψ and for all
j in the range i ≤ j < n we have σ, j |= φ.
A word σ is a model of an LTL formula φ if and only if σ, 0 |= φ. If σ is a model
of φ, then we write σ |= φ.
Let φ be an LTL formula that uses ΠI ∪ΠO as a set of atomic propositions.
We say that a Mealy machine is a model of φ if σ(pi) |= φ for every infinite
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path pi that begins at the starting state. Given an LTL formula φ and a Mealy
machine T , the LTL model checking problem is to decide whether T is a model
of φ.
Theorem 21 ([16]). Given a Mealy machine T and an LTL-formula φ, the
LTL model checking problem can be solved in O((log |T |+ |φ|)2) space.
The LTL synthesis problem is defined in the same way as the CTL synthesis
problem: given an LTL formula φ, we must decide whether there exists a Mealy
machine that is a model of φ.
Theorem 22 ([13]). The LTL synthesis problem is 2EXPTIME-complete.
H.2 Proofs for Theorem 16
Lemma 23. Let U be a realisable universal safety word automaton. If there
always exists an online Turing machine M that realises U while taking only
O(poly(|U|)) time between reading two input letters, then EXPTIME ⊂ P/poly.
Proof. We use a reduction from the halting problem of a universal space bounded
alternating Turing machine.
We first define the set of output propositions ΠO that will be used by our
universal Co-Bu¨chi automaton. Our intention is again that each letter σO ∈
ΣO = 2
ΠO should encode a configuration of an alternating Turing machine
with a storage tape of length b. This the storage tape itself can be represented
using b′ = b · log2 |ΣT | atomic propositions p1, · · · , pb′ . We also use b atomic
propositions t1, . . . , tb to encode the position of the tape head: the propositions
ti is true if and only if the tape head is at position i of the tape. We use
l = log2(|Q|) atomic propositions, where Q is the set of states in our Turing
machine, to encode q, which is the current state in the configuration. We also
use l + b′ + log2 |b| atomic propositions to encode a counter c, which will count
the number of steps that have been executed. Finally, and most importantly,
we include one proposition h, and we will require that h accurately predicts
whether the alternating Turing machine will eventually halt from the current
configuration. Different to the reduction from CTL, we also have to include a
way to resolve existential choices in the model. We therefore also include atomic
propositions that refer to the directions that serve as witnesses for the fact that h
is true for existential states or false for universal states. We refer to this successor
as the witness successor.
We now specify the universal safety automaton U . Since A is an alternating
Turing machine, the transition function between configurations is not determin-
istic. Instead, in each step there is either a universal or an existential choice that
must be made. We will allow the environment to resolve these decisions. Since
ΣI contains enough letters to encode every possible configuration of A, there
are obviously more than enough letters in ΣI to perform this task.
To check the correctness of these transitions, the universal safety automaton
would, for each transition, have a corresponding input letter. It would send, for
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each cell of the tape of A, for the finite control of A, and for the position the
read/write head should be in after the transition, a state to all successors. This
state would not only contain this first input symbol will be interpreted as the
initial state of our alternating Turing machine A. While it sends the obligations
to all successors, they are only interpreted on the single successor where the
input read (and hence represented in the label) is σ. (Reading a different input
leads to immediate acceptance.)
Once the existential and universal decisions of A have been resolved, the
formula requires the model to output the next configuration of the alternating
Turing machine. In other words, the environment will pick a specific branch of the
computation of A, and therefore all Mealy machines in the language of U must
be capable of producing all possible computation branches of A. It is not difficult
to produce a universal safety automaton that encodes these requirements.
However, we have one final requirement that must be enforced: that, in the
first step of the computation, the proposition h correctly predicts whether the
current configuration eventually halts. This can be achieved by adding the fol-
lowing requirements to our universal safety automaton.
– If q is an accepting state, then h must be true.
– If q is non-accepting and c has reached its maximum value, then h must be
false.
– If q is non-accepting and c has not reached its maximum value then:
• If q is an existential state and h is true, then h must be true for the
witness successor.
• If q is an existential state and h is false, then h must be false for all
successors.
• If q is an existential state and h is true, then h must be true for all
successors.
• If q is an universal state and h is false, then h must be false for the
witness successor.
Therefore, we have constructed a universal safety word automaton U such
that, for every model of U , the first output from the model must solve the halting
problem for a b-space bounded alternating Turing machine. ⊓⊔
Theorem 24. Let U be a realisable universal safety word automaton. If there
always exists an online Turing machine M, with |M| ∈ O(poly(|U|)), that is
accepted by U , then PSPACE = EXPTIME.
Proof. A proof that the synthesis problem for these automata is EXPTIME
complete is contained in the proof of the previous lemma.
Model checking if M is accepted by U can be done in space O
(
(log |U| +
log |T (M)|)2
)
, using the reduction from [16] Theorem 3.2 (note that the lan-
guage of U is the complement of the language of the same automaton read as
a nondeterministic reachability automaton, where blocking translates to imme-
diate acceptance and vice versa) to the emptiness problem of nondeterministic
Bu¨chi word automata [15]. ⊓⊔
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