The particle-transfer molecular-dynamics technique is adopted to construct the Lennard-Jones fluid gas-liquid phase diagram. Detailed study of the dependence of the simulation results on the system size and the cutoff distance is performed to test the validity of the simulation technique. Both the traditional cutoff plus long-range correction ͑CPC͒ and Ewald summation methods are used in the simulations to calculate the interactions. In the intermediate range of temperatures, the results with the Ewald summation method are almost the same as those with the CPC method. However, in the range close to the critical point, the results with the CPC method deviate from those with the Ewald summation. Compared with the results obtained via the Ewald summation in a smaller system, simply increasing the system size in the CPC scheme may not give better results.
I. INTRODUCTION
Computer simulation to obtain the phase diagram of fluids is of significant scientific and technological interest. In the middle of 1980s, Panagiotopoulos invented the Gibbsensemble Monte Carlo ͑GEMC͒ technique for the direct computer simulation of phase coexistence in fluid and fluid mixtures. 1 With this method, the gas-liquid phase equilibrium state points at a given temperature can be obtained in a single simulation, resulting in a very significant reduction of the computation time. Therefore, the Gibbs-ensemble method has become the standard technique to study phase equilibrium of fluids and fluid mixtures [2] [3] [4] [5] [6] [7] [8] due to its simplicity and efficiency.
Good results had been obtained via the GEMC method. But when the temperature is close to the critical temperature, some problems appear. In the cases of pure Lennard-Jones fluids, Panagiotopoulos found that there are significant deviations between his calculated results and previous values when approaching the critical point. 1 Smit et al. also discussed some interesting aspects of the GEMC method when the temperature is close to the critical point. They found that close to but below the critical temperature, the gas-liquid coexistence cannot be observed and that the two simulation boxes continuously change "identity" during a simulation. 9 This may be due to the fact that close to the critical point, the free energy associated with the formation of the gas-liquid interface becomes very small. As a consequence, the penalty on the creation of an interface in either box becomes small, while the formation of such interfaces is thermodynamically favorable. For the reasons discussed by many authors, the GEMC method may not be relied upon to provide accurate estimations on the coexistence-curve critical parameters. Instead, a finite-size scaling technique is henceforth employed to probe the critical limit. Mon and Binder earlier, as well as Panagiotopoulos subsequently, studied the finite-size effect and observed a mean-field-like behavior near the critical point. 10 , 11 Wilding used the Monte Carlo simulation within the grand canonical ensemble to explore the gas-liquid coexistence curve and the critical properties of the Lennard-Jones fluid. 12 In the vicinity of the critical point, the distribution of density and energy fluctuations was analyzed using a mixedfield finite-size effect scaling technique aided by histogram reweighing method, and highly accurate estimation of the critical-point parameters was yielded. 12 Bruce also studied the finite-size critical behavior in the Gibbs ensemble and showed the relation between the fluid-density distribution measured in the Gibbs ensemble and that measured within the grand canonical ensemble, which leads directly to an explicit finite-size scaling theory of the critical behavior in the Gibbs ensemble and provides the basis for high-precision determination of critical parameters within the Gibbsensemble framework. 13 Though GEMC had succeeded greatly in studying the gas-liquid equilibria of fluids, it is potentially useful to ina͒ Authors to whom correspondence should be addressed. vent corresponding molecular-dynamics ͑MD͒ method as an alternative for much more complicated systems, e.g., very dense systems and the systems with a complicated molecular structure, because it becomes increasingly difficult to design Monte Carlo moves that sample configuration space efficiently. The first MD version of the Gibbs-ensemble calculation was presented by Palmer and Lo.
14 Their moleculardynamics algorithm for sampling the Gibbs ensemble is a combination of an extended Hamiltonian for continuously exchanging particles between two systems and a Monte Carlo move that switches between different Hamiltonians. Until several years ago, molecular-dynamics analog of GEMC was proposed by Kotelyanskii and Hentschke, in which all the particles can be transferred simultaneously and the particle transfer is controlled by the difference between the potential energies in the two systems as in GEMC. 15, 16 In this paper we use a particle-transfer moleculardynamics method, which is proposed by Lu and Hentschke, [17] [18] [19] to calculate the phase diagram of the Lennard-Jones fluid. Similar to the previous Gibbs-ensemble methods, the simulations are carried out in two coupled boxes at the same temperature, each of which is subjected separately to periodic boundary conditions so that no interface exists between them. The displacement of particles is according to conventional molecular-dynamics algorithm. Different from the previous Gibbs-ensemble MD methods, the particle transfer between the two boxes is controlled only by the direct comparison of their respective chemical potentials. The volume adjustment of the two boxes is guided by the pressure. Finally, both systems reach equilibrium on the condition that they are at the same pressure, temperature, and chemical potential.
We first study the dependence of the simulation results on the system size and the cutoff distance for testing the validity of this particle-transfer molecular-dynamics simulation technique, in which the Lennard-Jones interactions are calculated in a typically used cutoff plus long-range correction ͑CPC͒ scheme. However, the correlation length close to the critical point is large, therefore even a small error in the calculation may cause large deviation of the gas-liquid coexistence curve. Thus, in the present study, we also adopt the Ewald summation scheme, which may serve better calculation than CPC, to calculate the Lennard-Jones interactions and compare the resulting gas-liquid phase diagram with that from GEMC, as well as that from the CPC scheme. We find that in the range close to the critical point, the results obtained via CPC are different from those via the Ewald summation. Furthermore, the simulations of phase separation show that the Ewald summation method with smaller system size can give better results compared with simply increasing the system size in a CPC scheme.
II. MODEL AND SIMULATION DETAILS
The phase diagram of the Lennard-Jones fluid has been studied by many groups.
1,9-16, 20 The pair potential is defined by
͑1͒
where r ij = ͉r i − r j ͉ is the distance between the ith particle and the jth particle. The parameter ⑀ governs the strength of the interaction and defines a length scale. In the following the reduced units are used, where , ⑀, and m ͑the mass of the Lennard-Jones particle͒ are chosen as basic units.
In conventional method, truncation of interactions is often used in the simulation. For the Lennard-Jones system, the interactions decay rapidly, thus we can correct for the truncation of the energy calculation by adding a tail contribution, which is also named long-range correction, 21, 22 
where U tail , P tail , and tail are the potential, pressure, and chemical potential long-range corrections. is the particle number density. R cut is the cutoff distance. The long-range correction above is based on the assumption that the radial distribution function g͑r͒Ϸ1 when r Ͼ R cut . In cases that the system is far from the critical point, this method is a good choice because of its computational efficiency. But when high accuracy is needed in a simulation, such a method may not be suitable. When dealing long-range interactions, such as electrostatic interactions, there are some choices in existence to accurately calculate the energy. One is the reaction field method, which assumes that the interactions beyond a certain range can be handled using a mean-field approach. 23 One is the multipole expansion method, which uses a hierarchy of spatial subdivisions and a multipole expansion of the interaction contributions from the atoms in the cells generated at each level of subdivision. 24 The most popular choice is the Ewald summation method, by which one can evaluate interactions to any desired accuracy with little efforts. [25] [26] [27] [28] [29] [30] [31] By analogy to this, in this paper, we apply the Ewald summation method to calculate the Lennard-Jones interactions in order to minimize the systematic error in the energy calculation.
The basic idea of the Ewald summation is to dress the bare particle with Gaussians, thus the potential interaction can be splitted into two parts: one is a sum over the real space and the other is transformed to a sum over the reciprocal space. For a general sum ͚ r f͑r͒ one can write f͑r͒ = h͑r͒ + g͑r͒, where h͑r͒ decays rapidly in real space and the Fourier transform g͑k͒ = ͐d 3 r exp͑−ik · r͒g͑r͒ decays rapidly in the reciprocal space. The sum of g͑r͒ can be evaluated in the reciprocal space using the Poisson sum formula. The functions h͑r͒ and g͑r͒ should be chosen appropriately ͑such as Gaussians͒ to keep both rapid convergences. The LennardJones potential is indeed a polynomial in the position coordinates with inverse power law. It is thus possible to split the potential into real and reciprocal parts as in the original Ewald summation for the Coulomb potential. In general, any inverse power law with the form f͑r͒ = r −m ͑m Ͼ 0͒ could be calculated via the Ewald scheme. 26, 30 In particular,
where ⌫͑x͒ is the gamma function and ⌫͑a , x͒ is the incomplete gamma function. 32 is the Ewald parameter, which can be tuned for calculation accuracy and efficiency. This can immediately reproduce the original Ewald results for the Coulomb potential by taking m =1.
Consider a system with N particles in a L ϫ L ϫ L simulation cell, the total interaction energy is
where
ͮ .
͑8͒
Here k runs over all the reciprocal lattice; V c is the volume of the simulation cell. The sum over n runs over all simple cubic lattice points, n = ͑n x , n y , n z ͒ with integers. The prime indicates that we omit i = j for n = 0. Obviously the first term in Eq. ͑8͒ is the sum over the real space and the second term is the sum over the reciprocal space. The last two terms, which take into account the omissions of i = j and k = 0, are the self-energy corrections.
In the Ewald summation, we have to choose the Ewald parameter and the total number of cells over which the reciprocal-space sum is taken, n c . The values of these two parameters depend on the desired accuracy, i.e., the relative difference between the energy calculated via the Ewald summation and the exact Lennard-Jones energy. From the definition of the gamma function and the incomplete gamma function, the real-space terms in Eq. ͑7͒ can be written as 32 
Here E͑a , x͒ can be regarded as the analytical continuation of the exponential integral E n ͑x͒, whose standard definition is
Suppose that a cutoff on the real-space sum at r c leads to an error of order exp͑− 2 r c 2 ͒, and that the truncation of the reciprocal-space sum at n c causes an error of order exp͑−k c 2 /4 2 ͒ = exp͑− 2 n c 2 / 2 L 2 ͒, then in order to obtain similar accuracy in both real-and reciprocal-space sums of energy interaction, we have
There are two choices to set parameter . One is that r c = L / 2 and varies inversely with the simulation cell length L according to the desired accuracy. If an accuracy is chosen, the reciprocal-space sum cell number n c is fixed and independent to the simulation cell length. Under this condition, the reciprocal-space sum is an order N computation, while the real-space sum computation is with order N 2 , which is prohibitive for very large systems. The alternative choice is to set the parameter fixed independent of the simulation cell length, which should make a fixed-size cutoff in the sums of real-space terms. In this case, the computation of real-space sums can be reduced to an algorithm of order N. 21, 22, 33 On the other hand, the computational requirement on the reciprocal space grows as L 3 , which can be seen from Eq. ͑14͒. The straightforward calculation of reciprocal sums will lead to an order N 2 algorithm. However, the reciprocalspace sums are actually Fourier transformations, so this part of calculation can be reduced to order N log͑N͒ using the fast Fourier transformation method. 27, 28 In this paper, we use the latter method to set parameter and calculate the real-space and reciprocal-space sums.
In this study, the simultaneous simulations are carried out in two coupled boxes, each of which is subjected separately to periodic boundary conditions. As in the previous studies in the pure Lennard-Jones fluid, 1, 14, 15 we perform the molecular-dynamics simulation in an NVT ensemble, i.e., the total number of particles, the temperature, and the total volume are kept constant. Both simulation boxes finally reach equilibrium on the condition that they possess the same pressure and chemical potential, i.e., they are in thermodynamic equilibrium.
The equations of particle motion governing the time evolution of our systems are given by
which are from the weak-coupling method due to Berendsen et al. 34 p i and r i are the momentum and the position of the ith particle. F i =−ٌ r i U LJ represents the total force on particle i. L k ͑k =1,2͒ is the side length of box k. k and k are the coupling parameters related to the temperature and the pressure, respectively. T 0 is the desired temperature, and T k is the instantaneous temperature of box k. P k is the pressure of box k, and P m is the pressure of the other box. ⌬t is the integration time step. T and P are the temperature and pressure relaxation time.
The simulation procedure is given in detail as follows. Firstly, N 1 = N 2 particles are homogeneously put into each box separately. The particles are initially on a simple cubic lattice and their velocities satisfy the Maxwell-Boltzmann distribution. Initial volume or density must be chosen carefully so that the size of each box is no less than 2r c and the number of particles in each box is large enough during simulations. The initial densities in different temperatures are listed in Table I. Then 10 5 time steps NVT simulation is executed in each box without particle transfer to relax the unfavorable initial configurations. Subsequently particletransfer molecular-dynamics simulation is carried out allowing particle number and coupled volume adjustments.
The displacement of particles in each box is determined by Eqs. ͑15͒-͑18͒. With periodic boundary condition, the minimum image convention is used in the force and potential calculations. 21, 22 The velocity and coordinate changes of particles are obtained using leap-frog algorithm 33 and Berendsen's thermostat and barostat. 34 Particle transfer takes place every 2000 time steps in order to ensure that both boxes have separately reached equilibrium before each "particle transfer." Each time, we choose randomly just one particle to transfer from one box with higher chemical potential to the other. Its new position in the target box is set randomly too. If the inserted particle has an overlap with other particles in the box, which is affirmed on the condition that the distance between newly inserted particle and at least one of other particles in the box is smaller than dr ͑here dr is set as 1.0 to make the two simulation boxes both reach equilibrium quickly before the next particle transfer͒, its position has to be rejected and another new position to be set randomly until there is no overlap. 5 ϫ 10 5 test particles are generated in 2000 time steps in each box to obtain the chemical potentials via the Widom method. 35 Typical simulation runs over 2 ϫ 10 6 total time steps. In the simulations we choose the time step ⌬t = 0.0015 in reduced units. The temperature relaxation time T = 500⌬t and the pressure relaxation time P = 10 000⌬t. Indeed these parameters can also have other appropriate values as long as these values make simulations stable and efficient.
III. RESULTS AND DISCUSSIONS
First, in order to see the dependence of the calculated pressure and chemical potential on the cutoff distance in the CPC scheme, we perform conventional NVT simulations and compare the results with those from the Ewald summation. In fact, we have also calculated the internal energy, the trend of which between CPC and the Ewald summation is similar to that of the pressure and the chemical potential in the relevant cases. The results of the internal energy are not shown, since they are not necessary in the particle-transfer molecular-dynamics simulation. In Fig. 1 , the dependence of the pressure P and the chemical potential on the cutoff distance R cut in the CPC scheme is shown with symbols, and the results with the Ewald summation are marked with lines. Note that the contribution of the thermal length ⌳ to the TABLE I. The particle densities in the two simulation boxes calculated with the cutoff plus long-range correction or the Ewald summation. I and II are the initial particle densities in two simulation boxes. g and l are the densities after equilibrium obtained using the cutoff plus long-range correction. g * and l * are the densities after equilibrium obtained using the Ewald summation. chemical potential is omitted, because it is a constant and we need only the relative value of chemical potential in the simulations. The calculation is based on the simulation cell containing N = 2197 particles, whose initial positions are set in a simple cubic cell ͑scc͒ crystal lattice. The reason that we adopt such a great number of particles is that a large enough cutoff distance is needed and correspondingly great system size is required to satisfy the minimum image convention R cut Ͻ L / 2. The truncation of the Ewald summation in real space is at 3.0; the truncation in reciprocal space is set by Eq. ͑14͒ to make the real-space and reciprocal-space terms have the similar accuracy. Here we set the error in both real space and reciprocal space about 10 −4 . The temperature in Fig. 1 is T = 1.0, which is below the critical temperature. When the particle density varies, the dependence of P and on R cut is complicated. At gas density = 0.05, both the pressure and the chemical potential calculated via the CPC scheme decrease slightly with increasing R cut . When the density approaches the liquid value of = 0.5, the pressure and the chemical potential both converge to the value obtained with the Ewald summation method and significantly increase with increasing R cut . As the density increases to much larger value of = 0.8, R cut has only little effect on the value of the pressure and the chemical potential. Therefore, simply increasing R cut in the CPC scheme may affect the final results in a different way depending on whether the density is in gas, liquid, or unstable region.
= 0.5 system will tend to phase separate at T = 1.0. This may influence the dependence of P or on R cut . Thus we set the temperature at T = 2.0, which is above the critical temperature, and study the P and dependence on R cut in the CPC scheme. The results are shown in Fig. 2 , also the T = 1.0 values are included for comparison. The corresponding Ewald summation results are marked with dotted lines. At T = 2.0, the pressure depends little on R cut while the chemical potential still depends significantly on the cutoff distance. This is perhaps because the particles are distributed homogeneously in the simulation box at such a high temperature. From the results obtained via CPC and the Ewald summation, it can be seen that the Ewald summation can give better results, while the CPC method may lead to the deviation of P and . Such deviation will result in the difference on the phase diagram obtained via the respective methods.
In Fig. 3 , we then show the dependence of P and on the number of particles ͑ranging from N =5 3 to N =16 3 ͒ obtained using the CPC method at = 0.5 and R cut = 3.0, in order to indicate the different extents of effects that the number of particles have on the results. When T = 1.0, both P and increase as the system size increases. But when the temperature approaches higher value ͑for instance T = 1.2͒, the effect of the number of particles, i.e., the system size, is much weaker ͑see Fig. 3͒ . Smit and Frenkel have ever studied the finite-size effect on the chemical potential and found that the finite-size correction of simple fluids is proportional to N −1 . However, for the Lennard-Jones fluid, the statistical errors are so large that mask the finite-size effect. Thus, in this case, the N dependence is much weaker compared with that of hard-sphere fluid. 36 Our results are in agreement with those of Ref. 36 , though there are a little differences at low temperatures. Due to the complicated system-size effect for the Lennard-Jones fluid, increasing the system size in a CPC scheme may not give good gas-liquid equilibrium state points. In other words, applying the Ewald summation method may give better results than simply increasing the system size in the CPC scheme.
Moreover, when the temperature approaches the critical value, complicated deviation may come into forth. The correlation length can affect the results despite the calculation methods. But the CPC method leads to comparatively larger errors than the Ewald summation, which then results in more differences in the phase diagram. Indeed, the method of CPC scheme uses a mean-field approximation with r Ͼ R cut , whereas the Ewald summation method calculates all the interactions including those in the simulation cell and in all the image cells, thus obviously the method of Ewald summation should give better results than those of CPC.
In the following, simulations of phase equilibrium are performed at reduced temperatures T = 0.90, 0.95, 1.00, 1.05, 1.10, 1.15, 1.20, 1.25, and 1.30. The initial conditions of the simulations are presented in Table I . In these simulations, we use the Ewald summation and CPC method with different system sizes. The phase separations at different temperatures are investigated and the gas-liquid phase diagrams of the Lennard-Jones fluid are obtained. Then the dependence of the phase diagram on the calculation methods is discussed in detail.
The finite-size effect on the phase equilibrium is firstly studied using the CPC scheme. The simulations of phase separation in different system sizes, i.e., different number of particles, are performed. The results with three different number of particles N =10 3 , N =16 3 , and N =22 3 are listed in Table II , from which we can see that the finite-size effect has strong influence at the temperatures far from the critical temperature. Especially, large system size results in a much increase of the gas-phase density g , while the increase of the liquid-phase density l is much less. When the temperature is close to the critical temperature, the system size not only has much effect on g , but it also has more and more effect on l . The results on the finite-size effect in this paper are interestingly different from previous results of the GEMC method, 10, 11 in which the Ising-type behavior was observed at low temperatures and close to the critical-point meanfield-like behavior was obtained. In Fig. 4 , the phase diagrams of the three large systems are plotted, and the results from Ref. 37 are also shown, in order to indicate the systemsize effect. Obviously, using larger system in the CPC scheme leads the densities of phase equilibrium to deviate from low to the intermediate range of the temperature. When the temperature approaches the critical point, the system-size effect is prominent in both gas and fluid phases. Such a dependence of phase diagram on the system size can be understood by investigating the Lennard-Jones equation of state. P and have the similar trend as the density varies. As the pressure and the chemical potential varies steeper in the liquid phase than those in the gas phase, a small variation of P or will cause a large change of density in the gas phase, whereas the density change is not prominent in the liquid phase. This may explain the system-size dependence of the phase diagram as shown in Fig. 4 . Increasing the system size will cause the increase of the pressure and the chemical potential ͑see Fig. 3͒ , which then corresponds to a large increase of density in the gas phase and a comparative small density increase in the liquid phase. But when the temperature is close to the critical value, P and vary much slowly with increasing density, therefore even a small P or difference may result in a large deviation on the equilibrium densities. The simulations are also performed at different temperatures to obtain the phase diagram via the Ewald summation. Note that the initial conditions and the system sizes are set the same as in the previous CPC schemes, for comparing the different effects between the two methods. Figure 5 shows the gas-liquid phase diagram of the Lennard-Jones fluid obtained via the Ewald summation and CPC. To estimate the critical temperature, the simulated densities and temperatures can be fitted to the law of rectilinear diameters:
where l is the density of liquid phase, g is the density of the gas phase, c is the critical density, and T c is the critical temperature. Furthermore, the temperature dependence of the density difference of the coexisting phases is fitted to a power law,
where ␤ is the critical exponent, which is approximately 0.32 for three-dimensional systems. A and B can be obtained from the fitting. We obtain T c = 1.305, c = 0.314 with applying the Ewald summation method, in agreement with the GEMC results T c = 1.316, c = 0.314. 1 In the intermediate range of temperatures ͑from T = 0.90 to T = 1.15͒, the results are in satisfactory agreement with each other. As the temperature rises up to the critical temperature, the results are more and more different ͑see the values listed in Table I͒ . The system close to the critical point is very sensitive to even a small calculation error. Therefore, the results very close to the critical point with the CPC method may lead to deviation as analyzed above. But in the intermediate range of temperatures, the CPC method has little effect on phase diagram.
In this paper, we have studied the finite-size effects and the cutoff distance dependence while using the CPC scheme in the particle-transfer molecular-dynamics simulations. In addition, the Ewald summation method is efficient and valid for accurate construction of gas-liquid phase diagram of the Lennard-Jones fluid. In the temperatures far from the critical point, applying CPC can give the results almost the same as those with the Ewald summation. But when the temperature is higher, especially close to the critical temperature, the CPC method may not be accurate enough, because a small calculation error of interaction can result in a large deviation on the phase diagram. In addition, it is found that simply increasing the system size cannot lead to better results for the Lennard-Jones fluid phase diagram than applying the Ewald summation in a smaller system. Finally, we would like to note that the conclusions above may probably be limited to this particular kind of molecular-dynamics simulation method. For other methods, e.g., GEMC, simply using CPC seems to achieve accurate enough results. 
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