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N Menge der natürlichen Zahlen; N := {1, 2, 3, . . .}
R Menge der reellen Zahlen; R :=] −∞,+∞[
R+ Menge der nichtnegativen reellen Zahlen; R+ := [0,+∞[
R erweiterte Zahlengerade; R := R ∪ {−∞,+∞} (vgl. auch S. 35)
R+ erweiterte positive Zahlengerade; R+ := R+ ∪ {+∞} (vgl. auch
S. 35)
Q Menge der rationalen Zahlen
Q+ Menge der nichtnegativen rationalen Zahlen; Q+ := Q ∩ R+
C(R+, U) Raum der stetigen Funktionen auf R+ mit Werten in einem me-
trischen Raum U
C(R+) Raum der stetigen Funktionen auf R+ mit Werten in R
C(R+) Raum der stetigen Funktionen auf R+ mit Werten in R
C0(R+) Raum der stetigen Funktionen w ∈ C(R+) mit w(0) = 0
E+ Raum der monoton wachsenden Funktionen aus C0(R+)
D Raum der R-wertigen rechtsstetigen Funktionen auf R+ mit
linksseitigem Grenzwert
D+ Raum der monoton wachsenden und rechtsstetigen Funktionen
auf R+ mit Werten in R+
B(U) σ-Algebra der Borelschen Mengen des metrischen Raumes U
σ(E) die von dem Mengensystem E erzeugte σ-Algebra
F ∨ G die von den beiden Mengensystemen F und G erzeugte σ-
Algebra; F ∨ G := σ(F ∪ G)
F P, F̄ P siehe S. 12
P(F) σ-Algebra der F-vorhersagbaren Mengen; siehe S. 13
F ⊗ G Produkt-σ-Algebra der σ-Algebren F und G
F∞ F∞ := σ(
⋃
t≥0
Ft) für eine wachsende Familie (Ft)t≥0 von σ-
Algebren
F+, FP+ rechtsstetige Filtration bzw. augmentierte und rechtsstetige Fil-
tration; siehe S. 12
F ◦ T zeittransformierte Filtration; siehe S. 25
D := (Dt)t≥0 siehe S. 35
N P0 , N
P siehe S. 11 bzw. S. 12
6 ABKÜRZUNGEN UND SYMBOLE
EP(ξ) Erwartungswert der Zufallsgröße ξ bzgl. des Wahrscheinlichkeits-
maßes P
µ⊗ ν Produktmaß zweier σ-endlicher Maße µ und ν
δx Dirac-Maß im Punkt x
ℓ Lebesgue-Maß auf dem Borelschen Meßraum (R,B(R))
W Wiener-Maß auf dem Borelschen Meßraum (C(R+),B(C(R+)))
ϕ, ϕ̄ siehe S. 36 bzw. S. 37
[[S, T ]] {(ω, t) ∈ Ω × R+ : S(ω) ≤ t ≤ T (ω)}
[[S, T [[ {(ω, t) ∈ Ω × R+ : S(ω) ≤ t < T (ω)}
Xt− lim
s↑t
Xs; linksseitiger Grenzwert des càdlàg Prozesses X in t > 0
0X siehe S. 13
XT der in T gestoppte Prozeß X; XTt = Xt∧T (t ≥ 0)
X ◦ T zeittransformierter Prozeß; siehe S. 25
〈X,Y〉 quadratischer Kovariationsprozeß der beiden stetigen Semimar-
tingale X und Y
〈X〉 quadratischer Variationsprozeß des stetigen Semimartingals X
L1( P) Menge aller P-integrierbaren Zufallsgrößen
L(X,F) siehe S. 18, falls X ein Prozeß von lokal beschränkter Variation
siehe S. 18, falls X ein stetiges lokales Martingal
siehe S. 20, falls X ein stetiges Semimartingal
Mloc(C(R+)) siehe S. 28
Mploc(C(R+)) siehe S. 59
M0,ploc(C(R+)) siehe S. 59
Ma,ploc(C(R+)) siehe S. 61
L(Q, x0) siehe S. 123




∞ siehe S. 64; letzteres bezeichnet die Explosionszeit des stochas-
tischen Prozesses X
Eb siehe S. 74
Nb siehe S. 77
Ac Komplement der Menge A
IA charakteristische Funktion der Menge A
A× B kartesisches Produkt zweier Mengen A und B
a ∧ b Mininum der beiden Zahlen a, b ∈ R
a ∨ b Maximum der beiden Zahlen a, b ∈ R
f. a. fast alle







Das Hauptaugenmerk dieser Arbeit ist gerichtet auf die Frage nach der Existenz
und Eindeutigkeit von Lösungen eindimensionaler stochastischer Differentialgleichun-
gen mit verallgemeinerter Drift vom Typ
(1.0.1) Xt = X0 +
∫
R




Hierbei bezeichnen M = (Mt)t≥0 ein stetiges lokales Martingal, b eine reelle Borel-
meßbare Funktion auf R, LX die lokale Zeit des stetigen Semimartingals X = (Xt)t≥0
und ν ein lokal-endliches signiertes Maß auf (R,B(R)). Die Größe X0 spielt hierbei
die Rolle der Anfangsbedingung und ist im allgemeinen in Form einer Startverteilung
gegeben.
Diese stochastische Differentialgleichung enthält als Spezialfall die Gleichung ohne
Drift (ν ≡ 0) sowie die Gleichung mit gewöhnlicher Drift







wobei a eine weitere reelle Borel-meßbare Funktion auf R ist und 〈M〉 = (〈M〉t)t≥0
den quadratischen Variationsprozeß des treibenden Prozesses M bezeichnet. Darüber
hinaus ist die betrachtete Gleichung (1.0.1)eine Verallgemeinerung der stochastischen
Differentialgleichung mit einer Brownschen Bewegung als treibenden Prozeß.
Im Falle der Brownschen Bewegung als treibenden Prozeß wurden die Gleichungen
(1.0.1)bzw. (1.0.2)eingehend von Engelbert und Schmidt (vgl. [17] - [20]) untersucht. In
ihrer grundlegenden Arbeit formulierten sie für beliebige Startverteilungen notwendige
und hinreichende Bedingungen für die Existenz und Eindeutigkeit von Lösungen der
stochastischen Differentialgleichung (1.0.1) bzgl. einer Brownschen Bewegung. Diese
Bedingungen sind rein analytischer Natur und bezogen sich im Falle von Gleichung
(1.0.1), abgesehen von wenigen restriktiven Voraussetzungen an die Mengenfunktion
ν, nur auf den Diffusionskoeffizienten b und sind frei von Glattheitsforderungen an b.
Daraus wurden dann hinreichende Bedingungen für die Existenz und Eindeutigkeit
einer Lösung von Gleichung (1.0.2)abgeleitet.
Ziel dieser Arbeit ist es zu untersuchen, ob man ähnliche Bedingungen für die Exi-
stenz und Eindeutigkeit von Lösungen von Gleichung (1.0.1)bzgl. stetiger lokaler Mar-
tingale als treibenden Prozeß formulieren kann und was man im Falle von Gleichung
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(1.0.2) dann schließen kann. Mit dieser Fragestellung haben sich bereits einige Auto-
ren beschäftigt (vgl. z. B. [12], [36], [37], [38]). Deren Ergebnisse sind nur zum Teil
befriedigend und bezogen sich im wesentlichen auf die Existenz von Lösungen, wobei
die Frage der Eindeutigkeit der Lösung von Gleichung (1.0.2) größtenteils außer acht
gelassen wurde. Lediglich Rozkosz und S lomiński behandelten in einer ihrer Arbeiten
(vgl. [37]) die Frage der Eindeutigkeit, aber unter recht restriktiven Voraussetzungen,
wobei sie Gleichungen ohne Drift betrachteten.
Um Gleichung (1.0.1) für ein beliebiges stetiges lokales Martingal als treibenden
Prozeß untersuchen zu können, ist es zunächst notwendig, einen vernünftigen Lösungs-
begriff zu definieren. Hinsichtlich der Brownschen Bewegung ist der Begriff einer Lösung
stochastischer Differentialgleichungen wohlbekannt. Da die Brownsche Bewegung durch
ihre Verteilung auf dem Raum der stetigen Funktionen vollständig charakterisiert wird,
wählen wir für unsere Begriffsbestimmung einer Lösung von Gleichung (1.0.1) einen
analogen Zugang, indem wir uns die Verteilung eines stetigen lokalen Martingals vor-
geben.
In einem ersten Schritt ist es daher erforderlich, die Verteilungen stetiger lokaler
Martingale eingehender zu untersuchen. Dabei wird uns die Technik der Zeittransfor-
mation von großem Nutzen sein. Um das nötige Werkzeug hierfür und für die gan-
ze Arbeit bereitzustellen, sollen zunächst im Kapitel 1 einige wesentliche Grundlagen
aus der Wahrscheinlichkeitstheorie und der stochastischen Analysis zusammengetragen
werden.
Im Kapitel 2 wollen wir uns dann näher mit dem treibenden Prozeß M bzw. mit der
Verteilung stetiger lokaler Martingale beschäftigen. Hierzu wird ein Resultat von Dam-
bis, Dubins und Schwarz eine wichtige Rolle spielen. Dieses besagt nämlich, daß man
jedes stetige lokale Martingal durch geeignete Zeittransformation aus einer Brown-
schen Bewegung gewinnen kann. Damit ist es dann möglich, die Verteilung stetiger
lokaler Martingale durch bereits bekannte und einfache Verteilungen zu beschreiben.
Dabei werden gewisse Markov-Kerne eine wichtige Rolle zur Beschreibung der Vertei-
lung stetiger lokaler Martingale spielen. Diese Charakterisierung, die losgelöst von der
eigentlichen Behandlung der stochastischen Differentialgleichung (1.0.1)ist, wird dann
in den nachfolgenden Kapiteln dieser Arbeit eine wichtige Rolle spielen.
Wir werden insbesondere sehen, wie man aus einer gegebenen Brownschen Bewegung
ein stetiges lokales Martingal konstruieren kann, welches eine vorgegebene Verteilung
besitzt. Diese Konstruktion ist dann wesentlich, um für beliebige Startverteilungen not-
wendige und insbesondere hinreichende Bedingungen für die Existenz einer Lösung von
Gleichung (1.0.1)zu formulieren, womit wir uns im Kapitel 3 dieser Arbeit beschäftigen
wollen. Bemerkenswert hierbei ist, daß, ohne weitere Voraussetzungen an den treiben-
den Prozeß, wir dieselben Existenzbedingungen erhalten, wie sie bereits Engelbert und
Schmidt im Fall der Brownschen Bewegung als treibenden Prozeß formulierten.
Kapitel 4 widmet sich dann der Eindeutigkeit der Lösung von Gleichung (1.0.1)bzgl.
stetiger lokaler Martingale. Dabei unterscheiden wir zwei Eindeutigkeitsbegriffe. Zum
einen den Begriff der Eindeutigkeit in Verteilung und zum anderen den Begriff der
pfadweisen Eindeutigkeit. Wie im Falle der Brownschen Bewegung als treibenden Pro-
zeß erhalten wir für die Eindeutigkeit in Verteilung von Lösungen von Gleichung (1.0.1)
bzgl. eines stetigen lokalen Martingals dieselben Eindeutigkeitsbedingungen. Dabei sei
vorab schon angemerkt, daß die Klasse der stetigen lokalen Martingale für die Behand-
lung der Frage der Eindeutigkeit einzuschränken ist. Wie ein Beispiel von Engelbert
zeigt (vgl. [12]), muß unter den bekannten Bedingungen Eindeutigkeit in Verteilung von
Lösungen von Gleichung (1.0.1)für ein beliebiges stetiges lokales Martingal als treiben-
den Prozeß nicht immer vorliegen. Darüber hinaus werden wir uns in diesem Kapitel
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mit der Existenz starker Lösungen und der pfadweisen Eindeutigkeit von Lösungen
von Gleichung (1.0.1) beschäftigen. Der abschließende Abschnitt dieses Kapitels wid-
met sich dann der Behandlung von Gleichung (1.0.2).
Ich danke Herrn Prof. Dr. Engelbert für die Anregung zu diesem Dissertationsthema,
vor allem für seine engagierte Unterstützung und für die fruchtbaren Diskussionen, die
wesentlich zum Gelingen dieser Arbeit beigetragen haben.
Darüber hinaus möchte ich dem EU-Projekt
”
Evolution Equations for Determini-
stic and Stochastic Systems“ für die ideelle und finanzielle Förderung meinen Dank
aussprechen.
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Kapitel 2
Grundlagen
In den folgenden Ausführungen wollen wir einige wichtige Begriffe und für die Arbeit
relevante Sachverhalte bereitstellen. Da dies nur überblicksartig erfolgen kann, verwei-
sen wir für die nicht explizit erläuterten Begriffe auf [2], [5], [10], [25], [29], [35] sowie
[40].
Abschnitt 2.1 dient im wesentlichen dazu, einen Überblick über häufig verwendete
Notationen zu geben. In den beiden darauffolgenden Abschnitten 2.2 und 2.3 wollen
wir auf zwei für diese Arbeit wesentliche Klassen stochastischer Prozesse eingehen.
Hierbei handelt es sich um die sogenannten stetigen lokalen Martingale und stetigen
Semimartingale. Dabei wollen wir grundlegende Aussagen hinsichtlich dieser Prozeß-
klassen zusammentragen und das stochastische Integral definieren. Der letzte Abschnitt
2.4 widmet sich dann einer kurzen Darstellung zufälliger Zeittransformationen.
2.1 Wahrscheinlichkeitstheoretische Grundlagen
Mit (Ω,F ,P) wollen wir stets einen Wahrscheinlichkeitsraum bezeichnen, welcher
als Modell für ein zufälliges Experiment dient. Der Wahrscheinlichkeitsraum (Ω,F ,P)
heißt vollständig, falls jede Teilmenge einer P-Nullmenge aus F zu F gehört und damit
selbst eine P-Nullmenge ist. Mit N P0 bezeichnen wir die Menge der P-Nullmengen aus
F .
Mit U sei im folgenden stets ein polnischer Raum bezeichnet, d. h., U ist ein topo-
logischer Raum, und es existiert eine die Topologie von U induzierende Metrik d, so
daß U zusammen mit der Metrik d zu einem separablen und vollständigen metrischen
Raum wird. Die vom System der offenen Teilmengen von U erzeugte σ-Algebra kenn-
zeichnen wir mit B(U). Man nennt die Elemente aus B(U) auch Borelsche Mengen
von U und das Paar (U,B(U)) Borelscher Meßraum. B(U) selbst bezeichnet man auch
als σ-Algebra der Borelschen Mengen von U.
Ist X : Ω → U eine Zufallsvariable (über Ω), also eine F -B(U)-meßbare Abbildung,
so induziert X vermöge der Definition
PX(B) := P({ω ∈ Ω : X(ω) ∈ B}) (B ∈ B(U))
ein Wahrscheinlichkeitsmaß PX auf dem Borelschen Meßraum (U,B(U)). Dieses Wahr-
scheinlichkeitsmaß wird als Verteilung von X bezüglich P bezeichnet. Man nennt eine
F -B(U)-meßbare Abbildung X : Ω → U kurzum F -meßbar und im Fall U = R auch
Zufallsgröße (über Ω).
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Unter der Voraussetzung der Existenz, also der P-Integrierbarkeit der Zufallsgrößen
X ∨ 0 oder −(X ∧ 0), bezeichnet




den Erwartungswert der Zufallsgröße X bezüglich des Wahrscheinlichkeitsmaßes P.
Ist G ⊆ F eine Unter-σ-Algebra über Ω, so bezeichnet EP(X | G) eine Version des
bedingten Erwartungswertes der nichtnegativen oder P-integrierbaren Zufallsgröße X
unter der Bedingung G bezüglich P. Mit anderen Worten ist EP(X | G) die P-f. s.
eindeutig bestimmte G-meßbare Zufallsgröße, so daß für jedes G ∈ G gilt
∫
G




Für eine Menge A ∈ F definiert man die bedingte Wahrscheinlichkeit von A unter
der Bedingung G als P(A | G) := EP( IA | G). Um Verwechslungen zu vermeiden, be-
zeichnen wir den Erwartungswert bzgl. P stets mit E, anderenfalls indizieren wir E mit
dem entsprechenden Wahrscheinlichkeitsmaß, bzgl. dessen der Erwartungswert gebildet
werden soll.
Eine Filtration (in F) ist eine Familie F = (Ft)t≥0 von σ-Algebren über Ω mit
Fs ⊆ Ft ⊆ F für 0 ≤ s < t. Ist F = (Ft)t≥0 eine Filtration, so definieren wir für t ≥ 0





Dies liefert uns eine neue Filtration F+ := (Ft+)t≥0 in F , welche rechtsstetig ist und
für die Ft ⊆ Ft+ für t ≥ 0 gilt. Dabei heißt eine Filtration F = (Ft)t≥0 rechtsstetig,
falls Ft+ = Ft für jedes t ≥ 0 gilt.
Eine Filtration F = (Ft)t≥0 in F heißt vollständig, falls der zugrundeliegende Wahr-
scheinlichkeitsraum (Ω,F ,P) vollständig ist und N P0 ⊆ F0 gilt. Ist G ⊆ F eine Unter-
σ-Algebra über Ω, so setzen wir
(2.1.1) G P = G ∨N P0 und Ḡ
P = G ∨ N P,
wobei N P := {A ⊆ N : N ∈ N P0 } und wir vereinbarungsgemäß P(A) = 0 für A ∈ N
P
setzen. Damit definieren wir die augmentierte Filtration FP := (F Pt )t≥0. Ist (Ω,F ,P)
ein vollständiger Wahrscheinlichkeitsraum, so ist die augmentierte Filtration FP eine
vollständige Filtration in F , und es gilt F Pt = F̄
P
t für t ≥ 0. Weiterhin vereinbaren
wir die Schreibweise FP+ := (F
P)+.
Für die Modellierung von sich zeitlich ändernden zufälligen Vorgängen bedient man
sich in der Stochastik des Begriffes des zufälligen oder stochastischen Prozesses. Unter
einem U-wertigen stochastischen Prozeß (über (Ω,F ,P)) versteht man hierbei eine
Familie X = (Xt)t≥0 von F -B(U)-meßbaren Abbildungen Xt : Ω → U für t ≥ 0.
In diesem Fall heißt der Borelsche Meßraum (U,B(U)) (oder kurz U) Zustandsraum
des Prozesses X. Für jedes ω ∈ Ω heißt X(ω), also die auf R+ definierte Abbildung
t 7→ Xt(ω), Trajektorie bzw. Pfad des Prozesses X. Im Fall U = R nennen wir den
Prozeß X = (Xt)t≥0 kurzum stochastischen Prozeß, und im Fall U = R heißt der
Prozeß X = (Xt)t≥0 reeller stochastischer Prozeß. Ist X0 reellwertig, so bezeichnet
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0X = ( 0Xt)t≥0 mit
0Xt := Xt − X0 für t ≥ 0 den in den Nullpunkt verschobenen
stochastischen Prozeß X.
Ist Y = (Yt)t≥0 ein weiterer U -wertiger stochastischer Prozeß über (Ω,F ,P), so
heißen die beiden Prozesse Y und X ununterscheidbar, falls Y = X P-f. s. bzw.
P({Yt = Xt, t ≥ 0}) = 1 gilt. Gilt dagegen nur P({Yt = Xt}) = 1 für jedes t ≥ 0, so
nennt man Y eine Modifikation von X. Ist Y eine Modifikation von X und besitzen
beide Prozesse P-f. s. rechtsstetige Trajektorien, dann sind Y und X ununterscheidbar.
Im folgenden seien F = (Ft)t≥0 eine Filtration in F und X = (Xt)t≥0 ein U -wertiger
stochastischer Prozeß über (Ω,F ,P). Der Prozeß X heißt an die Filtration F adaptiert
bzw. F-adaptiert, falls Xt eine Ft-B(U)-meßbare Abbildung für jedes t ≥ 0 ist. Mit
FX := (F Xt )t≥0 bezeichnen wir die kleinste Filtration in F , bezüglich welcher der
Prozeß X adaptiert ist. Genauer heißt dies:
F Xt := σ({Xs, 0 ≤ s ≤ t}) für t ≥ 0 ,
und man nennt FX die kanonische Filtration des Prozesses X. Die σ-Algebren F Xt+
und F X,Pt := (F
X
t )
P bzw. die Filtrationen FX+ und F
X,P := (FX)P werden analog wie
oben definiert, aber bzgl. F Xt bzw. F
X.
Neben der F-Adaptiertheit eines U -wertigen stochastischen Prozesses X = (Xt)t≥0
sind auch die Meßbarkeit, die progressive Meßbarkeit sowie die Vorhersagbarkeit dieses
von Interesse. Der Prozeß X heißt meßbar, falls die auf Ω × R+ definierte Abbildung
(ω, t) 7→ Xt(ω) F ⊗B(R+)-B(U)-meßbar ist. Der Prozeß X heißt dagegen F-progressiv
meßbar, falls für jedes t ≥ 0 die auf Ω × [0, t] restringierte Abbildung (ω, s) 7→ Xs(ω)
eine Ft⊗B([0, t])-B(U)-meßbare Abbildung ist. Sind die Trajektorien des Prozesses X
rechtsstetig und ist dieser F-adaptiert, so ist X auch F-progressiv meßbar. Umgekehrt
ist jeder F-progressiv meßbare Prozeß ein F-adaptierter sowie meßbarer Prozeß.
Für den Begriff der Vorhersagbarkeit bezeichnet zunächst P(F) die σ-Algebra über
Ω×R+, die von allen F-adaptierten stochastischen Prozessen über (Ω,F ,P) mit steti-
gen Trajektorien erzeugt wird. Ein stochastischer Prozeß X heißt dann F-vorhersagbar,
falls die auf Ω×R+ definierte Abbildung (ω, t) 7→ Xt(ω) eine P(F)-meßbare Abbildung
ist. Jeder F-vorhersagbare Prozeß ist dann insbesondere F-progressiv meßbar.
Ein weiteres wichtiges Werkzeug in der Theorie stochastischer Prozesse sind die
sogenannten Stoppzeiten, die zur Modellierung von Ereignissen dienen, welche zu einem
zufälligen Zeitpunkt eintreten können. Eine zufällige Zeit τ ist eine Zufallsgröße über
Ω mit Werten in [0,+∞]. Sie heißt F-Stoppzeit, falls gilt
{τ ≤ t} ∈ Ft für alle t ≥ 0 .
Viele Autoren differenzieren zwischen Stoppzeit und strenger Stoppzeit. Diese Unter-
scheidung bezieht sich im wesentlichen auf die gewählte Filtration, bezüglich welcher τ
eine Stoppzeit sein soll. Da wir in unserer Definition die Filtration explizit mit angeben,
erübrigt sich somit diese Unterscheidung.
Wichtige und auch für die Arbeit interessante Beispiele von Stoppzeiten sind die
Eintrittszeiten eines U -wertigen stochastischen Prozesses X = (Xt)t≥0 in eine Borelsche
Menge von U. Die Eintrittszeit τB von X in eine Borelsche Menge B ∈ B(U) ist für
ω ∈ Ω definiert als
(2.1.2) τXB (ω) = inf{ s ≥ 0 : Xs(ω) ∈ B} ,
wobei wir vereinbarungsgemäß stets inf(∅) = +∞ setzen. Im allgemeinen ist die Ein-
trittszeit eines Prozesses in eine beliebige Borelsche Menge von U nicht immer eine
Stoppzeit. Vielmehr gilt die folgende Aussage:
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Satz 2.1.3SeiX = (Xt)t≥0 ein U-wertiger stochastischer Prozeß über(Ω,F ,P) und be-
zeichneτB die Eintrittszeit vonX in eine MengeB ∈ B(U) i. S. v.(2.1.2). Dann ist
(a) τXB eineF




+ -Stoppzeit, fallsB offen ist und die Trajektorien des ProzessesX rechtsste-
tig sind.
Beweis: Für einen Beweis dieses Satzes vergleiche man Satz 49.4 sowie Satz 49.5 in [2].
2
Man sagt, eine F-Stoppzeit τ ist eine vorhersagbare F-Stoppzeit, falls das stochasti-
sche Intervall [[0, τ [[ zu P(F) gehört. Beispielsweise ist die Stoppzeit aus Satz 2.1.3 (a)
eine vorhersagbare FX+ -Stoppzeit. (vgl. Proposition 2.3.5 in [40]). Darüber hinaus haben
wir folgende Charakterisierung vorhersagbarer Stoppzeiten.
Satz 2.1.4Sei τ eine zufällige Zeit überΩ. Dann ist τ eine vorhersagbareFP+ -Stoppzeit
genau dann, wenn es eine monoton wachsende Folge(τn)n∈N vonF+-Stoppzeiten mitτn ≤ τ
für n ∈ N gibt, so daß gilt
(i) τn < τ auf{0 < τ} für alle n ∈ N P-f. s.;
(ii) lim
n→+∞
τn = τ P-f. s.
Beweis: Zum Beweis dieses Satzes vergleiche man beispielsweise IV.69 - IV.78 in [8]
bzw. Theorem 6.4.5 in [40]. 2
Eine monoton wachsende Folge (τn)n∈N von F+-Stoppzeiten mit den Eigenschaften
(i) und (ii) aus dem vorhergehenden Satz nennt man auch ankündigende Folge für die
F-Stoppzeit τ.
Für spätere Zwecke benötigen wir ein allgemeineres und tiefgreifenderes Resultat
als im Satz 2.1.3 beschrieben, welches als Debut-Theorem bekannt ist. Für eine Menge
A ⊆ Ω × R+ definieren wir das Debut von A durch
DA(ω) := inf{ t ≥ 0 : (ω, t) ∈ A} (ω ∈ Ω) .
Für das Debut einer Menge gilt nun der folgende Satz, wobei die Vollständigkeit des
zugrundeliegenden Wahrscheinlichkeitsraumes vorausgesetzt wird.
Satz 2.1.5Es seien(Ω,F ,P) ein Wahrscheinlichkeitsraum,F = (Ft)t≥0 eine vollständige
Filtration in F undA ⊆ Ω × R+.
(a) IstA eineF+-progressiv meßbare Menge, d. h., es giltA∩ [[0, t]] ∈ Ft+ ⊗B([0, t]) für
t ≥ 0. Dann ist das DebutDA vonA eineF+-Stoppzeit.
(b) Ist A ∈ P(F+) und gilt [[DA]] ⊆ A, so ist das DebutDA vonA eine vorhersagbare
F+-Stoppzeit.
Beweis: Für einen Beweis dieses Resultats vergleiche man Theorem III.T23 sowie Theo-
rem IV.T16 in [7]. 2
Für das Folgende sei eine beliebige zufällige Zeit τ : Ω → [0,+∞] gegeben. Dann
definieren wir für eine Filtration F = (Ft)t≥0 in F das System Fτ von Ereignissen, die
bis zur zufälligen Zeit τ eingetreten sind, durch
Fτ := {A ∈ F : A ∩ {T ≤ t} ∈ Ft für alle t ≥ 0} .
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Ist X = (Xt)t≥0 ein F-adaptierter U -wertiger stochastischer Prozeß über (Ω,F ,P),
so ist für jedes ω ∈ Ω mit τ(ω) < +∞ die GrößeXτ (ω) := Xτ(ω)(ω) wohldefiniert. Diese
Größe kennzeichnet den Wert bzw. Zustand des Prozesses X zur zufälligen Zeit τ. Für
τ(ω) = +∞ macht das soeben definierte Xτ (ω) keinen Sinn, da die Trajektorien des
Prozesses X auf dem (Zeit-)Intervall [0,+∞[ definiert sind. In diesem Fall erweitern
wir den Prozeß X um eine beliebige F∞-B(U)-meßbare Abbildung X∞ : Ω → U und
setzen für ω ∈ Ω
(2.1.6) Xτ (ω) =
{
Xτ(ω)(ω), falls τ(ω) <∞ ,
X∞(ω), falls τ(ω) = ∞ ,
wobei F∞ := σ(
⋃
t≥0
Ft). Die Definition von Xτ macht auch dann Sinn, wenn der Prozeß
X nicht F-adaptiert ist. Man wähle in diesem Fall X∞ : Ω → U so, daß X∞ eine F -
B(U)-meßbare Abbildung ist. Die Größe X∞ kann dabei als Konstante oder im Falle
U = R z. B. gewählt werden als






Xt(ω) (ω ∈ Ω) .
Existiert im allgemeinen Fall dagegen der Grenzwert lim
t→+∞
Xt in U punktweise, so
ersetzen wir X∞ durch diesen Grenzwert. Nimmt τ speziell nur endliche Wert an, so
benötigt man X∞ nicht, um Xτ zu definieren. Mit diesen Vorkehrungen haben wir
folgende Meßbarkeitsaussagen:
Satz 2.1.7Es seienX = (Xt)t≥0 ein U-wertiger stochastischer Prozeß über(Ω,F ,P),
F = (Ft)t≥0 eine Filtration inF undτ eine zufällige Zeit. Dann gilt:
(a) Ist τ eineF-Stoppzeit, so istFτ eineσ-Algebra überΩ mitFτ ⊆ F Pτ ⊆ F .
(b) IstX ein F-progressiv meßbarer Prozeß und istτ eineF-Stoppzeit, so istXτ eineFτ -
B(U)-meßbare Abbildung überΩ.
(c) Ist X F-adaptiert mit rechtsstetigen Trajektorien und istτ eine F+-Stoppzeit, so ist
der „gestoppte Prozeß“Xτ := (Xt∧τ )t≥0 ein F-adaptierterU-wertiger stochastischer
Prozeß über(Ω,F ,P).
Beweis: Für einen Beweis dieses Satzes vergleiche man beispielsweise Lemma 49.11 in
[2] bzw. Lemma 2.2.4 (a), Proposition 2.3.10 und Proposition 2.3.11 in [40]. 2
2.2 Stetige lokale Martingale
In diesem Abschnitt wollen wir auf eine für diese Arbeit wichtige Klasse stochas-
tischer Prozesse eingehen. Dabei handelt es sich um die sogenannten stetigen lokalen
Martingale. Im folgenden sei stets (Ω,F ,P) ein Wahrscheinlichkeitsraum versehen mit
einer Filtration F = (Ft)t≥0 in F .
Definition 2.2.1 Ein reeller stochastischer ProzeßM = (Mt)t≥0 über (Ω,F ,P) heißt lo-
kales (F, P)-Martingal, falls dieserF-adaptiert ist und eine monoton wachsende Folge
(τn)n∈N vonF+-Stoppzeiten mitlim
n→+∞
τn = +∞ P-f. s. existiert, so daß für jedesn ∈ N der
gestoppte Prozeß0Mτn = (Mt∧τn −M0)t≥0 ein (F, P)-Martingal ist, d. h.,
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(a) Mt∧τn −M0 istFt-meßbar undP-integrierbar für jedest ≥ 0;
(b) für beliebige0 ≤ s < t ist die Martingalgleichung
(2.2.2) E(Mt∧τn −M0 | Fs) = Ms∧τn −M0 P-f. s.
erfüllt.
Sind die Trajektorien vonM darüber hinaus rechtsstetig bzw. stetig, so heißtM rechtsste-
tiges bzw. stetiges lokales(F, P)-Martingal.
Es sei bemerkt, daß ein F-adaptierter stochastischer Prozeß genau dann ein stetiges
lokales (F+, P)- bzw. (FP, P)-Martingal ist, wenn dieser ein stetiges lokales (F, P)-
Martingal ist.
Einige wichtige Aussagen für lokale Martingale wollen wir im folgenden Satz fest-
halten.
Satz 2.2.3Es seiM = (Mt)t≥0 ein rechtsstetiges lokales(F, P)-Martingal über(Ω,F ,P).
Dann gilt:
(a) Ist τ eineF+-Stoppzeit, so ist der gestoppte ProzeßMτ = (Mt∧τ )t≥0 ein rechtsstetiges
lokales(F, P)-Martingal.
(b) Seiτ eineF+-Stoppzeit. Ist die Familie{Mσ : σ ≤ τ, σ ist beschränkteF+-Stoppzeit}
gleichgradig-integrierbar, so ist der gestoppte ProzeßMτ ein rechtsstetiges(F, P)-
Martingal. In diesem Fall existiert der Grenzwertlim
t→+∞
Mt∧τ in L1(P) und stimmt mit
Mτ P-f. s. überein, und es giltMt∧τ = E(Mτ | Ft) P-f. s. fürt ≥ 0.
Beweis: Der Beweis dieses Satzes ist eine Anwendung des Stopping-Theorems 3.2.7 in
[40] (vgl. auch Korollar 3.2.8 bzw. Lemma 4.2.3 in [40]). 2
Im folgenden bezeichnen C(R+) den Raum der stetigen Funktionen w : R+ → R
und E+ den Raum der monoton wachsenden Funktionen w ∈ C(R+) mit w(0) = 0.
Nach der Doob-Meyer Zerlegung existiert für jedes stetige lokale (F, P)-Martingal M
ein FP-adaptierter stochastischer Prozeß 〈M〉 = (〈M〉t)t≥0 über (Ω,F ,P) mit Tra-
jektorien in E+, so daß M
2 − 〈M〉 ein stetiges lokales (FP, P)-Martingal ist. Dieser
Prozeß ist P-f. s. eindeutig bestimmt und heißt quadratischer Variationsprozeß von
M (vgl. Theorem 5.6.2 und Korollar 6.6.3 in [40]). Eine andere Charakterisierung des
quadratischen Variationsprozesses ist in Satz 2.3.3 angegeben.
Für das Verhalten der Trajektorien eines stetigen lokalen Martingals und dessen
quadratischen Variationsprozeß besteht folgender Zusammenhang:
Satz 2.2.4Es seiM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal. Dann gelten folgende
Aussagen:
(a) M ist trivial, d. h., es giltMt = M0 für alle t ≥ 0 P-f. s., genau dann, wenn〈M〉∞ = 0
P-f. s. ist, wobei〈M〉∞ := lim
t→+∞
〈M〉t.
(b) Die Konstantheitsintervalle vonM und〈M〉 stimmenP-f. s. überein, d. h., es existiert
einN ∈ N P0 , so daß fürω ∈ N
c und beliebige nichtleere Intervalle[a, b] ⊆ R+ gilt:
Mt(ω) = Mb(ω) für alle t ∈ [a, b] genau dann, wenn 〈M〉a(ω) = 〈M〉b(ω) .
(c) Es existiert der endliche Grenzwertlim
t→+∞
Mt auf {〈M〉∞ < +∞} P-f. s.
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(d) Es gilt lim
t→+∞
Mt = +∞ und lim
t→+∞
Mt = −∞ auf{〈M〉∞ = +∞} P-f. s.
Beweis: Zum Beweis dieser Eigenschaften vergleiche man Kapitel IV.1 und V.1 in [35].
2
Für zwei stetige lokale (F, P)-Martingale M = (Mt)t≥0 und N = (Nt)t≥0 definiert





[〈M + N〉 − 〈M−N〉] .
Man beachte, daß der Prozeß MN−〈M,N〉 ein stetiges lokales (FP, P)-Martingal ist,
wobei MN := (Mt ·Nt)t≥0. Für eine F+-Stoppzeit τ gilt insbesondere die Beziehung
(2.2.5) 〈Mτ ,Nτ 〉 = 〈Mτ ,N〉 = 〈M,N〉τ P-f. s.
Hinsichtlich des stochastischen Integrals bezüglich stetiger lokaler Martingale wollen
wir im folgenden nun einen groben Überblick geben. Für eingehendere Betrachtungen
sei hier auf [5], [35], [40] bzw. [41] verwiesen.
Als erstes wollen wir kurz auf das Lebesgue-Stieltjes-Integral eingehen. Dazu sei
a ∈ E+. Dann existiert genau ein σ-endliches Maß µa auf (R+,B(R+)), so daß gilt
µa([0, t]) = a(t) für t ≥ 0. Sei nun v ∈ C(R+) eine Funktion von lokal beschränkter
Variation, d. h. v = a1 − a2 für zwei Funktionen a1, a2 ∈ E+. Wir definieren dann das
zu v gehörige signierte Maß µv durch µv := µa1 − µa2 auf (R+,B(R+)). Man beachte,
daß die Definition von µv unabhängig von der Zerlegung von v ist. Mit ‖v‖ bezeichnen




|v(tk) − v(tk−1)| : 0 = t0 < t1 < . . . < tn = t} (t ≥ 0) .
Insbesondere gilt ‖v‖ ∈ E+. Für den Fall eines monoton wachsenden v ist ‖v‖ = v.
Sei f : R+ → R eine B(R+)-meßbare Abbildung. Dann definieren wir für t ≥ 0 das








vorausgesetzt, das Integral auf der rechten Seite von (2.2.6) existiert, d. h., es gilt







|f(s)| µ‖v‖(ds) < +∞ .
Sei nun V = (Vt)t≥0 ein F-adaptierter reeller stochastischer Prozeß über (Ω,F ,P)
mit stetigen Trajektorien von lokal beschränkter Variation, also V ist Differenz zwei-
er F-adaptierter stochastischer Prozesse über (Ω,F ,P) mit Trajektorien in E+. Für
einen meßbaren R+-wertigen stochastischen Prozeß H = (Ht)t≥0 über (Ω,F ,P) ist der
Prozeß H • ‖V‖ mit
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für ω ∈ Ω im Sinne von (2.2.7)wohlbestimmt. Insbesondere ist H • ‖V‖ ein stochas-
tischer Prozeß über (Ω,F ,P) mit Trajektorien in D+, und es gilt (H•‖V‖)0 = 0. Dabei
kennzeichnet D+ die Menge aller monoton wachsenden und rechtsstetigen Funktionen
auf R+ mit Werten in R+. Ist darüber hinaus H an die Filtration F adaptiert, so ist
auch H • ‖V‖ ein F-adaptierter stochastischer Prozeß. Mit L(V,F) bezeichnen wir die




|Hs(ω)| d‖V(ω)‖s < +∞ für P-f. a. ω ∈ Ω (t ≥ 0) .
Für einen Prozeß H ∈ L(V,F) macht dann das gemäß (2.2.6) für t ≥ 0 definierte
Lebesgue-Stieltjes-Integral von H(ω) bzgl. V(ω) auf [0, t] für P-f. a. ω ∈ Ω einen Sinn.
Insbesondere existiert ein FP-adaptierter stochastischer Prozeß






über (Ω,F ,P) mit stetigen Trajektorien von lokal beschränkter Variation, so daß H•V
eine Version des stochastischen Lebesgue-Stieltjes-Integrals von H bzgl. V ist, d. h., es
gibt ein N ∈ N P0 , so daß für alle ω ∈ N
c gilt (vgl. Proposition 6.1.5 in [40])










Nun können wir zur Definition des stochastischen Integrals bezüglich stetiger lokaler
Martingale kommen. Dazu sei M = (Mt)t≥0 ein stetiges lokales (F, P)-Martingal über
(Ω,F ,P).Mit L(M,F) bezeichnen wir die Menge aller F-vorhersagbaren stochastischen




H2s d〈M〉s < +∞ P-f. s. (t ≥ 0) .
Entsprechend der obigen Ausführungen ist für einen F-vorhersagbaren stochastischen
Prozeß H = (Ht)t≥0 die Bedingung H ∈ L(M,F) gleichwertig mit H2 ∈ L(〈M〉,F),
wobei H2 := (H2t )t≥0.
Für einen Prozeß H = (Ht)t≥0 aus L(M,F) definiert man dann das stochastische
Integral von H bzgl. M als das P-f. s. eindeutig bestimmte stetige lokale (FP, P)-
Martingal






mit (H • M)0 = 0, so daß für jedes stetige lokale (F, P)-Martingal N = (Nt)t≥0 gilt
(2.2.9) 〈H •M,N〉 = H • 〈M,N〉 P-f. s.
Die rechte Seite von (2.2.9)macht wegen H ∈ L(M,F) Sinn, da aus einer Ungleichung
von Kunita-Watanabe H ∈ L(〈M,N〉,F) folgt (vgl. Proposition IV.1.15 in [35]). Mit
(2.2.9) erhalten wir dann für den quadratischen Variationsprozeß von H • M die Be-
ziehung
〈H • M〉 = H2 • 〈M〉 P-f. s.
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Gemäß unserer Annahme sind die Trajektorien des Prozesses M stetig. Damit läßt
sich die Klasse der Integranden, für die das stochastische Integral bzgl. M wohldefiniert
ist, erweitern. Dies ist die Klasse der F-progressiv meßbaren stochastischen Prozesse
H = (Ht)t≥0, welche (2.2.8) erfüllen. Diese wollen wir mit L̃(M,F) bezeichnen. Für
H ∈ L̃(M,F) ist dann das stochastische Integral von H bzgl. M definiert als das
P-f. s. eindeutig bestimmte stetige lokale (FP, P)-Martingal






mit (H • M)0 = 0, so daß für jedes stetige lokale (F, P)-Martingal N = (Nt)t≥0
Beziehung (2.2.9)erfüllt ist (vgl. Kapitel 6.3 in [40] bzw. Kapitel 3 in [5]).
Zum Schluß sei noch folgendes bemerkt. Ist H ∈ L(M,F), dann gilt
(2.2.10) H • M = H • 0M P-f. s.
Diese Formel besagt also, daß der Anfangswert M0 des stetigen lokalen Martingals M
keinen Einfluß auf das stochastische Integral hat.
Für spätere Belange sind insbesondere solche lokale Martingale von Interesse, wel-
che die Darstellbarkeitseigenschaft haben. Dabei besitzt ein stetiges lokales (F, P)-
Martingal M = (Mt)t≥0 die F-Darstellbarkeitseigenschaft, falls sich jedes (F, P)-Mar-
tingal Y = (Yt)t≥0 darstellen läßt als stochastisches Integral bzgl. M, d. h., es gilt
Yt = Y0 +
t∫
0
Hs dMs für alle t ≥ 0 P-f. s.
bzw. 0 Y = H • M P-f. s. für ein H ∈ L(M,FP).
Ein Beispiel für ein stetiges lokales Martingal, welches zumindest bzgl. der kano-
nischen Filtration die Darstellbarkeitseigenschaft besitzt, ist die Brownsche Bewegung.
Dabei heißt (F, P)-Brownsche Bewegung jeder reelle stochastische Prozeß B = (Bt)t≥0
über (Ω,F ,P), falls dieser folgende Bedingungen erfüllt:
(B1) der Prozeß B ist F-adaptiert und besitzt stetige Trajektorien mit B0 = 0 P-f. s.
und
(B2) für alle 0 ≤ s < t < +∞ ist der Zuwachs Bt − Bs unabhängig von Fs sowie
normalverteilt mit Erwartungswert 0 und Varianz t− s.
Für die Brownsche Bewegung als Spezialfall eines stetigen lokalen Martingals haben
wir darüber hinaus noch folgende Charakterisierung von P. Lévy.
Satz 2.2.11SeiB = (Bt)t≥0 ein stochastischer Prozeß über(Ω,F ,P) mit stetigen Trajek-
torien undB0 = 0 P-f. s. Dann sind die folgenden Aussagen äquivalent:
(a) B ist eine(F, P)-Brownsche Bewegung.
(b) B ist ein stetiges lokales(F, P)-Martingal, und es gilt〈B〉t = t für t ≥ 0 P-f. s.
Beweis: Für einen Beweis dieses Satzes sei auf Theorem IV.3.6 in [35] oder auf Theo-
rem 9.1.1 in [40] verwiesen. 2
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2.3 Stetige Semimartingale und lokale Zeit
Eine weitere wichtige Klasse von stochastischen Prozessen, in der sich die stetigen
lokalen Martingale einordnen lassen und die für die stochastische Analysis von großer
Bedeutung ist, ist die Klasse der stetigen Semimartingale. Gegeben seien wieder ein
Wahrscheinlichkeitsraum (Ω,F ,P) und eine Filtration F = (Ft)t≥0 in F .
Definition 2.3.1 Ein reeller stochastischer ProzeßX = (Xt)t≥0 über (Ω,F ,P) mit steti-
gen Trajektorien heißt stetiges(F, P)-Semimartingal, falls dieserF-adaptiert ist und eine
Zerlegung
(2.3.2) X = M + V P-f. s.
mit einem stetigen lokalen(FP, P)-MartingalM = (Mt)t≥0 und einemFP-adaptierten sto-
chastischen ProzeßV = (Vt)t≥0 mit stetigen Trajektorien von lokal beschränkter Variation
besitzt.
Für ein stetiges (F, P)-Semimartingal X ist die Zerlegung (2.3.2)P-f. s. eindeutig
bestimmt, d. h., die Prozesse M und V sind jeweils P-f. s. eindeutig bestimmt.
Ist X = (Xt)t≥0 ein stetiges (F, P)-Semimartingal mit der Zerlegung (2.3.2), so
wird der quadratische Variationsprozeß von X, bezeichnet als 〈X〉 = (〈X〉t)t≥0, defi-
niert durch 〈X〉 = 〈M〉. Damit ist 〈X〉 ein FP-adaptierter stochastischer Prozeß über
(Ω,F ,P) mit Trajektorien in E+, und dieser ist wiederum P-f. s. eindeutig bestimmt.
Neben dieser Definition gibt es noch eine weitere Charakterisierung des quadratischen
Variationsprozesses eines stetigen Semimartingals, nämlich als Grenzwert der Summe
seiner quadratischen Zuwächse. Dies besagt der folgende
Satz 2.3.3Es seiX = (Xt)t≥0 ein stetiges(F, P)-Semimartingal über(Ω,F ,P) mit Zer-
legung(2.3.2). Bezeichne∆ := {0 ≤ t1 < t2 . . . < tk < . . .} eine Partition vonR+ mit





2 für t ≥ 0 .




für n→ +∞ konvergiert die Folge der Zufallsgrößen
sup
0≤s≤t
∣∣T∆ns (X) − 〈X〉s
∣∣
in Wahrscheinlichkeit gegen0.
Beweis: Für einen Beweis dieses Satzes vergleiche man beispielsweise Theorem IV.1.8
zusammen mit Proposition IV.1.18 in [35]. 2
Das stochastische Integral bzgl. stetiger Semimartingale wird mit Hilfe des stochasti-
schen Integrals bzgl. stetiger lokaler Martingale wie folgt eingeführt bzw. definiert. Sei
dazu X = (Xt)t≥0 ein stetiges (F, P)-Semimartingal über (Ω,F ,P) mit der Zerlegung
(2.3.2). Für einen Prozeß
H = (Ht)t≥0 ∈ L(X,F) := L(M,F) ∩ L(V,F)
2.3. STETIGE SEMIMARTINGALE UND LOKALE ZEIT 21
definiert man das stochastische Integral von H bzgl. X als das P-f. s. eindeutig be-
stimmte stetige (FP, P)-Semimartingal







H • X = H • M + H • V P-f. s.
Entsprechend dem vorhergehenden Abschnitt bezeichnen H • M das stochastische In-
tegral von H bezüglich des stetigen lokalen (FP, P)-Martingals M und H • V eine
Version des stochastischen Lebesgue-Stieltjes-Integrals von H bezüglich V.
Für das Stoppen stochastischer Integrale wollen wir folgendes festhalten. Ist τ ei-
ne F+-Stoppzeit, so ist mit X auch der gestoppte Prozeß Xτ ein stetiges (F, P)-
Semimartingal. Für einen stochastischen Prozeß H aus L(X,F) ist H ∈ L(Xτ ,F),
und es gilt die Stoppregel für stochastische Integrale:
(2.3.4) (H •X)τ = (H I[[0,τ ]]) • X = H • X
τ P-f. s.
Mit Hilfe stochastischer Integrale bzgl. stetiger Semimartingale läßt sich der Begriff
der lokalen Zeit eines stetigen Semimartingals einführen. Die lokale Zeit kann dabei
als ein Maß aufgefaßt werden, wieviel
”
Zeit“ ein stetiges Semimartingal in einem ge-
gebenen Zustand verbringt. Dabei wird in der Literatur zwischen rechter, linker bzw.
symmetrischer lokaler Zeit unterschieden.
Definition 2.3.5 SeiX = (Xt)t≥0 ein stetiges(F, P)-Semimartingal über(Ω,F ,P). Die
rechte (linke bzw. symmetrische) lokale Zeit vonX ist eineF ⊗ B(R+) ⊗ B(R)-meßbare
Abbildung
LX : Ω × R+ × R → R+ ,
so daß die Tanaka-Formel
(2.3.6) |Xt − a| = |X0 − a| +
t∫
0
sgn(Xs − a) dXs + L
X( · , t, a)
für alle t ≥ 0 unda ∈ R P-f. s. erfüllt ist, wobei aufR gilt
sgn(x) =
{
1 für x > 0 ,
−1 (1 bzw. 0) für x = 0 ,
−1 für x < 0 .
Man beachte, daß das in (2.3.6)auftretende stochastische Integral wohldefiniert ist
und existiert. Dies folgt aus der Tatsache, da der Integrand (sgn(Xt − a))t≥0 ein F-
vorhersagbarer reeller stochastischer Prozeß über (Ω,F ,P) ist, welcher verstanden als
Abbildung auf Ω × R+ gleichmäßig beschränkt ist.
Bemerkung 2.3.7Aus der Tanaka-Formel ergibt sich für die drei Arten der lokaen ZeitLX
eines stetigen(F, P)-SemimartingalsX der Zusammenhang
(2.3.8) LXs ( · , t, a) =
1
2
(LXr ( · , t, a) + L
X
l ( · , t, a)) , t ≥ 0 , a ∈ R , P-f. s.,
wobei die Indizesl, r, s auf die jeweilige Wahl der lokalen Zeit hinweisen soll.
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Einige wichtige Eigenschaften der lokalen Zeit eines stetigen Semimartingals faßt
der nun folgende Satz zusammen.
Satz 2.3.9SeiX = (Xt)t≥0 ein stetiges(F, P)-Semimartingal über(Ω,F ,P) und bezeich-
neLX die rechte (linke bzw. symmetrische) lokale Zeit vonX, dann gilt
(a) Für jedesa ∈ R existiert einNa ∈ N P0 , so daß für jedesω ∈ N
c
a die Abbildung





X(ω, s, a) = 0
erfüllt ist.
(b) Im Falle der rechten (bzw. linken) lokalen ZeitLX existiert eine MengeN ∈ N P0 ,
so daß für jedesω ∈ N c die Abbildung(t, a) 7→ LX(ω, t, a) stetig in t ∈ R+ und
rechtsstetig mit linksseitigem Grenzwert (bzw. linksstetig mit rechtsseitigem Grenzwert)
in a ∈ R ist.
(c) Ist X ein stetiges lokales(F, P)-Martingal, so gibt es eine MengeN ∈ N P0 , so daß
für jedesω ∈ N c die Abbildung(t, a) 7→ LX(ω, t, a) stetig in(t, a) ∈ R+ × R ist, und
es gilt






I]a−ε,a+ε[(Xs(ω)) d〈X〉s(ω) ((t, a) ∈ R+ × R) .
Beweis: Zum Beweis dieses Satzes siehe man beispielsweise Abschnitt V.6 in [25] bzw.
Kapitel VI.1 in [35]. 2
Der Einfachheit halber wollen wir für die rechte (linke bzw. symmetrische) lokale
Zeit LX von X stets LX(t, a) = LX( · , t, a) für (t, a) ∈ R+ × R setzen, sofern die ω-
Komponente nicht näher spezifiziert werden soll. Darüber hinaus kann die lokale Zeit
LX von X so gewählt werden, daß LX(t, a) eine F Pt -meßbare Zufallsgröße für jedes
(t, a) ∈ R+ × R ist.
Mit Hilfe der lokalen Zeit eines stetigen Semimartingals erhalten wir für die Anwen-
dung zwei wichtige Formeln. Dies ist zum einen eine Verallgemeinerung der klassischen
Itô-Formel und zum anderen eine Formel für die Aufenthaltszeit, welche weitere Aus-
sagen über das Verhalten eines stetigen Semimartingals erlauben. Zuvor wollen wir
aber einige nützliche Aspekte über konvexe Funktionen zusammentragen, die für das
Weitere wesentlich sind. Man vergleiche hierfür beispielsweise auch die Ausführungen
im Anhang 3 von [35].










[f(x+ h) − f(x)] .
Die auf R definierten Funktionen D−f bzw. D+f sind dann rechts- bzw. linksstetig
sowie monoton wachsend. Man nennt D−f die linksseitige, D+f die rechtsseitige bzw.
1
2
(D−f + D+f) die symmetrische Ableitung der konvexen Funktion f auf R. Für die
einzelnen Ableitungen Df von f definieren wir dann
nf ([a, b]) := Df(b+) −Df(a−) für −∞ < a < b < +∞ ,
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wobei Df(x−) bzw. Df(x+) den links- bzw. rechtsseitigen Grenzwert der monoton
wachsenden Funktion Df in x ∈ R bezeichnet. Hierdurch wird in eindeutiger Weise ein
Maß nf auf (R,B(R)) beschrieben (vgl. Abschnitt II.2. zusammen mit Abschnitt II.5. in
[10]). Man nennt nf das Maß der zweiten Ableitung von f im Sinne von Distributionen.
Damit können wir folgenden Satz über die verallgemeinerte Itô-Formel formulieren:
Satz 2.3.12 (Itô-Meyer-Tanaka-Formel)SeienX = (Xt)t≥0 ein stetiges(F, P)-Semimar-
tingal über(Ω,F ,P) undf : R → R eine konvexe Funktion. Dann istf(X) = (f(Xt))t≥0
ein stetiges(F, P)-Semimartingal über(Ω,F ,P), und es gilt








LX(t, a)nf(da) , t ≥ 0 , P-f. s.
Dabei bezeichnenDf die linksseitige (bzw. rechtsseitige, symmetrische) Ableitung vonf,
nf das auf(R,B(R)) eindeutig bestimmte Maß der zweiten Ableitung vonf im Sinne von
Distributionen undLX die rechte (bzw. linke, symmetrische) lokale Zeit vonX.
Beweis: Zum Beweis dieser verallgemeinerten Itô-Formel vergleiche man Theorem 5.52
in [25] bzw. Theorem VI.1.5 in [35]. 2
Bemerkung 2.3.14Die Itô-Meyer-Tanaka-Formel (2.3.13) bleibt sogar richtig, wennf Dif-
ferenz zweier konvexer Funktionen ist. Entsprechend sind dannDf undnf wohldefiniert,
wobeinf dann ein signiertes Maß auf(R,B(R)) ist, welches lokal endlich ist.
Eine Folgerung aus der Itô-Meyer-Tanaka-Formel ist die Formel für die Aufenthalts-
zeit.
Satz 2.3.15 (Formel für die Aufenthaltszeit)SeienX = (Xt)t≥0 ein stetiges(F, P)-Semi-
martingal über(Ω,F ,P) und h : R → R eine nichtnegative oder beschränkteB(R)-







h(a)LX(t, a) ℓ(da) , t ≥ 0 , P-f. s.
Die Beziehung(2.3.16)bleibt richtig, wenn anstelle der Zeitt eine beliebige zufällige Zeit
eingesetzt wird.
Beweis: Zum Beweis vergleiche man die Bemerkung zu Theorem 5.52 in [25] bzw.
Korollar VI.1.6 in [35]. 2







LX(t, a) ℓ(da) , t ≥ 0 , P-f. s.
Dies zeigt, fürP-fast alleω ∈ Ω ist für beliebiget ≥ 0 die aufR definierte Abbildung
a 7→ LX(ω, t, a) die Lebesgue-Dichte derVerweildauerder TrajektorieX(ω) bis zur Zeitt,
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Zum Abschluß wollen wir noch eine Begriffsbestimmung einführen, die sich auf sto-
chastische Prozesse auf zufälligen Intervallen bezieht (vgl. Abschnitt V.1 in [25]). Dazu
betrachten wir eine F+-Stoppzeit S über Ω, für die eine monoton wachsende Folge
(Sn)n∈N von F+-Stoppzeiten mit lim
n→+∞
Sn = S existiert. Für solch eine zufällige Zeit S
setzen wir
(2.3.18) [[0, S‖ :=
⋃
n∈N
[[0, Sn]] ⊆ Ω × R+ .
Wie man leicht nachprüft, gilt [[0, S[[⊆ [[0, S‖ ⊆ [[0, S]].
Definition 2.3.19 Es seiE eine Eigenschaft für stochastische Prozesse. Wir sagen, ein sto-
chastischer ProzeßX = (Xt)t≥0 über (Ω,F ,P) besitzt die EigenschaftE auf [[0, S‖, falls
für jedesn ∈ N der gestoppte ProzeßXSn die EigenschaftE besitzt.
Für ein stetiges (F, P)-Semimartingal X = (Xt)t≥0 auf [[0, S‖ definieren wir dann








Durch diese Definition erhalten wir einen R+-wertigen FP-adaptierten stochastischen
Prozeß über (Ω,F ,P) mit monoton wachsenden und stetigen Trajektorien, für den
〈X〉0 = 0 auf Ω gilt. Wegen 〈X〉Sn = 〈XSn〉 für n ∈ N ist daher auch hier für 〈X〉
die Bezeichnung quadratischer Variationsprozeß gerechtfertigt. Entsprechend wird die
rechte (linke bzw. symmetrische) lokale Zeit LX von X definiert.




Für einen stochastischen Prozeß H = (Ht)t≥0 ∈ LS(X,F) definiert man dann das
stochastische Integral von H bzgl. X als denjenigen FP-adaptierten stochastischen
Prozeß H •X, so daß auf [[0, S‖ gilt (H •X)Sn = HSn •XSn für n ∈ N, und außerhalb
von [[0, S‖ sei H • X identisch 0. Damit gelten die Tanaka-Formel (2.3.6) sowie die




[0, Sn(ω)] für ω außerhalb einer P-Nullmenge richtig.
2.4 Zufällige Zeittransformation
In diesem Abschnitt wollen wir ein für die Arbeit wichtiges Instrument bereitstellen,
nämlich das der Zeittransformation stochastischer Prozesse. Da wir hier nicht auf alle
Einzelheiten eingehen können, die im Zusammenhang mit Zeittransformationen stehen,
sei auf Abschnitt X.1 in [25] verwiesen. Dennoch sollen hier einige Grundbegriffe und
wesentliche Aspekte zusammengetragen werden. Wiederum seien ein Wahrscheinlich-
keitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F gegeben.
Definition 2.4.1 EineF-Zeittransformation ist ein stochastischer ProzeßT = (Tt)t≥0 über
(Ω,F ,P) mit rechtsstetigen und monoton wachsenden Trajektorien, so daß für jedest ≥ 0
die ZufallsgrößeTt eineF-Stoppzeit ist.
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Seien T = (Tt)t≥0 eine F-Zeittransformation und X = (Xt)t≥0 ein F-adaptierter sto-
chastischer Prozeß über (Ω,F ,P). Mit den Bezeichnungen zum Schluß von Abschnitt
2.1 definieren wir die zeittransformierte Filtration
F ◦ T := (FTt)t≥0
sowie den zeittransformierten Prozeß
X ◦ T := (XTt)t≥0 .
Gemäß Satz 2.1.7 sind F ◦ T eine Filtration in F und X ◦ T ein F ◦ T-adaptierter
stochastischer Prozeß über (Ω,F ,P), sofern X ein F-progressiv meßbarer Prozeß ist.
Darüber hinaus ist die zeittransformierte Filtration F◦T vollständig bzw. rechtsstetig,
falls die Filtration F diese Eigenschaft besitzt.
Eine für unsere Belange interessante Klasse von Zeittransformationen wollen wir im
folgenden einführen. Dazu bezeichne A = (At)t≥0 einen F-adaptierten stochastischen
Prozeß über (Ω,F ,P) mit Trajektorien in E+, d. h., die Trajektorien von A sind stetig
und monoton wachsend mit A0 = 0. Für t ≥ 0 definieren wir die zufälligen Zeiten:
(2.4.2) Tt(ω) := inf{s ≥ 0 : As(ω) > t} (ω ∈ Ω) .
Aus Satz 2.1.3 (b) folgt dann, daß Tt eine FA+ -Stoppzeit und wegen der F-Adaptiertheit
von A auch eine F+-Stoppzeit für jedes t ≥ 0 ist. Aus der Definition von Tt erhalten wir
sogar, daß die Trajektorien des stochastischen Prozesses T = (Tt)t≥0 in D+ liegen. Mit
anderen Worten, die Trajektorien von T nehmen Werte aus R+ an, sind rechtsstetig und
monoton wachsend. Somit ist T eine F+-Zeittransformation (vgl. auch Lemma 0.4.8 in
[35]). Man bezeichnet die so definierte Zeittransformation T auch als (verallgemeinerte)
Rechtsinverse von A.
Aus der Definition von T lassen sich nun folgende nützliche Eigenschaften ableiten.
Für ω ∈ Ω gilt zunächst
Tt(ω) <∞ für t < A∞(ω) und Tt(ω) = +∞ für t ≥ A∞(ω) ,
wobei A∞(ω) := lim
t→+∞
At(ω). Wegen der Stetigkeit der Trajektorien von A erhalten
wir darüber hinaus, daß auf Ω gilt:
(2.4.3) ATt = t ∧A∞ für t ≥ 0
und
(2.4.4) s < At genau dann, wenn Ts < t für s, t ≥ 0 .
Aus (2.4.4) folgt dann insbesondere, daß auch der Prozeß A eine F+ ◦ T-Zeittransfor-
mation ist. Schließlich haben wir für jedes ω ∈ Ω und t ≥ 0
(2.4.5) {s ∈ R+ : As(ω) = t} = [Tt−(ω), Tt(ω)] ∩ R+ ,
wobei Tt−(ω) := lim
s↑t
Ts(ω) = inf{s ≥ 0 : As(ω) ≥ t} für t > 0 und T0−(ω) := 0.
Mit den obigen Bezeichnungen können wir folgendes Resultat formulieren, welches
ein erster Schritt hin zur Zeittransformation stochastischer Integrale ist.
Satz 2.4.6Gegeben sei ein meßbarerR+-wertiger stochastischer ProzeßH = (Ht)t≥0 über
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Beweis: Für einen Beweis vergleiche man Theorem IV.T43 in [7] bzw. Lemma 1.6 in
[18]. 2
Für unsere weiteren Ausführungen ist es nun wichtig zu wissen, wie sich stochasti-
sche Prozesse und stochastische Integrale unter Zeittransformationen verhalten. Von
großem Interesse sind hierbei solche Klassen von stochastischen Prozessen, die invariant
gegenüber Zeittransformationen sind. Hierfür ist folgende Begriffsbestimmung nützlich.
Definition 2.4.7 Es seiT = (Tt)t≥0 eineF-Zeittransformation über(Ω,F ,P). Ein stochas-
tischer ProzeßX = (Xt)t≥0 über(Ω,F ,P) heißt anT adaptiert bzw.T-adaptiert, falls die
Trajektorien vonX konstant auf allen Sprungintervallen[Tt−, Tt] sind. Im Detail heißt dies,
für jedesω ∈ Ω gilt
Xr(ω) = Xs(ω) für alle r , s ∈ [Tt−(ω), Tt(ω)] ∩ R+ (t ≥ 0) ,
wobei vereinbarungsgemäßT0−(ω) := 0.
Damit können wir folgenden Satz formulieren, welcher auf Kazamaki (vgl. [30])
zurückzuführen ist.
Satz 2.4.8SeiT = (Tt)t≥0 eine endlicheF-Zeittransformation, d. h., fürt ≥ 0 ist Tt < +∞
auf Ω, und seiX = (Xt)t≥0 ein stetiges(F, P)-Semimartingal (bzw. ein stetiges lokales
(F, P)-Martingal oder einF-adaptierter stochastischer Prozeß von lokal beschränkter Va-
riation) über(Ω,F ,P), so daßX anT adaptiert ist. Dann gilt:
(a) X ◦ T ist ein stetiges(F ◦ T, P)-Semimartingal (bzw. ein stetiges lokales(F ◦ T, P)-
Martingal oder einF ◦ T-adaptierter stochastischer Prozeß von lokal beschränkter
Variation), und es gilt〈X ◦ T〉 = 〈X〉 ◦ T P-f. s.;
(b) für einenT-adaptierten stochastischen ProzeßH ∈ L(X,F) ist der zeittransformierte
ProzeßH ◦ T ∈ L(X ◦ T,F ◦ T), und es gilt
(H • X) ◦ T = (H ◦ T) • (X ◦T) P-f. s.
Beweis: Zum Beweis dieses Satzes vergleiche man Theorem 10.16, Theorem 10.17 sowie




In diesem Kapitel wollen wir uns mit dem treibenden Prozeß der stochastischen
Differentialgleichung (1.0.1)bzw. mit der Verteilung stetiger lokaler Martingale näher
beschäftigen. Ziel ist es, eine einfache Beschreibung der Verteilung eines stetigen lokalen
Martingals mittels Markov-Kerne zu finden. Diese Charakterisierung ist dann für das
weitere Vorgehen unserer Arbeit von großem Nutzen, um insbesondere Bedingungen
für die Existenz einer Lösung der betrachteten Gleichung (1.0.1) zu finden und zu
beweisen.
Im Abschnitt 3.1 werden dafür zunächst einige wesentliche Grundlagen bereitge-
stellt. Dabei wollen wir zeigen, daß jedes stetige lokale Martingal im gewissen Sinne
vollständig durch dessen Verteilung auf dem Raum der stetigen Funktionen charakteri-
siert wird. Weiterhin soll auf das Resultat von Dambis, Dubins und Schwarz hingeführt
werden. Dieses bildet dann das Fundament für die Charakterisierung der Verteilung ei-
nes stetigen lokalen Martingals, womit wir uns im Abschnitt 3.2 genauer beschäftigen
werden. Darüber hinaus soll hier ein spezieller Erweiterungsbegriff für stetige lokale
Martingale eingeführt werden. Als Anwendung der Ergebnisse aus Abschnitt 3.2 wollen
wir im Abschnitt 3.3 die Verteilung der sogenannten puren stetigen lokalen Martingale
beschreiben.
3.1 Vorbereitung
Wir betrachten den Raum C(R+) der stetigen Funktionen w : R+ → R. Diesen
Raum versehen wir mit der Metrik der gleichmäßigen Konvergenz auf kompakten Teil-








(|w1(t) − w2(t)| ∧ 1) (w1,w2 ∈ C(R+)) .
Zusammen mit der Metrik d wird somit C(R+) zu einem polnischen Raum, d. h., C(R+)
wird mit der von d induzierten Topologie zu einem separablen vollständigen metrischen
Raum. Mit Z = (Zt)t≥0 bezeichnen wir im folgenden stets den Koordinatenprozeß auf
C(R+), also Zt(w) := w(t) für alle w ∈ C(R+) und t ≥ 0. Für die σ-Algebra B(C(R+))
der Borelschen Mengen von C(R+) gilt dann insbesondere (vgl. Proposition I.4.1 in [24])
B(C(R+)) = F
Z
∞ := σ(Zs : s ≥ 0) .
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Die Familie aller Wahrscheinlichkeitsmaße Q auf (C(R+),B(C(R+))) mit der Ei-
genschaft, daß der Koordinatenprozeß Z ein stetiges lokales (FZ, Q)-Martingal über
(C(R+),B(C(R+)), Q) ist, wollen wir mit Mloc(C(R+)) abkürzend bezeichnen.
Seien nun (Ω,F ,P) ein Wahrscheinlichkeitsraum mit Filtration F = (Ft)t≥0 in F
und M = (Mt)t≥0 ein F-adaptierter stochastischer Prozeß über (Ω,F ,P) mit Trajek-
torien in C(R+). Die Verteilung PM von M definiert dann ein Wahrscheinlichkeitsmaß
auf dem Borelschen Meßraum (C(R+),B(C(R+))). Wir wollen zunächst zeigen, daß
ein stetiges lokales Martingal durch dessen Verteilung im gewissen Sinne vollständig
charakterisiert ist. Es gilt nämlich folgender
Satz 3.1.2M ist ein stetiges lokales(FM, P)-Martingal über(Ω,F ,P) genau dann, wenn
PM ∈ Mloc(C(R+)) gilt.
Beweis: Für den Beweis der Notwendigkeit sei M ein stetiges lokales (FM, P)-Martingal
über (Ω,F ,P). Wir setzen Q = PM auf B(C(R+)). Es ist nun zu zeigen, daß der Ko-
ordinatenprozeß Z ein stetiges lokales (FZ, Q)-Martingal über (C(R+),B(C(R+)), Q)
ist, womit wir PM ∈ Mloc(C(R+)) bewiesen hätten.
Dazu betrachten wir für n ∈ N die zufälligen Zeiten τn über C(R+) mit
τn(w) := inf{s ≥ 0 : |Zs(w) − Z0(w)| ≥ n} (w ∈ C(R+)) .
Nach Definition ist die Folge (τn)n∈N eine monoton wachsende Folge von FZ-Stoppzeiten
(vgl. Satz 2.1.3 (a)) mit
lim
n→+∞
τn(w) = +∞ für w ∈ C(R+) .
Es ist zu zeigen, daß für jedes n ∈ N der in den Nullpunkt verschobene und in τn
gestoppte Prozeß 0Zτn := (Zt∧τn − Z0)t≥0 ein (F
Z, Q)-Martingal ist. Für n ∈ N sei
(3.1.3) σn(ω) := τn(M(ω)) (ω ∈ Ω) .
Dann ist (σn)n∈N eine monoton wachsende Folge von FM-Stoppzeiten über Ω mit
lim
n→+∞
σn = +∞ auf Ω .
Weiterhin betrachten wir für n ∈ N den gestoppten Prozeß 0Mσn = (Mt∧σn −M0)t≥0.
Laut Voraussetzung ist M ein stetiges lokales (FM, P)-Martingal. Nach Satz 2.2.3 (a)
ist 0Mσn somit ein stetiges lokales (FM, P)-Martingal, welches beschränkt ist. Satz
2.2.3 (b) liefert sodann, daß 0Mσn sogar ein stetiges (FM, P)-Martingal ist. Damit
folgt aber, daß auch der Prozeß 0Zτn ein stetiges (FZ, Q)-Martingal für jedes n ∈ N
ist, wie die nachfolgende Argumentation zeigt.
Nach Konstruktion ist 0Zτn ein FZ-adaptierter reeller stochastischer Prozeß mit
stetigen Trajektorien (siehe Satz 2.1.7 (c)). Aus der Beschränktheit der Zufallsgrößen
Zt∧τn − Z0 auf C(R+) folgt unmittelbar die Q-Integrierbarkeit dieser Größen für jedes
t ≥ 0. Bleibt uns somit also noch die Martingaleigenschaft für den gestoppten Prozeß





(Zt∧τn(w) − Z0(w)) Q(dw) =
∫
A
(Zs∧τn(w) − Z0(w)) Q(dw) .
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Sei dazu A ∈ FZs für ein 0 ≤ s < t beliebig gewählt. Dann erhalten wir unter Verwen-




(Zt∧τn(w) − Z0(w)) Q(dw) =
∫
{M∈A}
(Mt∧σn(ω) −M0(ω)) P(dω) .
Nun ist {M ∈ A} ∈ FMs , da M
−1(FZt ) = F
M
t gilt (vgl. Satz I.4.4 in [10]). Aus der
Eigenschaft, daß 0Mσn ein (FM, P)-Martingal ist, folgt aus der für jedes t ≥ 0 gültigen
Beziehung (3.1.5) die zu beweisende Martingalgleichung (3.1.4) für den Prozeß 0Zτn .
Da 0 ≤ s < t und A ∈ FZs beliebig gewählt waren, folgt hieraus, daß
0Zτn ein stetiges
(FZ, Q)-Martingal ist, womit wir insgesamt PM ∈ Mloc(C(R+)) bewiesen haben.
Für den Beweis der Hinlänglichkeit braucht man nur die Rollen von M und Z zu
vertauschen und die Beziehungen (3.1.3)sowie (3.1.5)zu beachten. 2
Dieser Satz besagt somit, daß jedes stetige lokale Martingal bzgl. der kanonischen
Filtration vollständig durch dessen Verteilung auf (C(R+),B(C(R+))) beschrieben
wird. Es sei bemerkt, daß für einen F-adaptierten stochastischen Prozeß M = (Mt)t≥0
mit Trajektorien in C(R+) und PM ∈ Mloc(C(R+)) Satz 3.1.2 lediglich aussagt, daß
M ein stetiges lokales Martingal bzgl. FM und nicht bzgl. der größeren Filtration F ist.
Als Beispiel sei hier die Brownsche Bewegung B = (Bt)t≥0 über (Ω,F ,P) erwähnt. Aus
Satz 2.2.11 wissen wir, daß B ein stetiges lokales (FB, P)-Martingal ist. Bezüglich der
konstanten Filtration G = (Gt)t≥0 mit Gt := F für t ≥ 0 kann B kein lokales (G, P)-
Martingal sein. Aus der Martingalgleichung würde dann nämlich Bt = B0 P-f. s. für
t ≥ 0 folgen, was aber nach Definition einer Brownschen Bewegung nicht sein kann.
Diesem Umstand der Vergrößerung der Filtration werden wir später noch Beachtung
schenken.
Eine weitere für die Arbeit nützliche Aussage bezieht sich auf die Charakterisierung
des quadratischen Variationsprozesses eines stetigen lokalen Martingals. Zunächst sei
aber noch folgendes bemerkt. Man kann leicht überprüfen, daß der Raum E+ bzgl.
der Metrik der gleichmäßigen Konvergenz auf kompakten Teilmengen von R+ (vgl.
(3.1.1) ein abgeschlossener Teilraum von C(R+) ist. Da bekanntlich jeder abgeschlos-
sene Teilraum eines separablen vollständigen metrischen Raumes (= polnischer Raum)
ebenfalls separabel und vollständig ist, ist somit E+ ebenfalls ein polnischer Raum.
Darüber hinaus ist jeder polnische Raum U versehen mit der σ-Algebra B(U) ein Bo-
rel Raum. Dabei heißt ein meßbarer Raum (U, U) Borel Raum, falls eine Borelsche
Menge A ⊆ [0, 1] sowie eine U-B(A)-meßbare Bijektion f : U → A existieren, so daß
f−1 ebenfalls B(A)-U-meßbar ist.
Damit können wir folgenden einfachen Satz beweisen, wobei wir noch einmal dar-
an erinnern wollen, daß FZ,Q für ein Q ∈ Mloc(C(R+)) die augmentierte und nicht
vervollständigte Filtration von FZ kennzeichnet (vgl. (2.1.1) .
Satz 3.1.6Es seiQ ∈ Mloc(C(R+)). Dann existiert eineB(C(R+))-B(E+)-meßbare Ab-
bildung
Φ : C(R+) → E+ ,
welcheFZ,Q-adaptiert ist, so daß gilt
(3.1.7) 〈Z〉(w) = Φ(w) für Q-f. a. w ∈ C(R+) .
Insbesondere istΦ eindeutig bestimmtQ-f. s. IstM = (Mt)t≥0 ein stetiges lokales(F, P)-
Martingal über(Ω,F ,P) mit PM = Q aufB(C(R+)), dann ist
〈M〉 = Φ(M) P-f. s.
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Beweis: Die Eindeutigkeit einer solchen Abbildung mit den Eigenschaften des Satzes
ist leicht einzusehen, denn dies folgt aus der Eindeutigkeit des quadratischen Variati-
onsprozesses eines stetigen lokalen Martingals.
Die Existenz folgt aus Lemma 1.13 zusammen mit Lemma 1.25 in [29]. Man hat
hierbei zu beachten, daß E+ versehen mit der σ-Algebra B(E+) ein Borel Raum ist,
und daß nach Definition des quadratischen Variationsprozesses die Abbildung
〈Z〉 : C(R+) → E+
FZ,Q∞ -B(E+)-meßbar ist. Hieraus folgt zunächst die Existenz einer B(C(R+))-B(E+)-
meßbaren Abbildung
Φ̃ : C(R+) → E+
mit der Eigenschaft (3.1.7). Also gibt es eine Q-Nullmenge N ∈ B(C(R+)), so daß für
w ∈ N c gilt Φ̃(w) = 〈Z〉(w). Daraus folgt, daß Φ̃ bzgl. der vervollständigten Filtration
F̄Z,Q, aber nicht bzgl. FZ,Q adaptiert ist. Setzt man
Φ(w) :=
{
Φ̃(w) für w ∈ N c ,
0 für w ∈ N ,
so ist Φ : C(R+) → E+ eine B(C(R+))-B(E+)-meßbare Abbildung, für die (3.1.7)
gilt. Aus der FZ,Q-Adaptiertheit des quadratischen Variationsprozesses 〈Z〉 folgt dann
hieraus schließlich die entsprechende FZ,Q-Adaptiertheit von Φ.
Bleibt uns also noch, den zweiten Teil des Satzes zu beweisen. Dazu betrachten
wir ein stetiges lokales (F, P)-Martingal M = (Mt)t≥0 über (Ω,F ,P) mit PM = Q
auf B(C(R+)). Entsprechend der Konstruktion ist Φ = (Φt)t≥0 ein FZ,Q-adaptierter
stochastischer Prozeß über (C(R+),B(C(R+)), Q) mit Trajektorien in E+. Mit (3.1.7)
folgt dann, daß Z2 −Φ ein stetiges lokales (FZ,Q, Q)-Martingal ist. Weiterhin stimmt
auf B(C(R+)) die Verteilung des Prozesses M2−Φ(M) bzgl. P mit der Verteilung von
Z2 −Φ(Z) bzgl. Q überein. Nach Satz 3.1.2, der auch gültig bleibt, wenn man anstelle
von FM die Filtration FM,P wählt, ist M2−Φ(M) somit ein stetiges lokales (FM,P, P)-
Martingal über (Ω,F ,P). Aus der Eindeutigkeit des quadratischen Variationsprozesses
eines stetigen lokalen Martingals folgt sodann 〈M〉 = Φ(M) P-f. s. 2
Aus dem obigen Satz erhalten wir unmittelbar die
Folgerung 3.1.8Für i = 1, 2 seienMi = (M it )t≥0 zwei stetige lokale(F
i, Pi)-Martingale








Wie wir bereits ausgeführt haben, wollen wir die Verteilung eines stetigen lokalen
Martingals genauer betrachten und diese durch bekannte und einfache Verteilungen
charakterisieren. Dazu ist es hilfreich, sich zu überlegen, ob man nicht jedes stetige lo-
kale Martingal durch andere bekannte Prozesse pfadweise darstellen lassen kann. Dies
ist insofern naheliegend, da nach Satz 2.4.8 (a) jede zeittransformierte Brownsche Be-
wegung unter gewissen Voraussetzungen ein stetiges lokales Martingal ist. Das auch die
Umkehrung gilt, besagt ein Satz von Dambis, Dubins und Schwarz (vgl. [6], [9]), wel-
cher von Kunita und Watanabe (vgl. [31]) für allgemeinere lokale Martingale bewiesen
wurde. Dieser Satz beinhaltet im wesentlichen, daß man jedes stetige lokale Martingal
pfadweise aus einer Brownschen Bewegung mittels einer geeigneten Zeittransformati-
on gewinnen kann. Bevor wir aber zu diesem Satz kommen, wollen wir zunächst den
Begriff der gestoppten Brownschen Bewegung einführen.
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Definition 3.1.9 Es seiW = (Wt)t≥0 ein stetiges lokales(F, P)-Martingal über(Ω,F ,P)
mit W0 = 0 P-f. s. undτ sei eineF+-Stoppzeit. Der ProzeßW heißt eine inτ gestoppte
(F, P)-Brownsche Bewegung, falls gilt
(3.1.10) 〈W 〉t = t ∧ τ , t ≥ 0 , P-f. s.
Bemerkung 3.1.11Aus (3.1.10) erhalten wir insbesondere die Beziehung
〈W 〉∞ = τ P-f. s.
Ist in Definition 3.1.9 darüber hinausτ = +∞ P-f. s., so folgt aus Satz 2.2.11, daßW sogar
eine(F, P)-Brownsche Bewegung ist.
Ein einfaches Beispiel für eine gestoppte Brownsche Bewegung ist W = Bτ mit einer
(F, P)-Brownschen Bewegung B = (Bt)t≥0 und einer F+-Stoppzeit τ. Umgekehrt stellt
sich hier die Frage, ob man nicht jede gestoppte Brownsche Bewegung aus einer Brown-
schen Bewegung durch geeignetes Abstoppen gewinnen kann. Im allgemeinen ist aber
der zugrundeliegende Wahrscheinlichkeitsraum zu klein, so daß dieser eine Brownsche
Bewegung mit der gewünschten Eigenschaft trägt. Daher ist es nützlich, den gegebe-
nen Wahrscheinlichkeitsraum und die Filtration entsprechend zu erweitern, was uns zu
folgender Definition führt (vgl. Definition II.7.1 in [24]). Dazu sei ein Wahrscheinlich-
keitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F gegeben.
Definition 3.1.12 Ein Wahrscheinlichkeitsraum(Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0 in F̃
heißtπ-Erweiterung von(Ω,F ,P) undF, falls π : Ω̃ → Ω eine surjektive und̃F-F -meß-
bare Abbildung ist, so daß gilt:
(i) π−1(Ft) ⊆ F̃t für t ≥ 0 ;
(ii) P̃ ◦ π−1 = P auf F ;
(iii) Für jede P-f. s. beschränkte Zufallsgrößeξ über Ω gilt
E P̃(ξ̃ | F̃t) = E P̃(ξ̃ | π
−1(Ft)) P̃-f. s. für alle t ≥ 0 ,
wobeiξ̃(ω̃) := ξ(π(ω̃)) (ω̃ ∈ Ω̃) für jede überΩ definierte Zufallsvariableξ.
Bemerkung 3.1.13Mit den Bezeichnungen aus Definition 3.1.12 ist Bedingung(iii) äqui-
valent zu folgender Bedingung: Für jedeP-f. s. beschränkte Zufallsgrößeξ überΩ gilt für
t ≥ 0 :
E P̃(ξ̃ | F̃t)(ω̃) = EP(ξ | Ft)(π(ω̃)) für P̃-f. a. ω̃ ∈ Ω̃ .
Der Beweis dieser Äquivalenz folgt ohne Probleme aus der Definition des bedingten Erwar-
tungswertes und da
E P̃(ξ̃ | π
−1(Ft))(ω̃) = EP(ξ | Ft)(π(ω̃)) für P̃-f. a. ω̃ ∈ Ω̃
gilt.
Im allgemeinen geht bei Vergrößerung der Filtration die Martingaleigenschaft ei-
nes Prozesses verloren. Die Bedingung (iii) aus Definition 3.1.12 garantiert nun aber,
daß diese Eigenschaft eines Prozesses bei Erweiterung des zugrundeliegenden Wahr-
scheinlichkeitsraumes und der Filtration erhalten bleibt. Dies soll im folgenden Satz
zusammengefaßt werden.
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Satz 3.1.14Es seien(Ω̃, F̃ , P̃) und F̃ = (F̃t)t≥0 eineπ-Erweiterung von(Ω,F ,P) undF.
Weiterhin seiM = (Mt)t≥0 ein F-adaptierter reeller stochastischer Prozeß über(Ω,F ,P).
Dann gilt:
(i) Ist M ein lokales(F, P)-Martingal, dann ist mit den Bezeichnungen aus Definition
3.1.12 auch der Prozeß̃M := (M̃t)t≥0 ein lokales(F̃, P̃)-Martingal über(Ω̃, F̃ , P̃).
(ii) BesitztM darüber hinaus stetige Trajektorien, so gilt auch die Umkehrung von (i), und
es ist
(3.1.15) 〈M̃〉 = 〈̃M〉 P̃-f. s.
(iii) Für H = (Ht)t≥0 ausL(M,F) ist auchH̃ ∈ L(M̃, F̃), wobeiM ein stetiges lokales
(F, P)-Martingal ist, und es gilt
(3.1.16) H̃ • M̃ = H̃ • M P̃-f. s.
Beweis: Für einen Beweis dieses Satzes vergleiche man beispielsweise Lemma 6.27 in
[21] sowie die Ausführungen im Abschnitt X.2 in [25]. 2
Bemerkung 3.1.17Es ist nicht schwer zu zeigen, daß die Aussagen(i) und(iii) des Satzes
3.1.14 richtig bleiben, wenn an Stelle des lokalen Martingals ein stetiges Semimartingal
gewählt wird. Man hat hierbei die einfache Tatsache zu beacht n, daß für einen Prozeß mit
stetigen Trajektorien von lokal beschränkter Variation diese Eigenschaft der Trajektorien bei
Erweiterung des Wahrscheinlichkeitsraumes nicht verlorengeht.
Wie sich Stoppzeiten bei π-Erweiterungen von Wahrscheinlichkeitsräumen verhal-
ten, besagt folgendes Resultat:
Satz 3.1.18Es seien(Ω̃, F̃ , P̃) und F̃ = (F̃t)t≥0 eineπ-Erweiterung von(Ω,F ,P) und
F, wobeiπ−1(Ft) = F̃t für t ≥ 0 gelte. Eine Abbildungτ ∗ : Ω̃ → [0,+∞] ist genau
dann einẽF+-Stoppzeit (bzw. vorhersagbareF̃+-Stoppzeit), wenn es eineF+-Stoppzeit (bzw.
vorhersagbareF+-Stoppzeit)τ überΩ mit τ ∗ = τ̃ gibt.
Beweis: Für den Beweis dieses Satzes vergleiche man auch Proposition 10.5 in [25].
Sei τ ∗ : Ω̃ → [0,+∞] und es gebe eine F-Stoppzeit τ über Ω mit τ ∗ = τ̃ auf Ω̃.
Dann folgt allein aus Eigenschaft (i) von Definition 3.1.12, daß τ ∗ eine F̃-Stoppzeit
ist. Sei umgekehrt τ ∗ eine F̃+-Stoppzeit über Ω̃, was gleichbedeutend damit ist, daß
{τ ∗ < t} ∈ F̃t für jedes t ≥ 0 gilt. Aufgrund der Voraussetzung existiert somit für jedes
t ≥ 0 ein At ∈ Ft mit {τ ∗ < t} = π−1(At). Für t ≥ 0 betrachten wir die aufsteigende




As ∈ Ft .
Auf Ω definieren wir eine Abbildung τ : Ω → [0,+∞] durch
τ(ω) := inf{t ≥ 0 : ω ∈ Bt} (ω ∈ Ω) .
Man kann nun leicht zeigen, daß {τ < t} = Bt für t ≥ 0 gilt. Somit ist τ eine F+-
Stoppzeit, und es ist




∗ < t} (t ≥ 0) .
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Hieraus folgt dann aber τ ∗ = τ̃ auf Ω̃ mit einer F+-Stoppzeit τ.
Für den Fall vorhersagbarer Stoppzeiten folgt die Behauptung aus der einfach zu
beweisenden Identität
(3.1.19) P(F̃+) = { {(ω̃, t) ∈ Ω̃ × R+ : (π(ω̃), t) ∈ A} : A ∈ P(F+) } .
Zum Nachweis dieser Gleichheit hat man zu beachten, daß die σ-Algebra P(F+) erzeugt
wird von den Mengen A× {0} mit A ∈ F0+ sowie von allen stochastischen Intervallen
der Gestalt [[0, σ]], wobei σ eine F+-Stoppzeit ist. Entsprechendes gilt auch für P(F̃+).
Ist nun τ eine vorhersagbare F+-Stoppzeit über Ω mit τ ∗ = τ̃ , wobei τ ∗ : Ω̃ → [0,+∞].
So folgt aus (3.1.19)und der Definition vorhersagbarer Stoppzeiten unmittelbar, daß
auch τ ∗ eine vorhersagbare F̃+-Stoppzeit ist. Andererseits folgt mit dem ersten Teil
des Satzes und der Surjektivität von π aus (3.1.19), daß für eine vorhersagbare F̃+-
Stoppzeit τ ∗ eine vorhersagbare F+-Stoppzeit τ mit τ ∗ = τ̃ existiert. Damit ist der
Beweis des Satzes vollständig. 2
Als Anwendung dieses Satzes wollen wir auf die zu Beginn von Definition 3.1.12
angeführte Fragestellung eingehen. In dem nun folgenden Satz wollen wir ein Kon-
struktionsverfahren zur Erweiterung eines Wahrscheinlichkeitsraumes angeben, womit
dann die dort gestellte Frage positiv beantwortet werden kann.
Satz 3.1.20Es seiW = (Wt)t≥0 eine in τ gestoppte(F, P)-Brownsche Bewegung über
(Ω,F ,P). Dann existieren eineπ-Erweiterung(Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0 in F̃
von(Ω,F ,P) undF und eine(F̃, P̃)-Brownsche BewegungB∗ = (B∗t )t≥0 über(Ω̃, F̃ , P̃),
so daß über̃Ω gilt
B∗τ̃ = W̃ .
Beweis: Für den Beweis dieses Satzes wollen wir im wesentlichen darauf eingehen, wie
man zu einer Erweiterung von (Ω,F ,P) und F kommt, welches dann das Gewünschte
leistet. Für Einzelheiten vergleiche man Proposition 9.1.5 in [40] sowie Satz 5.7 in [21].
Sei W = (Wt)t≥0 eine in τ gestoppte (F, P)-Brownsche Bewegung über (Ω,F ,P).
Wir wählen eine weitere (F′, P′)-Brownsche Bewegung W′ = (W ′t )t≥0 über einem
Wahrscheinlichkeitsraum (Ω′,F ′, P′). Beispielsweise kann hierfür der Wiener-Raum
gewählt werden. Nun seien
Ω̃ := Ω × Ω′ , F̃ := F ⊗ F ′ , P̃ := P⊗ P′ , F̃t := Ft ⊗ F
′
t für t ≥ 0
sowie π(ω̃) := ω für ω̃ := (ω, ω′) ∈ Ω̃.
Damit erhalten wir eine π-Erweiterung (Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0 in F̃
von (Ω,F ,P) und F. Nach Definition ist π surjektiv sowie F̃-F -meßbar. Die Eigen-
schaften (i) und (ii) aus Definition 3.1.12 sind ebenfalls leicht einzusehen. Für den
Nachweis von (iii) aus Definition 3.1.12 sei ξ eine P-f. s. beschränkte Zufallsgröße über
Ω. Für t ≥ 0 betrachten wir die Mengen A × A′ ∈ F̃t mit A ∈ Ft und A
′ ∈ F ′t. Dann
folgt aus der Definition bedingter Erwartungswerte und der Definition von P̃
∫
A×A′










EP(ξ | Ft)(π(ω̃)) P̃(dω̃) .
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Mit dem Eindeutigkeitssatz für Maße und Bemerkung 3.1.13 erhalten wir hieraus somit
die Gültigkeit von Definition 3.1.12 (iii). Man hat hierbei nur zu beachten, daß die σ-
Algebra F̃t von allen Mengen der Gestalt A×A′ mit A ∈ Ft und A′ ∈ F ′t erzeugt wird,
wobei dieses Mengensystem durchschnittsstabil ist sowie Ω̃ enthält.
Entsprechend kann auch (Ω̃, F̃ , P̃) mit der Filtration F̃ = (F̃t)t≥0 als eine π′-
Erweiterung von (Ω′,F ′, P′) und F′ aufgefaßt werden, wobei π′ die Projektion von Ω̃ auf
die zweite Komponente ist. Aus Satz 3.1.14 folgt dann nach Konstruktion, daß sowohl
W̃ als auch W̃′ stetige lokale (F̃, P̃)-Martingale über (Ω̃, F̃ , P̃) mit W̃0 = W̃ ′0 = 0
P̃-f. s. sind. Darüber hinaus ist τ̃ eine F̃+ Stoppzeit, so daß mit Satz 2.2.3 (a) der
gestoppte Prozeß W̃′ τ̃ ein stetiges lokales (F̃, P̃)-Martingal ist. Mit (3.1.15)folgt wei-
terhin, daß W̃ eine in τ̃ gestoppte (F̃, P̃)-Brownsche Bewegung ist. Für ω̃ ∈ Ω̃ sei
nun
B∗t (ω̃) := W̃t(ω̃) + W̃
′
t (ω̃) − W̃
′
t∧τ̃ (ω̃) für t ≥ 0 .
Dann ist B∗ = (B∗t )t≥0 ein stetiges lokales (F̃, P̃)-Martingal mit 〈B
∗〉t = t für t ≥ 0
P̃-f. s. Zusammen mit Satz 2.2.11 ist B∗ somit eine (F̃, P̃)-Brownsche Bewegung, und
es gilt B∗τ̃ = W̃. 2
Damit hat man nun eine Möglichkeit, eine gestoppte Brownsche Bewegung aus einer
ungestoppten Brownschen Bewegung zu gewinnen, indem man den zugrundeliegenden
Wahrscheinlichkeitsraum gemäß obiger Vorschrift entsprechend erweitert. Dieses Kon-
struktionsverfahren stellt in Verbindung mit dem nachfolgenden Satz einen pfadweisen
Zusammenhang zwischen stetigen lokalen Martingalen und Brownscher Bewegung her.
Sei M = (Mt)t≥0 ein stetiges lokales (F, P)-Martingal über (Ω,F ,P). Aus Satz
2.2.4 (c) wissen wir, daß der Grenzwert lim
t→+∞
Mt auf {〈M〉∞ < +∞} P-f. s. existiert
und endlich ist. Also gibt es ein N ∈ N P0 , so daß für ω ∈ N
c ∩ {〈M〉∞ < +∞} der
Grenzwert M∞(ω) := lim
t→+∞
Mt(ω) in R existiert und endlich ist. Darüber hinaus können
wir entsprechend Satz 2.2.4 (b) ohne Einschränkung annehmen, daß die P-Nullmenge
N so beschaffen ist, daß für alle ω ∈ N c die Trajektorien M(ω) und 〈M〉(ω) die gleichen
Konstantheitsintervalle besitzen.
Bezeichnet T = (Tt)t≥0 die Rechtsinverse des quadratischen Variationsprozesses
〈M〉 = (〈M〉t)t≥0, d. h., für jedes t ≥ 0 ist
Tt(ω) := inf{s ≥ 0 : 〈M〉s(ω) > t} (ω ∈ Ω) .
Wie wir aus Abschnitt 2.4 bereits wissen, ist T eine FP+ -Zeittransformation, und der
zeittransformierte Prozeß M ◦T = (MTt)t≥0 ist ein wohldefinierter F
P
+ ◦T-adaptierter
stochastischer Prozeß über (Ω,F ,P) mit Werten in R. Für t ≥ 0 und ω ∈ Ω sei
(3.1.21) Wt(ω) :=
{
MTt(ω) −M0(ω) , falls ω ∈ N
c ,
0 , falls ω ∈ N .
Damit erhalten wir einen FP+ ◦T-adaptierten reellen stochastischen Prozeß W=(Wt)t≥0
über (Ω,F ,P) mit stetigen Trajektorien, und es gilt
Wt = MTt −M0 , t ≥ 0 , P-f. s.
Also ist W ununterscheidbar von dem Prozeß 0M ◦ T. Der nun nachfolgende Satz
beinhaltet eine fundamentale Charakterisierung stetiger lokaler Martingale, wobei noch
einmal an die Ausführungen zu Definition 2.3.19 erinnert sei.
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Satz 3.1.22Mit den obigen Bezeichnungen ist der ProzeßW = (Wt)t≥0 eine in 〈M〉∞
gestoppte(FP+ ◦ T, P)-Brownsche Bewegung über(Ω,F ,P). Insbesondere ist〈M〉 eine
FP+ ◦ T-Zeittransformation, und für denP-f. s. eindeutig bestimmten ProzeßW gilt
(3.1.23) M = M0 + W ◦ 〈M〉 P-f. s.
Für einenT-stetigen stochastischen ProzeßH = (Ht)t≥0 ausL(M,FP) ist der zeittrans-
formierte ProzeßH ◦ T ∈ L〈M〉∞(W,FP+ ◦ T), und es gilt
(3.1.24) (H • M) ◦ T = (H ◦ T) • W auf [[0, 〈M〉∞‖ P-f. s.
Beweis: Für einen Beweis dieses Resultats vergleiche man Theorem 9.2.3 in [40] und
Theorem 10.19 in [25] sowie die Ausführungen in [15]. 2
Den Prozeß W = (Wt)t≥0 aus Satz 3.1.22 bezeichnet man auch oft als Dambis-
Dubins-Schwarz Brownsche Bewegung oder die zu einem stetigen lokalen Martingal
assoziierte Brownsche Bewegung.
3.2 Eine Charakterisierung lokaler Martingalmaße
In diesem Abschnitt wollen wir die Elemente aus Mloc(C(R+)) etwas genauer be-
trachten und diese mittels Markov-Kerne beschreiben. Ziel soll es dann sein, ein stetiges
lokales Martingal, das eine vorgegebene Verteilung aus Mloc(C(R+)) besitzt, aus einer
gegebenen Brownschen Bewegung zu konstruieren. Diese Konstruktion ist dann maßge-
bend für die Behandlung der stochastischen Differentialgleichung (1.0.1), insbesondere
was die Existenz einer Lösung von Gleichung (1.0.1)angeht.
Für das Weitere verwenden wir die Notationen aus Abschnitt 3.1. Zusätzlich be-
zeichne W das Wiener-Maß auf dem Borelschen Meßraum (C(R+),B(C(R+))), also W
ist die Verteilung einer Brownschen Bewegung über einem Wahrscheinlichkeitsraum.
Für t ≥ 0 definieren wir die folgenden σ-Algebren über C(R+) :
Bt(C(R+)) := FZt = {{Z
t ∈ C} : C ∈ B(C(R+))} .
Als abgeschlossener Teilraum von C(R+) ist E+ bzgl. der Metrik der gleichmäßigen
Konvergenz auf kompakten Teilmengen von R+ ein polnischer Raum. Für die σ-Algebra
B(E+) der Borelschen Mengen von E+ gilt dann
B(E+) = B(C(R+)) ∩ E+ = σ({ {a ∈ E+ : a(t) ≤ s} : t, s ∈ R+})
(vgl. beispielsweise Abschnitt 1.4 in [21]). Weiterhin sei für t ≥ 0
(3.2.1) Dt := σ({ {a ∈ E+ : a(u) ≤ s} : u ∈ R+ , 0 ≤ s ≤ t}) ⊆ B(E+)
für t ≥ 0. Dann definiert D := (Dt)t≥0 eine Filtration in B(E+), da für beliebige
0 ≤ s < t das Erzeugendensystem für Ds in Dt enthalten ist.
Mit D bezeichnen wir den Raum der rechtsstetigen Funktionen x : R+ → R mit
linksseitigem Grenzwert und mit D+ die Menge der R+-wertigen monoton wachsenden
Funktionen aus D. Dabei bezeichnet R die erweiterte Zahlengerade, die aus R durch
Hinzunahme der Punkte +∞ und −∞ entsteht. Man betrachtet den Raum R als
Zwei-Punkt-Kompaktifizierung von R. Für die σ-Algebra B(R) der Borelschen Mengen
von R gilt B(R) = σ(B(R) ∪ {−∞} ∪ {+∞}) (vgl. hierzu Abschnitt III.4.1 in [10]).
Entsprechend ist R+ := R ∪ {+∞} zu verstehen. Bezüglich der Skorokhod-Metrik
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werden sowohl D als auch D+ zu einem polnischen Raum, und für die σ-Algebren
B(D) bzw. B(D+) der Borelschen Mengen von D bzw. D+ gilt
B(D) = σ({ {x ∈ D : x(t) ∈ A} : A ∈ B(R) , t ≥ 0})
bzw. B(D+) = B(D) ∩D+ (vgl. Kapitel VI.1.1 in [28]).
Als nächstes betrachten wir die Abbildung ϕ : D ×D+ → D mit
(3.2.2) ϕ(x, α)(t) :=
{
x(α(t)) , falls α(t) < +∞ ,
lim sup
t∈Q+
x(t) , falls α(t) = +∞ ,
für (x, α) ∈ D×D+ und t ≥ 0. Beachtet man, daß B(U1×U2) = B(U1)⊗B(U2) für je
zwei polnische Räume U1 und U2 gilt, so können wir für ϕ folgende Meßbarkeitsaussage
beweisen.
Satz 3.2.3Die gemäß(3.2.2)definierte Abbildungϕ : D × D+ → D ist B(D) ⊗ B(D+)-
B(D)-meßbar.
Beweis: Es genügt zu zeigen, daß für Elemente B aus dem Erzeugendensystem für die
σ-Algebra B(D) gilt
{ϕ ∈ B} ∈ B(D) ⊗ B(D+) .
Gemäß den vorhergehenden Betrachtungen besitzt jedes Element B aus dem Erzeu-
gendensystem für die σ-Algebra B(D) die Darstellung B = {x ∈ D : x(t) ∈ A} für
gewisse t ≥ 0 und A ∈ B(R). Somit ist zu zeigen, daß für beliebige A ∈ B(R) und
t ≥ 0, was beides wir im nachfolgenden als fixiert annehmen wollen, gilt
{ϕ ∈ B} = {(x, α) ∈ D ×D+ : ϕ(x, α)(t) ∈ A} ∈ B(D) ⊗ B(D+) .
Zunächst sieht man unmittelbar, daß
{ϕ ∈ B}∩D × {α ∈ D+ : α(t) = +∞}
= {x ∈ D : lim sup
s∈Q+
x(s) ∈ A} × {α ∈ D+ : α(t) = +∞}
zu B(D) ⊗ B(D+) gehört. Bleibt uns somit zu zeigen, daß dies auch für die Menge
{ϕ ∈ B}∩D × {α ∈ D+ : α(t) < +∞}
= {(x, α) ∈ D ×D+ : x(α(t)) ∈ A, α(t) < +∞}
gilt. Dies folgt aber mit der üblichen Argumentation aus der Rechtsstetigkeit von x.
Dazu sei (x, α) ∈ D ×D+ mit α(t) < +∞. Für n ∈ N betrachten wir die Größen
ϕn(x, α) := x((k + 1)2
−n) für α(t) ∈ ]k2−n, (k + 1)2−n] mit k ∈ N ∪ {0}
sowie ϕn(x, α) := x(0), falls α(t) = 0. Aus der Rechtsstetigkeit von x folgt dann
lim
n→+∞
ϕn(x, α) = x(α(t)) = ϕ(x, α)(t) .
Somit ist ϕ( · , · )(t) auf der Menge D×{α ∈ D+ : α(t) < +∞} punktweiser Limes der
Folge (ϕn)n∈N, und es genügt zu zeigen, daß für jedes n ∈ N die Menge
{ϕn ∈ B} ∩ D × {α ∈ D+ : α(t) < +∞}
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zu B(D) ⊗ B(D+) gehört. Entsprechend der Konstruktion gilt nun
{ϕn ∈B} ∩ D × {α ∈ D+ : α(t) < +∞}




{x ∈ D : x((k + 1)2−n) ∈ A} × {α ∈ D+ : α(t) ∈ ]k2
−n, (k + 1)2−n]}
)
.
Nach Definition der σ-Algebren B(D) und B(D+) ist aber leicht einzusehen, daß die
rechte Seite der obigen Gleichung zu B(D) ⊗ B(D+) gehört. Mit dem bereits Bewie-
senen und da t ≥ 0 sowie A ∈ B(R) beliebig gewählt waren folgt dann hieraus die zu
beweisende Meßbarkeit von ϕ. 2
Bemerkung 3.2.4Ganz analog zeigt man dieB(C(R+)) ⊗ B(D+)-B(D)-Meßbarkeit der
Abbildungϕ : C(R+) ×D+ → D. Entsprechend ist auchϕ : C(R+) × E+ → C(R+) eine
B(C(R+)) ⊗ B(E+)-B(C(R+))-meßbare Abbildung.
Zum Schluß definieren wir noch folgende Abbildung ϕ̄ : R ×D ×D+ → D durch
(3.2.5) ϕ̄(x0,x, α)(t) = x0 + ϕ(x, α)(t)
für (x0,x, α) ∈ R×D×D+ und t ≥ 0. Mit Satz 3.2.3 sieht man unmittelbar, daß auch
ϕ̄ eine B(R) ⊗ B(D) ⊗ B(D+)-B(D)-meßbare Abbildung ist.
Im folgenden wollen wir das Hauptresultat dieses Kapitels formulieren und bewei-
sen. Für die hierbei verwendeten Begriffe wie Markov-Kerne, bedingte Verteilungen
sowie deren Existenz und Eindeutigkeit sei beispielsweise auf §36 sowie §44 in [2] oder
Kapitel 5 in [29] verwiesen.
Zunächst wollen wir darauf eingehen, wie man ein stetiges lokales Martingal durch
geeignete Erweiterung des zugrundeliegenden Wahrscheinlichkeitsraumes mittels einer
Brownschen Bewegung darstellen kann. Ausgangspunkt hierfür ist ein stetiges lokales
(F, P)-Martingal M = (Mt)t≥0 über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit
Filtration F = (Ft)t≥0 in F . Mit T = (Tt)t≥0 sei die Rechtsinverse des quadratischen
Variationsprozesses 〈M〉 = (〈M〉t)t≥0 von M bezeichnet. Weiterhin sei W = (Wt)t≥0
die zu M assoziierte Brownsche Bewegung aus Satz 3.1.22, d. h., W ist eine in 〈M〉∞
gestoppte (FP+ ◦T, P)-Brownsche Bewegung über (Ω,F ,P) mit
(3.2.6) Mt = M0 +W〈M〉t , t ≥ 0 , P-f. s.
Wie im Beweis von Satz 3.1.20 konstruieren wir eine (F̃, P̃)-Brownsche Bewegung
B∗ = (B∗t )t≥0 über (Ω̃, F̃ , P̃), wobei der Wahrscheinlichkeitsraum (Ω̃, F̃ , P̃) mit Fil-
tration F̃ = (F̃t)t≥0 in F̃ eine π-Erweiterung von (Ω,F ,P) und FP+ ◦ T ist, so daß auf
Ω̃ gilt
(3.2.7) W̃ = B∗
g〈M〉∞ .
Über (Ω̃, F̃ , P̃) ist der stochastische Prozeß M̃ = (M̃t)t≥0 wegen P̃M̃ = PM auf
B(C(R+)) ein stetiges lokales (FM̃, P̃)-Martingal. Für den quadratischen Variations-
prozeß 〈M̃〉 = (〈M̃〉t)t≥0 von M̃ gilt mit Satz 3.1.14
(3.2.8) 〈M̃〉 = 〈̃M〉 P̃-f. s.
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Dabei kann 〈M̃〉 ohne Einschränkung so gewählt werden, daß es eine F̃ P̃-Zeittransfor-
mation ist (vgl. Satz 3.1.22). Unter Verwendung von (3.2.5), (3.2.7), (3.2.8) und der
Eigenschaft, daß die Trajektorien von 〈M̃〉 in E+ liegen, erhalten wir aus (3.2.6)folgende
Darstellung für den Prozeß M̃ :




∗, 〈M̃〉)(t), t ≥ 0, P̃-f.s.
bzw.
(3.2.10) M̃ = ϕ̄(M̃0,B
∗, 〈M̃〉) P̃-f. s.
Somit ist das stetige lokale (FM̃, P̃)-Martingal M̃ ununterscheidbar von einem meßba-
ren Funktional von M̃0, den Trajektorien einer Brownschen Bewegung B
∗ und den Tra-
jektorien seines quadratischen Variationsprozesses 〈M̃〉. Für die Verteilung von M̃, auf-
gefaßt als Zufallsvariable über Ω̃, bzw. von M selbst gilt dann auf (C(R+),B(C(R+)))
(3.2.11) PM = P̃M̃ = P̃(M̃0,B∗,〈M̃〉) ◦ ϕ̄
−1 .
Damit haben wir gesehen, wie durch Erweiterung des zugrundeliegenden Wahr-
scheinlichkeitsraumes ein stetiges lokales Martingal pfadweise aus einer Brownschen
Bewegung gewonnen werden kann und wie sich die Verteilung des zugehörigen Aus-
gangsprozesses beschreiben läßt. Aus dem Beweis von Satz 3.1.20 ist klar, daß dieses
Verfahren der Erweiterung nicht eindeutig ist und es weitaus mehr Wahrscheinlich-
keitsräume existieren, so daß (3.2.10)bzw. (3.2.11) für ein gegebenes stetiges lokales
Martingal erfüllt ist. Mit den obigen Bezeichnungen wollen wir daher folgenden Begriff
einführen
Definition 3.2.12 SeiM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal über(Ω,F ,P).
Dann heißt(M, P)-Erweiterung jedes Quintupel(Ω̃, F̃ , P̃, F̃,B∗) mit folgenden Eigen-
schaften:
(a) der Wahrscheinlichkeitsraum(Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0 in F̃ ist eine (π-)-
Erweiterung von(Ω,F ,P) undFP+ ◦ T;
(b) der quadratische Variationsprozeß〈M̃〉 = (〈M̃〉t)t≥0 des stetigen lokalen(FM̃, P̃)-
MartingalsM̃ ist eineF̃ P̃-Zeittransformation;
(c) B∗ = (B∗t )t≥0 ist eine(F̃, P̃)-Brownsche Bewegung über(Ω̃, F̃ , P̃), so daß gilt
(3.2.13) M̃ = M̃0 + B
∗ ◦ 〈M̃〉 = ϕ̄(M̃0,B
∗, 〈M̃〉) P̃-f. s.
Ist (Ω̃, F̃ , P̃) vollständig, so nennen wir die(M, P)-Erweiterung(Ω̃, F̃ , P̃, F̃,B∗) vollstän-
dig. Sie heißt Standard-(M, P)-Erweiterung, falls(Ω̃, F̃ , P̃, F̃,B∗) das im Beweis von Satz
3.1.20 konstruierte Quintupel ist.
Wie wir oben bereits gesehen haben, existiert zu jedem stetigen lokalen Martingal
solch ein Quintupel, welches die besagten Eigenschaften besitzt. Damit können wir hin-
sichtlich der Verteilung eines stetigen lokalen Martingals folgendes Resultat formulieren
und beweisen.
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Satz 3.2.14SeienM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal über(Ω,F ,P) und
µ := PM0 aufB(R). Dann existiert zu jeder(M, P)-Erweiterung(Ω̃, F̃ , P̃, F̃,B
∗) ein von
der Erweiterung abhängiger Markov-KerñK von (R × C(R+),B(R) ⊗ B(C(R+))) nach
(E+,B(E+)), welcherµ⊗ W-f. s. eindeutig bestimmt ist, so daß für jedesD ∈ B(E+) gilt
(3.2.15) K̃(M̃0,B
∗, D) = P̃({〈M̃〉 ∈ D} | σ(M̃0,B
∗)) P̃-f. s.










I{ϕ̄∈C}(x0,w, a)K̃(x0,w, da))µ(dx0))W(dw) .
Beweis: Sei (Ω̃, F̃ , P̃, F̃,B∗) eine beliebige (M, P)-Erweiterung des gegebenen steti-
gen lokalen (F, P)-Martingals M = (Mt)t≥0 über (Ω,F ,P) und sei µ := PM0 auf
B(R). Entsprechend unserer Definition und den vorhergehenden Ausführungen gilt
(3.2.13). Somit ist das Maß PM über ϕ̄ vollständig durch die gemeinsame Verteilung
des Tripels (M̃0,B
∗, 〈M̃〉) bzgl. P̃ bestimmt (vgl. (3.2.11) . Die Randverteilung von
(M̃0,B
∗, 〈M̃〉) ist bzgl. der ersten beiden Komponenten gerade das Produktmaß µ⊗W
auf B(R) ⊗ B(C(R+)). Dies folgt zum einen aus P̃M̃0 = PM0 = µ auf B(R) und zum
anderen aus der Tatsache, daß M̃0 als F̃0-meßbare Zufallsgröße unabhängig von der
(F̃, P̃)-Brownschen Bewegung B∗ ist. Bezüglich der letzten Komponente ist die Rand-
verteilung von (M̃0,B
∗, 〈M̃〉) wegen (3.2.8) gerade die Verteilung des quadratischen
Variationsprozesses 〈M〉 von M.
Die Trajektorien des quadratischen Variationsprozesses 〈M̃〉 = (〈M̃〉t)t≥0 nehmen
nun Werte in dem polnischen Raum E+ an. Somit existiert bzgl. der gewählten Erwei-
terung ein Markov-Kern K̃ von (R × C(R+),B(R) ⊗ B(C(R+))) nach (E+,B(E+)),
d. h.,
K̃ : R × C(R+) × B(E+) → [0, 1]
mit folgenden zwei Eigenschaften:
(K1) für jedes D ∈ B(E+) ist (x0,w) 7→ K̃(x0,w, D) eine B(R) ⊗B(C(R+))-meßbare
Abbildung auf R × C(R+);
(K2) für jedes (x0,w) ∈ R × C(R+) ist D 7→ K̃(x0,w, D) ein Wahrscheinlichkeitsmaß
auf dem Borelschen Meßraum (E+,B(E+)),
so daß für jedes (x0,w) ∈ R×C(R+) das auf B(E+) definierte Wahrscheinlichkeitsmaß
D 7→ K̃(x0,w, D) eine Version der bedingten Verteilung von 〈M̃〉 unter der Bedingung
(M̃0,B
∗) = (x0,w) ist. Es gilt also
(3.2.17) K̃(M̃0,B
∗, D) = P̃({〈M̃〉 ∈ D} | σ(M̃0,B
∗)) P̃-f. s. (D ∈ B(E+)) .
Für beliebige Γ ∈ B(R) ⊗ B(C(R+)) sowie D ∈ B(E+) ist dann
(3.2.18) P̃(M̃0,B∗,〈M̃〉)(Γ ×D) =
∫
Γ
K̃(x0,w, D)µ⊗ W(d(x0,w)) .
Insbesondere ist dieser Markov-Kern in folgendem Sinne µ ⊗ W-f. s. eindeutig be-
stimmt: Ist K̃∗ ein weiterer Markov-Kern von (R × C(R+),B(R) ⊗ B(C(R+))) nach
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(E+,B(E+)), welcher (3.2.17) über der (M, P)-Erweiterung (Ω̃, F̃ , P̃, F̃,B∗) erfüllt.
Dann gibt es eine µ⊗W-Nullmenge N ∈ B(R)⊗B(C(R+)), so daß für alle (x0,w) ∈ N c
gilt
(3.2.19) K̃(x0,w, D) = K̃
∗(x0,w, D) (D ∈ B(E+)) .











für C ∈ B(C(R+)). Damit ist der Satz bewiesen. 2
Als nächstes ist zu zeigen, daß der Markov-Kern aus Satz 3.2.14 unabhängig von
der gewählten Erweiterung ist und somit jede (M, P)-Erweiterung bis auf eine µ⊗W-
Nullmenge stets den gleichen Markov-Kern liefert. Zuvor wollen wir noch folgende
wichtige Meßbarkeitsaussage für den gefundenen Markov-Kern beweisen.
Satz 3.2.21Für den Markov-KernK̃ aus Satz 3.2.14 ist für jedest ≥ 0 undD ∈ Dt die
Abbildung




Beweis: Sei t ≥ 0 beliebig, aber fest gewählt. Wir betrachten den Wahrscheinlichkeits-
raum (Ω̃, F̃ , P̃) sowie die Prozesse M̃, 〈M̃〉 und B∗ aus dem Beweis von Satz 3.2.14.
Weiterhin betrachten wir die beiden meßbaren Abbildungen
〈M̃〉 : (Ω̃, F̃) → (E+,B(E+)) ,
(M̃0,B
∗t) : (Ω̃, F̃) → (R × C(R+),B(R) ⊗ Bt(C(R+))) ,
wobei B∗t = (B∗s∧t)s≥0 die in t gestoppte Brownsche Bewegung B
∗ bezeichnet. Da
E+ ein polnischer Raum ist, existiert ein Markov-Kern K̃t von (R × C(R+),B(R) ⊗
Bt(C(R+))) nach (E+,B(E+)), so daß für jedes (x0,w) ∈ R×C(R+) das Wahrschein-
lichkeitsmaß D 7→ K̃t(x0,w, D) auf B(E+) eine Version der bedingten Verteilung von
〈M̃〉 unter der Bedingung (M̃0,B∗
t) = (x0,w) ist. Somit gilt für Γ ∈ B(R)⊗Bt(C(R+))
und D ∈ B(E+)
(3.2.23) P̃(M̃0,B∗t,〈M̃〉)(Γ ×D) =
∫
Γ
K̃t(x0,w, D) P̃(M̃0,B∗t)(d(x0,w)) .
Für Γ ∈ B(R) ⊗ Bt(C(R+)) ist nun
(3.2.24) {(M̃0,B
∗t) ∈ Γ} = {(M̃0,B
∗) ∈ Γ} .
Die Richtigkeit von (3.2.24)zeigt man zunächst für Mengen Γ, die Elemente des Erzeu-
gendensystems für die σ-Algebra B(R) ⊗ Bt(C(R+)) sind. Das System aller Mengen
Γ aus B(R) ⊗ Bt(C(R+)) mit der Eigenschaft (3.2.24) bildet eine σ-Algebra über
R × C(R+), welche das Erzeugendensystem für die σ-Algebra B(R) ⊗ Bt(C(R+))
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enthält. Hieraus folgt dann aber unmittelbar die Gültigkeit von (3.2.24)für alle Mengen
Γ aus B(R) ⊗ Bt(C(R+)).
Wegen der Unabhängigkeit der F̃0-meßbaren Zufallsgröße M̃0 von der (F̃, P̃)-Brown-








für alle D ∈ B(E+) und beliebige Γ ∈ B(R)⊗Bt(C(R+)). Die Behauptung des Satzes
ist bewiesen, wenn wir zeigen, daß für jedes D ∈ Dt ⊆ B(E+) Beziehung (3.2.25)
für alle Γ ∈ B(R) ⊗ B(C(R+)) richtig ist. Hieraus folgt dann für alle D ∈ Dt unter
Verwendung des Satzes über die Eindeutigkeit der Radon-Nikodýmschen Dichte die
Gleichheit
(3.2.26) K̃t( · , · , D) = K̃( · , · , D) µ⊗ W-f. s.
(vgl. Satz VII.2.3 in [10]). Aus der B(R)⊗Bt(C(R+))-Meßbarkeit der auf R×C(R+)
definierten Abbildung (x0,w) 7→ K̃t(x0,w, D) folgt dann unmittelbar die Behauptung
des Satzes.
Sei nun ein D ∈ Dt beliebig gegeben. Um (3.2.25)für alle Γ ∈ B(R) ⊗ B(C(R+))
zu beweisen, genügt es, (3.2.25) für alle Elemente Γ aus einem durchschnittsstabilen
Erzeugendensystem für die σ-Algebra B(R) ⊗ B(C(R+)) zu zeigen. Dazu betrachten
wir folgendes Mengensystem
Ct := { {ψt ∈ C1} ∩ {θt ∈ C2} : C1, C2 ∈ B(C(R+)) } .
Dabei sind ψt und θt Abbildungen von C(R+) nach C(R+) mit
ψt(w)(s) := w(s ∧ t) und θt(w)(s) := w(t+ s) −w(t)
für w ∈ C(R+) und s ≥ 0. Man kann leicht zeigen, daß Ct ein durchschnittsstabiles
Erzeugendensystem für die σ-Algebra B(C(R+)) mit C(R+) ∈ Ct ist. Somit wird die
σ-Algebra B(R) ⊗ B(C(R+)) von dem Mengensystem
B(R) × Ct = {Γ1 × Γ2 : Γ1 ∈ B(R), Γ2 ∈ Ct}
erzeugt. Dieses System ist dann ebenfalls durchschnittsstabil und enthält die Menge
R × C(R+).
Sei nun Γ := Γ1 × Γ2 ∈ B(R) × Ct mit Γ1 ∈ B(R) und Γ2 = {ψt ∈ C1} ∩ {θt ∈ C2}
für zwei Mengen C1 und C2 aus B(C(R+)). Nach Definition ist ψt eine Bt(C(R+))-
B(C(R+))-meßbare Abbildung, und somit ist {ψt ∈ C1} ∈ Bt(C(R+)). Des weiteren
ist θt eine B(C(R+))-B(C(R+))-meßbare Abbildung und bzgl. des Wiener-Maßes W
auf B(C(R+)) ist θt unabhängig von der σ-Algebra Bt(C(R+)). Letzteres folgt aus der
Unabhängigkeit der Zuwächse der Brownschen Bewegung (vgl. dazu die Eigenschaft
(B2) auf Seite 19). Zusammen mit der B(R)⊗Bt(C(R+))-Meßbarkeit der auf R×C(R+)
definierten Abbildung (x0,w) 7→ K̃t(x0,w, D) folgt mit dem Satz von Fubini zunächst
∫
Γ
K̃t(x0,w, D)µ⊗ W(d(x0,w)) =
∫
Γ1




EW(K̃t(x0, · , D) I{ψt∈C1}I{θt∈C2})µ(dx0) .
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Für jedes x0 ∈ R ist die Abbildung w 7→ K̃t(x0,w, D) entsprechend der Konstruktion




K̃t(x0,w, D)µ⊗ W(d(x0,w)) = (
∫
Γ1
EW(K̃t(x0, · , D) I{ψt∈C1})µ(dx0)) EW(I{θt∈C2}) .




K̃t(x0,w, D)µ⊗ W(d(x0,w)) = P̃({M̃0 ∈ Γ1, ψt(B∗) ∈ C1, 〈M̃〉 ∈ D})
× P̃({θt(B
∗) ∈ C2}) .
Nun ist B∗ sowohl eine (F̃, P̃)- als auch eine (F̃ P̃, P̃)-Brownsche Bewegung, woraus
die Unabhängigkeit von θt(B̃) und F̃ P̃t bzgl. P̃ folgt. Des weiteren gehört die Menge
{M̃0 ∈ Γ1, ψt(B
∗) ∈ C1, 〈M̃〉 ∈ D} zu F̃
P̃
t , da 〈M̃〉 nach Definition eine F̃
P̃-Zeittrans-
formation ist. Also ist
∫
Γ
K̃t(x0,w, D)µ⊗W(d(x0,w)) = P̃({M̃0 ∈ Γ1, ψt(B∗) ∈ C1, θt(B∗) ∈ C2, 〈M̃〉 ∈ D}) .
Aus der Definition von Γ bzw. Γ2 erhalten wir unter Beachtung von (3.2.18)schließlich
∫
Γ
K̃t(x0,w, D)µ⊗ W(d(x0,w)) =
∫
Γ
K̃(x0,w, D)µ⊗ W(d(x0,w)) .
Somit haben wir (3.2.25)für beliebige Elemente Γ aus B(R) × Ct gezeigt. Wie wir
oben bereits ausgeführt haben, ist B(R)×Ct ein durchschnittsstabiles Erzeugendensys-
tem für die σ-Algebra B(R)⊗B(C(R+)), welches die Menge R ×C(R+) enthält. Aus
dem Eindeutigkeitssatz der Maßtheorie folgt dann aber unmittelbar, daß bei festem
D ∈ Dt Gleichung (3.2.25) für beliebige Γ ∈ B(R) ⊗ B(C(R+)) erfüllt ist, was aber
gerade zu zeigen war. 2
Als nächstes wollen wir zeigen, daß der Markov-Kern aus Satz 3.2.14 unabhängig
von der gewählten Erweiterung ist.
Satz 3.2.27SeienM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal über(Ω,F ,P) und
µ := PM0 auf B(R). Für i ∈ {1, 2} bezeichne(Ω
i,F i, Pi,Fi,Bi∗) eine(M, P)-Erwei-
terung undKi sei der Markov-Kern aus Satz 3.2.14. Dann gilt
K1( · , · , D) = K2( · , · , D) für alle D ∈ B(E+) µ⊗ W-f. s.
Beweis: Seien (Ω1,F1, P1,F1,B1∗) und (Ω2,F2, P2,F2,B2∗) zwei beliebige (M, P)-
Erweiterungen des gegebenen stetigen lokalen (F, P)-Martingals M = (Mt)t≥0 über
(Ω,F ,P) mit µ := PM0 auf B(R). Bezeichne M
i = (M it )t≥0 für i = 1, 2 den stochasti-
schen Prozeß über (Ωi,F i, Pi), der durch Erweiterung von (Ω,F ,P) aus M hervorgeht
(vgl. Definition 3.1.12 (iii)). Wegen
(3.2.28) PiMi = PM auf B(C(R+))
3.2. EINE CHARAKTERISIERUNG LOKALER MARTINGALMASSE 43
ist Mi nach Satz 3.1.2 ein stetiges lokales (FM
i
, Pi)-Martingal über der Erweiterung
(Ωi,F i, Pi) für i = 1, 2. Nach Voraussetzung gilt für jedes D ∈ B(E+)
(3.2.29) Ki(M i0,B
i∗, D) = Pi({〈Mi〉 ∈ D} | σ(M i0,B
i∗)) Pi-f. s. (i = 1, 2) ,
wobei Ki ein Markov-Kern von (R×C(R+),B(R)⊗B(C(R+))) nach (E+,B(E+)) ist.
Gemäß der Definition der (M, P)-Erweiterung gilt weiterhin für i = 1, 2 (vgl. (3.2.13)
(3.2.30) Bi∗t∧〈M i〉∞ = M
i
T it
−M i0 , t ≥ 0 , P
i-f. s. ,
wobei Ti = (T it )t≥0 die Rechtsinverse von 〈M
i〉 = (〈M i〉t)t≥0 bezeichnet.
Es ist nun zu zeigen, daß auf R × C(R+) gilt
(3.2.31) K1( · , · , D) = K2( · , · , D) für alle D ∈ B(E+) µ⊗ W-f. s.
















auf B(R) ⊗ B(C(R+)) ⊗ B(E+) zu zeigen. Mit (3.2.32)folgt dann hieraus unter Ver-
wendung der Eindeutigkeit der Radon-Nikodýmschen Dichte
(3.2.34) K1( · , · , D) = K2( · , · , D) µ⊗ W-f. s. für alle D ∈ B(E+) .
Dabei hat man zu beachten, daß die beiden auf R × C(R+) definierten Abbildungen
K1( · , · , D) bzw. K2( · , · , D) für alle D ∈ B(E+) meßbar bzgl. B(R) ⊗ B(C(R+))
sind. Darüber hinaus ist der Raum E+ bzgl. der Metrik der gleichmäßigen Konvergenz
auf kompakten Teilmengen von R+ polnisch. Somit besitzt die σ-Algebra B(E+) einen
abzählbaren Erzeuger, woraus wir mit (3.2.34)schließlich die zu beweisende Gleichheit
(3.2.31)erhalten.
Die Gültigkeit von (3.2.33)ergibt sich aus (3.2.29)und (3.2.30)wie folgt: Aus Folge-
rung 3.1.8 erhalten wir wegen der für i = 1, 2 gültigen Beziehungen (3.2.28)zunächst
auf B(C(R+)) ⊗ B(E+) die Gleichheit der Verteilungen
(3.2.35) P1(M1,〈M1〉) = P(M,〈M〉) = P
2
(M2,〈M2〉) .
Für die folgenden Ausführungen sei zunächst i ∈ {1, 2} fest, aber beliebig. Auf E+
definieren wir eine Abbildung Ψ mit Werten in D+ durch
Ψt(a) := inf{s ≥ 0 : a(s) > t} für a ∈ E+ , t ≥ 0 .
Es ist nicht schwierig zu zeigen, daß Ψ = (Ψt)t≥0 an die Filtration D = (Dt)t≥0 adaptiert
ist, wobei dies aus der Definition der σ-Algebra Dt für t ≥ 0 folgt (vgl. (3.2.1) . Dabei
hat man nur zu beachten, daß der Koordinatenprozeß auf C(R+) eingeschränkt auf
E+ eine D-Zeittransformation ist. Des weiteren ist D+ bzgl. der Skorokhod-Metrik ein
polnischer Raum, und für die σ-Algebra B(D+) seiner Borelschen Mengen gilt
B(D+) = σ( { {ψ ∈ D+ : ψ(s) < t} : s , t ≥ 0} )
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(vgl. Theorem VI.1.14 in [28]). Somit ist Ψ eine B(E+)-B(D+)-meßbare Abbildung
von E+ nach D+, und es gilt auf Ω
i
Ti = Ψ(〈Mi〉) .
Unter Verwendung von (3.2.5)geht somit Gleichung (3.2.30)über in
(3.2.36) Bi∗t∧〈M i〉∞ = ϕ̄(−M
i
0,M
i,Ψ(〈Mi〉))(t) , t ≥ 0 , Pi-f. s.
Für (w, a) ∈ C(R+) × E+ sei
ϕ̄Ψ(w, a) := ϕ̄(−w(0),w,Ψ(a)) .
Dann ist ϕ̄Ψ : C(R+) × E+ → D eine B(C(R+)) ⊗ B(E+)-B(D)-meßbare Abbildung.
Mit (3.2.36)erhalten wir
Bi∗t∧〈M i〉∞ = ϕ̄Ψ(M





i, 〈Mi〉) Pi-f. s.(3.2.38)
Damit ist die rechte Seite von (3.2.36)bzw. (3.2.38)ein meßbares Funktional des Paares
(Mi, 〈Mi〉).
Ziel ist es nun, die (Fi, Pi)-Brownsche Bewegung Bi∗ durch die beiden Prozesse Mi










= Bi∗t∧〈M i〉∞ + (B
i∗
〈M i〉∞+(t−〈M i〉∞)





−Bi∗〈M i〉∞) I{〈M i〉∞<+∞} .
Dann gilt auf Ωi für t ≥ 0
(3.2.39) Bi∗t = B
i∗
t∧〈M i〉∞
+ B̂i∗(t−〈M i〉∞)∨0 .
Wir betrachten nun zwei Fälle:
1. Fall: P({〈M〉∞ = +∞}) = 1.
Aus (3.2.28)zusammen mit (3.2.35)folgt hieraus zunächst Pi({〈M i〉∞ = +∞}) = 1.




, t ≥ 0 , Pi-f. s.
Gemeinsam mit (3.2.37)bzw. (3.2.38)erhalten wir hieraus die Beziehung
(3.2.40) (M i0,B
i∗, 〈Mi〉) = (M i0, ϕ̄Ψ(M
i, 〈Mi〉), 〈Mi〉) Pi-f. s.
Somit ist die rechte Seite von (3.2.40)ein meßbares Funktional des Paares (Mi, 〈Mi〉).
Aus (3.2.35)folgt schließlich die Richtigkeit von (3.2.33)auf B(R)⊗B(C(R+))⊗B(E+).
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2. Fall: P({〈M〉∞ < +∞}) > 0.
Aus (3.2.28)und (3.2.35)folgt wiederum Pi({〈M i〉 < +∞}) > 0. Nach Definition ist
〈M i〉∞ eine Fi
Pi
-Stoppzeit. Mit der starken Markov-Eigenschaft der Brownschen Be-
wegung erhalten wir zunächst, daß der Prozeß B̂i∗ = (B̂i∗t )t≥0 eine (G
i, P̂i)-Brownsche
Bewegung über dem Spurwahrscheinlichkeitsraum (Ω̂i, F̂ i, P̂i) mit
Ω̂i := Ωi ∩ {〈M i〉∞ < +∞} ,
F̂ i := F i
Pi
∩ {〈M i〉∞ < +∞} ,
P̂i := Pi( · | {〈M i〉∞ < +∞})
ist, wobei für die Filtration Gi = (Git)t≥0 in F̂
i wir Git := F
iP
i
〈M i〉∞+t ∩ {〈M
i〉∞ < +∞}
für t ≥ 0 setzen. Insbesondere sind bzgl. des bedingten Wahrscheinlichkeitsmaßes P̂i
die Elemente aus der σ-Algebra Gi0
P̂i
unabhängig von B̂i∗ (vgl. hierzu auch Satz 50.10
in [2] sowie Proposition 9.1.9 und Lemma 9.1.10 in [40]).
Mit (3.2.35)erhalten wir auf B(C(R+)) ⊗ B(E+) unmittelbar die Beziehung
(3.2.41) P̂1(M1,〈M1〉) = P̂
2
(M2,〈M2〉) .








-Zeittransformation ist. Des weiteren ist M i0 ebenfalls F
iP
i
〈M i〉∞-meßbar, was aus
der Definition der Erweiterung folgt. Wegen
Mi = M i0 + B
i∗ ◦ 〈Mi〉 Pi-f. s. ,
erhalten wir somit, daß der Prozeß Mi ununterscheidbar von einem FiP
i
◦ 〈Mi〉-adap-
tierten Prozeß über (Ωi,F i, Pi) ist. Also ist Mi eine F̄ i-B(C(R+))-meßbare Abbildung
von Ωi nach C(R+), wobei F̄ i die Vervollständigung von F i〈M i〉∞ bzgl. P
i bezeichnet.
Insgesamt erhalten wir schließlich aus den vorangegangenen Betrachtungen, daß bzgl.
P̂i sowohl Mi als auch 〈Mi〉 verstanden als Zufallsvariablen über Ω̂i unabhängig von
B̂i∗ sind.
Nun betrachten wir auf Ω̂i den Prozeß T̂i = (T̂ it )t≥0 mit T̂
i
t := (t − 〈M
i〉∞) ∨ 0
für t ≥ 0. Für a ∈ E+ definieren wir folgende B(E+)-B(E+)-meßbare Abbildung
Ξ : E+ → E+ mit
Ξt(a) := (t− a(∞)) ∨ 0 (t ≥ 0) ,
wobei a(∞) = sup
n∈N
a(n) gesetzt wird. Damit gilt T̂i = Ξ(〈Mi〉) auf Ω̂i, und man sieht
leicht, daß T̂i eine endliche Gi-Zeittransformation mit Trajektorien in E+ ist. Für
beliebige t ≥ 0 und s ≥ 0 gilt nämlich
(3.2.42) {T̂ it ≤ s} = {〈M
i〉∞ + s ≥ t} ∈ G
i
s .
Man hat hier lediglich zu berücksichtigen, daß 〈M i〉∞ eine Fi
Pi
-Stoppzeit über Ωi




Sinn. Dieser ist insbesondere meßbar und nach Satz 2.4.8 (a) sogar ein stetiges lokales
(GiP
i
◦ T̂i, P̂i)-Martingal über (Ω̂i, F̂ i, P̂i).
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Damit können wir nun den Beweis für den 2. Fall abschließen. Für ein beliebiges



















Für den ersten Summanden pi1(G) erhalten wir mit den zuvor eingeführten Bezeich-
nungen und meßbaren Funktionen
pi1(G) = P
i({(M i0, ϕ̄Ψ(M
i, 〈Mi〉), 〈Mi〉) ∈ G, 〈M i〉∞ = +∞})
= Pi(Mi,〈Mi〉)({(w, a) ∈ C(R+) ×E+ : (w(0), ϕ̄Ψ(w, a), a) ∈ G, a(∞) = +∞}) .
Der zweite Summand pi2(G) geht mit C̄ := C(R+) × E+ × C(R+) und der Definition
von P̂i über in
pi2(G) = P̂
i({(M i0, ϕ̄Ψ(M
i, 〈Mi〉) + ϕ(B̂i∗,Ξ(〈Mi〉)), 〈Mi〉) ∈ G}) Pi({〈M i〉∞ < +∞})
= P̂i
(Mi,〈Mi〉,B̂i∗)
({(w, a, ŵ) ∈ C̄ : (w(0), ϕ̄Ψ(w, a) + ϕ(ŵ,Ξ(a)), a) ∈ G})
× Pi〈Mi〉({a ∈ E+ : a(∞) < +∞}) .
Wegen der besagten Unabhängigkeit von (Mi, 〈Mi〉) und B̂i∗ bzgl. P̂i erhalten wir
hieraus
pi2(G) = P̂(Mi,〈Mi〉) ⊗ P̂
i
B̂i∗
({(w, a, ŵ) ∈ C̄ : (w(0), ϕ̄Ψ(w, a) + ϕ(ŵ,Ξ(a)), a) ∈ G})
× Pi〈Mi〉({a ∈ E+ : a(∞) < +∞}) .
Nun ist P̂i
B̂i∗















2 auf B(R) ⊗ B(C(R+)) ⊗ B(E+)
die Richtigkeit von (3.2.33)auf B(R)⊗B(C(R+))⊗B(E+) auch für den 2. Fall gezeigt.
2
Zusammengefaßt erhalten wir nun folgende zentrale Aussage dieses Kapitels
Theorem 3.2.43SeiM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal über einem Wahr-
scheinlichkeitsraum(Ω,F ,P) mit Filtration F = (Ft)t≥0 inF und Startverteilungµ := PM0
aufB(R). Dann existiert ein Markov-KernKM von(R×C(R+),B(R)⊗B(C(R+))) nach
(E+,B(E+)) mit folgenden Eigenschaften:
(K1) KM ist nicht-antizipativ, d. h., die AbbildungKM( · , · , D) : R × C(R+) → [0, 1] ist
B(R) ⊗ Bt(C(R+))
µ⊗W
-meßbar für jedest ≥ 0 undD ∈ Dt;
(K2) Für eine und damit für jede(M, P)-Erweiterung(Ω̃, F̃ , P̃, F̃,B∗) gilt
KM(M̃0,B
∗, D) = P̃({〈M̃〉 ∈ D} | σ(M̃0,B
∗)) , P̃-f. s., D ∈ B(E+) .
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Beweis: Die Existenz eines im Sinne von (K1) nicht-antizipativen Markov-Kernes KM
von (R × C(R+),B(R)⊗,B(C(R+))) nach (E+,B(E+)) folgt aus den beiden Sätzen
3.2.14 und 3.2.21. Satz 3.2.27 liefert die Richtigkeit von (K2). 2
Diese Eigenschaften aus dem vorhergehenden Theorem wollen wir zu einem Begriff
zusammenfassen.
Definition 3.2.44 SeiM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal über(Ω,F ,P)
undµ := PM0.Dann heißt ein Markov-KernKM von(R×C(R+),B(R)⊗B(C(R+))) nach
(E+,B(E+)) mit den Eigenschaften(K1) und (K2) zulässig fürM bzw. für die Verteilung
vonM.
Man beachte, daß nach Satz 3.2.27 bzw. Theorem 3.2.43 die Elemente der Menge
aller zulässigen Markov-Kerne eines stetigen lokalen Martingals M mit Startverteilung
µ auf B(R) sich bis auf einer µ ⊗ W-Nullmenge nicht unterscheiden. Man spricht in
diesem Fall auch von der µ⊗W-Ununterscheidbarkeit des zulässigen Markov-Kernes für
M. Daher wollen wir im folgenden mit KM stets einen Repräsentanten aus der Menge
der zulässigen Markov-Kerne für M bezeichnen. Aus (K2) zusammen mit (3.2.11)











mit C ∈ B(C(R+)).
Betrachtet man die Beweise der Sätze 3.2.14, 3.2.21 und 3.2.27 genauer, so sieht
man, daß keine konkreten Eigenschaften der Filtration F = (Ft)t≥0 benötigt werden.
Die einzige Eigenschaft, die verwendet wird, ist die, daß der quadratische Variations-
prozeß 〈M〉 von M eine FP+ ◦ T-Zeittransformation ist und sich diese Eigenschaft auf
die (M, P)-Erweiterung überträgt. Somit ist der zulässige Markov-Kern KM auch un-
abhängig von der gewählten Filtration F. Man kann daher zur Auffindung von KM an
Stelle der Filtration F die kanonische Filtration FM verwenden. Darüber hinaus genügt
es zur Konstruktion eines solchen Markov-Kernes, eine beliebige Standard-(M, P)-
Erweiterung zu betrachten.
Damit können wir nun folgende Charakterisierung für die Martingalmaße angeben.
Sei Q ∈ Mloc(C(R+)), dann ist der Koordinatenprozeß Z = (Zt)t≥0 auf C(R+) ein ste-
tiges lokales (FZ, Q)-Martingal über (C(R+),B(C(R+)), Q). Indem man die vorherge-
henden Ausführungen auf den Prozeß Z anwendet, erhalten wir folgende Beschreibung
der Elemente aus Mloc(C(R+)).
Theorem 3.2.46Es seienQ ∈ Mloc(C(R+)) undµ := QZ0 auf B(R). Dann existiert ein










I{ϕ̄∈C}(x0,w, a)KQ(x0,w, da))µ(dx0))W(dw) .
Darüber hinaus erhalten wir folgenden Zusammenhang zwischen stetigen lokalen
Martingalen über einem beliebigen Wahrscheinlichkeitsraum und den Elementen aus
Mloc(C(R+)).
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Satz 3.2.48Es seienQ ∈ Mloc(C(R+)) und M = (Mt)t≥0 ein stetiges lokales(F, P)-
Martingal über (Ω,F ,P) mit PM = Q auf B(C(R+)) undµ := QZ0 auf B(R). Dann
gilt
KQ( · , · , D) = KM( · , · , D) , D ∈ B(E+) , µ⊗ W-f. s.,
wobeiKQ bzw.KM einen zulässigen Markov-Kern fürQ bzw.M bezeichnet.
Beweis: Der Beweis dieses Satzes ergibt sich ganz analog wie im Beweis von Satz 3.2.27.
Sei zunächst (Ω̂, F̂ , P̂, F̂,B⋆) eine (Z, Q)-Erweiterung für das stetige lokale (FZ, Q)-
Martingal Z. Für den zulässigen Markov-Kern KQ für Q folgt mit (K2) zunächst
(3.2.49) KQ(Ẑ0,B
⋆, D) = P̂({〈Ẑ〉 ∈ D} | σ(Ẑ0,B
⋆)) P̂-f. s. , D ∈ B(E+) .
Entsprechend erhalten wir für eine beliebige (M, P)-Erweiterung (Ω̃, F̃ , P̃, F̃,B∗)
(3.2.50) KM(M̃0,B
∗, D) = P̃({〈M̃〉 ∈ D} | σ(M̃0,B
∗)) P̃-f. s. , D ∈ B(E+) ,
wobei KM ein zulässiger Markov-Kern für M ist.
Wegen der Voraussetzung gilt nun P̂Ẑ = Q = P̃M̃ auf B(C(R+)). Mit der gleichen
Argumentation wie im Beweis von Satz 3.2.27 erhalten wir hieraus die Gleichheit
P̃(M̃0,B∗,〈M̃〉) = P̂(Ẑ0,B⋆,〈Ẑ〉) auf B(R) ⊗ B(C(R+)) ⊗ B(E+) .
Unter Verwendung von (3.2.49)und (3.2.50)folgt hiermit
(3.2.51) KQ( · , · , D) = KM( · , · , D) µ⊗ W-f. s. , D ∈ B(E+) .
Da E+ ein polnischer Raum ist, folgt aus (3.2.51)schließlich die Behauptung. 2
Wie wir bereits gesehen haben, gewinnt man jedes stetige lokale Martingal in ge-
wisser Weise durch Zeittransformation einer geeignet zu wählenden Brownschen Bewe-
gung. Andererseits stellt sich die Frage, ob man nicht ausgehend von einer Brownschen
Bewegung ein stetiges lokales Martingal konstruieren kann, welches eine vorgegebene
Verteilung Q aus Mloc(C(R+)) besitzt. Dies ist insbesondere für die Betrachtungen im
Kapitel 4 von großem Interesse und soll in dem nun folgenden Satz geklärt werden.
Satz 3.2.52SeiQ ∈ Mloc(C(R+)). Weiterhin seiB = (Bt)t≥0 eine (F, P)-Brownsche
Bewegung über einem Wahrscheinlichkeitsraum(Ω,F ,P) mit Filtration F = (Ft)t≥0 in F .
Dann existieren eine vollständige Erweiterung(Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0 in F̃
von (Ω,F ,P) und F sowie ein stetiges lokales(FM
∗
, P̃)-Martingal M∗ = (M∗t )t≥0 über
(Ω̃, F̃ , P̃) mit folgenden Eigenschaften:
(i) M∗ ist ein stetiges lokales(F̃ P̃+ ◦ 〈M
∗〉, P̃)-Martingal;
(ii) (Ω̃, F̃ , P̃, F̃ P̃+ , B̃) ist für das stetige lokale MartingalM
∗ aus (i) eine(M∗, P̃)-Erwei-
terung, wobeĩB im Sinne von Definition 3.1.12(iii) zu verstehen ist;
(iii) P̃M∗ = Q aufB(C(R+)), und für den zulässigen Markov-KernKQ für Q gilt
KQ(M
∗
0 , B̃, D) = P̃({〈M
∗〉 ∈ D} | σ(M∗0 , B̃)) , P̃-f. s., D ∈ B(E+) .
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Beweis: Gegeben sei ein Q ∈ Mloc(C(R+)) mit µ := QZ0 auf B(R). Nach Theorem
3.2.46 existiert für Q ein zulässiger Markov-Kern KQ mit (3.2.47). Weiterhin betrachten
wir den gegebenen Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in
F sowie die (F, P)-Brownsche Bewegung B = (Bt)t≥0. Damit definieren wir unter
Verwendung des Borelschen Meßraumes (E+,B(E+)) und der Filtration D = (Dt)t≥0
in B(E+) einen neuen Wahrscheinlichkeitsraum (Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0
in F̃ auf folgende Weise:










IΓ(x0, ω, a)KQ(x0,B(ω), da))µ(dx0)) P(dω) (Γ ∈ F̃
o) ,
F̃t := B(R) ⊗ Ft ⊗Dt (t ≥ 0) .
F̃ bezeichnet dann die Vervollständigung von F̃ o bzgl. P̃. Der Wahrscheinlichkeitsraum
(Ω̃, F̃ , P̃) mit Filtration F̃ ist dann im Sinne von Definition 3.1.12 eine π-Erweiterung
von (Ω,F ,P) und F, wobei π : Ω̃ → Ω definiert ist als
π(ω̃) = π(x0, ω, a) := ω (ω̃ := (x0, ω, a) ∈ Ω̃) .
Daß dies richtig ist, sieht man wie folgt: Nach Konstruktion ist π surjektiv sowie
F̃-F -meßbar, und es gilt π−1(Ft) ⊆ F̃t für t ≥ 0. Darüber hinaus ist trivialerweise
P̃ ◦π−1 = P auf F erfüllt. Bleibt uns also noch, Eigenschaft (iii) von Definition 3.1.12
zu beweisen. Dazu sei ξ eine P-f. s. beschränkte Zufallsgröße über (Ω,F ,P). Es ist zu
zeigen, daß für alle t ≥ 0 gilt
(3.2.53) E P̃(ξ̃ | F̃t) = E P̃(ξ̃ | π
−1(Ft)) P̃-f. s.
Für ein t ≥ 0 betrachten wir die Menge G× C ×D ∈ F̃t mit G ∈ B(R), C ∈ Ft und
D ∈ Dt. Aus der Eigenschaft (K1) des zulässigen Markov-Kernes KQ folgt zunächst,
daß die auf R × Ω definierte Abbildung
(x0, ω) 7→ KQ(x0,B(ω), D) ∈ [0, 1]
B(R) ⊗Ft
µ⊗P
-meßbar ist. Da der Bildraum [0, 1] als kompakte Teilmenge von R ein
polnischer Raum ist, existiert nach Lemma 1.25 in [29] eine von der Menge D abhängige
B(R) ⊗Ft-meßbare Abbildung K∗D : R × Ω → [0, 1], so daß gilt
(3.2.54) K∗D = KQ( · ,B( · ), D) µ⊗ P-f. s.
Damit können wir unter Verwendung der Definition des bedingten Erwartungswertes










ξ(ω)KQ(x0,B(ω), D) P(dω))µ(dx0) .
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Mit (3.2.54)und der Ft-Meßbarkeit von K∗D(x0 , · ) für jedes x0 ∈ R erhalten wir
∫
G×C×D













EP(ξ | Ft)(ω)K∗D(x0 , ω) P(dω))µ(dx0) .




E P̃(ξ̃ | F̃t)(ω̃) P̃(dω̃) =
∫
G×C×D
EP(ξ | Ft)(π(ω̃)) P̃(dω̃) ,
welche für jedes G ∈ B(R), C ∈ Ft sowie D ∈ Dt und somit für alle Elemente des
Erzeugendensystems für die σ-Algebra F̃t erfüllt ist. Mit der üblichen Argumentation
erhalten wir mit Bemerkung 3.1.13 die Richtigkeit von (3.2.53). Damit ist (Ω̃, F̃ , P̃) mit
der Filtration F̃ eine π-Erweiterung von (Ω,F ,P) und F. Insbesondere ist (Ω̃, F̃ , P̃)
ein vollständiger Wahrscheinlichkeitsraum.
Über diesem neuen Wahrscheinlichkeitsraum definieren wir für ω̃ = (x0, ω, a) ∈ Ω̃
und t ≥ 0 die folgenden reellen Zufallsgrößen
M∗0 (ω̃) = M
∗
0 (x0, ω, a) := x0 , At(ω̃) = At(x0, ω, a) := a(t)
und wie üblich
B̃t(ω̃) = Bt(π(ω̃)) = Bt(ω) .
Wir betrachten nun das Quintupel (Ω̃, F̃ , P̃, F̃ P̃+ , B̃). Aus der Definition der σ-Algebra
Dt folgt zunächst, daß der Prozeß A = (At)t≥0 eine endliche F̃-Zeittransformation mit
Trajektorien in E+ ist. Des weiteren folgt aus Satz 3.1.14 (i) und (ii), daß B̃ = (B̃t)t≥0
ein stetiges lokales (F̃, P̃)-Martingal mit 〈B̃〉t = t für t ≥ 0 P̃-f. s. ist. Mit dem
Charakterisierungssatz von P. Lévy (vgl. Satz 2.2.11) erhalten wir schließlich, daß B̃
eine (F̃, P̃)-Brownsche Bewegung ist. Insbesondere ist B̃ sowohl eine (F̃ P̃, P̃)- als auch
eine (F̃ P̃+ , P̃)-Brownsche Bewegung.
Mit den oben eingeführten Größen betrachten wir über (Ω̃, F̃ , P̃) nun den stocha-
stischen Prozeß M∗ = (M∗t )t≥0 mit
(3.2.56) M∗t := M
∗
0 + B̃At = ϕ̄(M
∗
0 , B̃,A)(t) (t ≥ 0) .
Eine Anwendung von Satz 2.4.8 (a) liefert, daß mit B̃ ◦A auch M∗ ein stetiges lokales
(F̃ ◦ A, P̃)-Martingal ist und
(3.2.57) 〈M∗〉 = A P̃-f. s.
gilt. Insbesondere ist M∗ ein stetiges lokales (F̃ P̃+ ◦ A, P̃)-Martingal. Da A eine F̃-
Zeittransformation und (Ω̃, F̃ , P̃) vollständig ist, können wir ohne Einschränkung den
Prozeß 〈M∗〉 so wählen, daß dieser eine F̃ P̃-Zeittransformation ist. Hieraus folgt schließ-
lich, daß M∗ sowohl ein stetiges lokales (FM
∗
, P̃)-Martingal als auch ein stetiges lokales
(F̃ P̃+ ◦ 〈M
∗〉, P̃)-Martingal ist, und wir haben die Aussage (i) des Satzes bewiesen.
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Damit haben wir zunächst gezeigt, daß das Quintupel (Ω̃, F̃ , P̃, F̃ P̃+ , B̃) die Eigen-
schaften (b) und (c) aus Definition 3.2.12 für das über dem Wahrscheinlichkeitsraum
(Ω̃, F̃ , P̃) definierte stetige lokale (F P̃+ ◦ 〈M̃
∗〉, P̃)-Martingal M∗ erfüllt. Bleibt uns so-
mit noch Bedingung (a) aus Definition 3.2.12 zu verifizieren. Hier ist für π die identische
Abbildung zu wählen, und es genügt zu zeigen, daß mit G := F P̃+ ◦ 〈M̃
∗〉 gilt
(3.2.58) GT ∗t ⊆ F̃
P̃
t+ (t ≥ 0) ,
wobei T∗ = (T ∗t )t≥0 die Rechtsinverse von 〈M
∗〉 bezeichnet. Nach Konstruktion ist T∗
eine G-Zeittransformation, da sowohl M∗ als auch 〈M∗〉 an die rechtsstetige Filtration
G adaptiert sind. Analog dem Beweis von Lemma 4 (i) in [14] folgt wegen 〈M∗〉T ∗t =
t ∧ 〈M∗〉∞ für t ≥ 0 somit die Richtigkeit von (3.2.58), da






t+ (t ≥ 0)
gilt. Damit haben wir insgesamt die Richtigkeit der Aussage (ii) des Satzes bewiesen.






Aus der Definition von P̃ erhalten wir für G ∈ B(R), C ∈ F und D ∈ B(E+) schließlich
P̃(M∗
0













KQ(x0,w, D)µ(dx0)) W(dw) .(3.2.60)
Da KQ ein zulässiger Markov-Kern für Q ist und Q somit die Darstellung (3.2.47)
besitzt, erhalten wir aus (3.2.59)und (3.2.60)schließlich P̃M∗ = Q auf B(C(R+)). Die
Aussage (iii) dieses Satzes ist wegen (3.2.60)trivialerweise erfüllt. 2
Dieser Satz liefert somit eine Möglichkeit, ein stetiges lokales Martingal aus einer
gegebenen Brownschen Bewegung zu konstruieren, so daß dieses eine vorgegebene Ver-
teilung aus Mloc(C(R+)) besitzt. Wie der Beweis des vorhergehenden Satzes ebenfalls
zeigt, kann die dort konstruierte Filtration, bzgl. der der Prozeß ein Martingal ist, sogar
echt größer ausfallen als die kanonische Filtration dieses Prozesses.
Betrachtet man den Beweis von Satz 3.2.52 genauer, so erhalten wir die gleichen
Aussagen dieses Satzes, abgesehen von der Verteilungsaussage des stetigen lokalen Mar-
tingals, wenn man nicht von einem Q ∈ Mloc(C(R+)) sondern von einem Markov-Kern
K von (R×C(R+),B(R)⊗B(C(R+))) nach (E+,B(E+)) ausgeht, welcher zusammen
mit einem Wahrscheinlichkeitsmaß µ auf B(R) nicht-anitizipativ im Sinne von (K1)
ist. Dabei spielt dann µ die Rolle der Startverteilung des gefundenen stetigen lokalen
Martingals. Mit anderen Worten, für eine gegebene Brownsche Bewegung existieren
über einem Wahrscheinlichkeitsraum (Ω,F ,P) ein stetiges lokales Martingal M mit
Startverteilung µ sowie eine Brownsche Bewegung B, so daß gilt
K(M0,B, D) = P({〈M〉 ∈ D} | σ(M0,B)) , P-f. s. , D ∈ B(E+) .
Zusammengefaßt erhalten wir hieraus und aus Satz 3.1.2, Theorem 3.2.46 sowie Satz
3.2.52 folgenden
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Satz 3.2.61Gegeben sei einF-adaptierter stochastischer ProzeßM = (Mt)t≥0 über einem
Wahrscheinlichkeitsraum(Ω,F ,P) mit stetigen Trajektorien und seiµ := PM0 auf B(R).
Dann sind die folgenden Aussagen äquivalent:
(a) Die VerteilungPM vonM aufB(C(R+)) leitet sich gemäß(3.2.45)aus einem Markov-
KernK von(R×C(R+),B(R)⊗B(C(R+))) nach(E+,B(E+)) ab, welcher zusam-
men mitµ die Meßbarkeitseigenschaft(K1) erfüllt.
(b) Es existiert ein stetiges lokales(F̃, P̃)-Martingal M̃ = (M̃t)t≥0 über einem Wahr-
scheinlichkeitsraum(Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0 in F̃ derart, daßP̃M̃ = PM
aufB(C(R+)) gilt.
Ist eine der beiden äquivalenten Bedingungen erfüllt, so ist M ein stetiges lokales(FM, P)-
Martingal.
3.3 Pure stetige lokale Martingale und deren Verteilung
In diesem Abschnitt wollen wir uns mit puren stetigen lokalen Martingalen als Spe-
zialfall beschäftigen und insbesondere deren Verteilung genauer untersuchen. Ziel ist es
zu zeigen, daß die Eigenschaft pur zu sein nicht nur eine Eigenschaft der Trajektorien
eines stetigen lokalen Martingals, sondern auch eine Eigenschaft ihrer Verteilung ist.
Dies liefert uns dann eine Möglichkeit der Beschreibung der sogenannten puren Mar-
tingalmaße Q ∈ Mloc(C(R+)). Zuvor wollen wir aber eine Definition für pure stetige
lokale Martingale angeben und erste Eigenschaften zusammentragen. Für detailliertere
Betrachtungen und verwendete Resultate vergleiche man beispielsweise [14], [15] sowie
Kapitel XI in [25].
Gegeben sei ein stetiges lokales (F, P)-Martingal M = (Mt)t≥0 über einem Wahr-
scheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F . Mit W = (Wt)t≥0 be-
zeichnen wir die zu M assoziierte (FP+ ◦T, P)-Brownsche Bewegung, wobei T = (Tt)t≥0
die Rechtsinverse von 〈M〉 = (〈M〉t)t≥0 bezeichnet (vgl. Satz 3.1.22). Dann ist der Be-
griff eines puren stetigen lokalen Martingals wie folgt definiert.
Definition 3.3.1 Das stetige lokale(F, P)-MartingalM heißt pur, falls die beiden folgenden
Bedingungen erfüllt sind:
(i) 〈M〉∞ ist eine vorhersagbareFM◦T,P-Stoppzeit;
(ii) 〈M〉 ist eineFM◦T,P+ -Zeittransformation.
Entsprechend der Ausführungen zum Schluß von Abschnitt 3.1 wissen wir, daß der
Prozeß M0 +W := (M0 +Wt)t≥0 ununterscheidbar von dem zeittransformierten Prozeß
M ◦ T ist, es gilt also MTt = M0 + Wt für t ≥ 0 P-f. s. (vgl. (3.1.21) . Im Falle eines
vollständigen Wahrscheinlichkeitsraumes (Ω,F ,P) können die beiden Filtrationen in
(i) bzw. (ii) von Definition 3.3.1 mit Hilfe der assoziierten Brownschen Bewegung W
wie folgt dargestellt werden:
(3.3.2) FM◦T,P = FM0+W,P bzw. FM◦T,P+ = F
M0+W,P
+ .
Dabei ist die Gleichheit zweier Filtrationen komponentenweise zu verstehen. In diesem
Abschnitt wollen wir daher nun stets voraussetzen, daß (Ω,F ,P) ein vollständiger
Wahrscheinlichkeitsraum ist.
An dieser Stelle sei bemerkt, daß die Bedingungen in Definition 3.3.1 äquivalent
zu den Bedingungen aus Proposition 7 in [15] sind, wie man sich leicht überzeugt.
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Darüber hinaus sei angemerkt, daß im Falle 〈M〉∞ = +∞ P-f. s. Definition 3.3.1 kon-
form mit der Definition purer stetiger lokaler Martingale in Revuz und Yor ist (vgl.
Definition V.4.10 in [35]). Weiterhin wollen wir festhalten, daß jedes pure stetige lo-
kale (F, P)-Martingal M = (Mt)t≥0 die FM,P-Darstellbarkeitseigenschaft besitzt (vgl.
Theorem 2 zusammen mit Proposition 8 in [15]). Die Umkehrung ist aber im allgemei-
nen nicht richtig, wie wir im Beispiel 5.1.3 noch sehen werden. Vielmehr gilt: Besitzt
M die FM,P-Darstellbarkeitseigenschaft und ist FM,P ◦ T = FM0+W,P, so ist M pur
(vgl. Proposition 8 zusammen mit Proposition 7 in [15]). Darüber hinaus gilt folgen-
de alternative Charakterisierung der Darstellbarkeitseigenschaft eines stetigen lokalen
Martingals.
Satz 3.3.3Die folgenden Aussagen sind äquivalent:
(a) M besitzt dieFP-Darstellbarkeitseigenschaft.
(b) P ist ein extremaler Punkt der konvexen Menge aller WahrscheinlichkeitsmaßeP∗ auf
F∞ mit P = P∗ aufF0, so daßM ein stetiges lokales(FP
∗
,P∗)-Martingal ist.
(c) Ist P∗ ein Wahrscheinlichkeitsmaß aufF∞ mit P∗ ≪ P, d. h.,P∗ ist absolut-stetig
bzgl.P, so daßM ein stetiges lokales(FP
∗
,P∗)-Martingal ist. Dann folgt ausP = P∗
aufF0 die GleichheitP = P∗ aufF∞.
Gilt M0 = 0 P-f. s. und besitztM die FM,P-Darstellbarkeitseigenschaft, so istF0+ unab-
hängig von derσ-AlgebraFM∞ .
Beweis: Zum Beweis dieses Satzes vergleiche man Theorem 11.2 und Theorem 11.3
in [25] bzw. die Beweise von Theorem V.4.6 und Theorem V.4.7 in [35] sowie Korollar 1
zu Proposition 3 in [15]. 2
Bevor wir eine Charakterisierung der Verteilung eines puren stetigen lokalen (F,P)-
Martingals M = (Mt)t≥0 betrachten, wollen wir als erstes untersuchen, wie sich die
Purheit durch eine Brownsche Bewegung über einer (M, P)-Erweiterung beschreiben
läßt. Zunächst gilt folgender einfacher Satz, den wir für eine beliebige gestoppte (G, P)-
Brownsche Bewegung beweisen, wobei G = (Gt)t≥0 eine Filtration in F bezeichnet.
Satz 3.3.4Es seienW = (W t)t≥0 eine inτ gestoppte(G, P)-Brownsche Bewegung und
ξ eine G0-meßbare reelle Zufallsgröße über(Ω,F ,P). Dann sind für das stetige lokale
(G, P)-Martingal ξ + W folgende Aussagen äquivalent:
(a) ξ + W besitzt dieFξ+W,P-Darstellbarkeitseigenschaft.
(b) τ ist eine vorhersagbareFξ+W,P-Stoppzeit.
(c) ξ + W ist pur.
Ist speziellW die assoziierte Brownsche Bewegung eines stetigen lokalenMartingalsM und
ξ := M 0, dann sind diese äquivalenten Bedingungen bereits dann erfüllt, wennM pur ist.
Beweis: Der letzte Teil dieses Satzes folgt mit (3.3.2)bereits aus Definition 3.3.1 (i).
Wir betrachten das stetige lokale (G,P)-Martingal ξ + W. Da W eine in τ ge-
stoppte (G, P)-Brownsche Bewegung ist, gilt für den quadratischen Variationsprozeß
〈ξ + W〉 = (〈ξ +W 〉t)t≥0 von ξ + W :
(3.3.5) 〈ξ +W 〉t = 〈W 〉t = t ∧ τ , t ≥ 0 , P-f. s.
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Also ist 〈ξ +W 〉∞ = τ P-f. s. und somit ist τ eine F
ξ+W,P
+ -Stoppzeit, wobei Letzteres
aus {τ < t} = {〈ξ + W 〉∞ < t} ∈ F
ξ+W,P
t folgt. Mit Proposition 1 und Proposition 6
in [14] folgt hieraus, daß die Bedingung (a) die Bedingung (b) impliziert.
Für den Beweis der Implikation (b) ⇒ (c) sei τ eine vorhersagbare Fξ+W,P-Stopp-
zeit. Aus (3.3.5) folgt unmittelbar, daß auch 〈ξ +W 〉∞ eine vorhersagbare Fξ+W,P-




t , falls t < τ ,
+∞ , falls t ≥ τ , t ≥ 0 , P-f. s.
Da W eine in τ gestoppte (G, P)-Brownsche Bewegung ist, sind die Trajektorien W(ω)
konstant auf dem Intervall [τ(ω),+∞] für P-f. a. ω ∈ {τ < +∞} (vgl. Satz 2.2.4 (b)).
Für den zeittransformierten Prozeß ξ+W ◦C = (ξ+WCt)t≥0 gilt somit die Beziehung
(3.3.6) ξ +WCt = ξ + W t , t ≥ 0 , P-f. s.
Also ist zum einen 〈ξ +W 〉∞ eine vorhersagbare Fξ+W◦C,P-Stoppzeit und zum anderen
ist 〈ξ + W〉 eine Fξ+W◦C,P+ -Zeittransformation. Dies bedeutet aber, daß ξ+W ein pures
stetiges lokales (G,P)-Martingal ist. Somit folgt (c) aus (b).
Wie wir bereits oben ausgeführt haben, besitzt jedes pure stetige lokale Martingal
bzgl. der kanonischen Filtration die Darstellbarkeitseigenschaft. Damit ist auch die
Implikation (c) ⇒ (a) bewiesen und der Beweis des Satzes ist vollständig. 2
Eine Aussage hinsichtlich Zeittransformation purer stetiger lokaler Martingale macht
der nun folgende Satz. Man vergleiche hierzu auch Theorem 5 in [16] und die daran an-
schließende Bemerkung. Hier wird im Gegensatz zum nachfolgenden Satz, welcher von
einem beliebigen stetigen lokalen Martingal ausgeht, die Stetigkeit der Zeittransforma-
tion gefordert. Für unsere Fälle genügt es, daß das stetige lokale Martingal zumindest
an die Zeittransformation adaptiert ist.
Satz 3.3.7SeienM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal undC = (Ct)t≥0
eine endlicheFM,P+ -Zeittransformation, so daßM an C adaptiert ist. IstM pur, dann ist
der zeittransformierte ProzeßM ◦ C = (MCt)t≥0 ein pures stetiges lokales(F
M◦C,P,P)-
Martingal. Insbesondere giltFM◦C,Pt = F
M,P
Ct
für jedest ≥ 0.
Beweis: Sei M = (Mt)t≥0 ein pures stetiges lokales (F, P)-Martingal. Aus dem Satz
von Kazamaki (vgl. Satz 2.4.8 (a)) folgt zunächst, daß der zeittransformierte Prozeß
M ◦ C = (MCt)t≥0 ein stetiges lokales (F
M,P
+ ◦ C, P)-Martingal ist. Da M pur ist,
besitzt es somit die FM,P-Darstellbarkeitseigenschaft. Aus Proposition 1 in [14] folgt
dann, daß die Filtration FM,P rechtsstetig ist, und somit ist M ◦ C sogar ein stetiges
lokales (FM,P◦C, P)-Martingal. Für den quadratischen Variationsprozeß 〈M ◦ C〉 von
M ◦ C gilt mit Satz 2.4.8 (a)
(3.3.8) 〈M ◦ C〉 = 〈M〉 ◦ C P-f. s.
Es ist nun zu zeigen, daß der Prozeß M ◦C pur ist. Bezeichne dazu T̂ = (T̂t)t≥0 die
Rechtsinverse von 〈M ◦ C〉 und R = (Rt)t≥0 die Rechtsinverse von C = (Ct)t≥0. Dann
gilt mit (3.3.8)
T̂t = inf{s ≥ 0 : 〈M〉Cs > t} = RTt , t ≥ 0 , P-f. s.
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Dabei ist T die Rechtsinverse von 〈M〉. Für die zu M ◦C assoziierte (FM◦C,P ◦ T̂, P)-
Brownsche Bewegung Ŵ = (Ŵt)t≥0 gilt
M0 + Ŵ = (M ◦ C) ◦ T̂ = M ◦ (C ◦ T̂) = M
C∞ ◦ T P-f. s. ,
wobei MC0 = M0 wegen der C-Adaptiertheit von M und M
C∞ ◦T = (MTt∧C∞)t≥0 ist.
Nun ist Tt < C∞ auf der Menge {t < 〈M〉C∞} P-f. s., woraus
M0 + Ŵt = MTt = M0 +Wt auf {t < 〈M〉C∞} P-f. s.
folgt. Aus der Stetigkeit der Trajektorien von Ŵ und von W erhalten wir hieraus
schließlich
(3.3.9) M0 + Ŵ
〈M〉C∞ = M0 + W
〈M〉C∞ P-f. s.
Um nun zu zeigen, daß der Prozeß M◦C pur ist, genügt es unter Beachtung von (3.3.2)
und (3.3.8) folgendes zu verifizieren:
(i) 〈M〉C∞ ist eine vorhersagbare F
M0+Ŵ,P-Stoppzeit;
(ii) (〈M〉Ct)t≥0 ist eine F
M0+Ŵ,P
+ -Zeittransformation.
Aus der Purheit von M folgt mit Satz 3.3.4, daß der Prozeß M0 + W die FM0+W,P-
Darstellbarkeitseigenschaft besitzt. Um nun (i) und (ii) zu zeigen, genügt es wegen
(3.3.9) zu zeigen, daß 〈M〉Ct eine F
M0+W,P-Stoppzeit für jedes t ≥ 0 ist (vgl. die
Propositionen 1, 5, 6 in [14] sowie Theorem T.III.47 in [7]).
Dies sieht man aber wie folgt: Da M pur ist, folgt mit Proposition 7 in [15] die
Identität FM,P ◦ T = FM0+W,P. Für t ≥ 0 und s ≥ 0 folgt dann aber hieraus
{〈M〉Ct > s} = {Ct > Ts} ∈ F
M0+W,P
s .
Denn ist u ≥ 0, dann gilt
{〈M〉Ct > s} ∩ {Ts ≤ u} = {Ct > Ts} ∩ {Ts ≤ u} ∈ F
M,P
u ,
da nach Voraussetzung sowohl Ct als auch Ts jeweils FM,P-Stoppzeiten sind und somit




gilt. Also ist 〈M〉Ct eine F
M0+W,P-Stoppzeit für jedes t ≥ 0. Mit dem vorher gesagten
ist damit der erste Teil des Satzes bewiesen.
Der Nachweis der Gleichheit der beiden σ-Algebren FM◦C,Pt und F
M,P
Ct
für t ≥ 0
erfolgt ganz analog wie im Beweis von Theorem 5 in [16]. Wie dort dargestellt, kann










Als nächstes wollen wir untersuchen, wie sich die Eigenschaft der Purheit eines steti-
gen lokalen Martingals bei Erweiterung des zugrundeliegenden Wahrscheinlichkeitsrau-
mes verhält. Dabei wird der vorhergehende Satz von Nutzen sein. Im Hinblick auf die
Charakterisierung der Verteilung purer Martingalmaße wollen wir den Satz angepaßt
an unsere Situation formulieren.
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Satz 3.3.10SeiM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal über(Ω,F ,P). Dann
ist M genau dann pur, wenn für eine beliebige und damit für jede vollständige(M, P)-
Erweiterung(Ω̃, F̃ , P̃, F̃,B∗) der Prozeß〈M̃〉 = (〈M̃〉t)t≥0 eineFM̃0+B
∗, P̃-Zeittransforma-
tion ist.
Beweis: Für den Beweis der Notwendigkeit des Satzes sei M = (Mt)t≥0 ein pures
stetiges lokales (F, P)-Martingal. Per Definition ist dann 〈M〉∞ eine vorhersagbare
FM0+W,P-Stoppzeit und 〈M〉 eine FM0+W,P+ -Zeittransformation, und es gilt (vgl. Pro-
position 7 in [15])
(3.3.11) FM,P ◦ T = FM◦T,P = FM0+W,P .
Dabei hat man zu beachten, daß die Filtrationen FM,P und FM0+W,P rechtsstetig sind
(vgl. Proposition 1 in [14] zusammen mit Satz 3.3.4). Weiterhin sei (Ω̃, F̃ , P̃, F̃,B∗)
eine beliebige vollständige (M, P)-Erweiterung. Also (Ω̃, F̃ , P̃) und F̃ ist eine π-Erwei-
terung von (Ω,F ,P) und FP+ ◦ T, wobei (Ω̃, F̃ , P̃) vollständig ist, und es gilt
M̃ ◦ T̃ = M̃0 + W̃ = M̃0 + B
∗〈M̃〉∞ P̃-f. s.(3.3.12)
bzw.
M̃ = M̃0 + B
∗ ◦ 〈M̃〉 P̃-f. s.(3.3.13)
mit einer (F̃, P̃)-Brownschen Bewegung B∗ = (B∗t )t≥0 über (Ω̃, F̃ , P̃). Es ist mit
(3.3.11)nicht schwierig zu zeigen, daß für t ≥ 0 gilt
π−1(FM,PTt ) = π
−1(FM0+W,Pt ) ⊆ F
M̃0+W̃, P̃
t .
Hieraus und aus der Eigenschaft von M erhalten wir analog dem Beweis von Satz 3.1.18,
daß 〈M̃〉∞ eine vorhersagbare FM̃0+W̃, P̃-Stoppzeit ist und daß 〈M̃〉 eine F
M̃0+W̃, P̃
+ -
Zeittransformation ist. Also ist M̃ = (M̃t)t≥0 ein pures stetiges lokales (FM̃, P̃, P̃)-
Martingal. Aus Satz 3.3.4 folgt dann, daß der Prozeß M̃0+W̃ die FM̃0+W̃, P̃-Darstellbar-
keitseigenschaft besitzt, woraus mit Proposition 1 in [14] die Rechtsstetigkeit der Filtra-
tion FM̃0+W̃, P̃ folgt. Nach Proposition 6 in [14] ist dann jede FM̃0+W̃, P̃-Stoppzeit sogar
eine vorhersagbare FM̃0+W̃, P̃-Stoppzeit. Da nun W̃ eine in 〈M̃〉∞ gestoppte Brownsche
Bewegung ist, folgt aus (3.3.12)zusammen mit Proposition 5 in [14], daß 〈M̃〉∞ eine vor-
hersagbare FM̃0+B
∗, P̃-Stoppzeit ist. Darüber hinaus erhalten wir wegen 〈M̃〉t ≤ 〈M̃〉∞
für t ≥ 0 P̃-f. s. aus (3.3.12) und Proposition 5 in [14], daß der Prozeß 〈M̃〉 eine
Familie von vorhersagbaren FM̃0+B
∗, P̃-Stoppzeiten ist. Damit ist 〈M̃〉 eine FM̃0+B
∗, P̃-
Zeittransformation und wir haben somit die Notwendigkeit der Aussage bewiesen.
Sei umgekehrt 〈M̃〉 eine FM̃0+B
∗, P̃-Zeittransformation für eine beliebige vollstän-
dige (M, P)-Erweiterung (Ω̃, F̃ , P̃, F̃,B∗) mit (3.3.12), wobei die Erweiterungsproze-
dur wiederum mit einer surjektiven Abbildung π bezeichnet sei. Das stetige lokale
(F̃, P̃)-Martingal M̃0 + B∗ ist trivialerweise pur (vgl. Satz 3.3.4). Aus Satz 3.3.7 und
der Identität (3.3.13)folgt dann aber, daß M̃ ein pures stetiges lokales Martingal ist.
Mit Proposition 1 und 6 in [14] erhalten wir dann aus Definition 3.3.1 (ii) sowie Satz
3.3.4, daß 〈M̃〉t eine vorhersagbare FM̃0+W̃, P̃-Stoppzeit für jedes t ∈ [0,+∞] ist. Ins-
besondere ist auch 〈̃M〉t eine vorhersagbare F
M̃0+W̃, P̃-Stoppzeit für t ∈ [0,+∞]. Nach
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Konstruktion gilt nun F M̃0+W̃t = π
−1(FM0+Wt ) für t ≥ 0. Aus Satz 3.1.18 erhalten wir
aber, daß für jedes t ≥ 0 eine vorhersagbare FM0+W,P+ -Stoppzeit At über Ω existiert
mit Ãt = 〈̃M〉t P̃-f. s. für 0 ≤ t ≤ +∞. Da sowohl At als auch 〈M〉t Zufallsgrößen
über Ω sind, folgt hieraus und aus Definition 3.1.12 (ii), daß At = 〈M〉t P-f. s. für
jedes t ∈ [0,+∞] gilt. Somit ist 〈M〉t für jedes 0 ≤ t ≤ +∞ eine vorhersagbare
FM0+W,P+ -Stoppzeit. Dies bedeutet aber, daß 〈M〉 eine F
M0+W,P
+ -Zeittransformation
und 〈M〉∞ eine vorhersagbare FM0+W,P-Stoppzeit ist, wobei man bei letzterem noch
beachten muß, daß {〈M〉∞ = 0} ∈ F
M0+W,P
0 wegen {〈̃M〉∞ = 0} ∈ F
M̃0+W̃, P̃
0 und
der Vollständigkeit von (Ω̃, F̃ , P̃) gilt (vgl. IV.69 - IV.78 in [8]). Damit ist aber M ein
pures stetiges lokales (F, P)-Martingal. 2
Im folgenden wollen wir die im Abschnitt 3.2 hergeleiteten Markov-Kerne speziell
für pure Martingalmaße (vgl. nachfolgende Definition 3.3.17) bzw. für die Verteilung
purer stetiger lokaler Martingale eingehender betrachten. Ziel ist es zu zeigen, daß die
Eigenschaft pur zu sein sich mit Hilfe der dort konstruierten Markov-Kerne charakte-
risieren läßt. Dabei sei noch einmal an die Definition eines zulässigen Markov-Kernes
und insbesondere an (K1) und (K2) erinnert.
Satz 3.3.14Es seiM = (Mt)t≥0 ein stetiges lokales(F, P)-Martingal über(Ω,F ,P) und
seiKM ein zulässiger Markov-Kern fürM. Weiterhin seiµ := PM0 auf B(R). Dann sind
die folgenden beiden Aussagen äquivalent:
(a) M ist pur.
(b) Es existiert eineµ⊗W-f. s. eindeutig bestimmteB(R)⊗B(C(R+))-B(E+)-meßbare
Abbildung
Ψ : R × C(R+) → E+ ,
so daß fürµ⊗ W-f. a. (x0,w) ∈ R × C(R+) gilt
(3.3.15) KM(x0,w, D) = ID(Ψ(x0,w)) (D ∈ B(E+)) .
Insbesondere istΨ eine(B(R) ⊗ Bt(C(R+))
µ⊗W
)t≥0-Zeittransformation.
Beweis: Wir zeigen zunächst die Implikation (a) ⇒ (b). Gemäß der Voraussetzung ist
M ein pures stetiges lokales (F, P)-Martingal. Sei (Ω̃, F̃ , P̃, F̃,B∗) eine vollständige
(M, P)-Erweiterung. Entsprechend Satz 3.3.10 ist dann 〈M̃〉 eine FM̃0+B
∗, P̃-Zeittrans-
formation. Somit ist 〈M̃〉 eine σ(M̃0 + B∗)P̃-B(E+)-meßbare Abbildung auf Ω̃ mit





wobei αid ∈ E+ mit αid(t) := t für t ≥ 0 gilt, existiert eine B(R)⊗B(C(R+))-B(E+)-
meßbare Abbildung Ψ : R × C(R+) → E+, so daß auf Ω̃ gilt
(3.3.16) 〈M̃〉 = Ψ(M̃0,B
∗) P̃-f. s.
Insbesondere ist das Funktional Ψ hierdurch µ⊗ W-f. s. eindeutig bestimmt.
Mit Eigenschaft (K2) des zulässigen Markov-Kernes KM erhalten wir aus (3.3.16)
unter Beachtung der Unabhängigkeit von M̃0 und B
∗ bzgl. P̃ und wegen µ = P̃M̃0 auf












für beliebige D ∈ B(E+) und Γ ∈ B(R) ⊗ B(C(R+)).
Nach Konstruktion ist die Abbildung (x0,w) 7→ ID(Ψ(x0,w)) auf R × C(R+) eine
B(R)⊗B(C(R+))-meßbare Abbildung. Entsprechendes gilt auch für den Markov-Kern
K( · , · , D). Mit dem Satz über die Eindeutigkeit der Radon-Nikodýmschen Dichte und
da B(E+) einen abzählbaren Erzeuger besitzt, gilt somit für µ ⊗ W-f. a. (x0,w) aus
R × C(R+)
KM(x0,w, D) = ID(Ψ(x0,w)) für D ∈ B(E+) .
Bleibt uns noch zu zeigen, daß Ψ aufgefaßt als stochastischer Prozeß Ψ = (Ψt)t≥0
über R × C(R+) eine (B(R) ⊗ Bt(C(R+))
µ⊗W
)t≥0-Zeittransformation ist. Dazu seien
s, t ≥ 0 fest, aber beliebig gewählt und
Ds,t := {a ∈ E+ : a(t) ≤ s} ∈ Ds .
Dann gilt zunächst für µ⊗ W-fast alle (x0,w) ∈ R × C(R+) die Beziehung
I{Ψt≤s}(x0,w) = IDs,t(Ψ(x0,w)) = KM(x0,w, Ds,t) .
Aus der Eigenschaft (K1) des zulässigen Markov-Kernes KM für M folgt dann
{Ψt ≤ s} ∈ B(R) ⊗ Bs(C(R+))
µ⊗W
.
Da s, t ≥ 0 beliebig gewählt waren, besitzt Ψ = (Ψt)t≥0 somit die gewünschte Eigen-
schaft.
Es ist nun die umgekehrte Implikation (b) ⇒ (a) zu beweisen. Sei hierfür eine
B(R) ⊗ B(C(R+))-B(E+)-meßbare Abbildung Ψ : R × C(R+) → E+ gegeben, so
daß Ψ = (Ψt)t≥0 eine (B(R) ⊗ Bt(C(R+))
µ⊗W
)t≥0-Zeittransformation ist und für den
zulässigen Markov-Kern KM die Beziehung (3.3.15)für µ⊗W-f. a. (x0,w) ∈ R×C(R+)
gilt. Es ist nun zu zeigen, daß das stetige lokale Martingal M = (Mt)t≥0 pur ist.
Dazu sei (Ω̃, F̃ , P̃, F̃,B∗) eine beliebige vollständige (M, P)-Erweiterung. Zum Bei-
spiel kann hierfür eine vollständige Standard-(M, P)-Erweiterung gewählt werden. Ge-
mäß Satz 3.3.10 genügt es zu zeigen, daß 〈M̃〉 = (〈M̃〉t)t≥0 eine FM̃0+B
∗, P̃-Zeittransfor-
mation ist. Dazu setzen wir
A = {(x0,w, a) ∈ R × C(R+) × E+ : a = Ψ(x0,w)} ∈ B(R) ⊗ B(C(R+)) ⊗ B(E+) .














= P̃(M̃0,B∗)(R × C(R+)) = 1 .
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Hieraus folgt aber 〈M̃〉 = Ψ(M̃0,B∗) P̃-f. s. Entsprechend der Eigenschaft von Ψ
erhalten wir schließlich hieraus, daß 〈M̃〉 eine FM̃0+B
∗, P̃-Zeittransformation ist, was
aber gerade zu zeigen war. 2
Damit haben wir gesehen, wie sich pure stetige lokale Martingale über deren Vertei-
lung charakterisieren lassen. Mit Satz 3.2.48 können wir sodann ein analoges Resultat
zu Satz 3.1.2 für die sogenannten puren Martingalmaße formulieren. Zuvor wollen wir
aber noch diese Klasse von Martingalmaßen definieren.
Definition 3.3.17 Ein MartingalmaßQ ∈ Mloc(C(R+)) heißt pur, falls der zugehörige
KoordinatenprozeßZ = (Zt)t≥0 ein pures stetiges lokales(FZ, Q)-Martingal über der Ver-
vollständigung(C(R+),B(C(R+))
Q
, Q) ist. Mit Mploc(C(R+)) bezeichnen wir die Menge
aller puren MartingalmaßeQ ∈ Mloc(C(R+)).Mit M
0,p
loc(C(R+)) bezeichnen wir dann die
Menge aller MartingalmaßeQ ausM(C(R+)), so daß der in den Nullpunkt verschobene
Prozeß0Z = (Zt − Z0)t≥0 ein pures stetiges lokales(FZ, Q)-Martingal ist.
Mit dieser Definition haben wir nun folgenden Zusammenhang zwischen puren ste-
tigen lokalen Martingalen und den puren Martingalmaßen.
Satz 3.3.18Es seiM = (Mt)t≥0 ein stetiger reeller stochastischer Prozeß über(Ω,F ,P).




Beweis: Der Beweis dieses Satzes folgt wie bereits erwähnt aus den Sätzen 3.1.2, 3.2.48
sowie 3.3.14. 2
Ein entsprechendes Resultat gilt auch für den Fall, wenn wir die Verteilung von Mar-
tingalen charakterisieren wollen, welche die Darstellbarkeitseigenschaft besitzen. Dieses
beruht im wesentlichen darin, daß die Darstellbarkeitseigenschaft eines stetigen lokalen
Martingals sich über dessen Verteilung fortpflanzt, wie der nächste Satz zeigt. Folgen-
de Begriffsbestimmung sei hierfür an dieser Stelle angebracht. Ein Q ∈ Mloc(C(R+))
besitzt die Darstellbarkeitseigenschaft, wenn der Koordinatenprozeß Z = (Zt)t≥0 über
(C(R+),B(C(R+))
Q
, Q) die FZ,Q-Darstellbarkeitseigenschaft besitzt. Damit können
wir folgenden Satz zeigen.
Satz 3.3.19SeiM = (Mt)t≥0 ein stetiger reeller stochastischer Prozeß über(Ω,F ,P).
Dann besitzt der ProzeßM dieFM,P-Darstellbarkeitseigenschaft genau dann, wennPM zu
Mloc(C(R+)) gehört und die Darstellbarkeitseigenschaft besitzt.
Beweis: Zum Beweis der Notwendigkeit sei Y = (Yt)t≥0 ein (FZ,Q, Q)-Martingal
über (C(R+),B(C(R+))
Q
, Q), wobei Q := PM auf B(C(R+)). Insbesondere ist Q ∈
Mloc(C(R+)), da M ein stetiges lokales (FM,P, P)-Martingal ist (vgl. Satz 3.1.2). Für
t ≥ 0 setzen wir
Yt := Yt(M) .
Ähnlich dem Beweis von Satz 3.1.2 (vgl. (3.1.5) sieht man leicht, daß der stochastische
Prozeß Y = (Yt)t≥0 ein (FM,P, P)-Martingal über (Ω,F ,P) ist.
Aus der FM,P-Darstellbarkeitseigenschaft von M folgt somit die Existenz eines
FM,P-vorhersagbaren stochastischen Prozesses H = (Ht)t≥0 aus L(M,FM,P), so daß
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gilt
(3.3.20) Yt = Y0 +
t∫
0
Hs dMs , t ≥ 0 , P-f. s.
Da H ein FM,P-vorhersagbarer stochastischer Prozeß ist, erhalten wir mit der nachfol-
genden Argumentation die Existenz eines FZ,Q-vorhersagbaren stochastischen Prozes-
ses H = (Ht)t≥0, so daß gilt
(3.3.21) Ht = Ht(M) , t ≥ 0 , P-f. s.
Um dies einzusehen, betrachtet man zunächst Elemente aus dem Erzeugendensystem
für die σ-Algebra P(FM,P) der vorhersagbaren Mengen. Diese wird bekanntlich von
allen FM,P-adaptierten stochastischen Prozessen mit stetigen Trajektorien erzeugt.
Ganz analog wie im Beweis von Theorem 2.1 (i) in [3] kann für solche Prozesse die
Existenz eines FZ,Q-adaptierten stochastischen Prozesses mit stetigen Trajektorien
gezeigt werden, welcher (3.3.21) erfüllt. Mit der üblichen Argumentation über mo-
notone Klassen folgt dann somit der allgemeine Fall, wobei die Vollständigkeit von
(C(R+),B(C(R+))
Q
, Q) hierbei eine wichtige Rolle spielt. Unter Verwendung von Satz
3.1.6 erhalten wir, daß H ∈ L(Z,FZ,Q) gilt, da H ∈ L(M,FM,P) und der quadratische
Variationsprozeß 〈M〉 ein wohlbestimmtes meßbares Funktional von M ist. Insgesamt
geht Gleichung (3.3.20)unter Beachtung von Y = Y(M) somit über in
Yt(M) = Y0(M) +
t∫
0
Hs(M) dMs , t ≥ 0 , P-f. s.(3.3.22)
bzw.
Yt(M) = Y0(M) + (
t∫
0
Hs dZs)(M) , t ≥ 0 , P-f. s.(3.3.23)
Um die Gleichheit der in (3.3.22)und (3.3.23)auftretenden stochastischen Integrale
einzusehen, zeigt man die Gleichheit zunächst für elementare Prozesse anstelle von H,




hiI]ti,ti+1]×Bi(t,w) (t ≥ 0, w ∈ C(R+)) .
Dabei sind Bi ∈ F
Z,Q
ti
, hi ∈ R (i = 0, . . . , n) und 0 = t0 = t1 < . . . < tn sowie n ∈ N
beliebig gewählt. Der allgemeine Fall folgt wegen H ∈ L(Z,FZ,Q) aus Theorem 6.2.2
in Verbindung mit Proposition 6.2.12 (b) in [40] durch Approximation von H durch
elementare Prozesse. Mit PM = Q auf B(C(R+)) erhalten wir aus (3.3.23)schließlich
Yt = Y0 +
t∫
0
Hs dZs , t ≥ 0 , Q-f. s.
Somit läßt sich das (FZ,Q, Q)-Martingal Y = (Yt)t≥0 als stochastisches Integral bzgl.
des stetigen lokalen (FZ,Q, Q)-Martingals Z darstellen. Also besitzt Q bzw. PM die
Darstellbarkeitseigenschaft.
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Der Beweis der Umkehrung dieses Satzes erfolgt ganz analog. Hier hat man nun
zu beachten, daß nach dem Faktorisierungslemma zu jedem FM,P-adaptierten stocha-
stischen Prozeß Y = (Yt)t≥0 eine Familie Y = (Yt)t≥0 von Zufallsgrößen über C(R+)
existiert, so daß Y an die Filtration FZ,Q adaptiert ist und
Yt = Yt(M) P-f. s.
für jedes t ≥ 0 gilt. Auch hier ist es nicht schwierig zu zeigen, daß Y ein (FZ,Q, Q)-
Martingal ist, falls Y ein (FM,P, P)-Martingal ist. Aus der Darstellbarkeitseigenschaft
von Q folgt dann analog dem Beweis der Notwendigkeit unter Beachtung von (3.3.22)
sowie (3.3.23)und da M wegen PM ∈ Mloc(C(R+)) ein stetiges lokales (FM,P, P)-
Martingal ist, daß Y die Darstellung (3.3.20)mit einem FM,P-vorhersagbaren stocha-
stischen Prozeß H = (Ht)t≥0 aus L(M,FM,P) besitzt. Somit besitzt M die FM,P-
Darstellbarkeitseigenschaft. 2
Zum Schluß wollen wir noch eine weitere Notation einführen, die wir im 5. Kapitel
benötigen werden. Sei Q ∈ Mloc(C(R+)) und kennzeichnet Z = (Zt)t≥0 wie gehabt
den Koordinatenprozeß auf C(R+). Mit M
a,p
loc(C(R+)) bezeichnen wir die Menge aller
Martingalmaße Q aus M(C(R+)) mit der Eigenschaft, daß die zum Koordinatenpro-
zeß Z = (Zt)t≥0 assoziierte Brownsche Bewegung ein pures stetiges lokales Martingal
über (C(R+),B(C(R+))
Q
, Q) ist. Für die Elemente aus Ma,ploc(C(R+)) gelten nun die
entsprechenden Aussagen dieses Abschnitts. Mit anderen Worten haben wir folgenden
Satz 3.3.24SeiM = (Mt)t≥0 ein stetiges lokales(FM, P)-Martingal über(Ω,F ,P).Dann
ist die zuM assoziierte Brownsche Bewegung genau dann pur, falls die Vert ilung PM zu
Ma,ploc(C(R+)) gehört.
Beweis: Der Beweis dieses Satzes ergibt sich unmittelbar aus Satz 3.3.18 bzw. Satz
3.3.19 zusammen mit Satz 3.3.4. 2
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Kapitel 4
Existenz von Lösungen
In diesem Kapitel wollen wir uns der Frage der Existenz von Lösungen eindimen-
sionaler stochastischer Differentialgleichungen mit verallgemeinerter Drift widmen, in
der der treibende Prozeß ein gegebenes stetiges lokales Martingal ist. Ziel soll es sein,
möglichst allgemeine Bedingungen zu formulieren, die die Existenz einer Lösung von
Gleichung (1.0.1)garantieren. Im Abschnitt 4.1 wollen wir uns daher zunächst mit dem
Lösungsbegriff beschäftigen und diesen diskutieren. Der darauf folgende Abschnitt 4.2
befaßt sich dann mit Gleichungen ohne Drift. Dabei wollen wir insbesondere auf Eigen-
schaften von Lösungen solcher Gleichungen eingehen. Mit der eigentlichen Existenzfra-
ge werden wir uns dann im Abschnitt 4.3 näher beschäftigen, wobei wir hier kurz auf die
wohlbekannte Technik der Raumtransformation für die betrachtete Gleichung (1.0.1)
eingehen wollen. Diese ermöglicht es nämlich, Gleichungen mit Drift in Gleichungen oh-
ne Drift und umgekehrt zu transformieren. Abschließend wollen wir im Abschnitt 4.4
untersuchen, wie sich Lösungen von stochastischen Differentialgleichungen bzgl. stetiger
lokaler Martingale unter Zeittransformation verhalten. Dabei werden wir den Begriff
der assoziierten Gleichung einführen. Dieser ist dann grundlegend für die Behandlung
der Frage der Eindeutigkeit der Lösung, was im nächsten Kapitel behandelt werden
soll.
Falls nicht anders angedeutet, wollen wir in diesem Kapitel stets voraussetzen, daß
die auftretenden Wahrscheinlichkeitsräume vollständig sind.
4.1 Definition des Lösungsbegriffes
Im Folgenden betrachten wir die eindimensionale stochastische Differentialgleichung
mit verallgemeinerter Drift
(4.1.1) Xt = X0 +
∫
R





· b : R → R eine Borel-meßbare Funktion;
· ν eine Mengenfunktion auf
⋃
N≥1
B([−N,N ]), so daß ν ein endliches signiertes Maß
auf B([−N,N ]) für N ≥ 1 ist;
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· LX die rechte (bzw. linke, symmetrische) lokale Zeit des stetigen Semimartingals
X = (Xt)t≥0 und
· M = (Mt)t≥0 ein stetiges lokales Martingal.
An dieser Stelle sei darauf hingewiesen, daß wir Gleichung (4.1.1) simultan für die
rechte, linke bzw. symmetrische lokale Zeit LX behandeln wollen.
Wie eingangs bereits erwähnt, sollen möglichst einfache Bedingungen formuliert wer-
den, unter denen eine Lösung von (4.1.1) existiert. Dazu ist zunächst zu klären, was
wir unter einer Lösung von (4.1.1)verstehen wollen. Betrachtet man den in der Litera-
tur gängigen Begriff einer Lösung einer stochastischen Differentialgleichung mit einer
Brownschen Bewegung als treibenden Prozeß, so geht die Verteilung des treibenden
Prozesses als fester Input bei der Definition des Lösungsbegriffes mit ein. Nun weiß
man, daß in diesem Fall die Verteilung des treibenden Prozesses vollständig durch das
Wiener-Maß W auf dem Borelschen Meßraum (C(R+),B(C(R+))) charakterisiert wird.
Daher führen wir den Begriff einer Lösung von Gleichung (4.1.1)analog ein, indem wir
von einer Verteilung für den treibenden Prozeß ausgehen. In unserem Fall wäre dies
also ein Q aus Mloc(C(R+)), welches wir uns als gegeben denken. Dieses Q beinhaltet
dann im Sinne von Satz 3.1.2 die volle Information über den treibenden Prozeß.
Da bekanntlich Lösungen von Gleichung (4.1.1) im Falle einer Brownschen Bewe-
gung als treibenden Prozeß nicht notwendig global existieren, sondern nur bis zu einer
Explosionszeit, wollen wir den Aspekt der Explosion von Lösungen in dieser Arbeit mit
berücksichtigen. Zur Definition der Explosionszeit sei X = (Xt)t≥0 ein stochastischer
Prozeß über einem Wahrscheinlichkeitsraum (Ω,F ,P), d. h., X ist eine Familie von
Zufallsgrößen über (Ω,F ,P) mit Werten in R. Dann ist die Explosionszeit SX∞ von X
definiert als
SX∞(ω) = inf{s ≥ 0 : Xs(ω) /∈ R} (ω ∈ Ω) .
Sind die Trajektorien des Prozesses X bzgl. der Topologie auf R stetig, wobei wir in
diesem Fall Xt∧SX∞ = Xt für t ≥ 0 auf Ω fordern, dann ist S
X
∞ sogar eine vorhersagbare
FX-Stoppzeit. Um dies einzusehen, betrachte man die Folge (SXn )n∈N von zufälligen
Zeiten mit
(4.1.2) SXn (ω) := inf{s ≥ 0 : |Xs(ω)| ≥ n} (ω ∈ Ω, n ∈ N) .
Dann ist (SXn )n∈N eine monoton wachsende Folge von F
X-Stoppzeiten, die monoton










[[0, SXn ]] = [[0, S
X
∞[[
(vgl. auch die Bezeichnungen zum Schluß von Abschnitt 2.3). Hieraus folgt aber, daß
SX∞ eine vorhersagbare F
X-Stoppzeit ist, da für jedes n ∈ N das stochastische Intervall
[[0, SXn ]] eine F
X-vorhersagbare Menge ist, d. h., es gilt [[0, SXn ]] ∈ P(F
X).
Unter einer Lösung von Gleichung (4.1.1)wollen wir nun folgendes verstehen.
Definition 4.1.3 1. Es seiQ ∈ Mloc(C(R+)). Eine Lösung von Gleichung(4.1.1)bzgl.
Q ist ein Paar(X,M) von stochastischen Prozessen über einem Wahrscheinlichkeitsraum
(Ω,F ,P) mit Filtration F = (Ft)t≥0 in F , falls gilt:
(i) X = (Xt)t≥0 ist ein stetigerF-adaptierter stochastischer Prozeß mitX0 ∈ R und
Xt∧SX∞ = Xt für alle t ≥ 0.
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(ii) M = (Mt)t≥0 ist ein stetiges lokales(F, P)-Martingal mit PM = Q auf B(C(R+)).
(iii) X ist ein stetiges(F, P)-Semimartingal auf[[0, SX∞[[, und es gilt
(4.1.4) Xt = X0 +
∫
R
LX(t, a) ν(da) +
t∫
0
b(Xs) dMs auf [[0, S
X
∞[[ P-f. s.
2. Eine Lösung(X,M) von(4.1.1)bzgl.Q heißt starke Lösung, falls der ProzeßX an
die Filtration F(X0,M),P adaptiert ist.
3. Ist (X,M) eine Lösung von(4.1.1)bzgl.Q, so heißtX Lösungsprozeß. Das Wahr-
scheinlichkeitsmaßPX0 aufB(R) bezeichnen wir als Startverteilung des Lösungsprozesses
X bzw. der Lösung(X,M).
4. Eine Lösung(X,M) von (4.1.1)bzgl.Q heißt trivial, falls der LösungsprozeßX
trivial ist, d. h., fallsXt = X0 für alle t ≥ 0 fast sicher gilt.
Vorab wollen wir erwähnen, daß wir uns in diesem Kapitel auschließlich mit der
Existenz von schwachen Lösungen im Sinne von Punkt 1 der Definition 4.1.3 befassen
werden.
Man beachte, daß wir als Lösung von (4.1.1) stets ein Paar (X,M) von stochas-
tischen Prozessen X = (Xt)t≥0 und M = (Mt)t≥0 über einem Wahrscheinlichkeitsraum
(Ω,F ,P) und nicht nur den Prozeß X allein betrachten. Neben dem Auffinden eines
Lösungsprozesses X für (4.1.1) ist zusätzlich der treibende Prozeß M zu konstruieren,
so daß dieser eine gegebene Verteilung Q aus Mloc(C(R+)) besitzt. Daher wollen wir
den treibenden Prozeß stets als Bestandteil einer Lösung ansehen.
Weiterhin sei bemerkt, daß Definition 4.1.3 den Spezialfall der Brownschen Be-
wegung als treibenden Prozeß enthält. Man hat nur das Martingalmaß Q durch das
Wiener-Maß W zu ersetzen. Manche Autoren, wie z. B. Jacod und Memin (vgl. [27]),
wählen dagegen einen pfadweisen Zugang zur Definition von Lösungen stochastischer
Differentialgleichungen. Dabei gibt man sich, angepaßt an unsere Situation, ein stetiges
lokales (F, P)-Martingal M = (Mt)t≥0 über einem Wahrscheinlichkeitsraum (Ω,F ,P)
mit Filtration F = (Ft)t≥0 in F als treibenden Prozeß vor. Dann versteht man i. S. v.
[27] unter einer Lösung von Gleichung (4.1.1)eine Erweiterung (Ω̃, F̃ , P̃) mit Filtration
F̃ in F̃ von (Ω,F ,P) und F, so daß zum einen der erweiterte Prozeß M̃ = (M̃t)t≥0 ein
stetiges lokales (F̃, P̃) Martingal ist und zum anderen ein F̃-adaptierter stochastischer
Prozeß über (Ω̃, F̃ , P̃) existiert, welcher zusammen mit M̃ Gleichung (4.1.1)löst. Diese
Definition entspricht bei näherer Betrachtung weitestgehend unserer Definition 4.1.3.
Gemäß den Ausführungen nach Definition 2.3.19 ist die Bedingung (iii) von Defini-
tion 4.1.3 äquivalent zu:
(iii ′) Für jedes n ∈ N ist der gestoppte Prozeß XS
X
n = (Xt∧SXn )t≥0 ein stetiges (F, P)-
Semimartingal, und es gilt




SXn (t, a) ν(da) +
t∫
0
b(Xs∧SXn ) dMs∧SXn , t ≥ 0 , P-f. s.
Es sei weiterhin bemerkt, daß Definition 4.1.3 die Existenz und Endlichkeit der in
(4.1.4) bzw. (4.1.5) auftretenden Integrale beinhaltet, d. h., für alle n ∈ N sind die
folgenden Bedingungen erfüllt:









SXn (t, a) | ν|(da) < +∞ , t ≥ 0 P-f. s., wobei für
die lokale Zeit von XS
X
n unter Verwendung von (2.3.10)gilt LX
SXn (t, a) = 0 für alle
t ≥ 0 und | a| > n P-f. s. und | ν| = ν+ +ν− auf B([−n, n]) mit der Hahn-Jordan-




b2(Xs∧SXn ) d〈M〉s∧SXn < +∞ , t ≥ 0 , P-f.s.
Damit machen die beiden Integrale in (4.1.4) einen Sinn, und für jedes n ∈ N er-
halten wir mit (4.1.5) eine Zerlegung des stetigen (F, P)-Semimartingals XS
X
n in die
P-f. s. eindeutig bestimmte Summe Mn + Vn. Dabei sind Mn = (Mnt )t≥0 ein stetiges
lokales (FP, P)-Martingal mit
Mnt = X0 +
t∫
0
b(Xs∧SXn ) dMs∧SXn , t ≥ 0 , P-f. s.
und Vn = (V nt )t≥0 ein F
P-adaptierter stochastischer Prozeß mit stetigen Trajektorien





SXn (t, a) ν(da) , t ≥ 0 , P-f. s.
gilt.
Des weiteren wollen wir festhalten, daß die Bedingung (iii ′) unabhängig von der
Wahl einer
”
ankündigenden“ Folge für die Explosionszeit des Lösungsprozesses ist.
Genauer heißt dies: Sei (X,M) eine Lösung von (4.1.1) bzgl. Q ∈ Mloc(C(R+)) de-
finiert über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in
F . Weiterhin sei (τn)n∈N eine monoton wachsende Folge von F+-Stoppzeiten, welche
monoton gegen SX∞ konvergiert und für die




∞ < +∞} P-f. s. (n ∈ N)
gilt. Dann ist auch Xτn ein stetiges (F, P)-Semimartingal, und es gilt (4.1.5) für τn
anstelle von SXn . Man beachte, daß nach Definition einer Lösung für die Explosionszeit
SX∞ auf Ω gilt S
X
∞ > 0. Dies folgt aus der Bedingung X0 ∈ R. Somit ist (τn)n∈N wegen
(4.1.6) im gewissen Sinne eine ankündigende Folge für die Explosionszeit SX∞.
Zum Beweis der obigen Behauptung betrachten wir zunächst allgemein eine F+-
Stoppzeit τ ≤ SX∞ mit τ < S
X
∞ P-f. s. Für n ∈ N und ω ∈ Ω setzen wir
σn(ω) :=
{
SXn (ω) , falls S
X
n (ω) < τ(ω) ,
+∞ sonst .
Dann ist (σn)n∈N eine monoton wachsende Folge von F+-Stoppzeiten mit
(4.1.7) σn ∧ τ = S
X
n ∧ τ für n ∈ N
und lim
n→+∞
σn = +∞ P-f. s.
Entsprechend 1.(iii) aus Definition 4.1.3 ist der gestoppte Prozeß XS
X
n für jedes
n ∈ N ein stetiges (F, P)-Semimartingal. Somit ist auch der gestoppte Prozeß XS
X
n ∧τ
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ein stetiges (F, P)-Semimartingal. Nach Konstruktion von σn folgt mit (4.1.7), daß
der gestoppte Prozeß Xσn∧τ ebenfalls ein stetiges (F, P)-Semimartingal ist. Wegen
σn ↑ +∞ P-f. s. und der Stetigkeit der Trajektorien des Prozesses X ist dann Xτ somit
ein stetiges (F, P)-Semimartingal (vgl. Proposition I.4.25 in [28] bzw. Lemma 7.2.2 in
[40]).
Als nächstes bleibt noch zu zeigen, daß (4.1.5) für τ anstelle von SXn richtig bleibt.
Für jedes n ∈ N erhalten wir aus (4.1.5)sowie aus (2.3.6)unter Anwendung der Stoppre-
gel (2.3.4)zunächst P-f. s.




SXn ∧τ (t, a) ν(da) +
t∫
0
b(Xs∧SXn ∧τ ) dMs∧SXn ∧τ , t ≥ 0 .
Da Xτ ein stetiges (F, P)-Semimartingal ist, erhalten wir für n ∈ N aus der Defini-
tion der lokalen Zeit ebenfalls unter Verwendung von (2.3.4), (2.3.6) und (4.1.7) die
Beziehung
LX
SXn ∧τ (t, a) = LX
σn∧τ
(t, a) = LX
τ
(t ∧ σn, a) für t ≥ 0 , a ∈ R P-f. s.
Mit der für jedes n ∈ N geltenden Eigenschaft (α) erhalten wir hiermit die ν-Integrier-
barkeit (i. S. v. (α)) von LX
τ
(t , ·) für jedes t ≥ 0 P-f. s.
Unter Verwendung von (β) und (4.1.7)zusammen mit σn ↑ +∞ P-f. s. ist es nicht













b(Xs∧τ ) dMs∧τ =
t∫
0
b(Xs∧τ∧SXn ) dMs∧τ∧SXn , t ≥ 0 , P-f. s.
Faßt man dies alles zusammen, so geht für jedes n ∈ N Gleichung (4.1.8) über in





(t ∧ σn, a) ν(da) +
t∧σn∫
0
b(Xs∧τ ) dMs∧τ , t ≥ 0 , P-f. s.
Da nun (σn)n∈N eine monoton wachsende Folge von F+-Stoppzeiten mit lim
n→+∞
σn = +∞
P-f. s. ist, folgt hieraus schließlich insgesamt





(t, a) ν(da) +
t∫
0
b(Xs∧τ ) dMs∧τ , t ≥ 0 , P-f. s.
Damit haben wir gezeigt, daß der Lösungsprozeß X zusammen mit M die Bedingung
(iii ′) für τ anstelle von SXn erfüllt. Entsprechend folgt dann hieraus, daß dies auch für
die eingangs erwähnte Folge (τn)n∈N von F+-Stoppzeiten gilt. Somit ist die Bedingung
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(iii ′) unabhängig von der Wahl der im obigen Sinne
”
ankündigenden“ Folge für die
Explosionszeit SX∞ des Lösungsprozesses X. 2
Die vorhergehenden Betrachtungen lassen nun folgende Schlußweise zu. Es sei Q ∈
Mloc(C(R+)). Weiterhin seien X = (Xt)t≥0 und M = (Mt)t≥0 zwei stochastische Pro-
zesse über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F ,
welche die Bedingungen 1.(i) und 1.(ii) aus Definition 4.1.3 erfüllen. Ist (τn)n∈N eine
im obigen Sinne ankündigende Folge für die Explosionszeit SX∞ und gilt (iii
′) für τn an
Stelle von SXn , so ist (X,M) im Sinne von Definition 4.1.3 eine Lösung von Gleichung
(4.1.1)bzgl. Q.
Die in dieser Arbeit betrachtete Gleichung (4.1.1) ist eine Verallgemeinerung der
stochastischen Differentialgleichung mit gewöhnlicher Drift. Betrachtet man zunächst
den Spezialfall ν ≡ 0 auf
⋃
N≥1
B([−N,N ]), so geht (4.1.1) über in die Gleichung




Damit erhalten wir eine stochastische Differentialgleichung ohne Drift. Deren Lösungs-
eigenschaften werden wir im nächsten Abschnitt näher untersuchen.
Als einen weiteren Spezialfall von (4.1.1) erhalten wir ebenfalls durch geeignete
Wahl von ν die stochastische Differentialgleichung mit gewöhnlicher Drift. Hierfür sei
a : R → R eine weitere Borel-meßbare Funktion, so daß die auf R definierte Abbildung
x 7→ a(x)b−2(x) über jedes Intervall [−N,N ] mit N ≥ 1 quasi-integrierbar bzgl. des
Lebesgue-Maßes ist. Wie in der Maßtheorie üblich, vereinbaren wir folgende Rechenre-
geln:
0 · +∞ := 0 und b−2(x) :=
1
(b(x))2












Dann ist ν ein signiertes Maß auf B([−N,N ]) für jedes N ≥ 1.
Für ein Q ∈ Mloc(C(R+)) sei (X,M) eine Lösung von (4.1.1)bzgl. Q, welche über
einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F definiert ist.
Unter der zusätzlichen Voraussetzung
(4.1.10) {x ∈ R : b(x) = 0} ⊆ {x ∈ R : a(x) = 0}
ist (X,M) im Sinne von Definition 4.1.3 eine Lösung der Gleichung







Beweis: Sei also (X,M) eine Lösung von (4.1.1)bzgl. Q. Somit sind 1.(i) bis 1.(iii)
von Definition 4.1.3 erfüllt. Nach Definition von ν und wegen der ν-Integrierbarkeit




LX(t, y) ν(dy) =
∫
R
LX(t, y) a(y)b−2(y) ℓ(dy) auf [[0, SX∞[[ P-f. s. ,
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b2(Xs) d〈M〉s auf [[0, S
X
∞[[ P-f. s.
und (4.1.12)folgt aus der Formel für die Aufenthaltszeit (2.3.16)
∫
R





2(Xs) d〈M〉s auf [[0, S
X
∞[[ P-f. s.
Mit den vorherigen Konventionen erhalten wir hieraus unter Verwendung von (4.1.10)
∫
R
LX(t, y) ν(dy) =
t∫
0
a(Xs) I{b6=0}(Xs) d〈M〉s =
t∫
0










b(Xs) dMs auf [[0, S
X
∞[[ P-f. s.
bzw. für jedes n ∈ N ist
Xt∧SXn = X0 +
t∫
0
a(Xs∧SXn ) d〈M〉s∧SXn +
t∫
0
b(Xs∧SXn ) dMs∧SXn , t ≥ 0 , P-f. s.
Unter der Voraussetzung (4.1.10)erhalten wir also, daß das über (Ω,F ,P) definierte
Paar (X,M) eine Lösung von (4.1.11)bzgl. Q im Sinne unserer Definition ist. 2
Wie der vorhergehende Beweis zeigt, gilt natürlich auch umgekehrt, daß unter der
Voraussetzung (4.1.10)jede Lösung von Gleichung (4.1.11)auch eine Lösung von Glei-
chung (4.1.1) ist.
Es sei noch bemerkt, daß die Bedingung (4.1.10) im gewissen Sinne abgeschwächt
werden kann. Dazu sei (X,M) eine Lösung von (4.1.1) bzgl. Q, welche über einem
Wahrscheinlichkeitsraum (Ω,F ,P) definiert ist. Bezeichnet µM das Föllmer-Doléans-
Maß von M, d. h., für eine B(R+) ⊗ F -meßbare Abbildung Z : R+ × Ω → R+ ist
µM(Z) := E (
∞∫
0
Z(s, ·) d〈M〉s) .
Dann ist das Paar (X,M) unter der Voraussetzung
(4.1.13) a ◦ X = 0 auf {b ◦ X = 0} ∩ [[0, SX∞[[ µM-f. ü.
ebenfalls eine Lösung von (4.1.11)bzgl. Q. Dies zeigt man ganz analog wie oben.
Zu guter Letzt sei noch bemerkt, daß im Falle eines trivialen treibenden Prozesses,
d. h., für ein Q ∈ Mloc(C(R+)) gilt Q({〈Z〉∞ = 0}) = 1 (vgl. Satz 2.2.4 (a)), jede
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Lösung von Gleichung (4.1.1)trivial ist. Um dies einzusehen, sei (X,M) eine beliebige
Lösung von Gleichung (4.1.1) bzgl. Q, welche über einem Wahrscheinlichkeitsraum
(Ω,F ,P) mit Filtration F = (Ft)t≥0 in F definiert ist. Wegen PM = Q auf B(C(R+))
ist M ein triviales stetiges lokales (F, P)-Martingal, und wir erhalten aus (4.1.1)
(4.1.14) Xt = X0 +
∫
R
LX(t, a) ν(da) auf [[0, SX∞[[ P-f. s.
Hieraus folgt, daß X ein stochastischer Prozeß von lokal beschränkter Variation auf
[[0, SX∞[[ ist. Für den quadratischen Variationsprozeß von X gilt dann insbesondere




LX(t, a) ℓ(da) = 〈X〉t = 0 auf [[0, S
X
∞[[ P-f. s.
Dies liefert uns aber
(4.1.15) LX( · , a) = 0 für ℓ-fast alle a ∈ R auf [[0, SX∞[[ P-f. s.
Aufgrund der Rechts- bzw. Linksstetigkeit der rechten bzw. linken lokalen Zeit eines
stetigen Semimartingals in der Zustandsvariablen a (vgl. Satz 2.3.9 (b)) erhalten wir
für den rechten bzw. linken und wegen (2.3.8) schließlich für den symmetrischen Fall
der lokalen Zeit aus (4.1.15)
LX( · , a) = 0 für alle a ∈ R auf [[0, SX∞[[ P-f. s.
Zusammen mit (4.1.14)folgt hieraus, daß X konstant auf [[0, SX∞[[ P-f. s. ist. Also gilt
Xt = X0 für alle t < S
X
∞ P-f. s. Wegen der Stetigkeit der Trajektorien des Lösungspro-
zesses X erhalten wir aber XSX∞ = X0 auf {S
X
∞ < +∞} P-f. s. Somit ist S
X
∞ = 0 auf
{SX∞ < +∞} P-f. s. Da nach Definition X0 reellwertig ist, gilt S
X
∞ > 0 auf Ω. Damit
folgt schließlich SX∞ = +∞ P-f. s. Also ist der Prozeß X konstant P-f. s. und (X,M)
somit eine triviale Lösung von (4.1.1)bzgl. Q.
Diesen trivialen Fall wollen wir in den nachfolgenden Ausführungen ausschließen.
Daher vereinbaren wir hier und jetzt für die ganze Arbeit, daß nur solche
Q aus Mloc(C(R+)) betrachtet werden, für welche Q({〈Z〉∞ > 0}) > 0 gilt.
4.2 Gleichungen ohne Drift
In diesem Abschnitt wollen wir uns zunächst mit stochastischen Differentialgleichun-
gen ohne Drift beschäftigen. Wir betrachten also die Gleichung




wobei die hier auftretenden Symbole bzw. Koeffizienten die gleichen Bedeutungen be-
sitzen wie zu Beginn von Abschnitt 4.1. Wie wir bereits dargestellt haben, ist (4.2.1)
ein Spezialfall von (4.1.1). Ziel dieses Abschnitts ist es, wesentliche Eigenschaften von
Lösungen von Gleichung (4.2.1)zusammenzustellen, wobei wir hier unser Hauptaugen-
merk auf den Lösungsprozeß richten wollen.
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Wie wir im nächsten Abschnitt sehen werden, spielen stochastische Differentialglei-
chungen ohne Drift eine wichtige Rolle bei der Behandlung der Frage der Existenz und
Eindeutigkeit von Lösungen. Dies beruht auf der Tatsache, daß sich mittels einer geeig-
neten Transformation jede Lösung von Gleichung (4.1.1)in eine Lösung von Gleichung
(4.2.1) transformieren läßt und umgekehrt (vgl. Abschnitt 4.3). Insbesondere können
dann Aussagen über das Verhalten des Lösungsprozesses von Gleichung (4.1.1)aus dem
Verhalten des Lösungsprozesses von Gleichung (4.2.1)abgeleitet werden.
In den folgenden Betrachtungen sei ein beliebiges Martingalmaß Q ∈ Mloc(C(R+))
fest vorgegeben. Weiterhin sei (X,M) eine Lösung von Gleichung (4.2.1)bzgl. Q, welche
über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F definiert
ist.
Eine erste einfache Eigenschaft der Lösung von Gleichungen ohne Drift betrifft das
Explosionsverhalten des Lösungsprozesses und der daraus resultierenden Erkenntnis,
daß dieser ununterscheidbar von einem stetigen lokalen Martingal ist. Es gilt nämlich
folgender Satz.
Satz 4.2.2Für den LösungsprozeßX = (Xt)t≥0 gilt
SX∞ = +∞ P-f. s.
Darüber hinaus istX ununterscheidbar von einem stetigen lokalen(FP, P)-Martingal X̂ =
(X̂t)t≥0 über(Ω,F ,P), so daß(X̂,M) eine Lösung von(4.2.1)bzgl.Q ist.
Beweis: Entsprechend unserer Definition einer Lösung gilt für jedes n ∈ N zunächst
(4.2.3) Xt∧SXn = X0 +
t∫
0
b (Xs∧SXn ) dMs∧SXn , t ≥ 0 , P-f. s.
Das in (4.2.3)auftretende stochastische Integral ist nun für jedes n ∈ N ein stetiges loka-
les (FP, P)-Martingal. Selbiges gilt somit auch für die gestoppten Prozesse XS
X
n . Also
ist der Lösungsprozeß X ein stetiges lokales (FP, P)-Martingal auf [[0, SX∞[[. Gemäß
Theorem 5.21 (c) in [25] bzw. Theorem 3.5 in [33] gilt P-f. s. entweder lim
t↑SX∞
|Xt| = +∞
oder der Grenzwert lim
t↑SX∞
Xt existiert in R und ist endlich (vgl. auch Satz 2.2.4 (c) und (d)
für den Fall SX∞ = +∞ P-f. s.). Entsprechend unserer Definition einer Lösung besitzt
der Lösungsprozeß X stetige Trajektorien. Demzufolge existiert in R der Grenzwert
lim
t↑SX∞
Xt auf {SX∞ < +∞}. Somit kommt von den beiden Möglichkeiten nur die zweite
in Frage, und es existiert der reelle Grenzwert lim
t↑SX∞
Xt auf {SX∞ < +∞} P-f. s. Dies
kann aber wegen lim
t↑SX∞
Xt = XSX∞ ∈ {±∞} auf {S
X
∞< + ∞} nicht eintreten. Also muß
SX∞ = +∞ P-f. s. gelten.
Zum Beweis der zweiten Aussage des Satzes sei gemäß den obigen Ausführungen




Xt(ω), falls ω ∈ N c ,
X0(ω), falls ω ∈ N ,
(t ≥ 0) .
Dann ist X̂ = (X̂t)t≥0 ein von X ununterscheidbarer und reellwertiger FP-adaptierter
stochastischer Prozeß über (Ω,F ,P) mit SX̂∞ = +∞ auf Ω. Darüber hinaus ist X̂ ein
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stetiges lokales (FP, P)-Martingal. Dies folgt wegen lim
n→+∞
SXn = +∞ P-f. s. aus der
Stetigkeit der Trajektorien von X̂ zusammen mit Satz 2.2.3 (b) und da mit XS
X
n auch
der gestoppte Prozeß X̂S
X
n ein stetiges lokales (FP, P)-Martingal ist. Aus (4.2.3) folgt
dann aus der Definition des stochastischen Integrals bzgl. stetiger lokaler Martingale
für n ∈ N die Beziehung
X̂t∧SXn = X̂0 +
t∫
0
b (X̂s∧SXn ) dMs∧SXn , t ≥ 0 , P-f. s.
Mit SX∞ = +∞ P-f. s. erhalten wir hieraus unmittelbar
(4.2.4) X̂t = X̂0 +
t∫
0
b(X̂s) dMs , t ≥ 0 , P-f. s.
Dies bedeutet aber, daß (X̂,M) wegen SX̂∞ = +∞ auf Ω eine Lösung von (4.2.1)bzgl.
Q im Sinne unserer Definition ist. 2
Bemerkung 4.2.5DaßX selbst kein stetiges lokales Martingal ist, liegt zum einendaran,
daß nach Definition einer Lösung der ProzeßX Werte inR annehmen kann und der obige
Satz besagt, daßX nur bis auf eine Nullmenge reellwertig ist. Auf der anderen Site setzt die
Definition eines stetigen lokalen Martingals stets einen reellwertigen Prozeß voraus. Somit
ist X nur ununterscheidbar von einem stetigen lokalen Martingal.
Mit dem Prozeß X̂ aus Satz 4.2.2 und den Bezeichnungen zum Schluß von Abschnitt
2.3 ist es nun auch nicht schwierig zu zeigen, daß für den quadratischen Variationsprozeß
〈X〉 und für die lokale Zeit LX von X gilt
〈X〉 = 〈X̂〉 P-f. s. und LX(t, a) = LX̂(t, a) für (t, a) ∈ R+ × R P-f. s.
Letzteres gilt im Falle der rechten bzw. linken lokalen Zeit eines stetigen Semimartingals
wegen Satz 2.3.9 (b) und im Falle der symmetrischen lokalen Zeit wegen (2.3.8). Damit
lassen sich nun insbesondere Aussagen über das Verhalten des Lösungsprozesses X,
seines quadratischen Variationsprozesses und der lokalen Zeit aus den für das stetige
lokale Martingal X̂ geltenden Eigenschaften ableiten.
Für das Weitere und für die ganze Arbeit wollen wir daher folgende Vereinbarung
treffen: Falls wir von einer Lösung der Gleichung ohne Drift sprechen, dann wollen wir
stets davon ausgehen, daß der Lösungsprozeß ein stetiges lokales Martingal ist, welches
in endlicher Zeit nicht explodiert. Oder mit anderen Worten, wir identifizieren den
Lösungsprozeß X mit einem nicht-explodierenden stetigen lokalen (FP, P)-Martingal,
welches Gleichung (4.2.1) löst.
Eine weitere interessante und wichtige Eigenschaft des Lösungsprozesses von (4.2.1)
bezieht sich auf das Verhalten seiner Trajektorien im Unendlichen (bzw. in SX∞), welches
mit dem Verhalten der Trajektorien des treibenden Prozesses zusammenhängt.
Satz 4.2.6Für den LösungsprozeßX = (Xt)t≥0 existiert inR der Grenzwert lim
t→+∞
Xt auf
{〈M〉∞ < +∞} P-f. s.
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Beweis: Gemäß obiger Vereinbarung sei ohne Einschränkung X ein stetiges lokales
(FP, P)-Martingal mit
(4.2.7) Xt = X0 +
t∫
0
b(Xs) dMs , t ≥ 0 , P-f. s.




b2(Xs) d〈M〉s , t ≥ 0 , P-f. s.
Um nun die Behauptung des Satzes zu verifizieren, genügt es nach Satz 2.2.4 (c) zu
zeigen, daß 〈X〉∞ < +∞ auf {〈M〉∞ < +∞} P-f. s. gilt. Bezeichne dazu C = (Ct)t≥0
die Rechtsinverse von 〈X〉, also auf Ω ist
Ct := inf{s ≥ 0 : 〈X〉s > t} (t ≥ 0) .
Entsprechend Satz 3.1.22 gibt es über (Ω,F ,P) eine in 〈X〉∞ gestoppte (FP+ ◦ C, P)-
Brownsche Bewegung W = (Wt)t≥0 mit der Eigenschaft
(4.2.9) X = X0 + W ◦ 〈X〉 P-f. s.







b2(Xs) I{b=0}(Xs) d〈M〉s = 0 , t ≥ 0 , P-f. s.




b−2(X0 +Ws) ds =
Ct∫
0





2(Xs) d〈M〉s ≤ 〈M〉Ct





b−2(X0 +Ws) ds ≤ 〈M〉∞ P-f. s.
Hieraus folgt dann aber 〈X〉∞ < +∞ auf der Menge {〈M〉∞ < +∞} P-f. s. Denn sei
(Ω̃, F̃ , P̃, F̃,B∗) eine (X, P)-Erweiterung. Dann ist M̃ wegen P̃M̃ = Q auf B(C(R+))






s ) ds ≤ 〈M̃〉∞}) = 1 .
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s ) ds = +∞}) = 1 .
Man hat hierbei zu beachten, daß bzgl. P̃ die F̃0-meßbare Zufallsgröße X̃0 unabhängig
von der Brownschen Bewegung B∗ ist. Aus (4.2.12)und (4.2.13)erhalten wir somit
〈X̃〉∞ < +∞ auf {〈M̃〉∞ < +∞} P̃-f. s. ,
woraus schließlich
P({〈M〉∞ < +∞, 〈X〉∞ = +∞}) = P̃({〈M̃〉∞ < +∞, 〈X̃〉∞ = +∞}) = 0
folgt. Setzt man N = {〈M〉∞ < +∞, 〈X〉∞ = +∞} ∈ F , so ist N eine P-Nullmenge,
und für ω ∈ {〈M〉∞ < +∞}∩N c gilt dann 〈X〉∞(ω) < +∞. Damit ist die Behauptung
des Satzes bewiesen. 2
Die nächste Aussage bezieht sich auf das Verhalten der Trajektorien des Lösungspro-
zesses von Gleichung (4.2.1), wenn diese erstmals die Menge erreichen, wo b−2 bzgl. des
Lebesgue-Maßes nicht lokal-integrierbar ist. Dazu definieren wir folgende abgeschlosse-
ne Teilmenge aus R :
Eb := {x ∈ R :
∫
U
b−2(y) ℓ(dy) = +∞ für alle offenen Umgebungen U ⊆ R von x}
und beweisen
Satz 4.2.14Bezeichnet
DXEb(ω) := inf{t ≥ 0 : Xt(ω) ∈ Eb} (ω ∈ Ω)
die erste Eintrittszeit des LösungsprozessesX = (Xt)t≥0 in die MengeEb. Dann gilt:
(a) LX(t, a) = 0 für alle (t, a) ∈ R+ ×Eb P-f. s.
(b) XD
X
Eb = X P-f. s.
(c) 〈X〉D
X
Eb = 〈X〉 P-f. s.
Beweis: Der Beweis dieses Satzes verläuft analog dem Beweis von Proposition 4.14
in [20], wobei dort die Brownsche Bewegung als treibender Prozeß durch ein stetiges
lokales Martingal zu ersetzen ist.
Zunächst zeigen wir die Richtigkeit von (a). Entsprechend unserer Vereinbarung
sei ohne Einschränkung X ein stetiges lokales (FP, P)-Martingal. Nach Satz 2.3.9 (c)
existiert eine P-Nullmenge N ∈ N P0 , so daß für ω ∈ N
c die Abbildung (t, a) 7→
LX(ω, t, a) stetig in (t, a) ∈ R+ × R ist. Mit anderen Worten heißt dies, die lokale Zeit
eines stetigen lokalen Martingals ist P-fast sicher stetig auf R+ × R. Somit genügt es
LX(t, a) = 0 P-f. s. für alle (t, a) ∈ R+ × Eb
zu zeigen. Dazu betrachten wir ein Paar (t, a) ∈ R+ × R mit
(4.2.15) P({LX(t, a) > 0}) > 0 .
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Für ein ω ∈ {LX(t, a) > 0} ∩ N c existiert nun ein k := k(ω) ≥ 1 mit LX(ω, t, a) > 1
k
.
Wegen der Stetigkeit von LX(ω, t, a) in a existiert weiterhin ein δ := δ(ω, k) > 0, so
daß gilt
LX(ω, t, z) >
1
k
für alle z ∈]a− δ, a+ δ[ .
Für δ > 0 existiert wiederum ein l := l(ω, k) ≥ 1, so daß δ > 1
l
ausfällt. Setzt man
noch m = k ∨ l, so erhalten wir
LX(ω, t, z) >
1
m







Nun definieren wir für n ∈ N die Mengen
An := {ω ∈ Ω : L
X(ω, t, z) >
1
n







Aus der Stetigkeit der lokalen Zeit LX auf R+ × R folgt zum einen An ∩ N c ∈ F für
n ∈ N und zum anderen haben wir die Inklusion





Wegen (4.2.15)existiert somit ein n0 ∈ N mit P(An0 ∩N
c) > 0. Mittels der Formel für
die Aufenthaltszeit (2.3.16)erhalten wir unter Verwendung von (4.2.8) sowie (4.2.10),
daß auf An0 ∩N


























Da der quadratische Variationsprozeß eines stetigen lokalen Martingals stets endlich







b−2(y) ℓ(dy) < +∞ .
Dies liefert uns schließlich a /∈ Eb. Damit haben wir
LX(t, a) = 0 P-f. s. für (t, a) ∈ R+ × Eb
gezeigt, womit die Richtigkeit der Aussage (a) bewiesen wurde.
Als nächstes zeigen wir die Aussagen (b) und (c) für X, wobei (c) unmittelbar aus
(b) zusammen mit Satz 2.2.4 (b) bzw. (2.2.5)folgt. Für den Fall DXEb = +∞ P-f. s. ist
die Aussage trivial. Sei daher P({DXEb < +∞}) > 0. Zunächst folgt mit Satz 2.1.3 (a),
daß sowohl DXEb als auch D
X
Eb
+ t mit t ≥ 0 jeweils FP-Stoppzeiten sind. Wegen der
Abgeschlossenheit von Eb sowie der Stetigkeit der Trajektorien von X gilt XDX
Eb
∈ Eb
auf der Menge {DXEb < +∞}.
76 KAPITEL 4. EXISTENZ VON LÖSUNGEN
Wir definieren nun einen neuen Wahrscheinlichkeitsraum (Ω∗,F∗, P∗) mit Filtration
F∗ = (F∗t )t≥0 in F
∗ durch:
Ω∗ := Ω ∩ {DXEb < +∞} , F
∗ := F ∩ {DXEb < +∞} , P
∗ := P( · | {DXEb < +∞})





∩ {DXEb < +∞} für t ≥ 0. Über diesem Wahrscheinlichkeitsraum




für t ≥ 0 .
Ganz analog dem Beweis von Lemma 9.1.10 in [40] bzw. unter Verwendung des Optional
Stopping Theorems kann gezeigt werden, daß X∗ ein stetiges lokales (F∗, P∗)-Martingal
über (Ω∗,F∗, P∗) ist. Für den quadratischen Variationsprozeß 〈X∗〉 = (〈X∗〉t)t≥0 von





, t ≥ 0 , P∗-f. s.
Gemäß Satz 2.3.9 (c) existiert eine P∗-Nullmenge N∗ aus F∗, so daß für ω∗ ∈ N∗c
und t ≥ 0 unter Verwendung der allgemeinen Transformationsformel gilt (vgl. V.3.1 in
[10] oder vgl. Lemma 5.15 in [21])
LX
∗


































∗) + t, XDX
Eb




Mit Aussage (a) folgt LX
∗
(t, 0) = 0 für alle t ≥ 0 P∗-f. s. Wendet man die Tanaka-






s , t ≥ 0 , P
∗-f. s.
Also ist (|X∗t |)t≥0 ein nichtnegatives stetiges lokales (F
∗P∗ , P∗)-Martingal mit |X∗0 | = 0
P∗-f. s. Das bedeutet aber, daß (|X∗t |)t≥0 sogar ein (F
∗P∗ , P∗)-Supermartingal ist. Aus
der Ungleichung für Supermartingale und der Stetigkeit der Trajektorien von X∗ folgt
dann aber |X∗t | = 0 für alle t ≥ 0 P
∗-f. s. und somit auch X∗t = 0 für alle t ≥ 0 P
∗-f. s.









= Xt für alle t ≥ 0 auf {D
X
Eb
< +∞} P-f. s.
Da (4.2.16) auch auf der Menge {DXEb = +∞} P-f. s. gilt, haben wir hiermit die
Richtigkeit der Aussagen (b) und (c) für den Prozeß X bewiesen. 2
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4.3 Existenz von Lösungen
In diesem Abschnitt wollen wir uns nun mit der Frage der Existenz von Lösungen
der Gleichung
(4.3.1) Xt = X0 +
∫
R




beschäftigen. Ziel dieses Abschnitts soll es sein, notwendige und hinreichende Bedin-
gungen zu formulieren, unter denen eine Lösung von (4.3.1) für beliebige Startvertei-
lungen existiert und zwar für eine große Klasse stetiger lokaler Martingale als treibende
Prozesse für Gleichung (4.3.1).
Für das Weitere wollen wir nun generell voraussetzen, daß ν ein endliches signiertes




(bzw. ν({x}) > −
1
2
, |ν({x})| < 1) (x ∈ R)
für die entsprechende Wahl der rechten (bzw. linken, symmetrischen) lokalen Zeit LX





, |ν({x})| > 1) für ein x ∈ R im allgemeinen keine Lösung von (4.3.1)mit
Startverteilung δx existieren muß. Als Beispiel sei hier die in [22] bzw. [32] behandelte
schiefe Brownsche Bewegung erwähnt. Dieses Beispiel läßt sich ohne Schwierigkeiten
auch auf stetige lokale Martingale als treibenden Prozeß verallgemeinern.
Des weiteren sollen die Fälle ν({x}) = 1
2
(bzw. ν({x}) = −1
2
, |ν({x})| = 1) für
ein x ∈ R ausgeschlossen werden. Dies entspricht im Falle der Brownschen Bewegung
als treibender Prozeß einer Reflektion des Lösungsprozesses im Punkt x und erfordert
andere Methoden zur Behandlung der entsprechenden Gleichung (vergleiche dazu bei-
spielsweise [39]). Darüber hinaus versagt in diesem Fall die nachfolgend eingeführte
Technik der Raumtransformation (vgl. [32]). Bevor wir zur Raumtransformation kom-
men, wollen wir noch einen nützlichen Begriff einführen, der sich an die Aussage (b)
des Satzes 4.2.14 anlehnt.
Definition 4.3.3 Es seiQ ∈ Mloc(C(R+)). Eine Lösung(X,M) von Gleichung(4.3.1)




INb(Xs) d〈M〉s = 0 f. s.,
wobeiNb := {x ∈ R : b(x) = 0} die Nullstellenmenge vonb bezeichnet. .
Eine Fundamentallösung besitzt somit einfach gesprochen die Eigenschaft, daß der
Lösungsprozeß sich bis zum Eintritt in die Menge Eb nicht in den Nullstellen der
Funktion b aufhält.
Die Technik der Raumtransformation erlaubt es nun, Lösungen von Gleichung (4.3.1)
in Lösungen einer Gleichung vom Typ (4.2.1)zu transformieren und umgekehrt. Dabei
ist diese so beschaffen, daß der treibende Prozeß invariant gegenüber dieser Trans-
formation bleibt. Die Durchführung der Raumtransformation beruht hierbei auf den
gleichen Methoden wie im Falle der Brownschen Bewegung als treibenden Prozeß (vgl.
[20] und [32]).
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Für die rechte (bzw. linke, symmetrische) lokale Zeit in (4.3.1) betrachte man die












F (g, y) ν(dy) für x < 0
mit
F (g, x) := g(x−) (bzw. g(x) ,
1
2
(g(x) + g(x−))) (x ∈ R) ,
wobei g(x−) den linksseitigen Grenzwert von g in x ∈ R bezeichnet. Die Lösung
der obigen Integralgleichung läßt sich für die einzelnen Fälle der lokalen Zeit explizit
angeben (vgl. Theorem 2.1 und Theorem 3.4 in [42]). Für die rechte lokale Zeit, also












(1 − 2ν({y}))−1 exp(−2ν({y})) für x < 0 .












(1 + 2ν({y})) exp(−2ν({y})) für x < 0 .
Für den Fall der symmetrischen lokalen Zeit, also für F (g, x) = 1
2
(g(x) + g(x−)) mit
















exp(−2ν({y})) für x < 0 .
Als Lösung von (4.3.4)ist g : R → R+ eine strikt positive und rechtsstetige Funktion
von lokal beschränkter Variation, d. h., g ist Differenz zweier monoton wachsender
und rechtsstetiger Funktionen. Entsprechendes gilt auch für die Funktion g−1. Diese
ist ebenfalls eine Lösung der Integralgleichung (4.3.4), wobei für den Fall der rechten
(bzw. linken, symmetrischen) lokalen Zeit anstelle von F (g, · ) die Funktion F̃ (g−1, · )
gewählt werden muß mit
F̃ (h, x) := −h(x) (bzw. − h(x−) , −
1
2
(h(x) + h(x−))) (x ∈ R) ,
für eine reelle Funktion h mit linksseitigem Grenzwert h(x−) in x ∈ R. An dieser
Stelle sei bemerkt, daß ohne die Sprungbedingung (4.3.2)die Konvergenz der höchstens
abzählbar unendlichen Produkte in (4.3.5), (4.3.6) bzw. (4.3.7) im allgemeinen nicht
gegeben ist.











g(y) ℓ(dy) für x < 0 .
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Aufgrund der Eigenschaften der Funktion g ist G eine streng monoton wachsende
und stetige Funktion auf R. Nach dem Umkehrsatz für streng monotone Funktionen
existiert die Umkehrfunktion H von G, welche auf ]G(−∞), G(+∞)[ definiert ist und
dort streng monoton wachsend sowie stetig ist. Weiterhin erweitern wir die Funktionen
H und g sowie den Diffusionskoeffizienten b durch die Festlegung
(4.3.9) H(x) =
{
−∞ für x ∈ [−∞, G(−∞)] ,
+∞ für x ∈ [G(+∞),+∞]
und
(4.3.10) g(−∞) = g(+∞) = b(−∞) = b(+∞) = 0 .
Mit der Vereinbarung a−1 = +∞ für a = 0 erhalten wir dann unter Verwendung der











h(y) ℓ(dy) für x < 0
mit h(x) := (g(H(x)))−1 für x ∈ R.
Für das weitere Vorgehen dient nun der folgende Satz, welcher die Verbindung von
stochastischen Differentialgleichungen mit verallgemeinerter Drift zu stochastischen
Differentialgleichungen ohne Drift herstellt. Zuvor sei aber noch folgendes Lemma zi-
tiert.
Lemma 4.3.11Es seĩb : R → R mit b̃(x) := g(H(x)) · b(H(x)) für x ∈ R. Dann gilt
N c
b̃




Beweis: Für einen Beweis dieses Lemmas, der von analytischer Natur ist, vergleiche
man den Beweis von Lemma 4.36 in [20]. 2
Für Lösungen einer Gleichung mit dem Diffusionskoeffizienten b̃ aus Lemma 4.3.11
gilt der folgende
Satz 4.3.12Es seiQ ∈ Mloc(C(R+)). Über einem Wahrscheinlichkeitsraum(Ω,F ,P) mit
Filtration F = (Ft)t≥0 in F sei (X,M) eine Lösung (bzw. Fundamentallösung, starke Lö-
sung) von




bzgl.Q mitSX∞ = +∞ aufΩ, wobeib̃ die Funktion aus Lemma 4.3.11 bezeichnet. Weiterhin
sei aufΩ
(4.3.14) τ := inf{s ≥ 0 : Xs /∈ ]G(−∞), G(+∞)[} .
Dann ist(Xτ ,M) eine Lösung (bzw. Fundamentallösung, starke Lösung) von(4.3.13)bzgl.
Q. Insbesondere nimmt der gestoppte ProzeßXτ Werte im Intervall[G(−∞), G(+∞)] an.
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Beweis: Über (Ω,F ,P) mit Filtration F = (Ft)t≥0 sei (X,M) eine Lösung von (4.3.13)
bzgl. Q mit SX∞ = +∞ auf Ω. Also ist sowohl X = (Xt)t≥0 als auch M = (Mt)t≥0
ein stetiges lokales (F, P)-Martingal, so daß X zusammen mit M Gleichung (4.3.13)
für t ≥ 0 P-f. s. erfüllt und PM = Q auf B(C(R+)) gilt. Mit der F-Stoppzeit τ aus
(4.3.14) ist der gestoppte Prozesß Xτ ebenfalls ein stetiges lokales (F, P)-Martingal.
Für dessen Explosionszeit gilt aufgrund der Voraussetzung SX
τ
∞ = +∞ auf Ω. Darüber
hinaus folgt aus der Stetigkeit von X, daß Xτ Werte aus dem abgeschlossenen Intervall
[G(−∞), G(+∞)] annimmt.
Bleibt uns noch zu zeigen, daß Xτ zusammen mit M Gleichung (4.3.13)für t ≥ 0
P-f. s. erfüllt. Mit der Stoppregel (2.3.4)erhalten wir aus (4.3.13)zunächst
(4.3.15) Xt∧τ = X0 +
t∫
0
b̃(Xs)I[[0,τ ]](s) dMs , t ≥ 0 , P-f. s.
Unter Verwendung der Definition von b̃ kann man mit (4.3.9)und (4.3.10)leicht zeigen,
daß auf Ω gilt
b̃(Xt∧τ ) = b̃(Xt)I[[0,τ ]](t) (t ≥ 0) .
Aus der Definition des stochastischen Integrals bzgl. stetiger lokaler Martingale folgt
mit (4.3.15)hieraus unmittelbar
Xt∧τ = X0 +
t∫
0
b̃(Xs∧τ ) dMs , t ≥ 0 , P-f. s.
Damit haben wir gezeigt, daß (Xτ ,M) eine Lösung von (4.3.13)bzgl. Q ist.
Ist X an die Filtration F(X0,M),P adaptiert, so ist τ eine F(X0,M),P-Stoppzeit. Also
ist mit (X,M) auch (Xτ ,M) eine starke Lösung von (4.3.13)bzgl. Q. Zum Nachweis,
daß mit (X,M) auch (Xτ ,M) eine Fundamentallösung von (4.3.13)bzgl. Q ist, hat




≤ τ auf Ω zu beachten. Diese folgt ebenfalls
aus der Definition von b̃ zusammen mit (4.3.9)und (4.3.10), da Ec
b̃
⊆]G(−∞), G(+∞)[
in diesem Fall gilt. 2
Mit dem vorhergehenden Satz und mit Lemma 4.3.11, der Itô-Meyer-Tanaka-Formel
und den Eigenschaften der lokalen Zeit eines stetigen Semimartingals können wir
nun folgenden Satz hinsichtlich der Raumtransformation von Lösungen von Gleichung
(4.3.1)beweisen.
Satz 4.3.16Es seiQ ∈ Mloc(C(R+)).
(i) Ist (X,M) eine Lösung (bzw. Fundamentallösung, starke Lösung) von(4.3.1)bzgl.Q
mit rechter (bzw. linker, symmetrischer) lokaler ZeitLX, dann ist das Paar(G ◦X,M)
mit G ◦ X := (G(Xt))t≥0 eine Lösung (bzw. Fundamentallösung, starke Lösung) von
(4.3.13)bzgl.Q.
(ii) Ist umgekehrt(Y,M) eine Lösung (bzw. Fundamentallösung, starke Lösung) von Glei-
chung (4.3.13)bzgl. Q mit Yτ = Y und Y0 ∈]G(−∞), G(+∞)[, so ist das Paar
(H ◦ Y,M) mit H ◦ Y := (H(Yt))t≥0 eine Lösung (bzw. Fundamentallösung, starke
Lösung) von(4.3.1)bzgl.Q mit rechter (bzw. linker, symmetrischer) lokaler ZeitLX.
Dabei bezeichnetτ die Stoppzeit aus(4.3.14)für Y anstelle vonX.
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Beweis: Der Beweis dieses Satzes verläuft analog dem Beweis von Proposition 1 in [19]
bzw. Proposition 4.29 in [20].
Als erstes beweisen wir Aussage (i) des Satzes. Dazu sei (X,M) eine Lösung von
(4.3.1) bzgl. Q mit rechter (bzw. linker, symmetrischer) lokaler Zeit LX, welche über
einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F definiert
ist. Mit SX∞ bezeichnen wir wie gewohnt die Explosionszeit von X. Entsprechend der
Definition einer Lösung ist X ein stetiges (F, P)-Semimartingal auf [[0, SX∞[[, und es
gilt
(4.3.17) Xt = X0 +
∫
R
LX(t, a) ν(da) +
t∫
0
b(Xs) dMs auf [[0, S
X
∞[[ P-f. s.
Da die Funktion g auf R jeweils für den Fall der rechten (bzw. linken, symmetrischen)
lokalen Zeit LX von lokal beschränkter Variation und strikt positiv ist, läßt sich g als
Differenz zweier monoton wachsender Funktionen auf R darstellen, welche nichtnegativ
sind. Für jede nichtnegative monoton wachsende Funktion existieren sowohl die links-
als auch die rechtsseitigen Grenzwerte, und diese sind ebenfalls nichtnegativ. Damit ist
die durch (4.3.8)definierte Funktion G Differenz zweier konvexer Funktionen auf R.
Über (Ω,F ,P) betrachten wir nun den stochastischen Prozeß Y = (Yt)t≥0 mit
Yt := G(Xt) für t ≥ 0. Dann ist wegen 1.(i) von Definition 4.1.3 zunächst Y ein stetiger
F-adaptierter stochastischer Prozeß über (Ω,F ,P) mit Y0 ∈ ]G(−∞), G(+∞)[⊆ R.
Darüber hinaus ist es nicht schwierig, SX∞ ≤ S
Y
∞ auf Ω zu zeigen, woraus Yt∧SY∞ = Yt für
t ≥ 0 folgt. Laut Definition ist X ein stetiges (F, P)-Semimartingal auf [[0, SX∞[[ und da
G auf R Differenz zweier konvexer Funktionen ist, können wir die Itô-Meyer-Tanaka
Formel (2.3.13)auf YS
X
n für n ∈ N anwenden. Mit den Bezeichnungen zu Satz 2.3.12
kann man leicht verifizieren, daß
DG(x) = F (g, x) für x ∈ R und dnG = (−2F (g, · )) dν auf B(R)
gilt. Somit erhalten wir mit (2.3.13)für den Prozeß Y zunächst die Beziehung
Yt = G(X0) +
t∫
0
F (g,Xs) dXs −
∫
R
LX(t, a)F (g, a) ν(da) auf [[0, SX∞[[ P-f. s.
Setzt man (4.3.17)in die rechte Seite der obigen Gleichung ein, so gilt






X(ds, a) ν(da) +
t∫
0




LX(t, a)F (g, a) ν(da) auf [[0, SX∞[[ P-f. s.
Da für P-fast alle ω ∈ Ω das Maß LX(ω, ds, a) auf {s ≥ 0 : Xs(ω) = a} ∩ [0, SX∞(ω)[
konzentriert ist (vgl. (2.3.10) , heben sich die beiden Integrale bzgl. ν auf der rechten
Seite der vorhergehenden Gleichung auf, und wir erhalten
(4.3.18) Yt = G(X0) +
t∫
0
F (g,Xs) b(Xs) dMs auf [[0, S
X
∞[[ P-f. s.
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Die Funktion g besitzt bekanntlich höchstens abzählbar viele Unstetigkeitsstellen, da sie
von lokal beschränkter Variation ist. Aus der Definition stochastischer Integrale bzgl.
stetiger lokaler Martingale zusammen mit der Formel für die Aufenthaltszeit (2.3.16)
geht (4.3.18)unter Beachtung von Yt = G(Xt) für t ≥ 0 über in
(4.3.19) Yt = Y0 +
t∫
0
g(H(Ys)) b(H(Ys)) dMs auf [[0, S
X
∞[[ P-f. s.
Somit ist Y = (Yt)t≥0 ein stetiges lokales (F, P)-Martingal auf [[0, SX∞[[.
Es bleibt uns noch zu zeigen
(4.3.20) Yt = Y0 +
t∫
0
b̃(Ys) dMs , t ≥ 0 , P-f. s. ,
wobei b̃ die Funktion aus Lemma 4.3.11 ist. Für den Fall SX∞ = +∞ P-f. s. ist (4.3.20)
wegen (4.3.19) trivialerweise erfüllt. Bleibt uns also der Fall P({SX∞ < +∞}) > 0.
Wegen (4.3.19)genügt es,
(4.3.21) YSX∞ = Y0 +
SX∞∫
0
b̃(Ys) dMs auf {S
X
∞ < +∞} P-f. s.
zu zeigen, da nach Konstruktion Yt = G(XSX∞) = YSX∞ und b̃(Yt) = 0 für t ≥ S
X
∞
auf Ω gilt. Nach Definition sind die Trajektorien des Prozesses X stetig, und wegen
der Stetigkeit von G auf R sind die Trajektorien von Y dann ebenfalls stetig. Somit
existiert der Grenzwert lim
t↑SX∞
Yt auf {SX∞ < +∞} P-f. s. Entsprechend Theorem 5.21 (c)
in [25] (vgl. auch Theorem 3.5 in [33]) gilt, daß P-f. s. entweder der Grenzwert lim
t↑SX∞
Yt
existiert und endlich ist oder lim
t↑SX∞
|Ys| = +∞. Mit dem Vorherigen folgt dann aber, daß
auf {SX∞ < +∞} P-f. s. der Grenzwert lim
t↑SX∞
Yt in R existiert und gleich YSX∞ ist. Gleiches
erhält man auch für das stochastische Integral auf der rechten Seite von (4.3.19). Läßt
man in (4.3.19)nun t von unten gegen SX∞ konvergieren, so erhalten wir hieraus die
Richtigkeit von (4.3.21)und damit auch die von (4.3.20).
Nach Konstruktion ist Y ein stetiger und F-adaptierter stochastischer Prozeß über
(Ω,F ,P) mit Y0 ∈ R und YS
Y
∞ = Y. Hieraus und mit (4.3.20)folgt dann aber, daß Y
ein stetiges lokales (F, P)-Martingal auf [[0, SY∞[[ ist. Darüber hinaus ist M ein stetiges
lokales (F, P)-Martingal mit PM = Q auf B(C(R+)). Dies bedeutet aber insgesamt,
daß (Y,M) im Sinne unserer Definition eine Lösung von (4.3.13)bzgl. Q ist.
Ist darüber hinaus (X,M) eine starke Lösung von (4.3.1)bzgl. Q, so ist X an die
Filtration F(X0,M),P adaptiert. Mit X0 = H(Y0) folgt dann, daß der Prozeß Y an die
Filtration F(Y0,M),P adaptiert ist. Somit ist (Y,M) ebenfalls eine starke Lösung von
(4.3.13)bzgl. Q.
Für den Fall, daß (X,M) eine Fundamentallösung von (4.3.1)bzgl. Q ist, erhalten




Als nächstes wollen wir die Aussage (ii) des Satzes beweisen. Dazu sei (Y,M) eine
Lösung von (4.3.13)bzgl. Q definiert über einem Wahrscheinlichkeitsraum (Ω,F ,P)
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mit Filtration F = (Ft)t≥0 in F , so daß Yτ = Y und Y0 ∈ ]G(−∞), G(∞)[ gilt, wobei
τ die Stoppzeit aus (4.3.14) für Y kennzeichnet. Nach Definition ist M ein stetiges
lokales (F, P)-Martingal über (Ω,F ,P) mit PM = Q auf B(C(R+)). Darüber hinaus
ist Y ein F-adaptierter stochastischer Prozeß mit stetigen Trajektorien, so daß Y ein
stetiges lokales (F, P)-Martingal auf [[0, SY∞[[ ist, für welches (4.3.13) für t ≥ 0 P-
f. s. gilt. Insbesondere nimmt Y Werte im Intervall [G(−∞), G(+∞)] an, und es gilt
SY∞ = +∞ P-f. s.
Wir setzen Xt = H(Yt) für t ≥ 0. Dann ist X = (Xt)t≥0 ein stetiger F-adaptierter
stochastischer Prozeß über (Ω,F ,P) mit X0 = H(Y0) ∈ R und
SX∞ = inf{s ≥ 0 : Ys /∈ ]G(−∞), G(+∞)[ } = τ ≤ S
Y
∞




∞ < +∞} für n ∈ N. Da Y die Darstellung
(4.3.13) besitzt und SY∞ = +∞ P-f. s. gilt, ist Y sogar ein stetiges lokales (F, P)-
Martingal auf [[0, SX∞[[ .
Auf dem offenen Intervall ]G(−∞), G(+∞)[ ist die Funktion H darstellbar als Dif-
ferenz zweier konvexer Funktionen, da die Funktion h auf diesem Intervall von lokal
beschränkter Variation ist und somit dort als Differenz zweier monoton wachsender
Funktionen dargestellt werden kann. Des weiteren nimmt für ein beliebiges ω ∈ Ω
die Trajektorie Y(ω) auf [0, SX∞(ω)[ Werte im offenen Intervall ]G(−∞), G(+∞)[ an.
Somit gilt für die rechte (bzw. linke, symmetrische) lokale Zeit LY von Y
(4.3.22) LY( · , a) = 0 für a /∈ ]G(−∞), G(+∞)[ auf [[0, SX∞[[ P-f. s.
Anwendung der Itô-Meyer-Tanaka-Formel (2.3.13)liefert mit der rechten (bzw. linken,




Xt = H(Y0) +
t∫
0





LY(t, a)nH(da) auf [[0, S
X
∞[[ P-f. s. ,
wobei in diesem Fall
DH(x) = F (h, x) für x ∈ ]G(−∞), G(+∞)[
gilt und nH unter Beachtung von (4.3.22)das auf B(]G(−∞), G(+∞)[) definierte Maß
der zweiten Ableitung von H im Sinne von Distributionen bezeichnet. Insbesondere ist
dann X ein stetiges (F, P)-Semimartingal auf [[0, SX∞[[ .
Da die Funktion h auf ]G(−∞), G(+∞)[ von lokal beschränkter Variation ist, be-
sitzt h höchstens abzählbar viele Sprungstellen auf ]G(−∞), G(+∞)[ . Unter Verwen-
dung der Formel für die Aufenthaltszeit (2.3.16)kann daher der Integrand im Martin-
galanteil der rechten Seite von Xt durch h ersetzt werden, und wir erhalten








LY(t, a)nH(da) auf [[0, S
X
∞[[ P-f. s.
Mit der Darstellung (4.3.13)für den Lösungsprozeß Y geht dann obige Gleichung unter
Beachtung der Definition von h, b̃ und X schließlich über in








LY(t, a)nH(da) auf [[0, S
X
∞[[ P-f. s.(4.3.23)
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LY( · , a)nH(da) .
Eine elementare Rechnung zeigt, daß
(4.3.24) dnH = (−2F̃ (h, · )) d(ν ◦G
−1) auf B(]G(−∞), G(+∞)[)
gilt. Wie im Beweis von Proposition 4.29 (iii) in [20] verifiziert man für die lokale Zeit
LX von X die Beziehung
(4.3.25) LX(t, a) = −F̃ (g−1, a)LY(t, G(a)) für a ∈ R auf [[0, SX∞[[ P-f. s.





LY(t, a)nH(da) = −
∫
R




LX(t, a) ν(da) auf [[0, SX∞[[ P-f. s.
Setzt man dies in Gleichung (4.3.23)ein, so erhalten wir für X die Darstellung






LX(t, a) ν(da) auf [[0, SX∞[[ P-f. s.
Dies bedeutet nun aber insgesamt, daß zusammen mit den vorhergehenden Ausführun-
gen (X,M) eine Lösung von (4.3.1) bzgl. Q mit rechter (bzw. linker, symmetrischer)
lokaler Zeit LX ist. Ist darüber hinaus der Lösungsprozeß Y an die Filtration F(Y0,M),P
adaptiert, so ist wegen Y0 = G(X0) der Prozeß X an die Filtration F(X0,M),P adaptiert.
Somit ist (X,M) eine starke Lösung von (4.3.1)bzgl. Q. Für den Fall, daß (Y,M) eine
Fundamentallösung von (4.3.13)bzgl. Q ist, erhalten wir ebenfalls mit Lemma 4.3.11,
daß (X,M) eine Fundamentallösung von (4.3.1)bzgl. Q ist. 2
Als Folgerung zu diesem Satz können wir festhalten:
Folgerung 4.3.26SeiQ ∈ Mloc(C(R+)), und sei(Ω,F ,P) ein Wahrscheinlichkeitsraum
mit Filtration F = (Ft)t≥0 in F . Weiterhin seienM = (Mt)t≥0 ein stetiges lokales(F, P)-
Martingal über(Ω,F ,P) mit PM = Q auf B(C(R+)) und X = (Xt)t≥0 ein stetigerF-
adaptierter stochastischer Prozeß über(Ω,F ,P) mit XS
X
∞ = X undX0 ∈ R. Dann ist
(X,M) eine Lösung (bzw. Fundamentallösung, starke Lösung) von(4.3.1)bzgl.Q genau
dann, wenn(G ◦X,M) eine Lösung (bzw. Fundamentallösung, starke Lösung) von(4.3.13)
bzgl.Q ist.
Beweis: Die Notwendigkeit der Aussage ergibt sich unmittelbar aus Satz 4.3.16 (i).
Unter den angegebenen Voraussetzungen kann man leicht überprüfen, daß der Prozeß
G◦X = (G(Xt))t≥0 die Bedingungen aus Satz 4.3.16 (ii) erfüllt. Wegen H(G(Xt)) = Xt
für t ≥ 0 folgt dann hieraus auch die Richtigkeit der Hinlänglichkeit der Aussage. 2
Mit Satz 4.3.16 können wir nun ein entsprechendes Analogon zu Satz 4.2.14 bewei-
sen. An dieser Stelle sei schon einmal darauf hingewiesen, daß wir weitere Eigenschaften
der Trajektorien des Lösungsprozesses im nächsten Abschnitt betrachten werden.
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Satz 4.3.27Es seienQ ∈ Mloc(C(R+)) und(X,M) eine Lösung von(4.3.1)bzgl.Q. Dann
gilt für den LösungsprozeßX = (Xt)t≥0 :
(a) XD
X
Eb = X f. s.
(b) 〈X〉D
X
Eb = 〈X〉 f. s.
(c) LX( · , a) = 0 für a ∈ Eb auf [[0, SX∞[[ f. s.
Beweis: Sei (X,M) eine Lösung von (4.3.1) bzgl. Q. Gemäß Satz 4.3.16 (i) ist dann
(Y,M) mit Y = (G(Xt))t≥0 eine Lösung von (4.3.13)bzgl. Q. Aus Lemma 4.3.11 folgt




, wobei b̃ die Funktion









= Yt = G(Xt) , t ≥ 0 , P-f. s.
Die strenge Monotonie von G liefert die Gültigkeit von Aussage (a).
Um Aussage (b) zu zeigen, ist zunächst zu beachten, daß nach Definition von 〈X〉
gilt
〈X〉t∧SX∞ = 〈X〉t für t ≥ 0 .
Aufgrund der Eindeutigkeit der Zerlegung eines stetigen Semimartingals und der De-
finition des quadratischen Variationsprozesses für Semimartingale über den quadrati-






Eb〉 = 〈X〉 auf [[0, SX∞[[ P-f. s.
Hieraus folgt die Richtigkeit von (b). Schließlich folgt (c) aus Satz 4.2.14 (a), Lem-
ma 4.3.11 und Satz 4.3.16 (i) unter Verwendung von (4.3.25). 2
Bemerkung 4.3.28Wegen Eigenschaft (c) des vorhergehenden Satzes kann die Mengen-
funktionν so gewählt werden, daßν aufEb verschwindet.
Nun wollen wir zum Hauptresultat dieses Kapitels kommen, welches allgemeine
Bedingungen an den Diffusionskoeffizienten b formuliert, unter denen bei gegebenem
Q ∈ Mloc(C(R+)) eine Lösung von Gleichung (4.3.1) bzgl. Q existiert. Es sei noch
einmal darauf hingewiesen, daß wir in den folgenden Betrachtungen den Fall eines tri-
vialen Prozesses als treibenden Prozeß ausschließen wollen. Darüber hinaus wollen wir
an die Ausführungen des Abschnitts 3.2 erinnern und insbesondere daran, wie man
aus einer gegebenen Brownschen Bewegung ein stetiges lokales Martingal konstruieren
kann, welches eine vorgegebene Verteilung aus Mloc(C(R+)) besitzt. Die Definition
einer Lösung von Gleichung (4.3.1) besagt ja nämlich, daß man sich für ein gegebe-
nes Q aus Mloc(C(R+)) neben dem Lösungsprozeß ein stetiges lokales Martingal mit
der Verteilung Q besorgen muß, so daß beide Prozesse Gleichung (4.3.1) im Sinne un-
serer Definition lösen. Das Problem hierbei ist, daß die Konstruktion des treibenden
Prozesses nicht von einem beliebigen Wahrscheinlichkeitsraum ausgehen kann, sondern
von einem noch geeignet zu suchenden Wahrscheinlichkeitsraum startet, welcher schon
gute Eigenschaften hinsichtlich einer Lösung von (4.3.1) mitbringt. Hierbei wird der
Satz 3.2.52 grundlegend von Nutzen sein. Zuvor wollen wir noch folgendes Lemma be-
weisen, wobei an die Definition der ersten Eintrittszeit eines stochastischen Prozesses
in eine Borelsche Menge erinnert sei (vgl. (2.1.2) .
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Lemma 4.3.29SeienB ∈ B(R) eine abgeschlossene Menge undY = (Yt)t≥0 ein steti-
ger stochastischer Prozeß über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Yτ
Y
B = Y.
BezeichnetT = (Tt)t≥0 die Rechtsinverse eines stochastischen ProzessesA = (At)t≥0 mit
Trajektorien inE+, dann gilt für den zeittransformierten ProzeßX := Y ◦ A
(4.3.30) τXB = TτYB − ,
wobeiTt− := lim
s↑t




Beweis: Der zweite Teil der Aussage folgt mit (2.4.5)trivialerweise aus (4.3.30). Bleibt
uns somit die Richtigkeit von (4.3.30)zu zeigen. Auf der Menge {τYB = +∞} ist (4.3.30)




Auf der Menge {τYB < +∞} gilt zunächst
TτY
B
− = inf{s ≥ 0 : As ≥ τ
Y
B } ≤ τ
X
B .
Dies folgt aus der Stetigkeit von Y und der Abgeschlossenheit von B, denn für alle
s ≥ 0 mit As ≥ τYB gilt nämlich wegen Y
τYB = Y
Xs = YAs∧τYB = YτYB ∈ B .
Andererseits ist At < τ
Y
B und damit Xt /∈ B für t < TτYB −, woraus τ
X
B ≥ TτYB − folgt.
Insgesamt haben wir somit die Richtigkeit von (4.3.30)gezeigt. 2
Theorem 4.3.31Gegeben sei einQ ∈ Mloc(C(R+)). Dann sind die folgenden Aussagen
äquivalent:
(a) Für jede Startverteilung existiert eine Fundamentallösung von Gleichung(4.3.1)bzgl.
Q.
(b) Für jede Startverteilung existiert eine Lösung von Gleichung(4.3.1)bzgl. Q.
(c) Es giltEb ⊆ Nb.
Beweis: Zunächst sieht man sofort, daß aus Bedingung (a) trivialerweise (b) folgt.
Als nächstes zeigen wir, daß aus der Existenzbedingung (b) die Inklusion in (c)
folgt. Sei dazu x0 ∈ Eb beliebig gewählt. Entsprechend (b) existiert über einem Wahr-
scheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F eine Lösung (X,M) von




P-f. s. Gemäß Satz 4.3.27 (a) gilt Xt = x0 für alle t ≥ 0 P-f. s. Für die Explosionszeit
von X erhalten wir hieraus SX∞ = +∞ P-f. s. Also ist der Lösungsprozeß X = (Xt)t≥0
konstant P-f. s. Somit ist (X,M) eine triviale Lösung von Gleichung (4.3.1)bzgl. Q.









s ) d〈M〉s∧SXn = b
2(x0)〈M〉t∧SXn , t ≥ 0 , n ∈ N , P-f. s. ,
woraus mit SX∞ = +∞ P-f. s. folgt
(4.3.32) 0 = b2(x0)〈M〉t , t ≥ 0 , P-f. s.
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Nach Voraussetzung ist Q({〈Z〉∞ > 0}) > 0. Mit Satz 3.1.6 gilt dann entsprechend
P({〈M〉∞ > 0}) > 0, woraus mit (4.3.32)unmittelbar b(x0) = 0 folgt. Denn bezeichnet
N die P-Nullmenge aus (4.3.32), so muß N c ∩ {〈M〉∞ > 0} 6= ∅ gelten. Also gibt es
ein ω ∈ N c und ein t ≥ 0, so daß 〈M〉t(ω) > 0 gilt. Damit erhalten wir aber x0 ∈ Nb,
womit wir die Inklusion Eb ⊆ Nb bewiesen haben.
Als nächstes wollen wir zeigen, daß Bedingung (c) auch hinreichend für die Existenz
einer Fundamentallösung und damit auch einer Lösung von Gleichung (4.3.1)bzgl. Q
für beliebige Startverteilungen ist. Dazu sei die Bedingung Eb ⊆ Nb erfüllt, und µ sei
ein beliebiges Wahrscheinlichkeitsmaß auf B(R). Die Aufgabe besteht nun darin, einen
Wahrscheinlichkeitsraum mit Filtration sowie einen stochastischen Prozeß mit Start-
verteilung µ nebst stetigem lokalen Martingal zu konstruieren, so daß das stetige lokale
Martingal die Verteilung Q besitzt und zusammen mit dem gefundenen stochastischen
Prozeß eine Lösung von (4.3.1)bildet.
Aus der Bedingung Eb ⊆ Nb folgt mit der Funktion b̃ aus Lemma 4.3.11 zunächst
Eb̃ ⊆ Nb̃. Gemäß einem bekannten Resultat von Engelbert und Schmidt (vgl. Theo-
rem 1 in [19] bzw. Theorem 4.17 in [20]) existiert ein Wahrscheinlichkeitsraum (Ω,F ,P)
mit Filtration F = (Ft)t≥0 in F sowie eine über (Ω,F ,P) definierte Fundamentallösung
(Y,B) von Gleichung (4.3.13)bzgl. W mit PY0 = µ ◦ G
−1 auf B(R). Entsprechend
unserer Definition einer Lösung ist B = (Bt)t≥0 eine (F, P)-Brownsche Bewegung und
Y = (Yt)t≥0 ein stetiger F-adaptierter stochastischer Prozeß über (Ω,F ,P) mit Y0 ∈ R.
Dabei können wir nach Satz 4.2.2 ohne Einschränkung annehmen, daß Y ein steti-
ges lokales (F, P)-Martingal ist mit SY∞ = +∞ auf Ω. Darüber hinaus können wir
Y0 ∈ ]G(−∞), G(+∞)[ wegen PY0 = µ ◦ G
−1 und nach Satz 4.3.12 auch Yσ = Y
auf Ω annehmen, wobei σ := inf{s ≥ 0 : Ys /∈ ]G(−∞), G(+∞)[ . Für Y gilt dann
insbesondere
(4.3.33) Yt = Y0 +
t∫
0
b̃(Ys) dBs , t ≥ 0 , P-f. s.
Nun wissen wir aus Theorem 3.2.46, daß das Maß Q durch einen zulässigen Markov-
Kern KQ von (R × C(R+),B(R) ⊗ B(C(R+))) nach (E+,B(E+)) beschrieben wird,
welcher QZ0 ⊗ W-f. s. ununterscheidbar ist. Unter Verwendung dieses Markov-Kernes
betrachten wir den Wahrscheinlichkeitsraum (Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0 in
F̃ aus dem Beweis von Satz 3.2.52. Es ist also










IΓ(x0, ω, a)KQ(x0,B(ω), da)) QZ0(dx0)) P(dω) (Γ ∈ F̃) ,
F̃t := B(R) ⊗ Ft ⊗Dt (t ≥ 0) ,
und F̃ ist die Vervollständigung von F̃ o bzgl. P̃.
Der Wahrscheinlichkeitsraum (Ω̃, F̃ , P̃) mit Filtration F̃ ist, wie im Beweis von Satz
3.2.52 bereits gezeigt wurde, eine Erweiterung von (Ω,F ,P) und F. Über dieser Erwei-
terung betrachten wir die beiden Prozesse Ỹ = (Ỹt)t≥0 und B̃ = (B̃t)t≥0, wobei diese
in kanonischer Weise über die Prozesse Y und B definiert werden. Nach Satz 3.1.14 ist
B̃ eine (F̃, P̃)-Brownsche Bewegung und Ỹ ein stetiges lokales (F̃, P̃)-Martingal, und
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es gilt
(4.3.34) Ỹt = Ỹ0 +
t∫
0
b̃(Ỹs) dB̃s , t ≥ 0 , P̃-f. s.
Darüber hinaus ist Ỹ0 ∈ ]G(−∞), G(+∞)[ , P̃Ỹ0 = µ ◦ G
−1 auf B(R), SỸ∞ = +∞ und
Ỹσ̃ = Ỹ. Also ist (Ỹ, B̃) über (Ω̃, F̃ , P̃) eine Lösung und auch eine Fundamentallösung
von (4.3.13)bzgl. W mit Startverteilung µ ◦ G−1. Letzteres folgt aus der Eigenschaft,
daß (Y,B) eine Fundamentallösung ist und P̃Ỹ = PY auf B(R) gilt.
Entsprechend dem Beweis von Satz 3.2.52 definieren wir für ω̃ = (x0, ω, a) ∈ Ω̃
folgende Größen
M∗0 (ω̃) = x0, At(ω̃) = a(t) (t ≥ 0)
Dann ist M∗0 eine Zufallsgröße mit P̃M∗0 = QZ0 auf B(R) und A = (At)t≥0 eine
endliche F̃-Zeittransformation mit Trajektorien in E+. Damit definieren wir den Prozeß
M∗ = (M∗t )t≥0 durch
(4.3.35) M∗t := M
∗
0 + B̃At = ϕ̄(M
∗
0 , B̃,A)(t) (t ≥ 0) .
Aus Satz 3.2.52 wissen wir bereits, daß M∗ ein stetiges lokales (F̃ ◦ A, P̃)-Martingal
ist, so daß P̃M∗ = Q auf B(C(R+)) und 〈M∗〉 = A P̃-f. s. gilt.
Als nächstes betrachten wir über Ω̃ den zeittransformierten Prozeß X := Ỹ◦A. Mit
Satz 2.4.8 (a) folgt aus der Endlichkeit und Stetigkeit der F̃-Zeittransformation A, daß
X ein stetiges lokales (F̃◦A, P̃)-Martingal ist. Des weiteren giltX0 ∈ ]G(−∞), G(+∞)[ ,
P̃X0 = µ ◦G
−1 auf B(R) und SX∞ = +∞. Mit Lemma 4.3.29 haben wir darüber hinaus
Xτ = X mit der F̃◦A-Stoppzeit τ aus (4.3.14)(vgl. auch die Definition von σ). Dies folgt
mit (2.4.5)aus der T-Stetigkeit des Prozesses X, wobei T = (Tt)t≥0 die Rechtsinverse
von A bezeichnet. Führt man in (4.3.34)mittels A eine Zeittransformation durch, so
erhalten wir mit Satz 2.4.8 (b) unter Verwendung von (4.3.35)und (2.2.10)





s , t ≥ 0 , P̃-f. s.
Somit ist (X,M∗) eine Lösung von (4.3.13)bzgl. Q und insbesondere auch eine Funda-






P-f. s. gilt. Zum anderen ist (Ỹ, B̃) eine Fundamentallösung

















(Ỹs) ds) = 0 .
Also ist (X,M∗) eine Fundamentallösung von (4.3.13) bzgl. Q über (Ω̃, F̃ , P̃) mit
Startverteilung µ◦G−1. Nach Konstruktion erfüllt das Paar (X,M∗) die Voraussetzung
von Satz 4.3.16 (ii), woraus dann aber insgesamt folgt, daß das über (Ω̃, F̃ , P̃) definierte
Paar (X∗,M∗) mit X∗ := (H(Xt))t≥0 eine Fundamentallösung von (4.3.1)bzgl. Q mit
Startverteilung µ auf B(R) ist. Damit ist das Theorem bewiesen. 2
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Bemerkung 4.3.37(1) Daß für beliebige Startverteilungen eine Fundamentallösung von
Gleichung (4.3.13) bzgl. des Wiener-MaßesW existiert, folgt aus dem Beweis von Theo-
rem 1 in [19]. Es ist nicht schwierig zu zeigen, daß der im Beweis von Theorem 1 in [19]
konstruierte Lösungsprozeß die Eigenschaft einer Fundamentallösung besitzt.
(2) Ebenfalls lassen die Beweise von Theorem 1 in [19] bzw. Theorem 4.17 in [20] er-
kennen, daß man eine Lösung von (4.3.13) bzgl.W aus einer zeittransformierten Brown-
schen Bewegung gewinnt. Mit der ZeittransformationA aus Theorem 4.3.31 folgt dann
aber, daß auch der Lösungsprozeß von Gleichung (4.3.13) bzgl. Q ∈ Mloc(C(R+)) aus
einer zeittransformierten Brownschen Bewegung hervorgeht. Mit Satz 4.3.16(ii) gewinnt
man somit einen Lösungsprozeß von Gleichung (4.3.1) bzgl.Q aus einer zeittransformierten
Brownschen Bewegung mit anschließender Raumtransformation, sofern die Existenzbedin-
gungEb ⊆ Nb erfüllt ist.
(3) Man beachte, daß die Existenzbedingung aus Theorem 4.3.31 rein analytischer Natur
ist. Abgesehen von den Voraussetzungen anν, bezieht sich die Bedingung dort allein auf
den Diffusionskoeffizientenb. Darüber hinaus sei angemerkt, daß wir bis auf die Nichttri-
vialität des treibenden Prozesses keine weiteren Bedingungen an das MartingalmaßQ ∈
Mloc(C(R+)) gestellt haben.
Im folgenden wollen wir hinreichende Bedingungen dafür formulieren, wann die Exi-
stenzbedingung in Theorem 4.3.31 (c) erfüllt ist.
Folgerung 4.3.38Sei Q ∈ Mloc(C(R+)). Angenommen aufR existieren die links- und
rechtsseitigen Grenzwerte der Funktionb : R → R und für jedesx ∈ R geltex ∈ Nb, falls
|b(x+)| ∧ |b(x−)| = 0 erfüllt ist. Dann existiert für jede Startverteilung eine Lösung von
Gleichung(4.3.1)bzgl.Q.
Beweis: Gemäß Theorem 4.3.31 genügt es zu zeigen, daß aus obiger Bedingung die
Inklusion Eb ⊆ Nb folgt. Dazu sei x ∈ N cb . Entsprechend der Voraussetzung folgt dann
b(x+) 6= 0 und b(x−) 6= 0. Zusammen mit der Existenz der links- und rechtsseitigen
Grenzwerte der Funktion b folgt aber hieraus, daß b2 in einer Umgebung von x durch
eine von Null verschiedene Konstante nach unten beschränkt ist. Also ist b−2 in einer
Umgebung von x beschränkt, woraus aber unmittelbar x ∈ Ecb folgt. Da x beliebig
gewählt war, gilt somit N cb ⊆ E
c
b und damit auch Eb ⊆ Nb. 2
Interessant ist nun auch die Frage, ob und unter welchen Bedingungen nichttriviale
Lösungen von (4.3.1) existieren. Wie wir bereits wissen, ist im Falle eines trivialen
Q ∈ Mloc(C(R+)), also Q({〈Z〉∞ = 0}) = 1, jede Lösung von Gleichung (4.3.1)bzgl.
Q trivial. Wie im Falle der Brownschen Bewegung als treibenden Prozeß gilt:
Folgerung 4.3.39Sei Q ∈ Mloc(C(R+)) mit Q({〈Z〉∞ > 0}) > 0. Existiert für jede
Startverteilung eine nichttriviale Lösung von(4.3.1)bzgl.Q, so istb−2 bzgl. des Lebesgue-
Maßes lokal integrierbar. IstQ({〈Z〉∞ = +∞}) = 1, so gilt sogar die Umkehrung.
Beweis: Sei Q ∈ Mloc(C(R+)) mit Q({〈Z〉∞ > 0}) > 0. Nach Voraussetzung existiert
für ein x0 ∈ R eine nichttriviale Lösung (X,M) von (4.3.1)bzgl. Q mit Startverteilung
δx0, welche über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in
F definiert ist. Unter Verwendung von Satz 4.3.16 (i) ist wegen der strengen Monotonie
von G auch (Y,M) mit Y := (G(Xt))t≥0 eine nichttriviale Lösung von (4.3.13)bzgl.
Q mit Startverteilung δG(x0). Ohne Einschränkung sei Y ein stetiges lokales (F
P, P)-
Martingal mit Y0 = G(x0).
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Bezeichne C = (Ct)t≥0 die Rechtsinverse von 〈Y〉 = (〈Y 〉t)t≥0. Analog dem Beweis




b̃−2(G(x0) +Ws) ds ≤ 〈M〉Ct , t ≥ 0 , P-f. s.
Dabei ist b̃ die Funktion aus Lemma 4.3.11, und W = (Wt)t≥0 ist die in 〈Y 〉∞ gestoppte
(FP+ ◦ C, P)-Brownsche Bewegung über (Ω,F ,P), für die gilt
Y = G(x0) + W ◦ 〈Y〉 P-f. s.
Da der Lösungsprozeß Y mit positiver Wahrscheinlichkeit nicht konstant ist, folgt
P({〈Y 〉∞ > 0}) > 0. Somit existiert eine strikt positive zufällige Zeit τ über Ω mit
(4.3.41) τ < 〈Y 〉∞ auf {〈Y 〉∞ > 0} P-f. s.
Dies folgt aus Theorem III.44 und Bemerkung III.45 in [8] angewandt auf die Menge
{(ω, t) ∈ Ω×]0,+∞] : 〈Y 〉∞(ω) > t} und unter Verwendung des bedingten Wahr-




b̃−2(G(x0) +Ws) ds ≤ 〈M〉Cτ < +∞ auf {〈Y 〉∞ > 0} P-f. s.
Geht man zu einer (Y, P)-Erweiterung (Ω̃, F̃ , P̃, F̃,B∗) von (Ω,F ,P) und F über, so






s ) ds < +∞}) > 0 .
Mit dem Lemma in [17] erhalten wir hieraus G(x0) ∈ Ecb̃ , was aber mit Lemma 4.3.11
äquivalent zu x0 ∈ Ecb ist. Da x0 ∈ R beliebig gewählt war, gilt E
c
b = R, und somit ist
b−2 bzgl. des Lebesgue-Maßes lokal integrierbar.
Für die Umkehrung der Aussage seien nun Q({〈Z〉∞ = +∞}) = 1 und b−2 bzgl. des
Lebesgue-Maßes lokal integrierbar. Weiterhin sei µ ein beliebiges Wahrscheinlichkeits-
maß auf B(R), welches die Rolle der Startverteilung spielt. Aus Lemma 4.3.11 folgt
zunächst Ec
b̃
= ]G(−∞), G(+∞)[ . Mit anderen Worten, b̃−2 ist bzgl. des Lebesgue-
Maßes lokal integrierbar auf ]G(−∞), G(+∞)[ . Mit Theorem 5 in [17], welches auch
für beliebige Startverteilungen gültig ist und dessen Beweis analog zu denen von Theo-
rem 4 in [17] bzw. Theorem 2.2 in [18] verläuft, existiert über einem Wahrscheinlich-
keitsraum (Ω,F ,P) mit vollständiger Filtration F = (Ft)t≥0 in F eine nichttriviale
Lösung (Y,B) von (4.3.13) bzgl. W mit Startverteilung µ ◦ G−1. Für diese Lösung
kann wiederum ohne Einschränkung Y0 ∈ ]G(−∞), G(+∞)[ , SY∞ = +∞ und Y
σ = Y
angenommen werden, wobei σ := inf{s ≥ 0 : Ys /∈ ]G(−∞), G(+∞)[ .
Entsprechend dem Beweis der Implikation (c)⇒(a) von Theorem 4.3.31 erhalten
wir mit den dortigen Bezeichnungen, daß (Ỹ, B̃) eine nichttriviale Lösung von (4.3.13)
bzgl. W mit Startverteilung µ ◦ G−1 ist. Für den Lösungsprozeß gilt dann ebenfalls
Ỹσ̃ = Ỹ. Über (Ω̃, F̃ , P̃) ist dann nach Konstruktion auch (X,M∗) mit X := Ỹ ◦ A
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eine Lösung von Gleichung (4.3.13)bzgl. Q. Für den Lösungsprozeß X gilt entsprechend
P̃X0 = µ ◦ G
−1 auf B(R), SX∞ = ∞, X0 ∈ ]G(−∞), G(+∞)[ und X
τ = X mit τ aus
(4.3.14).
Die Voraussetzung liefert nun A∞ = +∞ P̃-f. s. und mit der P̃-f. s. endlichen
Rechtsinversen T = (Tt)t≥0 von A ist dann mit (2.4.3)
(4.3.43) X ◦ T = ỸA∞ = Ỹ P̃-f. s.
Hieraus folgt dann aber, daß X nicht trivial ist. Denn ist X trivial, so folgt mit
(4.3.43), daß auch Ỹ trivial sein muß, was aber nicht sein kann. Unter Verwendung von
Satz 4.3.16 (ii) erhalten wir mit der strengen Monotonie von H auf ]G(−∞), G(+∞)[ ,
daß auch (X∗,M∗) mit X∗ := (H(Xt))t≥0 eine nichttriviale Lösung von (4.3.1)bzgl. Q
mit Startverteilung µ ist. 2
Bemerkung 4.3.44Man beachte, daß nach Theorem 4.3.31 die lokale Integrierbakeit von
b−2 die Existenz einer Lösung von Gleichung (4.3.1) bzgl.Q ∈ Mloc(C(R+)) für beliebi-
ge Startverteilungen garantiert. Dagegen muß für den FallQ({〈Z〉∞ < +∞}) > 0 nicht
notwendigerweise eine nichttriviale Lösung existieren. Beispielsweise sei hier auf den Fall
Q({〈Z〉∞ = 0}) = 1 verwiesen, der im Abschnitt 4.1 behandelt wurde. Darüber hinaus sind
wir bei der Konstruktion einer Lösung von (4.3.1) bzgl.Q von einer Lösung(Ỹ, B̃) von
(4.3.13) bzgl. des Wiener-MaßesW ausgegangen. Diese kann zwar nichttrivial sein, aber
dennoch kanñYt∧A∞ = Ỹ0 für t ≥ 0 P̃-f. s. im FalleQ({〈Z〉∞ < +∞}) > 0 ausfallen,
womit wegen (4.3.43) der zeittransformierte ProzeßX := Ỹ ◦ A trivial ist. Eine weitere
Schwierigkeit ist auch, daß für die Lösung(Ỹ, B̃) von (4.3.1) bzgl.W im allgemeinen nicht
notwendigerweisẽYA∞ = Ỹ gelten muß (vgl. auch Satz 4.4.3 im nächsten Abschnitt).
Zum Abschluß wollen wir Kriterien angeben, unter denen eine Lösung von Gleichung
(4.3.1)bzgl. Q ∈ Mloc(C(R+)) nicht explodiert. Für den Beweis wird im wesentlichen
verwendet, daß die Lösung der Gleichung ohne Drift nicht explodiert (vgl. Satz 4.2.2).
Satz 4.3.45Für einQ ∈ Mloc(C(R+)) sei(X,M) eine Lösung von Gleichung(4.3.1)bzgl.
Q. Dann gelten die folgenden Aussagen:
(a) SX∞ = +∞ f. s. genau dann, wennG(Xt) ∈ ]G(−∞), G(+∞)[ für alle t ≥ 0 f. s.
(b) FallsG(−∞) = −∞ undG(+∞) = +∞ gilt, dann istSX∞ = +∞ f. s.
(c) Angenommen es gilt
(4.3.46) sup
n∈N
[ν+([0, n]) + ν−([−n, 0])] < +∞ .
Dann istSX∞ = +∞ f. s.
Beweis: Zum Beweis dieses Satzes vergleiche man Proposition 4.34 in [20].
Die Aussage (a) dieser Behauptung ist trivial und folgt aus der Definition von SX∞
sowie der strengen Monotonie der Funktion G auf R.
Die zweite Aussage ist eine Folgerung aus Satz 4.2.2. Da (X,M) eine Lösung von
(4.3.1)bzgl. Q ist, folgt aus Satz 4.3.16 (i), daß das Paar (G ◦X,M) eine Lösung von
(4.3.13)bzgl. Q ist. Gemäß Satz 4.2.2 ist G(Xt) ∈ R für jedes t ≥ 0 f. s. Aufgrund der
strengen Monotonie von G auf R und wegen G(R) = R erhalten wir hieraus Xt ∈ R
für t ≥ 0 f. s. Also ist SX∞ = +∞ f. s.
Zum Beweis von (c) sei die Bedingung (4.3.46)erfüllt. Dann folgt aus (4.3.5), (4.3.6)
bzw. (4.3.7) zusammen mit (4.3.8) unmittelbar G(−∞) = −∞ und G(+∞) = +∞,
woraus mit (b) die Behauptung folgt. 2
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4.4 Die assoziierte Gleichung
Wir betrachten wiederum die stochastische Differentialgleichung (4.1.1). Zunächst
wollen wir einen weiteren Lösungsbegriff einführen, nämlich den Begriff einer Lösung
der zu (4.1.1)assoziierten Gleichung. Dieser hängt eng mit dem gewöhnlichen Lösungs-
begriff zusammen, betrachtet aber hier als treibenden Prozeß die zu einem gegebenen
stetigen lokalen Martingal assoziierte Brownsche Bewegung.
Definition 4.4.1 SeiQ ∈ Mloc(C(R+)). Das Paar(Y,M) von stochastischen Prozessen
definiert über einem Wahrscheinlichkeitsraum(Ω,F ,P) mit Filtration F = (Ft)t≥0 in F
heißt Lösung der zu(4.1.1)assoziierten Gleichung bzgl.Q, falls gilt:
(i) M = (Mt)t≥0 ist ein stetiges lokales(F, P)-Martingal mit PM = Q aufB(C(R+)).
(ii) Y = (Yt)t≥0 ist ein stetigerFP+ ◦ T-adaptierter stochastischer Prozeß mitY0 ∈ R und
Yt∧SY∞ = Yt für alle t ≥ 0.
(iii) Y ist ein stetiges(FP+ ◦ T, P)-Semimartingal auf[[0, S
Y
∞[[, und es gilt
(4.4.2) Yt = Y0 +
∫
R
LY(t, a) ν(da) +
t∫
0
b(Ys) dWs auf [[0, S
Y
∞[[ P-f. s.
Dabei istT = (Tt)t≥0 die Rechtsinverse von〈M〉 = (〈M〉t)t≥0 undW = (Wt)t≥0 die zuM
assoziierte(FP+ ◦T, P)-Brownsche Bewegung. Den ProzeßY selbst bezeichnen wir wieder





INb(Ys) ds = 0 P-f. s.,
so heißt das Paar(Y,M) Fundamentallösung der zu(4.1.1)assoziierten Gleichung bzgl.
Q. Eine Lösung(Y,M) der zu(4.1.1)assoziierten Gleichung bzgl.Q heißt starke Lösung,
falls Y an die FiltrationF(Y0,M0+W),P adaptiert ist.
Im folgenden wollen wir zeigen, daß der obige Begriff einer Lösung der zu (4.1.1)
assoziierten Gleichung im gewissen Sinne äquivalent zum Begriff einer Lösung von
Gleichung (4.1.1) gemäß Definition 4.1.3 ist. Dazu werden wir zum einen zeigen, wie
man eine Lösung der zu (4.1.1)assoziierten Gleichung aus einer Lösung von Gleichung
(4.1.1)gewinnen kann, womit dann Definition 4.4.1 auch gerechtfertigt ist. Des weiteren
wollen wir umgekehrt zeigen, wie man eine Lösung von Gleichung (4.1.1) aus einer
Lösung der zu (4.1.1)assoziierten Gleichung erhält. Hierbei wird im wesentlichen die
Technik der Zeittransformation verwandt.
Fangen wir mit dem Letzteren an. Dazu betrachten wir für ein Q ∈ Mloc(C(R+)) ei-
ne Lösung (bzw. Fundamentallösung) (Y,M) der zu (4.1.1)assoziierten Gleichung bzgl.
Q, welche über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in
F definiert ist. Mit den Notationen aus Definition 4.4.1 besitzt der Lösungsprozeß Y
folgendes Verhalten.
Satz 4.4.3Für den LösungsprozeßY der zu(4.1.1)assoziierten Gleichung gilt
(4.4.4) Y〈M〉∞ = Y P-f. s.
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Beweis: Nach Definition gilt für den Prozeß Y
(4.4.5) Yt = Y0 +
∫
R
LY(t, a) ν(da) +
t∫
0
b(Ys) dWs auf [[0, S
Y
∞[[ P-f. s.
Die zu M assoziierte Brownsche Bewegung W = (Wt)t≥0 ist bekanntlich eine in 〈M〉∞
gestoppte (FP+ ◦T, P)-Brownsche Bewegung. Für den quadratischen Variationsprozeß




b2(Ys) ds auf [[0, S
Y
∞[[ P-f. s.
Hieraus folgt aber unmittelbar
(4.4.6) 〈Y〉〈M〉∞ = 〈Y〉 auf [[0, SY∞[[ P-f. s.






b(Ys) dWs auf [[0, S
Y
∞[[ P-f. s.
Für die rechte (bzw. linke, symmetrische) lokale Zeit LY von Y erhalten wir aus (4.4.6)
zusammen mit Bemerkung 2.3.17, Satz 2.3.9 (b) und der Stoppregel (2.3.4)
LY(t ∧ 〈M〉∞, a) = L
Y(t, a) für a ∈ R und t < SY∞ P-f. s.
Setzt man alles in (4.4.5)ein, so folgt schließlich
Y〈M〉∞ = Y auf [[0, SY∞[[ P-f. s.
Nach Definition gilt YS
Y
∞ = Y, woraus damit insgesamt die zu beweisende Behauptung
des Satzes folgt. 2
Aus diesem Satz erhalten wir unmittelbar die
Folgerung 4.4.7Für die ExplosionszeitSY∞ des LösungsprozessesY der zu(4.1.1)assozi-
ierten Gleichung gilt
SY∞ ≤ 〈M〉∞ auf {S
Y
∞ < +∞} ∪ {〈M〉∞ = +∞} P-f. s.
Als nächstes betrachten wir den zeittransformierten Prozeß Y ◦ 〈M〉. Da 〈M〉 eine
endliche FP+ ◦T-Zeittransformation mit Trajektorien in E+ ist, ist Y◦〈M〉 mit Satz 2.1.7
ein stetiger G ◦ 〈M〉-adaptierter stochastischer Prozeß, wobei G := FP+ ◦ T. Für den
Lösungsprozeß Y ◦ 〈M〉 erhalten wir mit Lemma 4.3.29







Damit gilt folgender Satz für das Paar (Y ◦ 〈M〉,M).
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Satz 4.4.10Es seiQ ∈ Mloc(C(R+)). Ist Y0 eineF P0 -meßbare Zufallsgröße überΩ, dann
ist (Y ◦ 〈M〉,M) eine Lösung (bzw. Fundamentallösung) von(4.1.1)bzgl.Q. Insbesondere
ist Y ◦ 〈M〉 einFP-adaptierter stochastischer Prozeß.
Beweis: Als erstes wollen wir zeigen, daß der Prozeß Y ◦ 〈M〉 = (Y〈M〉t)t≥0 an die
Filtration FP adaptiert ist. Die Trajektorien des Lösungsprozesses Y sind nach Defi-
nition stetig und somit ist Y ein G-vorhersagbarer stochastischer Prozeß. Da 〈M〉 eine
endliche G-Zeittransformation mit Trajektorien in E+ ist, ist der zeittransformierte
Prozeß Y ◦ 〈M〉 sogar ein G ◦ 〈M〉− = (G〈M〉t−)t≥0-adaptierter stochastischer Prozeß
mit stetigen Trajektorien (vgl. Theorem IV.T20 in [7] bzw. den Beweis von Theorem
IV.67 in [8]), wobei
(4.4.11) G〈M〉t− := σ(G0 ∪ {C ∩ {〈M〉t > s} : C ∈ Gs, s ≥ 0} ) (t ≥ 0) .
Für t ≥ 0 haben wir auf Ω folgende Zerlegung von Y〈M〉t :
(4.4.12) Y〈M〉t = Y0 I{〈M〉t=0} + Y〈M〉t I{〈M〉t>0} .
Nach Voraussetzung ist Y0 eine F P0 -meßbare Zufallsgröße. Da 〈M〉 an die Filtration
FP adaptiert ist, ist der erste Summand in (4.4.12)eine F Pt -meßbare Zufallsgröße über
Ω. Bleibt uns also zu zeigen, daß der zweite Summand in (4.4.12)ebenfalls F Pt -meßbar
ist. Dazu betrachten wir folgende σ-Algebra Ht über Ω mit
Ht := {C ∈ G〈M〉t− : C ∩ {〈M〉t > 0} ∈ F
P
t } ⊆ G〈M〉t− (t ≥ 0) .
Mit der für s, t ≥ 0 gültigen Beziehung (2.4.4) kann man leicht zeigen, daß das Er-
zeugendensystem für die σ-Algebra G〈M〉t− in Ht enthalten ist. Somit ist Ht = G〈M〉t−
für jedes t ≥ 0. Aus der G〈M〉t−-Meßbarkeit von Y〈M〉t folgt aber hieraus, daß der zwei-
te Summand in (4.4.12)meßbar bzgl. F Pt ist. Zusammenfassend haben wir damit die
FP-Adaptiertheit des zeittransformierten Prozesses Y ◦ 〈M〉 gezeigt.
Als nächstes zeigen wir, daß das Paar (Y ◦ 〈M〉,M) von FP-adaptierten stocha-
stischen Prozessen eine Lösung von (4.1.1)bzgl. Q ist. Zunächst gilt Y〈M〉0 = Y0 ∈ R
und (Y ◦ 〈M〉)S
Y◦〈M〉
∞ = Y ◦ 〈M〉, wobei Letzteres aus (4.4.8)wegen YS
Y
∞ = Y auf Ω
folgt. Um zu zeigen, daß (Y ◦ 〈M〉,M) eine Lösung von (4.1.1)bzgl. Q ist, genügt es
mit Folgerung 4.3.26 zu zeigen, daß (Ỹ,M) mit Ỹ := (G(Y〈M〉t))t≥0 eine Lösung von
(4.3.13)bzgl. Q ist. Nach Definition ist M ein stetiges lokales (FP, P)-Martingal mit
PM = Q auf B(C(R+)). Weiterhin ist nach Voraussetzung (Y, M) eine Lösung der zu
(4.1.1) assoziierten Gleichung bzgl. Q. Aus Satz 4.3.16 (i) folgt dann aber, daß auch
(Ȳ,M) mit Ȳ := (G(Yt))t≥0 eine Lösung der zu (4.3.13)assoziierten Gleichung bzgl.
Q ist. Also ist nach Definition Ȳ ein stetiges lokales (G, P)-Martingal auf [[0, SȲ∞[[ und
es gilt
(4.4.13) Ȳt = Ȳ0 +
t∫
0
b̃(Ȳs) dWs auf [[0, S
Ȳ
∞[[ P-f. s.
Mit Satz 4.2.2 haben wir weiterhin SȲ∞ = +∞ P-f. s. Somit ist Ȳ ununterscheidbar
von einem stetigen lokalen (G, P)-Martingal (vgl. die Ausführungen im Anschluß von
Satz 4.2.2). Nun ist Ỹ = Ȳ ◦ 〈M〉. Da Ȳ0 eine F P0 -meßbare Zufallsgröße ist, ist mit
Satz 2.4.8 (a) und den vorhergehenden Überlegungen der FP-adaptierte stochastische
Prozeß Ỹ ununterscheidbar von einem stetigen lokalen (FP, P)-Martingal ist. Damit ist
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∞ = +∞ P-
f. s. gilt. Führt man in (4.4.13)mittels 〈M〉 eine Zeittransformation durch, so erhalten
wir aus Satz 2.4.8 (b) und (2.2.10)sowie unter Beachtung von SỸ∞ = S
Ȳ
∞ = +∞ P-f. s.
schließlich
Ỹt = Ỹ0 +
t∫
0
b̃(Ỹs) dMs auf [[0, S
Ỹ
∞[[ P-f. s. ,
wobei M = M0 + W ◦ 〈M〉 P-f. s. gilt. Hieraus folgt dann, daß das Paar (Ỹ,M) eine
Lösung von (4.3.13)bzgl. Q ist. Wegen Ỹ = (G(Y〈M〉t))t≥0 haben wir unter Verwendung
von Folgerung 4.3.26 somit gezeigt, daß über (Ω,F ,P) mit Filtration FP das Paar
(Y ◦ 〈M〉,M) eine Lösung von (4.3.1)bzgl. Q ist.
Ist zusätzlich (Y,M) eine Fundamentallösung der zu (4.1.1)assoziierten Gleichung
bzgl. Q, so ist auch (Y ◦ 〈M〉,M) eine Fundamentallösung von (4.1.1) bzgl. Q. Dies
















≤ DYEb P-f. s. wegen (4.4.9)gilt. 2
Bemerkung 4.4.14Ist mit den Bezeichnungen aus dem Beweis von Satz 4.4.10 die Zufalls-
größeY0 nichtF P0 -meßbar, so kann man im allgemeinen nicht erwarten, daßY ◦ 〈M〉 an
die FiltrationFP-adaptiert ist. Zwar bleibt der zweite Summand in (4.4.12)F Pt -meßbar für
t ≥ 0, dagegen ist der erste Summand in (4.4.12) meßbar bzgl. derσ-AlgebraG0. Somit wäre
die Aussage von Satz 4.4.10 dahingehend zu modifizieren, daß(Y ◦ 〈M〉,M) eine Lösung
von (4.1.1) bzgl.Q ist, welche über(Ω,F ,P) mit FiltrationH = (Ht)t≥0 definiert ist, wobei
Ht := G0 ∨ F Pt für t ≥ 0. Eine hinreichende Bedingung dafür, daßY0 eineF
P
0 -meßbare
Zufallsgröße ist, ist die InklusionG0 ⊆ F P0 . Diese Bedingung ist wegen
G0 = {A ∈ F : A ∩ {T0 ≤ t} ∈ F
P
t+ für alle t ≥ 0}
losgelöst vom Lösungsprozeß und stellt damit eine Forderung an den treibenden Prozeß dar.
Folgerung 4.4.15SeiQ ∈ Mloc(C(R+)). Ist (Y,M) eine starke Lösung der zu(4.1.1)
assoziierten Gleichung bzgl.Q, so ist auch(Y ◦〈M〉,M) eine starke Lösung von Gleichung
(4.1.1)bzgl.Q.
Beweis: Der Beweis verläuft ganz analog dem Beweis von Satz 4.4.10. Dabei hat man
zum einen zu beachten, daß die FM,P+ -Zeittransformation T ebenfalls eine F
(Y0,M),P
+ -
Zeittransformation ist, da FM,Pt+ ⊆ F
(Y0,M),P
t+ für jedes t ≥ 0 gilt. Somit ist der Prozeß
M0 + W an die Filtration F
(Y0,M),P
+ ◦T adaptiert. Zum anderen ist Y0 eine F
(Y0,M),P
0 -
meßbare Zufallsgröße. Da nun laut Voraussetzung Y ein F(Y0,M0+W),P-adaptierter Pro-
zeß ist, erhalten wir hieraus insgesamt, daß Y an die Filtration F(Y0,M),P+ ◦T adaptiert
ist. Damit ist die Voraussetzung von Satz 4.4.10 erfüllt, woraus unmittelbar die Be-
hauptung folgt. 2
Als nächstes wollen wir zeigen, wie man eine Lösung der zu (4.1.1) assoziierten
Gleichung aus einer Lösung von Gleichung (4.1.1)mittels Zeittransformation gewinnt,
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womit dann auch Definition 4.4.1 gerechtfertigt ist. Dazu betrachten wir ein Q ∈
Mloc(C(R+)). Weiterhin sei über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtra-
tion F = (Ft)t≥0 in F eine Lösung (X,M) von (4.1.1) bzgl. Q gegeben. Wiederum
bezeichnen T = (Tt)t≥0 die Rechtsinverse von 〈M〉 = (〈M〉t)t≥0 und W = (Wt)t≥0 die
zu M = (Mt)t≥0 assoziierte (FP+ ◦ T, P)-Brownsche Bewegung. Des weiteren ist der
stochastische Prozeß X ◦T = (XTt)t≥0 über (Ω,F ,P) zwar wohldefiniert und F
P
+ ◦T-
adaptiert, aber die Trajektorien dieses Prozesses sind nur P-f. s. stetig (vgl. den nach-
folgenden Satz), womit die Stetigkeitsbedingung in Definition 4.4.1 (ii) nicht erfüllt ist.
Ziel ist es zu zeigen, daß das Paar (Y,M) für einen von X ◦ T ununterscheidbaren
FP+ ◦ T-adaptierten stochastischen Prozeß Y = (Yt)t≥0 mit stetigen Trajektorien eine
Lösung der zu (4.1.1)assoziierten Gleichung ist. Zuvor sollen einige wichtige Eigenschaf-
ten bewiesen werden, die sich auf das Verhalten der Trajektorien des Lösungsprozesses
X beziehen (vgl. auch Satz 4.2.6, Satz 4.3.27 und Satz 4.3.45).
Satz 4.4.16Für die Trajektorien des LösungsprozessesX gilt:
(a) X ist T-adaptiertP-f. s.
(b) Der (eigentliche oder uneigentliche) GrenzwertX∞ := lim
t→+∞
Xt existiert in R auf
{〈M〉∞ < +∞} P-f. s. (vgl. Satz 4.2.6).
Beweis: Für den Beweis von (a) ist zu zeigen, daß für P-f. a. ω ∈ Ω die Trajektorie
X(ω) auf allen Intervallen [Tt−(ω), Tt(ω)] ∩ R+ für t ≥ 0 konstant ist, wobei T0− := 0.
Unter Beachtung von (2.4.5)genügt es zu zeigen, daß für P-f. a. ω ∈ Ω und beliebige
nichtleere Intervalle [u, v] ⊆ R+ aus 〈M〉u(ω) = 〈M〉v(ω) folgt
Xu(ω) = Xs(ω) für alle s ∈ [u, v] .
Nach Satz 4.3.16 (i) ist (X̃,M) mit X̃ := (G(Xt))t≥0 eine Lösung von (4.3.13)
bzgl. Q. Dabei können wir ohne Einschränkung annehmen, daß X̃ ein stetiges loka-
les (FP, P)-Martingal ist. Anderenfalls kann man sich ein stetiges lokales (FP, P)-
Martingal besorgen, welches ununterscheidbar von X̃ ist (vgl. Satz 4.2.2). Für X̃ gilt
dann insbesondere
X̃t = X̃0 +
t∫
0
b̃(X̃s)dMs , t ≥ 0 , P-f. s.




b̃2(X̃s) d〈M〉s , t ≥ 0 , P-f. s
Mit Satz 2.2.4 (b) folgt dann aber hieraus, daß die Konstantheitsintervalle von M die
Konstantheitsintervalle von X̃ sind. Somit gibt es eine P-Nullmenge N ∈ F , so daß für
ω ∈ N c und beliebige nichtleere Intervalle [u, v] ⊆ R+ aus 〈M〉u(ω) = 〈M〉v(ω) folgt
(4.4.17) X̃u(ω) = X̃s(ω) für alle s ∈ [u, v] .
Wegen X̃t = G(Xt) für t ≥ 0 erhalten wir aber hieraus, daß auch (4.4.17) für X
anstelle von X̃ gilt. Denn ist X̃u(ω) ∈ ]G(−∞), G(+∞)[ , so folgt aus (4.4.17)wegen der
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strengen Monotonie von G unmittelbar Xu(ω) = Xs(ω) für s ∈ [u, v]. Ist andererseits
X̃u(ω) ∈ {G(−∞), G(+∞)} so ist u ≥ S
X
∞(ω), woraus aber nach Definition einer
Lösung Xu(ω) = XSX∞(ω) = Xs(ω) für s ∈ [u, v] folgt. Also gilt auch (4.4.17) für X.
Mit anderen Worten, X ist T-adaptiert P-f. s., womit wir (a) bewiesen haben.
Als nächtes wollen wir Aussage (b) beweisen. Zunächst ist klar, daß gemäß Definition
4.1.3 (i) der Grenzwert X∞ auf der Menge {S
X
∞ < +∞} in R existiert. Bleibt uns also
noch die Existenz des Grenzwertes X∞ auf der Menge {SX∞ = +∞} ∩ {〈M〉∞ < +∞}
P-f. s. zu zeigen. Dazu betrachten wir den transformierten Prozeß X̃ := (G(Xt))t≥0.
Nach Satz 4.3.16 (i) ist das Paar (X̃,M) eine Lösung von (4.3.13)bzgl. Q, woraus mit
Satz 4.2.6 folgt, daß P-f. s. der Grenzwert X̃∞ := lim
t→+∞
X̃t auf {〈M〉∞ < +∞} existiert
und endlich ist. Auf {SX∞ = +∞} ist nun X̃t ∈ ]G(−∞), G(+∞)[ für t ≥ 0. Wegen der
Stetigkeit der Trajektorien von X̃ ist
X̃∞ ∈ [G(−∞), G(+∞)] auf {S
X
∞ = +∞} ∩ {〈M〉∞ < +∞} P-f. s.
Nach Konstruktion ist die Umkehrfunktion H von G auf ]G(−∞), G(+∞)[ stetig und
nimmt Werte in R an. Darüber hinaus ist H auf [G(−∞), G(+∞)] monoton wachsend,
woraus die Existenz der einseitigen Grenzwerte von H in jedem Punkt des Intervalls




H(X̃t) ∈ R auf {SX∞ = +∞} ∩ {〈M〉∞ < +∞} P-f. s.
Zusammenfassend erhalten wir hieraus schließlich Behauptung (b). 2
Bemerkung 4.4.18Wie der Beweis von Satz 4.4.16 (a) zeigt, explodiert der Lösung prozeß
X entweder vor Eintritt in ein Konstantheitsintervall vonM oder erst danach. Im Detail heißt
dies, es existiert eineP-NullmengeN ∈ F , so daß für alleω ∈ N c ∩ {SX∞ < +∞} und
beliebige nichtleere Intervalle[u, v] ⊆ R+ aus〈M〉u(ω) = 〈M〉v(ω) entwederv < SX∞(ω)
oderu ≥ SX∞(ω) folgt. Ist nämlichu < S
X
∞(ω) ≤ v, so ist die TrajektorieX(ω) nach Defi-
nition der Explosion von Lösungen (vgl. Definition 4.1.31. (i)) auf jeder lokalen Umgebung
]SX∞(ω)−ε, S
X
∞(ω)] mit ε > 0 nicht konstant. Dies bedeutet, daß dann〈M〉u(ω) 6= 〈M〉v(ω)
gelten muß. Also ist[u, v] in diesem Fall kein Konstantheitsintervall vonM.
Der vorhergehende Satz liefert also die Existenz eines vom Lösungsprozeß X unun-
terscheidbaren FP-adaptierten stochastischen Prozesses X̂ = (X̂t)t≥0 mit stetigen Tra-
jektorien, so daß für ω ∈ Ω die Trajektorie X̂(ω) auf allen Intervallen [Tt−(ω), Tt(ω)]∩
R+ mit t ≥ 0 konstant ist und für ω ∈ {〈M〉∞ < +∞} der Grenzwert X̂∞(ω) in R
existiert. Im Falle einer Gleichung ohne Drift kann X̂ sogar so gewählt werden, daß
der Grenzwert X̂∞ auf der Menge {〈M〉∞ < +∞} endlich ist (vgl. den Beweis von
Satz 4.2.2 zur Definition eines Prozesses X̂ mit diesen Eigenschaften). Insbesondere ist
(X̂,M) eine Lösung von (4.1.1)bzgl. Q, was sich unmittelbar aus der Lösung (X,M)
ergibt. Damit ist unter Beachtung von {〈M〉∞ < +∞} =
⋃
t≥0
{Tt = +∞} der zeit-
transformierte stochastische Prozeß X̂ ◦ T = (X̂Tt)t≥0 wohldefiniert, und dieser ist
ein FP+ ◦T-adaptierter stochastischer Prozeß über (Ω,F ,P) mit stetigen Trajektorien.
Insbesondere ist X̂ ◦ T ununterscheidbar von X ◦ T.
Wie in den Ausführungen im Anschluß von Bemerkung 4.2.5 wollen wir für den Rest
dieses Abschnitts vereinbaren, daß wir den Lösungsprozeß X von Gleichung (4.1.1)stets
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mit dem Prozeß X̂ identifizieren. Entsprechendes gilt auch, wenn wir Gleichungen ohne
Drift betrachten. Für die Eintrittszeit des zeittransformierten Prozesses X ◦ T in die
Menge Eb bzw. für dessen Explosionszeit S
X◦T
∞ haben wir dann folgende Beziehungen,
die sich unmittelbar aus dem nachfolgenden Satz ergeben:
DX◦TEb ∧ 〈M〉∞ = 〈M〉DXEb
P-f. s.
bzw.
SX◦T∞ ∧ 〈M〉∞ = 〈M〉SX∞ P-f. s.
Satz 4.4.19SeiB ∈ B(R) eine abgeschlossene Menge. Dann gilt für den LösungsprozeßX
(4.4.20) τX◦TB ∧ 〈M〉∞ = 〈M〉τXB P-f. s.
Insbesondere ist
(4.4.21) τX◦TB = 〈M〉τXB auf {τ
X
B < +∞} ∪ {〈M〉∞ = +∞} P-f. s.
Für den vonX ununterscheidbaren Prozeß̂X kann der ZusatzP-f. s. in(4.4.20)und(4.4.21)
weggelassen werden.
Beweis: Wie wir oben ausgeführt haben, wollen wir X mit dem Prozeß X̂ identifizieren.
Unter Verwendung von (2.4.4)gilt auf Ω zunächst XTt /∈ B für t < 〈M〉τX
B
. Somit ist
(4.4.22) τX◦TB ≥ 〈M〉τXB auf Ω .
Für den Fall ω ∈ {τXB < +∞} folgt aus der Stetigkeit von X(ω) sowie der Abgeschlos-






(ω) ∈ B .
Also gilt τX◦TB ≤ 〈M〉τXB auf {τ
X
B < +∞}, und mit (4.4.22)ist
(4.4.23) τX◦TB = 〈M〉τXB auf {τ
X
B < +∞} .
Bleibt uns also noch zu untersuchen, was auf der Menge {τXB = +∞} passiert.
Zunächst sieht man unmittelbar, daß gilt
(4.4.24) τX◦TB = 〈M〉τXB auf {〈M〉∞ = +∞} ∩ {τ
X
B = +∞} .
Gemäß Satz 4.4.16 (b) existiert auf {〈M〉∞ < +∞} der Grenzwert X∞ in R. Wegen
Xt /∈ B für alle t ≥ 0 auf {τXB = +∞} sind auf der Menge {〈M〉∞ < +∞}∩{τ
X
B = +∞}
die folgenden beiden Fälle zu unterscheiden:
1. Gilt X∞ /∈ B, dann ist XTt /∈ B für t ≥ 0, und es ist τ
X◦T
B = +∞ .
2. Gilt X∞ ∈ B, dann ist XTt ∈ B für t ≥ 〈M〉∞, und wir haben τ
X◦T
B ≤ 〈M〉τXB .
Insgesamt erhalten wir hieraus und aus (4.4.24)unter Beachtung von (4.4.22)
τX◦TB ∧ 〈M〉∞ = 〈M〉τXB auf {τ
X
B = +∞} .
Zusammen mit (4.4.23) haben wir somit die Richtigkeit von (4.4.20) sowie (4.4.21)
gezeigt. 2
Nun wollen wir zeigen, wie Lösungen von (4.1.1)mit Lösungen der zu (4.1.1)asso-
ziierten Gleichung zusammenhängen.
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Satz 4.4.25Es seiQ ∈ Mloc(C(R+)). Ist im Sinne unserer Vereinbarung(X,M) eine
Lösung (bzw. Fundamentallösung) von(4.1.1)bzgl.Q, dann ist das Paar(X ◦ T,M) eine
Lösung (bzw. Fundamentallösung) der zu(4.1.1)assoziierten Gleichung bzgl.Q.
Beweis: Sei (X,M) eine Lösung von (4.1.1) bzgl. Q, welche über einem Wahrschein-
lichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F definiert ist. Wie vereinbart
identifizieren wir den Prozeß X mit X̂. Für den zeittransformierten Prozeß Y := X◦T
gilt zunächst Y0 ∈ R, was aus der T-Adaptiertheit von X folgt. Darüber hinaus ist Y
ein stetiger FP+ ◦ T-adaptierter stochastischer Prozeß, für den Y
〈M〉∞ = Y gilt. Mit
Satz 4.4.19 folgt dann hieraus YS
Y
∞ = Y, wenn man XS
X
∞ = X berücksichtigt. Ziel ist
es nun zu zeigen, daß (G ◦Y,M) mit G ◦Y := (G(Yt))t≥0 eine Lösung der zu (4.3.13)
assoziierten Gleichung bzgl. Q ist. Eine Anwendung von Folgerung 4.3.26 liefert dann
die zu beweisende Behauptung.
Nach Satz 4.3.16 (i) ist das Paar (X̃,M) mit X̃ := (G(Xt))t≥0 eine Lösung von
(4.3.13)bzgl. Q. Insbesondere gilt
(4.4.26) X̃t = X̃0 +
t∫
0
b̃(X̃s) dMs , t ≥ 0 , P-f. s. ,
wenn man SX̃∞ = +∞ P-f. s. beachtet, wobei b̃ gemäß Lemma 4.3.11 definiert ist.
Wir betrachten den zeittransformierten Prozeß Ỹ := X̃ ◦ T = (G(Yt))t≥0. Nach
Konstruktion ist Ỹ ein stetiger FP+ ◦ T-adaptierter stochastischer Prozeß mit Ỹ0 ∈
]G(−∞), G(+∞)[ . Darüber hinaus ist M ein stetiges lokales (F, P)-Martingal mit
PM = Q auf B(C(R+)).
Um nun die Behauptung des Satzes zu beweisen, genügt es zu zeigen, daß das Paar
(Ỹ,M) eine Lösung der zu (4.3.13)assoziierten Gleichung bzgl. Q ist. Dazu betrachten
wir den Prozeß (b̃(Ỹt))t≥0 und wollen zeigen, daß dieser zur Menge L(W,FP+ ◦T) gehört.










b̃2(Ỹs) d〈W 〉s , t ≥ 0 , P-f. s.
Hieraus erhalten wir unmittelbar, daß P-f. s. auf der Menge {〈M〉∞ = +∞} gilt
t∫
0
b̃2(Ỹs) d〈W 〉s = 〈X̃〉Tt < +∞ für t ≥ 0 .
Darüber hinaus wissen wir, daß 〈X̃〉∞ < +∞ auf der Menge {〈M〉∞ < +∞} P-f. s.
ist (vgl. Satz 4.2.6 zusammen mit Satz 2.2.4 (c) und (d)). Somit gilt
t∫
0
b̃2(Ỹs) d〈W 〉s ≤ 〈X̃〉∞ < +∞ für t ≥ 0
auf {〈M〉∞ < +∞} P-f. s. Mit dem Vorhergehenden erhalten wir schließlich insgesamt
t∫
0
b̃2(Ỹs) d〈W 〉s < +∞ , t ≥ 0 , P-f. s.
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wohldefiniert und ist ein stetiges lokales (FP+ ◦T, P)-Martingal. Nach Satz 3.1.22 bzw.
mit (3.1.24)folgt nun aus (4.4.26)und der T-Stetigkeit von X̃ die Beziehung
Ỹt = X̃Tt = Ỹ0 +
t∫
0
b̃(Ỹs) dWs auf [[0, 〈M〉∞‖ P-f. s.
Wegen der Stetigkeit der Trajektorien des Prozesses Ỹ und der Stetigkeit des stocha-
stischen Integrals (4.4.27)erhalten wir hieraus und unter Verwendung von Ỹ〈M〉∞ = Ỹ
somit
Ỹt = Ỹ0 +
t∧〈M〉∞∫
0
b̃(Ỹs) dWs , t ≥ 0 , P-f. s.
Schließlich folgt mit der Stoppregel (2.3.4)und der Eigenschaft, daß W eine in 〈M〉∞
gestoppte Brownsche Bewegung ist,
(4.4.28) Ỹt = Ỹ0 +
t∫
0
b̃(Ỹs) dWs , t ≥ 0 , P-f. s.
Hieraus folgt nun insgesamt, daß Ỹ ein stetiges lokales (FP+ ◦ T, P)-Martingal auf
[[0, SỸ∞[[ ist, für welches (4.4.28) gilt. Damit ist aber (Ỹ,M) bzw. (G ◦ Y,M) eine
Lösung der zu (4.3.13)assoziierten Gleichung bzgl. Q mit Ỹ0 ∈ ]G(−∞), G(+∞)[ . Dies
war aber gerade zu zeigen.
Ist (X,M) eine Fundamentallösung von (4.1.1)bzgl. Q, so ist auch (X ◦T,M) eine
Fundamentallösung der zu (4.1.1)assoziierten Gleichung bzgl. Q. Dies folgt unmittelbar













INb(Xs) d〈M〉s) = 0 .
2
Damit haben wir gezeigt, wie man aus einer Lösung von Gleichung (4.1.1) eine
Lösung der zu (4.1.1)assoziierten Gleichung bekommt. Bleibt noch die Frage zu klären,
wie es sich bei starken Lösungen verhält. Angenommen (X,M) ist eine starke Lösung
von (4.1.1) bzgl. Q. Dann ist nach Definition der Lösungsprozeß X an die Filtration
F(X0,M),P adaptiert. Nach Satz 4.4.25 ist der zeittransformierte Prozeß X◦T zusammen
4.4. DIE ASSOZIIERTE GLEICHUNG 101
mit M eine Lösung der zu (4.1.1)assoziierten Gleichung, welche F(X0,M),P+ ◦T-adaptiert
ist. Nun ist der Prozeß M0 + W an die Filtration F
M,P
+ ◦ T adaptiert, welche im
allgemeinen größer ausfällt als die Filtration FM0+W,P. Dies bedeutet aber, daß der
Lösungsprozeß X◦T im allgemeinen nicht F(X0,M0+W),P-adaptiert zu sein braucht und
somit zusammen mit M keine starke Lösung der zu (4.1.1)assoziierten Gleichung bildet.
Damit dennoch (X ◦ T,M) eine starke Lösung der zu (4.1.1) assoziierten Gleichung
ist, müssen zusätzliche Bedingungen an den treibenden Prozeß M gestellt werden,
welche die Gleichheit der beiden Filtrationen FM0+W,P und FM,P◦T zur Folge hat. Die
Gleichheit der beiden Filtrationen ist beispielsweise dann erfüllt, wenn das stetige lokale
Martingal M pur ist. Im Falle eines puren stetigen lokalen Martingals M folgt nämlich
mit Proposition 1 in [14], Proposition 7 und Proposition 8 in [15] sowie Satz 3.3.4
FM,P ◦ T = FM0+W,P .
Als Folgerung zu Satz 4.4.25 erhalten wir hiermit für zeittransformierte starke
Lösungen die Aussage:
Folgerung 4.4.29SeienQ ∈ Mploc(C(R+)) und (X,M) eine starke Lösung von(4.1.1)
bzgl.Q (im Sinne unserer Vereinbarung). Dann ist(X ◦ T,M) eine starke Lösung der zu
(4.1.1)assoziierten Gleichung bzgl.Q.
Beweis: Wir betrachten über (Ω,F ,P) die starke Lösung (X,M) von (4.1.1) bzgl.
Q. Nach Definition ist X ein F(X0,M),P-adaptierter stochastischer Prozeß mit stetigen
Trajektorien. Somit ist X ein F(X0,M),P-vorhersagbarer Prozeß. Hieraus folgt aber, daß





(4.4.30) F (X0,M),PTt− := σ(F
(X0,M),P
0 ∪ {A ∩ {Tt > s} : A ∈ F
(X0,M),P
s , s ≥ 0})
für t ≥ 0 (vgl. Theorem IV.T20 und Theorem IV.T21 in [7] bzw. Theorem IV.67 in
[8]).
Es ist nun zu zeigen, daß F (X0,M),PTt− ⊆ Gt := F
(X0,M0+W),P
t für t ≥ 0 gilt, woraus
wir dann mit Satz 4.4.25 die Behauptung der Folgerung erhalten. Um dies einzusehen,
genügt es zu zeigen, daß für jedes t ≥ 0 der Erzeuger für die σ-Algebra aus (4.4.30)in
der σ-Algebra Gt enthalten ist.
Zunächst ist klar, daß F (X0,M),P0 = σ(X0,M0) ∨ N
P wegen W0 = 0 P-f. s. in Gt
enthalten ist. Des weiteren ist für jedes A ∈ σ(X0) und s ≥ 0 die Menge A ∩ {Tt > s}
in Gt enthalten. Dies folgt aus der Eigenschaft, daß M laut Voraussetzung pur ist. In
diesem Fall sind die beiden Filtrationen FM,P und FM0+W,P rechtsstetig. Damit ist 〈M〉
eine FM0+W,P-Zeittransformation, und T ist an die Filtration FM0+W,P adaptiert. Als
nächstes betrachten wir für beliebiges s ≥ 0 ein A ∈ FM,Ps . Da T eine F
M,P-Zeittrans-
formation ist, gilt zunächst A∩ {Tt > s} ∈ FM,Ps . Wegen M = M0 + W ◦ 〈M〉 P-f. s.
folgt weiterhin FM,Ps ⊆ F
M0+W,P
〈M〉s
. Dies liefert uns aber wegen {Tt > s} ⊆ {〈M〉s ≤ t}
unmittelbar A ∩ {Tt > s} ∈ F
M0+W,P
t ⊆ Gt für jedes s ≥ 0. Zusammengefaßt erhalten
wir insgesamt, daß für jedes s ≥ 0 und beliebige A aus dem Erzeugendensystem für die
σ-Algebra F (X0,M),Ps und damit für beliebige A ∈ F
(X0,M),P
s die Menge A ∩ {Tt > s}
zu Gt gehört. Also ist der Erzeuger für die σ-Algebra aus (4.4.30)in Gt = F
(X0,M0+W),P
t
enthalten, womit der Beweis der Folgerung vollständig ist. 2
Faßt man die Ergebnisse dieses Abschnitts zusammen, so erhalten wir insgesamt das
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Theorem 4.4.31SeienQ ∈ Mloc(C(R+)) und µ ein Wahrscheinlichkeitsmaß aufB(R).
Dann gilt:
(1) Es existiert ein Lösung (bzw. Fundamentallösung) von Gleichung(4.1.1)bzgl.Q mit
Startverteilungµ genau dann, wenn eine Lösung (bzw. Fundamentallösung) der zu
(4.1.1)assoziierten Gleichung bzgl.Q mit Startverteilungµ existiert.
(2) Die Existenz einer starken Lösung der zu(4.1.1)assoziierten Gleichung bzgl.Q mit
Startverteilungµ impliziert die Existenz einer starken Lösung von(4.1.1)bzgl.Q mit
Startverteilungµ. Ist Q ∈ Mploc(C(R+)) so gilt auch die Umkehrung.
Beweis: Der Beweis dieses Theorems ergibt sich nun unmittelbar aus Satz 4.4.10 zu-
sammen mit Bemerkung 4.4.14, Folgerung 4.4.15, Satz 4.4.25 und Folgerung 4.4.29.
2




Neben der Existenz von Lösungen eindimensionaler stochastischer Differentialglei-
chungen bzgl. stetiger lokaler Martingale als treibende Prozesse ist auch die Frage der
Eindeutigkeit der Lösung von großem Interesse. Dabei unterscheidet man in der Theo-
rie stochastischer Differentialgleichungen zwischen der Eindeutigkeit in Verteilung und
der pfadweisen Eindeutigkeit der Lösung. Den Begriff der Eindeutigkeit in Verteilung
wollen wir im Abschnitt 5.1 präzisieren. Anhand eines Beispiels wollen wir dann zeigen,
daß Eindeutigkeit in Verteilung auch bei Einschränkungen an den treibenden Prozeß
nicht immer gegeben ist. Der Abschnitt 5.2 widmet sich dann dem eigentlichen Eindeu-
tigkeitssatz für Lösungen eindimensionaler stochastischer Differentialgleichungen bzgl.
stetiger lokaler Martingale. Ziel ist es, ein analoges Resultat zu formulieren und zu be-
weisen, wie es Engelbert und Schmidt (vgl. [18], [19], [20]) für den Fall der Brownschen
Bewegung als treibender Prozeß taten. Mit der Frage der pfadweisen Eindeutigkeit
und der damit im Zusammenhang stehenden Existenz starker Lösungen werden wir
uns im Abschnitt 5.3 beschäftigen. Eine Anwendung der gefundenen Ergebnisse auf
Gleichungen mit gewöhnlicher Drift schließt die Arbeit mit dem Abschnitt 5.4 ab.
Für die Ausführungen in diesem Kapitel wollen wir, falls nicht anders angedeutet,
stillschweigend voraussetzen, daß die auftretenden Wahrscheinlichkeitsräume vollstän-
dig sind.
5.1 Eindeutigkeitsbegriff und Beispiele
Ausgangspunkt der folgenden Betrachtungen ist wiederum die stochastische Diffe-
rentialgleichung
(5.1.1) Xt = X0 +
∫
R




(vgl. Abschnitt 4.1). Es ist bekannt, daß es verschiedene Eindeutigkeitsbegriffe für
Lösungen stochastischer Differentialgleichungen gibt. Dabei handelt es sich um die
Begriffe der Eindeutigkeit in Verteilung und der pfadweisen Eindeutigkeit von Lösun-
gen, wobei wir Letzteres im Abschnitt 5.3 definieren werden. Für Gleichungen vom
betrachteten Typ (5.1.1)haben wir folgende Definition für die Eindeutigkeit in Vertei-
lung, wobei im folgenden C(R+) den Raum der stetigen Funktionen auf R+ mit Werten
in R bezeichnet.
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Definition 5.1.2 Es seiQ ∈ Mloc(C(R+)). Die Lösung (bzw. Fundamentallösung) von
Gleichung(5.1.1)heißt eindeutig in Verteilung, falls für je zwei Lösungen (bzw. Fundamen-
tallösungen)(X1,M1) und(X2,M2) von Gleichung(5.1.1)bzgl. Q definiert über den ent-










auf B(C(R+)) folgt. Wir












aufB(R) ⊗ B(R) folgt P1(X1,M1) = P
2
(X2,M2) aufB(C(R+)) ⊗ B(C(R+)).
Wie eingangs bereits erwähnt soll Ziel dieses Kapitels sein, für ein gegebenes Mar-
tingalmaß Q ∈ Mloc(C(R+)) möglichst allgemeine Bedingungen an den Diffusionsko-
effizienten b zu formulieren, so daß Eindeutigkeit in Verteilung der Lösung von Glei-
chung (5.1.1) bzgl. Q für jede Startverteilung vorliegt. In einer Arbeit von Engelbert
(vgl. [13]) wurde anhand eines Gegenbeispiels zu den Ausführungen von Hoover (vgl.
Theorem 3.3 in [23]) gezeigt, daß unter geeigneten Voraussetzungen an b nicht für jedes
Q ∈ Mloc(C(R+)) Eindeutigkeit in Verteilung der Lösung von Gleichung (5.1.1)bzgl.
Q gegeben ist. Die abschließende Vermutung in [13], daß die Darstellbarkeitseigenschaft
des treibenden Prozesses die Verteilungseindeutigkeit der Lösung von (5.1.1) bzgl. Q
garantiert, ist im allgemeinen nicht ausreichend, auch wenn die Funktion b die in [13]
geforderte Eigenschaft besitzt. Dies soll folgendes Beispiel zeigen:
Beispiel 5.1.3SeiY = (Yt)t≥0 eine(F, P)-Brownsche Bewegung über einem Wahrschein-








1 für x > 0 ,
−1 für x ≤ 0 .





b(Ys) dBs , t ≥ 0 , P-f. s.
gilt. Also ist (Y,B) im Sinne unserer Definition eine Lösung von (5.1.6) bzgl.W (vgl.
auch die Ausführung im Anchluß von Bemerkung 4.2.5). Entsprechend ist auch(Ỹ,B) mit
Ỹ := (−Yt)t≥0 eine Lösung von Gleichung (5.1.6) bzgl.W. Hierbei hat man zu beachten,




I{0}(Ys) dBs = 0 , t ≥ 0 , P-f. s.
Man sieht unter Verwendung von Satz 2.2.11 leicht, daß jede Lösung von Gleichung (5.1.6)
bzgl. W eine Brownsche Bewegung ist. Da nun die Verteilung der Brownschen Bewegung
5.1. EINDEUTIGKEITSBEGRIFF UND BEISPIELE 105
gerade das Wiener-MaßW aufB(C(R+)) ist, folgt hieraus, daß die Lösung von (5.1.6) bzgl.
W eindeutig in Verteilung ist. Insbesondere giltPY = PỸ aufB(C(R+)).








) ds , t ≥ 0 , w ∈ C(R+) ,
wobei an Stelle dieses speziellen Integranden allgemein auch ein Homöomorphismus ge-
wählt werden kann (vgl. Beispiel 5 in [1]). Nach Konstruktion ist für w ∈ C(R+) die auf
R+ definierte reellwertige Abbildungt 7→ Ft(w) stetig und streng monoton wachsend mit
F0(w) = 0 und lim
t→+∞
Ft(w) = +∞. Es bezeichneA = (At)t≥0 bzw. Ã = (Ãt)t≥0 je-
weils die Rechtsinverse vonT := (Ft(Y))t≥0 bzw. vonT̃ := (Ft(Ỹ))t≥0. Man kann nun




t für t ≥ 0 gilt. Hieraus folgt dann, daß sowohlA als auch
Ã zwei endlicheFY-Zeittransformationen mit streng monoton wachsenden Trajektorien aus
E+ sind.
Unter Verwendung von Satz 2.4.8 (a) ist nun der zeittransformierte ProzeßM := B ◦ A
ein stetiges lokales(FY,P ◦ A, P)-Martingal mit 〈M〉 = A P-f. s. Entsprechend ist auch
der ProzeßM̃ := B ◦ Ã ein stetiges lokales(FY,P ◦ Ã, P)-Martingal mit〈M〉 = Ã P-f. s.
Insbesondere giltQ := PM = PM̃ aufB(C(R+)). Zum einen hat man hierfür zu beachten,
daß die Trajektorien vonA bzw. Ã wohlbestimmte meßbare Funktionale der Trajektorien
von Y bzw. Ỹ sind. Zum anderen stimmen die Verteilungen von(Y,B) und (Ỹ,B) auf
B(C(R+)) ⊗ B(C(R+)) überein. Dies folgt unmittelar aus (5.1.4), wobei mit (5.1.7) und






b(Ys) dYs = Bt , t ≥ 0 , P-f. s.
Man vergleiche hierzu auch Theorem 3.1 in [4].
Ziel ist es nun zu zeigen, daß die beiden ProzesseM undM̃ zwar die Darstellbarkeits-
eigenschaft besitzen aber nicht pur sind. Da(Y,B) Lösung von (5.1.6) ist undY alsFY,P-
Brownsche Bewegung dieFY,P-Darstellbarkeitseigenschaft besitzt, sieht man leicht,daß
auchB die FY,P-Darstellbarkeitseigenschaft besitzt. Aufgrund der Eigenschaften der Tra-
jektorien vonT bzw.A ist es mit der Definition der Darstellbarkeitseigenschaft nicht schwie-
rig zu zeigen, daß auchM die FY,P ◦ A-Darstellbarkeitseigenschaft besitzt. Dabei hat man
zu beachten, daß(FY,P ◦ A) ◦ T = FY,P gilt (vgl. Lemma 4 (i) in [14]). Mit dem nachfol-
genden Lemma folgt dann schließlich dieFM,P-Darstellbarkeitseigenschaft vonM.
Lemma 5.1.8Mit den obigen Bezeichnungen giltFY,P ◦ A = FM,P, wobei die Gleichheit
zweier Filtrationen komponentenweise zu verstehen ist. Entsprechend giltFY,P◦Ã = FM̃,P.
Beweis:Zunächst folgt aus der Definition vonM trivialerweiseFM,Pt ⊆ F
Y,P
At
für t ≥ 0.
Wegen〈M〉 = A P-f. s. und der strengen Monotonie der Trajektorien vonT ist T eine
FM,P-Zeittransformation und somit an die FiltrationFM,P ◦ T adaptiert. Dies trifft wegen
FYt = F
T





für t ≥ 0.
Da A die Rechtsinverse vonT und darüber hinaus eineFY,P-Zeittransformation ist, folgt
mit dem Vorhergehenden, daßA sogar eineFM,P ◦ T-Zeittransformation ist. Mit Lemma
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für t ≥ 0 gilt. Zusammengefaßt stimmen somit die beiden Filtrationen FY,P ◦ A undFM,P
überein. 2
Nun besitztM die FM,P-Darstellbarkeitseigenschaft, aberM selbst ist nicht pur. Dies










gilt (vgl. Korollar VI.2.2 in [35]). Damit ist der quadratische Variationsprozeß〈M〉 von M
keineFB,P-Zeittransformation, da sonstF 〈M〉,P∞ ⊆ FB,P∞ gelten müsste. Hieraus folgt dann
aber wegenM = B ◦ 〈M〉 P-f. s. undA∞ = +∞, daß das stetige lokale MartingalM
nicht pur im Sinne von Definition 3.3.1 ist. Entsprechend erhalten wir, daßM̃ die FM̃,P-
Darstellbarkeitseigenschaft besitzt aber nicht pur ist. Also ist Q /∈ Mploc(C(R+)).
Als nächstes betrachten wir den ProzeßY. Mit Satz 2.4.8 (a) und unter Verwendung von
Lemma 5.1.8 erhalten wir, daß die beiden zeittransformierten reellen stochastischen Prozesse
X := Y◦A bzw.X̃ := Y◦Ã jeweils stetige lokale(FM,P, P)- bzw.(FM̃,P, P)-Martingale
über(Ω,F ,P) sind. Darüber hinaus folgt unter Verwendung von Satz 2.4.8 (b), daß sowohl
(X,M) als auch(X̃, M̃) Lösungen von (5.1.1) bzgl.Q mit Startverteilungδ0 sind, wobei
hierν ≡ 0 ist. DaX bzw.X̃ an die FiltrationFM,P bzw.FM̃,P adaptiert sind, handelt es sich
hierbei sogar um starke Lösungen.
Wir behaupten nun, daß die Verteilungen der beiden stetigenlokalen MartingaleX undX̃
auf B(C(R+)) nicht übereinstimmen. Angenommen die Verteilungen der beiden Prozesse
X undX̃ sind aufB(C(R+)) gleich. Entsprechend Folgerung 3.1.8 ist dies wegen〈X〉 = A
P-f. s. und〈X̃〉 = Ã P-f. s. genau dann der Fall, wenn gilt
P(X,A) = P(X̃,Ã) auf B(C(R+)) ⊗ B(E+) .
Da sowohlT als auchT̃ Prozesse mit streng monoton wachsenden und stetigen Trajektorien
sind, ist diese Bedingung gleichwertig mit
(5.1.9) P(Y,T) = P(Y,T̃) auf B(C(R+)) ⊗ B(E+) .
Geht man in (5.1.9) zur bedingten Verteilung bzgl.Y über und berücksichtigt man, daß
T bzw. T̃ meßbar bzgl.σ(Y) sind, so ist (5.1.9) genau dann erfüllt, wenn fürW-fast alle
w ∈ C(R+) gilt
IC(F (w)) = IC(F (−w)) für alle C ∈ B(E+) .
Dies ist wiederum genau dann der Fall, wenn gilt
(5.1.10) F (w) = F (−w) für W-f. a. w ∈ C(R+) .
Aus der Definition vonF folgt nun, daß die GleichungF (w) = F (−w) aufC(R+) nur die
Lösungw ≡ 0 besitzt. Somit ist (5.1.10) wegenW({w ∈ C(R+) : w ≡ 0}) = 0 nicht
erfüllt. Mit dem Vorhergehenden folgt dann schließlich, daß die beiden Verteilungen vonX
undX̃ auf B(C(R+)) nicht übereinstimmen können. Also liegt hier keine Eindeutigkeit in
Verteilung der Lösung von Gleichung (5.1.1) bzgl.Q mit ν ≡ 0 vor. 2
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Damit haben wir ein Beispiel gefunden, wo die Darstellbarkeitseigenschaft des trei-
benden Prozesses bzw. die Extremalität von Q in der Menge Mloc(C(R+)) im allgemei-
nen nicht ausreicht, um Eindeutigkeit in Verteilung der Lösung von Gleichung (5.1.1)
zu garantieren. Ein erstes allgemeines Resultat in dieser Richtung wurde in einer Arbeit
von Roskosz und S lomiński (vgl. [37]) bewiesen. Hierbei betrachteten sie Gleichungen
ohne Drift bzgl. stetiger lokaler Martingale und formulierten hinreichende und notwen-
dige Bedingungen an den Diffusionskoeffizienten, so daß Eindeutigkeit in Verteilung
der Lösung gegeben ist. Dabei setzten sie zusätzlich voraus, daß der treibende Prozeß
selbst Lösung einer gewissen stochastischen Differentialgleichung ohne Drift bzgl. des
Wiener-Maßes ist, welche sogar ein pures stetiges lokales Martingal ist (vgl. Satz 5.2.4
im nächsten Abschnitt).
5.2 Eindeutigkeit in Verteilung der Lösung
Im folgenden wollen wir uns nun der Frage der Eindeutigkeit in Verteilung von
Lösungen stochastischer Differentialgleichungen vom betrachteten Typ (5.1.1)widmen.
Angeregt durch das Beispiel im vorhergehenden Abschnitt und den Ergebnissen aus
Roskosz und S lomiński (vgl. [37]) wollen wir die Klasse der stetigen lokalen Martingale
als treibende Prozesse zunächst dahingehend einschränken, daß wir pure stetige lokale
Martingale betrachten. Am Schluß dieses Abschnitts werden weitere Fälle behandelt,
wo diese Bedingung an den treibenden Prozeß nicht erfüllt ist.
Ausgangspunkt der nun nachfolgenden Ausführungen ist die Gleichung ohne Drift,
also




Unter der Annahme, daß der treibende Prozeß von Gleichung (5.2.1)ein pures stetiges
lokales Martingal ist, wollen wir zunächst zeigen, daß die Fundamentallösung von Glei-
chung (5.2.1)ununterscheidbar von einem puren stetigen lokalen Martingal ist. Darauf
aufbauend läßt sich dann die Eindeutigkeit in Verteilung einer beliebigen Lösung bzw.
Fundamentallösung von Gleichung (5.2.1) und damit auch von (5.1.1) ableiten (vgl.
Satz 4.3.16). Dabei wird die Lösung der zu (5.2.1)assoziierten Gleichung eine zentrale
Rolle spielen. Deswegen wollen wir in einem ersten Schritt die Lösungen der zu (5.2.1)
assoziierten Gleichung im Hinblick auf unsere Annahme näher betrachten, wobei dieses
in einem allgemeineren Rahmen vorgenommen werden soll.
Gegeben sei ein vollständiger Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F =
(Ft)t≥0 in F . Weiterhin seien W = (W t)t≥0 eine in τ gestoppte (F, P)-Brownsche
Bewegung und ξ eine reelle F0-meßbare Zufallsgröße. Für ein stetiges lokales (F, P)-
Martingal Y = (Yt)t≥0 über (Ω,F ,P) gelte
(5.2.2) Yt = Y0 +
t∫
0






INb(Ys) ds = 0 P-f. s.
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Mit anderen Worten, (Y, ξ + W) ist eine Fundamentallösung von (5.2.1)bzgl. Pξ+W.
Man beachte, daß wegen (2.2.10)der Startwert ξ keinen Einfluß auf das stochastische
Integral in (5.2.2)hat. Der nun folgende Satz ist für alles weitere grundlegend.
Satz 5.2.4SeiW pur. Dann ist der LösungsprozeßY ebenfalls pur.
Beweis: Für das stetige lokale (F, P)-Martingal W gilt 〈W 〉t = t ∧ τ für t ≥ 0 P-f. s.
Hieraus und aus (5.2.2) erhalten wir für den quadratischen Variationsprozeß 〈Y〉 =
(〈Y 〉t)t≥0 von Y die Beziehung
(5.2.5) 〈Y 〉t =
t∫
0
b2(Ys) d〈W 〉s =
t∧τ∫
0
b2(Ys) ds , t ≥ 0 , P-f. s.
Mit Satz 4.2.14 (c) und wegen 〈Y〉τ = 〈Y〉 P-f. s. (vgl. auch Satz 4.4.3) gilt dann
(5.2.6) 〈Y 〉t∧DY
Eb
∧τ = 〈Y 〉t , t ≥ 0 , P-f. s.
Insbesondere ist
(5.2.7) 〈Y 〉∞ = 〈Y 〉DY
Eb
∧τ P-f. s.
Bezeichnet C = (Ct)t≥0 die Rechtsinverse von 〈Y〉. Von dem zeittransformierten Prozeß
Y ◦ C − Y0 = (YCt − Y0)t≥0
wissen wir aus Satz 3.1.22, daß dieser ununterscheidbar von einem stetigen FP+ ◦ C-
adaptierten Prozeß W̃ = (W̃t)t≥0 ist, so daß W̃ eine in 〈Y 〉∞ gestoppte (FP+ ◦ C, P)-
Brownsche Bewegung ist.
Es ist nun zu zeigen, daß Y pur ist. Nach Definition ist hierfür zu zeigen, daß 〈Y 〉∞
eine vorhersagbare FY0+fW,P-Stoppzeit und 〈Y〉 eine FY0+
fW,P
+ -Zeittransformation ist.
Letzteres ist wegen (vgl. (2.4.4)
{Cs < t} = {s < 〈Y 〉t} für alle s, t ≥ 0
äquivalent dazu, daß C an die Filtration FY0+
fW,P
+ adaptiert ist. Wenn man nun noch
beachtet, daß 〈W̃ 〉∞ = 〈Y 〉∞ P-f. s. gilt und 〈W̃ 〉∞ eine F
Y0+fW,P
+ -Stoppzeit ist, erhalten
wir mit dem nachfolgenden Satz unmittelbar die zu beweisende Behauptung. 2
Satz 5.2.8Mit den Bezeichnungen aus dem Beweis von Satz 5.2.4 gilt:







b−2(Y0 + W̃s) ds , t < 〈W̃ 〉∞ ,
+∞ , t ≥ 〈W̃ 〉∞ ,
t ≥ 0 , P-f. s.
und ist somit an die FiltrationFY0+
fW,P
+ adaptiert.
(b) IstW pur, so ist〈Y 〉∞ eine vorhersagbareFY0+
fW,P-Stoppzeit.
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Beweis: Für den Beweis von (a) betrachten wir die in 〈Y 〉∞ gestoppte (FP+ ◦ C, P)-
Brownsche Bewegung W̃. Mittels Zeittransformation im Integral (vgl. Satz 2.4.6) er-
halten wir wegen
(5.2.10) Y ◦ C = Y0 + W̃ P-f. s.
und unter Beachtung von (5.2.3), (5.2.5)sowie (5.2.6)die Beziehung
〈Y 〉t∫
0
















für t ≥ 0 P-f. s. Für t < 〈Y 〉DY
Eb
∧τ ist Ct < D
Y
Eb
∧ τ sowie 〈Y 〉Ct = t P-f. s., wenn man
(5.2.7)berücksichtigt. Wendet man die FP+ -Zeittransformation C auf die vorhergehende
Gleichung an, so gilt
t∫
0
b−2(Y0 + W̃s) ds = Ct für t < 〈Y 〉DY
Eb
∧τ P-f. s.
Mit 〈Y 〉∞ = 〈W̃ 〉∞ P-f. s. und (5.2.7)erhalten wir schließlich folgende Darstellung für







b−2(Y0 + W̃s) ds , t < 〈W̃ 〉∞ ,
+∞ , t ≥ 〈W̃ 〉∞ ,
t ≥ 0 , P-f. s.
Für jedes t ≥ 0 ist das obige Integral nach dem Satz von Fubini FY0+
fW,P
t -meßbar. Des
weiteren ist 〈W̃ 〉∞ eine F
Y0+fW,P




Als nächstes wollen wir zeigen, daß 〈Y 〉∞ eine vorhersagbare FY0+
fW,P-Stoppzeit ist.
Wegen (5.2.7)ist dies bereits dann erfüllt, wenn 〈Y 〉DY
Eb
∧τ eine vorhersagbare F
Y0+fW,P-
Stoppzeit ist. Hierzu genügt es zu zeigen, daß 〈Y 〉DY
Eb
∧τ eine vorhersagbare F
Y0+fW,P
+ -
Stoppzeit ist und {〈Y 〉DY
Eb
∧τ = 0} ∈ F
Y0+fW,P
0 gilt (vgl. Abschnitt 1.2 in [14]).






t (t ≥ 0) .










(Ys) d〈W 〉s ≤ 〈W 〉t < +∞ , t ≥ 0 , P-f. s.
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wohldefiniert und ein stetiges lokales (FY,P, P)-Martingal ist. Durch Abstoppen dieses










(Ys) dW s = W t∧D
EY
b
, t ≥ 0 , P-f. s.
Damit ist aber der gestoppte Prozeß W
DY
Eb = (W t∧DY
Eb
)t≥0 an die Filtration FY,P-
adaptiert, und dies liefert uns die Richtigkeit von (5.2.12).
Laut Voraussetzung ist W ein pures stetiges lokales Martingal. Somit ist τ nach
Satz 3.3.4 eine vorhersagbare FW,P-Stoppzeit, was aber äquivalent dazu ist, daß τ
eine vorhersagbare FW,P+ -Stoppzeit ist und {τ = 0} ∈ F
W,P
0 gilt (vgl. hierzu die
Ausführungen in Abschnitt 1.2 von [14]). Des weiteren ist DYEb unter Verwendung von
Satz 2.1.5 (b) eine vorhersagbare FY,P+ -Stoppzeit mit {D
Y
Eb
= 0} = {Y0 ∈ Eb} ∈ F
Y,P
0 ,
wobei die Gleichheit der beiden Mengen aus der Abgeschlossenheit von Eb und der
Stetigkeit von Y folgt. Mit anderen Worten, DYEb ist eine vorhersagbare F
Y,P-Stoppzeit.
Aus (5.2.12)erhalten wir unter Anwendung des nachfolgenden Lemmas und der daran
anschließenden Bemerkung, daß DYEb ∧ τ eine vorhersagbare F
Y,P
+ -Stoppzeit ist. Damit




für n ∈ N, so daß gilt:
(i) ζn < D
Y
Eb






∧ τ P-f. s.
(vgl. Satz 2.1.4). Wir wollen nun zu zeigen, daß
ζ̃n := 〈Y 〉ζn ≤ 〈Y 〉DY
Eb
∧τ (n ∈ N)
eine ankündigende Folge von FY0+
fW,P
+ -Stoppzeiten für 〈Y 〉DY
Eb
∧τ ist. Dies würde dann
beweisen, daß 〈Y 〉DY
Eb
∧τ eine vorhersagbare F
Y0+fW,P
+ -Stoppzeit ist (vgl. Satz 2.1.4.)
Nach Konstruktion ist (ζ̃n)n∈N eine monoton wachsende Folge von zufälligen Zeiten,
für die lim
n→+∞
ζ̃n = 〈Y 〉DY
Eb
∧τ P-f. s. sowie ζ̃n < 〈Y 〉DY
Eb
∧τ auf {〈Y 〉DY
Eb
∧τ > 0} für n ∈ N
P-f. s. gilt. Letzteres folgt aus (i) unter Verwendung von (5.2.3), (5.2.5) und (5.2.6).
Denn in diesem Fall ist für P-f. a. ω ∈ Ω die Trajektorie 〈Y〉(ω) auf [0, DYEb(ω)∧ τ(ω)[
streng monoton wachsend, und es ist
(5.2.13) 〈Y 〉DY
Eb
∧τ (ω) > 0 ⇔ D
Y
Eb
(ω) ∧ τ(ω) > 0 .
Daß ζ̃n für jedes n ∈ N eine F
Y0+fW,P
+ -Stoppzeit ist, sieht man wie folgt. Da die F
Y,P
+ -
Zeittransformation C an die Filtration FY0+
fW,P
+ adaptiert ist, erhalten wir entsprechend






+ ◦ C ,
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wobei Gleichheit zweier Filtrationen komponentenweise zu verstehen ist. Mit der Ei-
genschaft, daß ζn eine FY+ -Stoppzeit ist, erhalten wir hieraus und mit (2.4.4)





t+ (n ∈ N , t ≥ 0) .





+ -Stoppzeit 〈Y 〉∞ bzw. 〈Y 〉DY
Eb
∧τ . Mit Satz 2.1.4 (angewandt auf die
Filtration FY0+
fW,P
+ ) ist dann 〈Y 〉DY
Eb











Dies folgt aus der für P-f. a. ω ∈ Ω gültigen Beziehung (5.2.13) und da die Menge
{DYEb ∧ τ = 0} in F
Y,P
0 liegt. Für Letzteres vergleiche man nachfolgende Bemerkung
5.2.16. Insgesamt haben wir damit gezeigt, daß 〈Y 〉DY
Eb
∧τ bzw. 〈Y 〉∞ eine vorhersagbare
FY0+fW,P-Stoppzeit ist. 2
Als nächstes wollen wir die im Beweis des vorhergehenden Satzes angekündigte
Aussage hinsichtlich der Stoppzeit DYEb ∧ τ verifizieren. Da diese Aussage nicht pro-
blemspezifisch ist, wollen wir diese in einem allgemeineren Kontext formulieren. Dazu
seien (Ω,F ,P) ein Wahrscheinlichkeitsraum und G = (Gt)t≥0 sowie H = (Ht)t≥0 zwei
Filtrationen in F .
Lemma 5.2.15Seienτ eineG+-Stoppzeit sowieσ eineH+-Stoppzeit und für jedest ≥ 0
gelteGt+ ∩ {σ > t} ⊆ Ht+. Dann istσ ∧ τ eineH+-Stoppzeit. Sindτ undσ darüber hinaus
jeweils vorhersagbareG+- bzw.H+-Stoppzeiten, so ist auchσ ∧ τ eine vorhersagbareH+-
Stoppzeit.
Beweis: Seien zunächst τ eine G+-Stoppzeit und σ eine H+-Stoppzeit. Es ist zu zeigen,
daß für jedes t ≥ 0 gilt
{σ ∧ τ ≤ t} ∈ Ht+ .
Dazu sei t ≥ 0 fest, aber beliebig gewählt. Dann ist
{σ ∧ τ > t} = {τ > t} ∩ {σ > t} ∈ Gt+ ∩ {σ > t} ⊆ Ht+ .
Hieraus folgt unmittelbar die Behauptung des ersten Teils.
Als nächstes wollen wir zeigen, daß dies auch richtig bleibt, wenn τ und σ jeweils
vorhersagbare G+- bzw. H+-Stoppzeiten sind. Dazu wollen wir Satz 2.1.4 anwenden.
Nach diesem Satz gibt es eine ankündigende Folge (τn)n∈N von G+-Stoppzeiten für τ
sowie eine ankündigende Folge (σn)n∈N von H+-Stoppzeiten für σ. Für n ∈ N sei
Tn := σn ∧ τn ≤ σ ∧ τ ,
und wir behaupten, daß (Tn)n∈N eine ankündigende Folge von H+-Stoppzeiten für σ∧τ
ist. Man sieht leicht, daß (Tn)n∈N eine monoton wachsende Folge von zufälligen Zeiten
ist, für die lim
n→+∞
Tn = σ ∧ τ P-f. s. gilt. Darüber hinaus ist es auch nicht schwierig, die
Gültigkeit von Tn < σ ∧ τ auf {σ ∧ τ > 0} für n ∈ N P-f. s. zu verifizieren. Mit σn ≤ σ
für n ∈ N erhalten wir für n ∈ N die Beziehung
Gt+ ∩ {σn > t} = Gt+ ∩ {σ > t} ∩ {σn > t} ⊆ Ht+ (t ≥ 0) .
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Aus dem ersten Teil des Satzes folgt dann aber, daß Tn eine H+-Stoppzeit für n ∈ N
ist. Somit ist (Tn)n∈N eine ankündigende Folge von H+-Stoppzeiten für σ ∧ τ, womit
der Beweis des Lemmas vollständig ist. 2
Bemerkung 5.2.16Um dieses Lemma im Beweis von Satz 5.2.8 anwenden zu können, hat
man zu beachten, daß für einen stochastischen ProzeßX = (Xt)t≥0 über(Ω,F ,P) gilt
(5.2.17) FXt ∩ {σ > t} = F
Xσ
t ∩ {σ > t} (t ≥ 0) ,
wobeiσ eine beliebige zufällige Zeit über(Ω,F ,P) bezeichnet. Die Gleichheit der beiden
σ-Algebren folgt aus der Beziehung
σ(E ∩A) = σ(E) ∩A ,
Dabei istA ⊆ Ω beliebig gewählt undE ein beliebiges Mengensystem von Teilmengen aus
Ω ist (vgl. Korollar I.4.5 in [10]). Mit den Bezeichnungen ausdem Beweis von Satz 5.2.8










> t} ⊆ FY,Pt+ (t ≥ 0) .
Hierbei hat man zu beachten, daß wegen der vorausgesetzten Purheit vonW die Filtration
FW,P rechtsstetig ist. Hieraus folgt dann aber unmittelbar, daßDYEb ∧ τ eine vorhersagbare
FY,P+ -Stoppzeit ist. Des weiteren erhalten wir mit (5.2.12) und (5.2.17)
{DYEb ∧ τ > 0} = {τ > 0} ∩ {D
Y
Eb
> 0} ∈ FW,P0 ∩ {D
Y
Eb
> 0} ⊆ FY,P0 ,
woraus{DYEb ∧ τ = 0} ∈ F
Y,P
0 folgt.
Bemerkung 5.2.18Wie der Beweis von Satz 5.2.8 erkennen läßt, reicht es nicht aus zu
fordern, daßξ + W ein pures stetiges lokales Martingal ist. In diesem Fall mußnämlich
DYEb ∧ τ keine vorhersagbareF
Y,P
+ -Stoppzeit sein. Denn wählt manξ + W anstelle vonW
als treibenden Prozeß in (5.2.2), so erhalten wir mit den gleichen Rechnungen wie im Beweis





t (t ≥ 0) .
Ist dannξ+W pur, was mit Satz 3.3.4 äquivalent dazu ist, daßτ eine vorhersagbareFξ+W,P-
Stoppzeit ist, so mußτ nicht notwendigerweise eine vorhersagbareFW,P-Stoppzeit sein.
Diese Bedingung wurde aber gerade im Beweis von Satz 5.2.8 unter Verwendung der obigen
Inklusion benötigt, um eben zu zeigen, daßDYEb ∧ τ eine vorhersagbareF
Y,P
+ -Stoppzeit ist,
was dann die notwendige Vorhersagbarkeit derFY0+fW,P-Stoppzeit〈Y 〉∞ implizierte.
Nun wollen wir ein analoges Resultat zu Satz 5.2.4 für Fundamentallösungen von
Gleichung (5.2.1)bzgl. Q zeigen, wobei wir zusätzliche Voraussetzungen an das Martin-
galmaß Q ∈ Mloc(C(R+)) stellen müssen. Dazu sei (X,M) eine Fundamentallösung
von Gleichung (5.2.1)bzgl. Q definiert über einem Wahrscheinlichkeitsraum (Ω,F ,P)
mit Filtration F = (Ft)t≥0 in F . Dabei wollen wir entsprechend unserer Vereinba-
rung zunächst annehmen, daß X ein nicht-explodierendes stetiges lokales (FP, P)-
Martingal ist (vgl. Satz 4.2.2), welches T-stetig ist und für welches in R der Grenzwert
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X∞ = lim
t→+∞
Xt auf {〈M〉∞ < +∞} existiert (vgl. Satz 4.4.16 und die daran anschlies-
sende Ausführung).
Gemäß Satz 4.4.25 ist dann (X ◦ T,M) eine Fundamentallösung der zu (5.2.1)as-
soziierten Gleichung bzgl. Q. Insbesondere ist X ◦ T ein stetiges lokales (FP+ ◦ T, P)-
Martingal. Nach Satz 5.2.4 ist der Lösungsprozeß X ◦ T ein pures stetiges lokales
(FX◦T,P, P)-Martingal, falls die zu M assoziierte Brownsche Bewegung W pur ist.
Mit Satz 3.3.7 und der T-Stetigkeit von X ist wegen X = (X ◦T) ◦ 〈M〉 der Lösungs-
prozeß X ein pures stetiges lokales (FX,P, P)-Martingal, falls der quadratische Variati-
onsprozeß 〈M〉 eine FX◦T,P+ -Zeittransformation ist. Eine hinreichende Bedingung unter
Beachtung von Bemerkung 5.2.18 ist hierfür die Purheit des stetigen lokalen (F, P)-
Martingals 0M = (Mt −M0)t≥0.
Satz 5.2.19Sei Q ∈ M0,ploc(C(R+)). Dann ist der LösungsprozeßX ein pures stetiges loka-
les(FX,P, P)-Martingal.
Beweis: Gemäß der vorhergehenden Ausführungen ist (X,M) eine Fundamentallösung
von (5.2.1) bzgl. Q. Da PM = Q auf B(C(R+)) gilt, ist 0M laut Voraussetzung und
mit Satz 3.3.18 ein pures stetiges lokales (F, P)-Martingal. Mit der zu 0M assoziierten
(FM,P+ ◦ T, P)-Brownschen Bewegung W, welche mit der zu M assoziierten Brown-
schen Bewegung übereinstimmt, ist dann nach Definition 〈M〉 = (〈M〉t)t≥0 eine F
W,P
+ -
Zeittransformation und 〈M〉∞ eine vorhersagbare FW,P-Stoppzeit. Mit Satz 3.3.4 ist
darüber hinaus W ein pures stetiges lokales (FW,P, P)-Martingal, und somit ist FW,P
eine rechtsstetige Filtration.
Gemäß Satz 4.4.25 ist (X◦T,M) eine Fundamentallösung der zu (5.2.1)assoziierten
Gleichung bzgl. Q. Da W pur ist, folgt aus Satz 5.2.4, daß X ◦ T ein pures stetiges






t (t ≥ 0) .
Mit der FW,P-Zeittransformation 〈M〉 erhalten wir unter Verwendung von Lemma









∧ 〈M〉t = 〈M〉DX
Eb
∧t , t ≥ 0 , P-f. s.
Unter Verwendung von Satz 4.2.14 (b) sowie der T-Stetigkeit von X erhalten wir die
Identität
(5.2.20) (X ◦ T) ◦ A = XD
X
Eb = X P-f. s.
Mit Satz 3.3.7 folgt dann aber hieraus schließlich, daß X ein pures stetiges lokales
(FX,P, P)-Martingal ist. 2
Zusammenfassend läßt sich nun folgendes aussagen.
Satz 5.2.21SeiQ ∈ M0,ploc(C(R+)). Dann ist der Lösungsprozeß einer Fundamentallösung
von Gleichung(5.2.1)bzgl.Q ununterscheidbar von einem puren stetigen lokalen Martingal.
Damit sind wir nun in der Lage, das folgende grundlegende Theorem hinsichtlich
der Eindeutigkeit in Verteilung von Lösungen der stochastischen Differentialgleichung
(5.2.1)zu beweisen.
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Theorem 5.2.22SeiQ ∈ M0,ploc(C(R+)). Dann ist für eine gegebene Startverteilungµ auf
B(R) die Fundamentallösung von Gleichung(5.2.1)bzgl. Q eindeutig in Verteilung.
Beweis: Für i = 1, 2 sei (Xi,Mi) eine Fundamentallösung von (5.2.1)bzgl. Q definiert
über einem Wahrscheinlichkeitsraum (Ωi,F i, Pi) mit Filtration Fi = (F it )t≥0 in F
i.
Für die beiden Lösungsprozesse X1 und X2 gelte zunächst P1
X1
0




Es ist nun zu zeigen, daß
(5.2.23) P1X1 = P
2
X2 auf B(C(R+))
gilt. Entsprechend Satz 4.2.2 bzw. Satz 5.2.21 ist X1 bzw. X2 ununterscheidbar von
einem puren stetigen lokalen (FiP
i
, Pi)-Martingal. Nach Definition nimmt jedes stetige
lokale Martingal reelle Werte an. Um die Richtigkeit von (5.2.23)zu beweisen, genügt
es zu zeigen, daß die Verteilungen der von X1 bzw. X2 ununterscheidbaren Prozesse
auf B(C(R+)) übereinstimmen. Daher wollen wir nun ohne Einschränkung annehmen,
daß Xi ein pures stetiges lokales (FiP
i
, Pi)-Martingal ist (i = 1, 2).
Mit dieser Vorbemerkung betrachten wir die beiden Verteilungen P1(X1,M1) und
P2(X2,M2) auf dem Produktraum (C(R+)×C(R+),B(C(R+))⊗B(C(R+))). Damit de-
finieren wir wie folgt einen neuen Wahrscheinlichkeitsraum (Ω,F ,P) :




( P1(X1,M1) + P
2
(X2,M2)) ,
und F ist die Vervollständigung von F o bzgl. P. Über (Ω,F ,P) definieren wir zwei
reelle stochastische Prozesse X = (Xt)t≥0 und M = (Mt)t≥0 durch
Xt(w1,w2) := w1(t) und Mt(w1,w2) := w2(t)
für (w1,w2) ∈ Ω und t ≥ 0. Nach Definition ist X bzw. M jeweils die Projektion auf
die erste bzw. zweite Komponente von Ω. Als Filtration F = (Ft)t≥0 wählen wir die
augmentierte kanonische Filtration der beiden Prozesse X und M, also
Ft := σ((Xs,Ms) : 0 ≤ s ≤ t)
P (t ≥ 0) .
Es ist nun mit den Stoppzeiten aus dem Beweis von Satz 3.1.2 nicht schwer zu zeigen,
daß X und M jeweils stetige lokale (F, P)-Martingale sowie (F, Pi(Xi,Mi))-Martingale
(i = 1, 2) über (Ω,F ,P) sind. Des weiteren gilt auf B(C(R+)) ⊗ B(C(R+))
(5.2.24) P(X,M) = P =
1
2
( P1(X1,M1) + P
2
(X2,M2)) .
Für die Verteilung von M gilt nun PM = Q auf B(C(R+)). Gemäß der Voraus-
setzung erhalten wir hieraus mittels Satz 3.3.18, daß 0M ein pures stetiges lokales
(F, P)-Martingal über (Ω,F ,P) ist. Weiterhin existiert nach Satz 3.1.6 eine Q-f. s.
eindeutig bestimmte B(C(R+))-B(E+)-meßbare Abbildung Φ : C(R+) → E+ mit
〈M〉 = Φ(M) P-f. s.(5.2.25)
bzw.
〈Mi〉 = Φ(Mi) Pi-f. s. (i = 1, 2) .(5.2.26)
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i) < +∞ , t ≥ 0 , Pi-f. s.




b2(Xs) d〈M〉s < +∞ , t ≥ 0 , P
i
(Xi,Mi)-f. s.




b2(Xs) d〈M〉s < +∞ , t ≥ 0}
eine F -meßbare Menge ist, erhalten wir aus (5.2.27)unter Verwendung von (5.2.24)





b(Xs) dMs für t ≥ 0
wohldefiniert und liefert ein stetiges lokales (FP, P)-Martingal über (Ω,F ,P).
Es ist nun nicht schwierig zu zeigen, daß (X,M) über (Ω,F ,P) eine Lösung von
(5.2.1)bzgl. Q ist. Da (Xi,Mi) über (Ωi,F i, Pi) eine Lösung von (5.2.1)bzgl. Q ist,
gilt zunächst für i = 1, 2










i,Mi) , t ≥ 0 , Pi-f. s.
Die Richtigkeit dieser Gleichung folgt ganz analog der Argumentation zum Beweis der
Gleichheit von (3.3.22)und (3.3.23)im Beweis von Satz 3.3.19. Mit (5.2.24)folgt dann
aus (5.2.28), (5.2.29)und der Definition von X bzw. M
(5.2.30) Xt = X0 + It(X,M) = X0 +
∫ t
0
b(Xs) dMs , t ≥ 0 , P-f. s.
Dabei hat man ebenfalls zu beachten, daß die Menge
{Xt = X0 + It(X,M) = X0 +
∫ t
0
b(Xs) dMs , t ≥ 0}
zu F gehört. Also ist wegen (5.2.30)das Paar (X,M) über (Ω,F ,P) eine Lösung von
(5.2.1) bzgl. Q mit PX0 = µ auf B(R). Deweiteren ist es nun mit (5.2.24), (5.2.25)
und (5.2.26)nicht schwierig zu zeigen, daß (X,M) sogar eine Fundamentallösung von
(5.2.1)bzgl. Q ist.
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Da nun Q ∈ M0,ploc(C(R+)) gilt, folgt aus Satz 5.2.19, daß X ein pures stetiges lokales
(FX,P, P)-Martingal ist. Mit Satz 3.3.18 ist dann PX ∈ M
p
loc(C(R+)). Somit besitzt




( P1X1 + P
2
X2)
auf B(C(R+)) und PX0 = PX10 = PX20 = µ auf B(R) erhalten wir mit Satz 3.3.3 die
Gleichheit der Verteilung von X1 und X2 auf B(C(R+)). Dies war gerade zu zeigen. Mit
der anfänglichen Vorbetrachtung erhalten wir dann auch die Gültigkeit von (5.2.23).
Also ist die Fundamentallösung von (5.2.1) bzgl. Q eindeutig in Verteilung, sofern
Q ∈ M0,ploc(C(R+)). 2
Damit können wir nun zum Hauptresultat dieses Kapitels kommen, welches notwen-
dige und hinreichende Bedingungen dafür liefert, daß die Lösung von Gleichung (5.1.1)
eindeutig in Verteilung ist. Entsprechend den vorhergehenden Betrachtungen wollen
wir zunächst davon ausgehen, daß der treibende Prozeß von Gleichung (5.1.1)ein pu-
res stetiges lokales Martingal ist. Mit den Bezeichnungen aus Abschnitt 4.3 gilt nun
insgesamt folgendes Resultat, wobei wir auch hier den trivialen Fall eines Martingal-
maßes Q ∈ Mloc(C(R+)) mit Q({〈Z〉∞ = 0}) = 1 ausschließen wollen.
Theorem 5.2.31SeiQ ∈ M0,ploc(C(R+)) mit Q({〈Z〉∞ > 0}) > 0. Dann gilt:
(a) Für jede Startverteilung ist die Fundamentallösung vonGleichung(5.1.1)bzgl.Q ein-
deutig in Verteilung.
(b) Für jede Startverteilung existiert eine Lösung von(5.1.1)bzgl.Q, und die Lösung ist
eindeutig in Verteilung genau dann, wenn
Eb = Nb .
Beweis: Zum Beweis der Aussage (a) sei µ ein beliebiges Wahrscheinlichkeitsmaß
auf B(R). Weiterhin seien (X1,M1) und (X2,M2) zwei Fundamentallösungen von
(5.1.1) bzgl. Q mit Startverteilung µ, welche über den entsprechenden Wahrschein-
lichkeitsräumen (Ω1,F1, P1) bzw. (Ω2,F2, P2) mit Filtrationen F1 = (F2t )t≥0 bzw.
F2 = (F2t )t≥0 definiert sind. Gemäß Satz 4.3.16 (i) ist für i = 1, 2 das Paar (Y
i,Mi)




= µ ◦ G−1 auf B(R) eine über (Ωi,F i, Pi) definierte
Fundamentallösung von




bzgl. Q, wobei b̃ wie in Lemma 4.3.11 definiert ist. Aus Theorem 5.2.22 folgt dann, daß
die Verteilungen von Y1 und Y2 auf B(C(R+)) übereinstimmen. Da Xi = (H(Y it ))t≥0
für i = 1, 2 gilt und H : R → R eine B(R)-B(R)-meßbare Abbildung ist, erhalten wir




Also ist für eine beliebige Startverteilung die Fundamentallösung von Gleichung (5.1.1)
bzgl. Q eindeutig in Verteilung.
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Für den Beweis der Hinlänglichkeit von Aussage (b) nehmen wir an, daß die Bedin-
gung Eb = Nb erfüllt ist. Das Existenztheorem 4.3.31 garantiert zunächst die Existenz
einer Lösung von Gleichung (5.1.1)bzgl. Q für beliebige Startverteilungen. Aus der Be-
dingung Eb = Nb folgt durch einfache Rechnung, daß jede Lösung von Gleichung (5.1.1)
bzgl. Q sogar eine Fundamentallösung ist. Mit der Aussage (a) folgt dann hieraus, daß
für beliebige Startverteilungen eine in Verteilung eindeutige Lösung von Gleichung
(5.1.1)bzgl. Q existiert.
Bleibt uns also die Notwendigkeit der Bedingung Eb = Nb zu zeigen. Nach Voraus-
setzung existiert für jede Startverteilung µ auf B(R) eine Lösung von (5.1.1)bzgl. Q.
Das Existenztheorem 4.3.31 liefert daher die Inklusion Eb ⊆ Nb. Somit genügt es zu
zeigen, daß die umgekehrte Inklusion Nb ⊆ Eb erfüllt ist. Dazu nehmen wir an, daß ein
Punkt x0 ∈ R mit x0 ∈ Nb ∩ Ecb existiert und zeigen, daß die Lösung von (5.1.1)bzgl.
Q mit Startverteilung δx0 nicht eindeutig in Verteilung ist.
Zunächst folgt wegen Eb ⊆ Nb aus Theorem 4.3.31, daß zur Startverteilung δx0
eine Fundamentallösung (X,M) von (5.1.1)bzgl. Q existiert. Wegen x0 ∈ Nb ∩ Ecb ist
der Lösungsprozeß X nicht trivial. Denn ist X trivial, so gilt DXEb = +∞ f. s. sowie





INb(Xs) d〈M〉s = 〈M〉∞ > 0 .
Dies liefert uns aber, daß X zusammen mit M keine Fundamentallösung von (5.1.1)
bzgl. Q ist. Demzufolge ist unter der Bedingung x0 ∈ Nb ∩ Ecb der Lösungsprozeß X
nicht trivial.
Andererseits ist das Paar (X̃,M) mit X̃ = (X̃t)t≥0, wobei X̃t := x0 für t ≥ 0, wegen
x0 ∈ Nb ebenfalls eine Lösung von (5.1.1)bzgl. Q mit Startverteilung δx0. Nach Kon-
struktion ist (X̃,M) sogar eine triviale Lösung von Gleichung (5.1.1)bzgl. Q. Hieraus
folgt aber, daß die Verteilung von X nicht mit der Verteilung von X̃ übereinstimmen
kann, und somit liegt keine Eindeutigkeit in Verteilung vor. Also gilt notwendigerweise
Nb∩Ecb = ∅. Mit der vorausgesetzten Existenz einer Lösung muß wegen Eb ⊆ Nb dann
Eb = Nb gelten. Das war aber gerade zu zeigen. 2
Bemerkung 5.2.33(1) Bis auf die BedingungQ ∈ M0,ploc(C(R+)) an das Martingalmaß
zeigt das vorangegangene Theorem, daß wir die gleichen Eindeutigkeitskriterien für Lösun-
gen von (5.1.1) haben, wie sie für den Fall der Brownschen Bewegung als treibender Prozeß
formuliert wurden. Bemerkenswert ist auch hier wieder, daßie Bedingung in Aussage (b)
von Theorem 5.2.31 rein analytischer Natur ist und der Nachweis dieser Bedingung in vielen
Fällen relativ einfach ist.
(2) Betrachtet man den Beweis der Notwendigkeit von Aussage(b) des Theorems 5.2.31
genauer, so sieht man, daß bis auf Nichttrivialität keine weiter n Eigenschaften des trei-
benden Prozesses verwendet werden. Somit ist für ein beliebigesQ ∈ Mloc(C(R+)) mit
Q({〈Z〉∞ > 0}) > 0 die BedingungNb ⊆ Eb notwendig aber nicht hinreichend für die
Eindeutigkeit in Verteilung der Lösung von (5.1.1) bzgl.Q, vorausgesetzt es existiert eine
Lösung.
(3) Darüber hinaus sei noch erwähnt, daß im Falle eines trivialenQ ∈ Mloc(C(R+)), al-
soQ({〈Z〉∞ = 0}) = 1, die Lösung von Gleichung (5.1.1) bzgl.Q eindeutig in Verteilung
ist (vgl. hierzu die Ausführungen zum Schluß von Abschnitt 4.1).
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Zum Abschluß wollen wir den Fall eines Martingalmaßes Q ∈ Mloc(C(R+)) betrach-
ten, welches nicht pur ist. Im Beispiel 5.1.3 haben wir bereits gesehen, daß Eindeutigkeit
in Verteilung der Fundamentallösung von (5.2.1)bzgl. Q ∈ Mloc(C(R+)) nicht immer
gegeben ist, auch wenn Q gute Eigenschaften wie zum Beispiel die Darstellbarkeits-
eigenschaft besitzt. Darüber hinaus war dieses Beispiel so gewählt, daß die zu (5.2.1)
assoziierte Gleichung keine starke Lösung besitzt. Wie wir im nächsten Abschnitt se-
hen werden, ist neben der Eindeutigkeit in der gemeinsamen Verteilung der Lösung der
zu (5.1.1)assoziierten Gleichung auch die Existenz einer starken Lösung der zu (5.1.1)
assoziierten Gleichung eine hinreichende Bedingung für die Eindeutigkeit in Verteilung
der Lösung von Gleichung (5.1.1).
Weiterhin läßt dieses Beispiel auch folgende Vermutung anstellen: Für ein Q aus
Mloc(C(R+)) sei die Lösung (Y,M) der zu (5.1.1)assoziierten Gleichung bzgl. Q, falls
diese existiert, so beschaffen, daß die gemeinsame Verteilung von Y und T eindeutig
ist, wobei T die Rechtsinverse von 〈M〉 bezeichnet. Dann ist die Lösung von Glei-
chung (5.1.1)bzgl. Q eindeutig in Verteilung. Das nun nachfolgende Beispiel bekräftigt
diese Vermutung und ist gleichzeitig ein Beispiel dafür, daß Eindeutigkeit in Verteilung
der Lösung von Gleichung (5.1.1) bzgl. Q vorliegen kann, auch wenn Q nicht einmal
die Darstellbarkeitseigenschaft besitzt.
Beispiel 5.2.34Über (C(R+),B(C(R+)),W) betrachten wir den KoordinatenprozeßZ =
(Zt)t≥0. Darüber hinaus definieren wir überC(R+) einen weiteren stochastischen Prozeß
Ẑ = (Ẑt)t≥0 durch
Z̃t := Z2t (t ≥ 0) .
Mit W̃ bezeichnen wir die Verteilung voñZ bzgl.W. Wie im Beispiel 1 in [15] ausgeführt,
sind die beiden MartingalmaßeW undW̃ auf derσ-AlgebraB0+(C(R+)) = FZ0+ singulär.
Somit existiert einC ∈ B0+(C(R+)), so daßW(C) = 1 − W̃(C) = 1 gilt.




(W + W̃) .
Dann istZ über der Vervollständigung von(C(R+),B(C(R+)),Q) ein stetiges lokales
(FZ,Q+ , Q)-Martingal mit quadratischem Variationsprozeß〈Z〉 = (〈Z〉t)t≥0 gegeben durch
〈Z〉t(w) =
{
t für w ∈ C ,
2t für w /∈ C (w ∈ C(R+)) .
Des weiteren sieht man mit Hilfe von Satz 3.3.3 leicht, daßQ nicht die Darstellbarkeitsei-
genschaft besitzt.
Sei nunb : R → R eine beliebige Borel-meßbare Funktion mitEb ⊆ Nb. Gemäß Theo-
rem 4.3.31 existiert ein Wahrscheinlichkeitsraum(Ω,F ,P) mit FiltrationF = (Ft)t≥0 in F





bzgl. Q. Dabei wollen wir annehmen, daßX ein stetiges lokales(FP, P)-Martingal ist.
WegenQ = PM auf B(C(R+)) besitzt das stetige lokale(F, P)-Martingal M nicht die
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FM,P-Darstellbarkeitseigenschaft (vgl. Satz 3.3.19) und ist somit auch nicht pur. Für den
quadratischen Variationsprozeß〈M〉 = (〈M〉t)t≥0 vonM erhalten wir mit Satz 3.1.6
〈M〉t =
{
t auf {M ∈ C} ,
2t auf {M /∈ C} .
Für die RechtsinverseT = (Tt)t≥0 von 〈M〉 gilt dann entsprechend
Tt =
{
t auf {M ∈ C} ,
t
2
auf {M /∈ C} .
Ganz analog wie im Beweis von Satz 5.2.8 kann gezeigt werden,daß sichM mittels des




b−1(Xs) dXs , t ≥ 0 , P-f. s.
Dies folgt ausEb ⊆ Nb und da(X,M) eine Fundamentallösung ist. Somit istM ein stetiges
lokales(FX,P, P)-Martingal. Wegen{M ∈ C} ∈ FM,P0+ und der Eigenschaft〈M〉∞ = +∞
auf Ω ist dannT eineFX,P+ -Zeittransformation mit Trajektorien inE+ ist. Damit ist die zu
M assoziierte Brownsche BewegungW ein stetiges lokales(FX,P+ ◦ T, P)-Martingal mit
〈W 〉t = 〈M〉Tt = t für t ≥ 0 P-f. s. Mit dem Charakterisierungssatz von P. Lévy (vgl. Satz
2.2.11) folgt dann, daßW sogar eine(FX,P+ ◦ T, P)-Brownsche Bewegung ist. Wie man
sich unter Beachtung von{M ∈ C} ∈ FX,P0+ leicht überzeugt, ist{M ∈ C} und somit auch
〈M〉 bzw.T unabhängig von der zuM assoziierten Brownschen BewegungW. In diesem
Sinne istM ein sogenanntesOcone-Martingal.
Für den zeittransformierten ProzeßY = X ◦ T erhalten wir ganz analog, daßY ein
stetiges lokales(FX,P+ ◦ T, P)-Martingal ist. Mit Satz 4.4.25 ist dann(Y,M) eine Funda-
mentallösung der zu (5.2.35) assoziierten Gleichung bzgl.Q mit Y0 = 0. Aus Satz 5.2.4
erhalten wir, daßY ein pures stetiges lokales(FX,P+ ◦ T, P)-Martingal ist, woraus mit dem
zweiten Teil von Satz 3.3.3 die Unabhängigkeit der beidenσ-AlgebrenFX,P0+ und F
Y,P
∞
folgt. Damit ist dann aber auch〈M〉 bzw.T unabhängig vonY.
Für den LösungsprozeßX erhalten wir unter Verwendung der Funktionϕ aus (3.2.2)
durch Rücktransformation vonY mittels〈M〉 die Darstellung
Xt = Y〈M〉t = ϕ(Y, 〈M〉)(t) =
{
Yt auf {M ∈ C} ,
Y2t auf {M /∈ C} ,
t ≥ 0 .
Nun ist〈M〉 wegen
〈M〉t = inf{s ≥ 0 : Ts > t} für t ≥ 0
ein wohlbestimmtes meßbares Funktional vonT. Somit istX entsprechend der obigen Dar-
stellung ebenfalls ein wohlbestimmtes meßbares Funktional von Y und T. Also wird die
Verteilung vonX eindeutig durch die gemeinsame Verteilung vonY undT bestimmt. Wegen
der Unabhängigkeit vonY undT kann man nun leicht zeigen, daß aufB(C(R+))⊗B(D+)
gilt
P(Y,T) = PY ⊗ PT = PY ⊗ (
1
2
(δa1 + δa2)) .
Dabei sind die Funktionena1, a2 : R+ → R+ definiert durcha1(t) = t unda2(t) = t2 für
t ≥ 0. Da die Fundamentallösung der zu (5.2.35) assoziierten Gleichung bzgl. der Brown-
schen Bewegung als treibender Prozeß eindeutig in Verteilung st, folgt dann hieraus, daß die
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Verteilung des Paares(Y,T) eindeutig bestimmt ist. Somit ist dann auch die Verteilung von
X eindeutig bestimmt. Zusammenfassend erhalten wir, daß unter der BedingungEb ⊆ Nb,
die Fundamentallösung von (5.2.35) bzgl.Q eindeutig in Verteilung ist. Ganz analog kann
man zeigen, daß die Lösung von (5.2.35) bzgl.Q eindeutig in Verteilung ist, fallsEb = Nb
gilt. 2
Bemerkung 5.2.37Das vorhergehende Beispiel läßt nun auch folgende Vermutung anstel-
len: IstM ein stetiges lokales Martingal, so daß die zuM assoziierte Brownsche Bewegung
unabhängig von〈M〉 ist, d. h.M ist ein Ocone-Martingal, dann ist unter der Bedingung
Eb ⊆ Nb die Fundamentallösung von Gleichung (5.2.35) bzgl.PM eindeutig in Verteilung.
Dies ist im allgemeinen aber nicht der Fall, wie das Beispielin [13] zeigt. Denn in diesem
Beispiel istM gerade so gewählt, daßM ein Ocone-Martingal ist.
Motiviert durch die beiden Beispiele 5.1.3 und 5.2.34, erhalten wir nun folgende
weitere Eindeutigkeitsaussage für Lösungen von Gleichung (5.1.1).
Theorem 5.2.38SeienQ ∈ Mloc(C(R+)) und µ ein Wahrscheinlichkeitsmaß aufB(R),
so daß eine Lösung von Gleichung(5.1.1)bzgl.Q mit Startverteilungµ existiert. Für die
Lösung(Y,M) der zu(5.1.1)assoziierten Gleichung bzgl.Q gelte, daß die gemeinsame
Verteilung vonY undT eindeutig ist, wobeiT die Rechtsinverse von〈M〉 bezeichnet. Dann
ist die Lösung von Gleichung(5.1.1)bzgl.Q eindeutig in Verteilung.
Beweis: Für i = 1, 2 seien (Xi,Mi) jeweils Lösungen von (5.1.1)bzgl. Q mit Startver-
teilung µ. Diese seien über den entsprechenden Wahrscheinlichkeitsräumen (Ωi,F i, Pi)
mit Filtration Fi = (F it )t≥0 in F
i definiert. Nach Satz 4.4.25 ist dann Xi◦Ti für i = 1, 2
ununterscheidbar von einem Lösungsprozeß der zu (5.1.1)assoziierten Gleichung bzgl.
Q mit Startverteilung µ. Mit der Voraussetzung gilt dann
(5.2.39) P1(X1◦T1,T1) = P
2
(X2◦T2,T2) auf B(C(R+)) ⊗ B(D+) .
Wie wir bereits wissen, ist Xi ein Pi-f. s. Ti-adaptierter Prozeß (vgl. Satz 4.4.16 (a)),
woraus
(5.2.40) Xi = (Xi ◦ Ti) ◦ 〈Mi〉 = ϕ(Xi ◦ Ti, 〈Mi〉) Pi-f. s.
für i = 1, 2 folgt, wobei ϕ das meßbare Funktional aus Satz 3.2.3 ist. Des weiteren
ist bekannt, daß der quadratische Variationsprozeß 〈Mi〉 von Mi ein wohlbestimmtes
meßbares Funktional von Ti ist, denn für t ≥ 0 ist
〈M i〉t = inf{s ≥ 0 : T
i
s > t} (i = 1, 2) .




Somit ist die Lösung von Gleichung (5.1.1)bzgl. Q eindeutig in Verteilung. 2
Zum Abschluß wollen wir noch hinreichende Bedingungen dafür angeben, unter
denen die Voraussetzung von Theorem 5.2.38 erfüllt ist.
Satz 5.2.41SeienQ ∈ Mloc(C(R+)) undµ ein Wahrscheinlichkeitsmaß aufB(R), so daß
eine Lösung von Gleichung(5.1.1)bzgl.Q mit Startverteilungµ existiert. Dann ist die Lö-
sung von Gleichung(5.1.1)bzgl.Q mit Startverteilungµ eindeutig in Verteilung, falls eine
der beiden folgenden Bedingungen erfüllt ist:
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(a) Die Lösung der zu(5.1.1) assoziierten Gleichung bzgl.Q mit Startverteilungµ ist
eindeutig in Verteilung, und es existiert eineB(C(R+))-B(D+)-meßbare Abbildung
F : C(R+) → D+, so daß
T = F(Y) f. s.
für jede Lösung(Y,M) der zu(5.1.1)assoziierten Gleichung bzgl.Q mit Startvertei-
lungµ gilt.
(b) Die Lösung der zu(5.1.1)assoziierten Gleichung bzgl.Q mit Startverteilungµ ist ein-
deutig in Verteilung, und für jede Lösung(Y,M) der zu(5.1.1)assoziierten Gleichung
bzgl.Q mit Startverteilungµ sind die ProzesseT undY stochastisch unabhängig.
Beweis: Auf den einfachen Beweis dieser Aussage verzichten wir, da unter den angege-
benen Bedingungen stets die Eindeutigkeit der gemeinsamen Verteilung von Y und T
folgt. Bei (b) hat man nur zu beachten, daß T ein wohlbestimmtes meßbares Funktio-
nal von M ist. Damit wird die Verteilung von T vollständig durch die Verteilung von
M bzw. durch Q beschrieben. 2
Bemerkung 5.2.42Eine hinreichende Bedingung dafür, daß für einQ ∈ Mloc(C(R+))
die Lösung der zu (5.1.1) assoziierten Gleichung bzgl.Q eindeutig in Verteilung ist, ist die
BedingungQ ∈ Ma,ploc(C(R+)) undEb = Nb (Vgl. Theorem 5.2.31).
5.3 Pfadweise Eindeutigkeit und starke Lösungen
In diesem Abschnitt wollen wir uns mit der pfadweisen Eindeutigkeit sowie der
Existenz starker Lösungen der stochastischen Differentialgleichung (5.1.1)beschäftigen.
Zunächst soll aber der Begriff der pfadweisen Eindeutigkeit präzisiert werden:
Definition 5.3.1 Es seiQ ∈ Mloc(C(R+)). Die Lösung (bzw. Fundamentallösung) von
(5.1.1)heißt pfadweise eindeutig, falls für je zwei Lösungen (bzw.Fundamentallösungen)
(X1,M) und(X2,M) von(5.1.1)bzgl.Q definiert über ein und demselben Wahrscheinlich-
keitsraum(Ω,F ,P) mit ein und demselben treibenden ProzeßM ausX10 = X
2
0 P-f. s. folgt
P({X1t = X
2
t , t ≥ 0}) = 1.
Im folgenden wollen wir speziell die Gleichung
(5.3.2) Xt = x0 +
∫
R




mit einem deterministischen Anfangswert x0 ∈ R betrachten, d. h., für ein gegebe-
nes x0 ∈ R besitzt jeder Lösungsprozeß von (5.3.2) die Startverteilung δx0. Im Falle
der Brownschen Bewegung als treibenden Prozeß, also M = B mit einer Brownschen
Bewegung B = (Bt)t≥0 bzw. mit Q = W, besagt ein wohlbekanntes Theorem von
T. Yamada und S. Watanabe (vgl. Theorem IV.1.1 in [24]), daß die Existenz und pfad-
weise Eindeutigkeit der Lösung von (5.3.2)die Existenz einer starken und in Verteilung
eindeutiger Lösung von (5.3.2)impliziert. Dies ist somit ein nützliches Instrument, um
zu zeigen, daß eine stochastische Differentialgleichung bzgl. der Brownschen Bewegung
starke Lösungen besitzt. Für den Beweis dieses Resultats wird die Tatsache verwen-
det, daß eine (F, P)-Brownsche Bewegung B unabhängig von der σ-Algebra F0+ ist.
Dies muß bei einem beliebigen stetigen lokalen Martingal nicht immer der Fall sein
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(vgl. z. B. die letzte Aussage von Satz 3.3.3). Daher wollen wir, wie bereits erwähnt,
deterministische Anfangswerte für Lösungen von Gleichung (5.3.2)annehmen.
Jacod ([26]) bzw. Jacod und Memin ([27]) beschäftigten sich ebenfalls mit der Frage
der pfadweisen Eindeutigkeit sowie Existenz starker Lösungen stochastischer Differen-
tialgleichungen mit einem rechtsstetigen Semimartingal als treibender Prozeß. Speziell
betrachteten sie die Gleichung von Doléans-Dade und Protter, also Gleichungen der
Gestalt
(5.3.3) Xt = Kt +
t∫
0
gs( . , X.(.)) dZs ,
wobei Z = (Zt)t≥0 ein im Nullpunkt startendes Semimartingal bezeichnet, g ein vor-
hersagbarer Prozeß ist, welcher vom Pfad des Lösungsprozesses X = (Xt)t≥0 abhängt,
und K = (Kt)t≥0 einen stochastischen Prozeß kennzeichnet, der die Rolle der Anfangs-
bedingung spielt. Für diese Gleichung untersuchten sie die Frage der Existenz starker





sehr gute“ Lösungen bzw. Lösungsmaße. Was dies be-
deutet, soll im folgenden für unseren Typ von stochastischen Differentialgleichungen
dargestellt werden. Hinsichtlich des Begriffs des Lösungsmaßes sei an dieser Stelle auch
auf die Ausführungen in [11] verwiesen.
Für ein x0 ∈ R und Q ∈ Mloc(C(R+)) sei (X,M) eine Lösung von Gleichung
(5.3.2)bzgl. Q definiert über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration
F = (Ft)t≥0 in F . Die Verteilung des Paares (X,M) bzw. das Wahrscheinlichkeitsmaß
P(X,M) auf B(C(R+))⊗B(C(R+)) bezeichnet man auch als gemeinsames Lösungsmaß
von Gleichung (5.3.2)bzw. von (5.1.1), falls dieser Typ von Gleichung betrachtet wird
(vgl. hierzu [11] und [26]). Da der Bildbereich des Lösungsprozesses X = (Xt)t≥0 der
polnische Raum C(R+) versehen mit der σ-Algebra B(C(R+)) ist, existiert bekanntlich
eine reguläre bedingte Verteilung von X unter der Hypothese M. Im Detail heißt dies,
es existiert ein Q-f. s. eindeutig bestimmter Markov-Kern
q : C(R+) × B(C(R+)) → [0, 1] ,
so daß für C ∈ B(C(R+)) und Q-fast alle w ∈ C(R+) gilt
(5.3.4) q(w, C) = P({X ∈ C} |M = w) .
Insbesondere gilt für C ∈ B(C(R+)) und D ∈ B(C(R+))
(5.3.5) P(X,M)(C ×D) =
∫
D
q(w, C) Q(dw) .
Im Falle, daß M = (Mt)t≥0 eine (F, P)-Brownsche Bewegung ist, also es gilt Q = W,
besitzt der Kern q die folgende Eigenschaft (vgl. Lemma IV.1.1 in [24]):
(5.3.6) q( · , C) ist Bt(C(R+))
Q
-meßbar für jedes C ∈ Bt(C(R+)) und t ≥ 0 .
Diese Eigenschaft des Kernes ist dann maßgebend für den Beweis des Satzes von Ya-
mada und Watanabe und resultiert im wesentlichen aus der Darstellbarkeitseigenschaft
der Brownschen Bewegung, wie wir später sehen werden.
Für ein beliebiges stetiges lokales Martingal M = (Mt)t≥0 muß für den Kern q die
Meßbarkeit (5.3.6) im allgemeinen nicht erfüllt sein (vgl. Satz 5.3.18). Dagegen besitzt
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der Kern q diese Meßbarkeitseigenschaft, wenn (X,M) eine starke Lösung von (5.3.2)
bzgl. Q ist. In diesem Fall ist X an die Filtration FM,P adaptiert. Somit existiert ein
(Bt(C(R+))
Q
)t≥0-adaptiertes Funktional F : C(R+) → C(R+) mit der Eigenschaft
X = F(M) P-f. s. Für einen Beweis vergleiche man beispielsweise Lemma 1.13 und
Lemma 1.25 in [29] sowie Theorem 2.1 (i) in [3], welches simultan auch für stetige lokale
Martingale bewiesen werden kann. Hieraus folgt dann aber
(5.3.7) q( · , C) = δF(.)(C) , C ∈ B(C(R+)) , Q-f. s.
Somit erfüllt q( · , C) die Bedingung (5.3.6).
Besitzt umgekehrt der Kern q die Gestalt (5.3.7) mit einem (Bt(C(R+))
Q
)t≥0-
adaptieren Funktional F : C(R+) → C(R+), so ist auch (X,M) eine starke Lösung.
In diesem Fall gilt nämlich X = F(M) P-f. s., woraus dann die FM,P-Adaptiertheit
des Lösungsprozesses X folgt.
Die Eigenschaft (5.3.6)des Kernes q wird in der Arbeit von Jacod und Memin dazu
verwandt, um den Begriff einer
”
sehr guten“ Lösung einzuführen (vgl. Definition 1.7
zusammen mit Korollar 2.20 in [27]). Dort definiert man, die Lösung bzw. das gemein-
same Lösungsmaß der Lösung von Gleichung (5.3.2) bzgl. Q ist
”
sehr gut“, falls der
Kern q aus (5.3.4)die Meßbarkeitseigenschaft (5.3.6)erfüllt. Hierfür wollen wir folgende
Notation bzw. Klasse von Lösungen einführen: Seien Q ∈ Mloc(C(R+)) und x0 ∈ R.
Dann bezeichnet L( Q, x0) die Menge aller Lösungen von Gleichung (5.3.2) bzgl. Q,
deren gemeinsames Lösungsmaß die Darstellung (5.3.5)mit einen vom Lösungsprozeß
abhängigen Markov-Kern q von (C(R+),B(C(R+))) nach (C(R+),B(C(R+)) besitzt,
so daß q die Meßbarkeitsbedingung (5.3.6)erfüllt. Damit können wir zunächst folgen-
den Satz beweisen, welcher eine Vorstufe des Theorems von Yamada und Watanabe
für die betrachtete Gleichung (5.3.2)darstellt.
Satz 5.3.8SeienQ ∈ Mloc(C(R+)) undx0 ∈ R. Dann folgt aus der pfadweisen Eindeutig-
keit der Lösung in der KlasseL(Q, x0) :
(i) Die Lösung ausL(Q, x0) ist eindeutig in der gemeinsamen Verteilung und insbesondere
eindeutig in Verteilung.
(ii) Gilt darüber hinausL(Q, x0) 6= ∅, dann existiert eineB(C(R+))-meßbare Abbildung
Φ : C(R+) → C(R+), welche(Bt(C(R+))
Q
)t≥0-adaptiert ist, so daß für jede Lösung
(X,M) ausL(Q, x0) gilt
X = Φ(M) f. s.,
d. h., im FalleL(Q, x0) 6= ∅ ist jede Lösung aus der KlasseL(Q, x0) eine starke
Lösung.
Beweis: Der Beweis der ersten Aussage dieses Satzes verläuft ganz analog wie im Fall
der Brownschen Bewegung als treibender Prozeß, also Q = W auf B(C(R+)). Für
Gleichungen vom Typ (5.3.3)vergleiche man auch den Beweis von Theorem 8.3 in [26]
bzw. Theorem 2.25 in [27].
Seien also Q ∈ Mloc(C(R+)) und x0 ∈ R. Für i = 1, 2 sei (Xi,Mi) eine Lösung
aus L(Q, x0), welche über einem Wahrscheinlichkeitsraum (Ω
i,F i, Pi) mit Filtration
Fi = (F it )t≥0 in F
i definiert ist. Weiterhin bezeichnet qi für i = 1, 2 den Markov-Kern
aus (5.3.4)bzw. (5.3.5)der Lösung (Xi,Mi), so daß (5.3.6)für qi gilt. Damit definieren
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wir folgenden Wahrscheinlichkeitsraum (Ω,F , P) :
Ω := C(R+) × C(R+) × C(R+) ,





2(w, dx2) Q(dw) (Γ ∈ F
o) ,
wobei F die Vervollständigung von F o bzgl. P bezeichnet. Weiterhin betrachten wir für
i = 1, 2 die über Ω definierten stochastischen Prozesse M = (Mt)t≥0 und Y
i = (Y it )t≥0
mit
Mt(w,x1,x2) := w(t) und Y
i
t (w,x1,x2) := xi(t)
für t ≥ 0 und (w,x1,x2) ∈ Ω. Mit F := (F
(M,Y1,Y2),P
t )t≥0 bezeichnen wir die von den
Prozessen M,Y1 und Y2 erzeugte kanonische und augmentierte Filtration.
Man kann nun leicht zeigen, daß (Ω,F ,P) und F eine Erweiterung des Wahrschein-
lichkeitsraumes (C(R+),B(C(R+)), Q) mit Filtration (Bt(C(R+)))t≥0 ist. Dazu hat
man nur zu beachten, daß das Produkt q1( · , · ) q2( · , · ) der beiden Markov-Kerne q1, q2
wieder ein Markov-Kern von (C(R+),B(C(R+))) nach (C(R+),B(C(R+))) ist, welcher
die Meßbarkeitseigenschaft (5.3.6)erfüllt. Mit Satz 3.1.14 (vgl. auch Proposition 10.46
in [25]) ist dann M ein stetiges lokales (F, P)-Martingal mit PM = Q auf B(C(R+)).
Für die gemeinsame Verteilung von Yi und M gilt dann auf B(C(R+))⊗B(C(R+))
die Beziehung
(5.3.9) P(Yi,M) = P
i
(Xi,Mi) (i = 1, 2) .
Insbesondere ist PY i
0
= δx0 auf B(R) für i = 1, 2. Aus (5.3.9) erhalten wir für Y
i
aufgrund der Eigenschaften von Xi zunächst die Beziehung Yi
SY
i
∞ = Yi Pi-f. s. sowie
Y i0 ∈ R P
i-f. s. Also ist Yi im Sinne unserer Definition noch kein Lösungsprozeß
von Gleichung (5.3.2). Mit der gleichen Argumentation wie im Beweis von Theorem
5.2.22 oder Satz 3.3.19 (vgl. auch Proposition 10.46 in [25]) erhalten wir mit (5.3.9)
unter Verwendung der Stoppzeiten aus (4.1.2), daß Yi ununterscheidbar von einem FP-
adaptierten stochastischen Prozeß Ŷi über (Ω,F ,P) ist, so daß (Ŷi,M) eine Lösung
von (5.3.2)bzgl. Q ist. Mit (5.3.9)gilt dann für i = 1, 2
P(Ŷi,M) = P(Yi,M) = P
i
(Xi,Mi) auf B(C(R+)) ⊗ B(C(R+)) .
Hieraus und aus der Eigenschaft der Markov-Kerne q1 bzw. q2 folgt dann, daß die
beiden Lösungen (Ŷ1,M) und (Ŷ2,M) zu L(Q, x0) gehören. Wegen Ŷ
1
0 = x0 = Ŷ
2
0
P-f.s. und der vorausgesetzten pfadweisen Eindeutigkeit der Lösungen aus L(Q, x0)
erhalten wir hieraus schließlich
Y1 = Ŷ1 = Ŷ2 = Y2 P-f. s.
Unter Verwendung von (5.3.9)folgt dann aber hiermit, daß auf B(C(R+))⊗B(C(R+))
gilt
(5.3.10) P1(X1,M1) = P(Y1,M) = P(Y2,M) = P
2
(X2,M2) .
Damit haben wir gezeigt, daß die gemeinsame Verteilung der zu L(Q, x0) gehörigen
Lösungen eindeutig bestimmt ist. Insbesondere liefert dies die Eindeutigkeit in Vertei-
lung jeder zu L(Q, x0) gehörigen Lösung, womit die Aussage (i) des Satzes bewiesen
ist.
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Als nächstes wollen wir den zweiten Teil des Satzes beweisen. Wegen L(Q, x0) 6= ∅
sei (X̃, M̃) eine beliebige zu L(Q, x0) gehörige Lösung, welche über einem Wahrschein-
lichkeitsraum (Ω̃, F̃ , P̃) mit Filtration F̃ = (F̃t)t≥0 in F̃ definiert ist. Mit q̃ bezeichnen
wir den Markov-Kern aus (5.3.4) bzw. (5.3.5), so daß dieser die Eigenschaft (5.3.6)
besitzt. Indem man in den vorherigen Ausführungen die beiden Paare (X1,M1) bzw.
(X2,M2) durch das Paar (X̃, M̃) und die Markov-Kerne q1 bzw. q2 durch q̃ ersetzt, so
kann man auf ganz analoge Weise zwei zu L(Q, x0) gehörende Lösungen (Y
1,M) und
(Y2,M) über (Ω,F ,P) mit der Eigenschaft
P̃(X̃,M̃) = P(Y1,M) = P(Y2,M) auf B(C(R+)) ⊗ B(C(R+))
konstruieren. Wegen der vorausgesetzten pfadweisen Eindeutigkeit von Lösungen aus
der Klasse L(Q, x0) gilt Y
1 = Y2 P-f. s. Hieraus erhalten wir
1 = P({Y1 = Y2}) = P(C(R+) ×D) =
∫
C(R+)
q̃(w, · ) ⊗ q̃(w, · )(D) Q(dw) ,
wobei D := {(x1,x2) ∈ C(R+) × C(R+) : x1 = x2} ∈ B(C(R+)) ⊗ B(C(R+))
die Diagonale in C(R+) × C(R+) bezeichnet. Da der Markov-Kern q̃ Werte aus [0, 1]
annimmt, existiert somit eine Q-Nullmenge N ∈ B(C(R+)), so daß
1 = q̃(w, · ) ⊗ q̃(w, · )(D)
für alle w ∈ N c ist. Damit gilt dann für alle w ∈ N c sowie C ∈ B(C(R+))
q̃(w, C) = q̃(w, C) q̃(w, C(R+)) = q̃(w, · ) ⊗ q̃(w, · )(C × C ∩D) = (q̃(w, C))2 .
Hieraus folgt nun q̃(w, C) ∈ {0, 1} für C ∈ B(C(R+)) und w ∈ N c. Das bedeutet aber,
daß für Q-f. a. w ∈ C(R+) das Maß q̃(w, · ) ein Dirac-Maß auf B(C(R+)) sein muß.
Somit existiert zu jedem w ∈ N c genau ein φ(w) ∈ C(R+), so daß auf B(C(R+)) gilt
q̃(w, · ) = δφ(w)(·) .
(vgl. auch Lemma 19.17 in [41])
Wir definieren nun folgende Abbildung Φ : C(R+) → C(R+) durch
Φ(w) :=
{
φ(w) für w ∈ N c ,
0 für w ∈ N .
Dabei bezeichnet 0 das Nullelement in C(R+). Für Q-f. a. w ∈ C(R+) gilt dann auf
B(C(R+))
(5.3.11) q̃(w, · ) = δφ(w)(·) = δΦ(w)(·) .
Nach Konstruktion ist Φ eine B(C(R+))-B(C(R+))-meßbare Abbildung. Dies folgt aus
der B(C(R+))-Meßbarkeit von q̃( · , A) für jedes A ∈ B(C(R+)) und da N ∈ B(C(R+))
gilt. Des weiteren ist Φ auch (Bt(C(R+))
Q
)t≥0-adaptiert. Denn für ein beliebiges t ≥ 0
und A ∈ B(R) ist mit (5.3.6)
{Φt ∈ A} = ({q̃( · , At) = 1} ∩N
c) ∪ ({IAt(Φ) = 1} ∩N) ∈ Bt(C(R+))
Q
,
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wobei At := {x ∈ C(R+) : x(t) ∈ A} ∈ Bt(C(R+)). Setzt man
D̃ = {(x,w) ∈ C(R+) × C(R+) : x = Φ(w)} ∈ B(C(R+)) ⊗ B(C(R+)) ,
so gilt dann für die Lösung (X̃, M̃) unter Verwendung von (5.3.5)sowie (5.3.11)







δΦ(w)({x ∈ C(R+) : (x,w) ∈ D̃}) Q(dw)
= 1 .
Also ist X̃ = Φ(M̃) P̃-f. s. Aus der (Bt(C(R+))
Q
)t≥0-Adaptiertheit von Φ folgt dann
aber, daß der Lösungsprozeß X̃ an die Filtration FM̃, P̃ adaptiert ist. Somit ist (X̃, M̃)
eine starke Lösung von (5.3.2) bzgl. Q mit Startverteilung δx0 . Damit haben wir die
Richtigkeit der Aussage (ii) des Satzes bewiesen. 2
Bemerkung 5.3.12Für ein beliebigesQ ∈ Mloc(C(R+)) undx0 ∈ R besagt die Aussage
(i) des vorangegangenen Satzes somit, daß es in der KlasseL(Q, x0) 6= ∅ genau ein gemein-
sames Lösungsmaß gibt, sofern die pfadweise Eindeutigkeitilt.
Umgekehrt gilt nun aber auch (vgl. [4]):
Satz 5.3.13Es seienQ ∈ Mloc(C(R+)) undx0 ∈ R. Weiterhin betrachten wir die Bedin-
gungen:
(a) Es existiert eine starke Lösung von Gleichung(5.3.2) bzgl. Q und die Lösung von
(5.3.2)bzgl.Q ist eindeutig in der gemeinsamen Verteilung.
(b) Es existiert eine Lösung von Gleichung(5.3.2)bzgl.Q und die Lösung von(5.3.2)bzgl.
Q ist pfadweise eindeutig.
Dann gilt die Implikation(a) ⇒ (b). In diesem Fall ist jede Lösung von Gleichung(5.3.2)
bzgl.Q eine starke Lösung.
Bemerkung 5.3.14Betrachtet man nur Lösungen ausL(Q, x0), so gilt mit Satz 5.3.8 sogar
die umgekehrte Implikation in Satz 5.3.13.
Beweis von Satz 5.3.13: Für den Beweis dieser Aussage vergleiche man den Beweis von
Theorem 2 in [11] bzw. Theorem 8.3 in [25].
Die Existenz einer Lösung von Gleichung (5.3.2) bzgl. Q ist gemäß der gemach-
ten Voraussetzung in (a) klar. Es bleibt somit noch zu zeigen, daß die Lösung von
(5.3.2) bzgl. Q pfadweise eindeutig ist. Dazu betrachten wir zwei Lösungen (X1,M)
und (X2,M) von (5.3.2)bzgl. Q, die über ein und demselben Wahrscheinlichkeitsraum
(Ω,F ,P) mit Filtration F = (Ft)t≥0 in F definiert sind. Es ist nun zu zeigen, daß aus
X10 = x0 = X
2
0 P-f. s. folgt
X1 = X2 P-f. s.
Laut Voraussetzung existiert über einem Wahrscheinlichkeitsraum (Ω̃, F̃ , P̃) mit
Filtration F̃ = (F̃t)t≥0 in F̃ eine starke Lösung (X̃, M̃) von Gleichung (5.3.2)bzgl. Q.
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Nach Definition ist der Lösungsprozeß X̃ = (X̃t)t≥0 an die Filtration FM̃, P̃ adaptiert.
Analog dem Beweis von Theorem 2.1 in [3] existiert eine B(C(R+))-B(C(R+))-meßbare
Abbildung
Ψ : C(R+) → C(R+) ,
welche (Bt(C(R+))
Q
)t≥0-adaptiert ist, so daß gilt
X̃ = Ψ(M̃) P̃-f. s.
Insbesondere ist Ψ hierdurch Q-f. s. eindeutig bestimmt.
Über (Ω,F ,P) betrachten wir den Prozeß
X := Ψ(M) .
Auf B(C(R+)) ⊗ B(C(R+)) erhalten wir dann die Beziehung
(5.3.15) P(X,M) = P(Ψ(M),M) = P̃(X̃,M̃) .
Da der Bildraum von X = (Xt)t≥0 der polnische Raum C(R+) ist, gilt für die bedingte
Verteilung von X unter der Bedingung M für jedes C ∈ B(C(R+))
(5.3.16) P({X ∈ C} |M) = δΨ(M)(C) P-f. s.
Wie im Beweis Satz 5.3.8 schließt man aus (5.3.15), daß X ununterscheidbar von
einem Lösungsprozeß von Gleichung (5.3.2) bzgl. Q ist. Aus der Eindeutigkeit in der
gemeinsamen Verteilung der Lösung von Gleichung (5.3.2)bzgl. Q folgt dann hiermit
und mit (5.3.15), daß für i = 1, 2 die Verteilung des Paares (X,M) mit der Verteilung
von (Xi,M) über B(C(R+)) ⊗ B(C(R+)) übereinstimmt. Daraus folgt aber unter
Verwendung von (5.3.16)
Xi = Ψ(M) P-f. s. (i = 1, 2) .
Dies liefert uns schließlich X1 = X2 P-f. s., also die pfadweise Eindeutigkeit der Lösung
von Gleichung (5.3.2)bzgl. Q.
Es ist nun noch der zweite Teil des Satzes zu beweisen. Dazu sei (X̂, M̂) eine wei-
tere über einem Wahrscheinlichkeitsraum (Ω̂, F̂ , P̂) mit Filtration F̂ = (F̂t)t≥0 in F̂
definierte Lösung von (5.3.2)bzgl. Q. Über Ω̂ sei
X∗ := Ψ(M̂) .
Dann gilt
P̂(X∗,M̂) = P̂(Ψ(M̂),M̂) = P(X̃,M̃)
auf B(C(R+))⊗B(C(R+)) und X∗0 = x0 P̂-f. s. Hieraus folgt dann aber wiederum, daß
X∗ ununterscheidbar von einem Lösungsprozeß von Gleichung (5.3.2)bzgl. Q ist. Mit
der pfadweisen Eindeutigkeit der Lösung von (5.3.2)bzgl. Q erhalten wir schließlich
X̂ = X∗ = Ψ(M̂) P̂-f. s.
Die (Bt(C(R+))
Q
)t≥0-Adaptiertheit von Ψ liefert dann aber, daß (X̂, M̂) eine starke
Lösung von (5.3.2)bzgl. Q ist. 2
Der Beweis des vorhergehenden Satzes liefert nun folgende Charakterisierung der
Lösung von Gleichung (5.3.2)bzgl. Q.
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Satz 5.3.17SeienQ ∈ Mloc(C(R+)) undx0 ∈ R. Weiterhin existiere eine starke Lösung
von(5.3.2)bzgl.Q und die Lösung von(5.3.2)bzgl.Q ist pfadweise eindeutig. Dann existiert
eineQ-f. s. eindeutig bestimmteB(C(R+))-B(C(R+))-meßbare Abbildung
Ψ : C(R+) → C(R+) ,
welche(Bt(C(R+))
Q
)t≥0-adaptiert ist, so daß für jede über einem Wahrscheinlichkeitsraum
(Ω,F ,P) definierte Lösung(X,M) von(5.3.2)bzgl.Q gilt
X = Ψ(M) P-f. s.
Also ist(X,M) eine starke Lösung von(5.3.2)bzgl.Q.
Beweis: Der Beweis dieses Satzes verläuft ganz analog wie der Beweis des zweiten Teils
von Satz Satz 5.3.13, wobei man auch wieder mit einer starken Lösung von (5.3.2)bzgl.
Q starten muß. 2
Als nächstes wollen wir eine hinreichende Bedingung dafür angeben, wann für ein
Q ∈ Mloc(C(R+)) und x0 ∈ R jede Lösung von Gleichung (5.3.2)bzgl. Q zu L(Q, x0)
gehört. Unter Verwendung des Existenztheorems 4.3.31 folgt dann aus der Gültigkeit
dieser Bedingung dann insbesondere L(Q, x0) 6= ∅ (vgl. Proposition 5.6 in [26] sowie
Lemma 2.17 bzw. Korollar 2.20 in [27]). Der nun folgende Satz gibt zunächst eine
notwendige und hinreichende Bedingung dafür an, wann eine Lösung von (5.3.2)bzgl.
Q überhaupt zu L(Q, x0) gehört.
Satz 5.3.18Es seienQ ∈ Mloc(C(R+)), x0 ∈ R und (X,M) eine Lösung von Glei-
chung(5.3.2)bzgl.Q, welche über einem Wahrscheinlichkeitsraum(Ω,F ,P) mit Filtration
F = (Ft)t≥0 in F definiert ist. Weiterhin seiFM,P rechtsstetig. Dann ist(X,M) ∈ L(Q, x0)
genau dann, wenn jedes(FM,P, P)-Martingal auch ein(F(X,M),P, P)-Martingal ist.
Beweis: Für einen Beweis dieser Aussage vergleiche man beispielsweise den Beweis von
Proposition 5.6 in [26] bzw. Lemma 2.17 in [27].
Zum Beweis der Hinlänglichkeit sei (X,M) eine Lösung von (5.3.2)bzgl. Q definiert
über einem Wahrscheinlichkeitsraum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F . Ent-
sprechend den Ausführungen zu Beginn dieses Abschnitts existiert ein Markov-Kern
q von (C(R+),B(C(R+))) nach (C(R+),B(C(R+))), so daß (5.3.4) sowie (5.3.5) gilt.
Unter der Annahme, daß jedes (FM,P, P)-Martingal auch ein (F(X,M),P, P)-Martingal
ist, ist nun (X,M) ∈ L(Q, x0) zu zeigen. Hierfür ist zu zeigen, daß der Markov-Kern q
die Meßbarkeitsbedingung (5.3.6)erfüllt.
Für ein festes aber beliebig gewähltes t ≥ 0 betrachten wir zunächst den ge-
stoppten Prozeß Mt = (Ms∧t)s≥0. Dann existiert wiederum ein Markov-Kern qt von
(C(R+),Bt(C(R+))) nach (C(R+),B(C(R+))), so daß für jedes C ∈ B(C(R+)) gilt
qt(w, C) = P({X ∈ C} |M
t = w) für PMt-f. a. w ∈ C(R+) .




qt(w, C) Q(dw) .
Wie im Beweis von Satz 3.2.21 gilt für D ∈ Bt(C(R+))
{Mt ∈ D} = {M ∈ D}
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(vgl. (3.2.24) , woraus für C ∈ B(C(R+)) folgt
∫
D
qt(w, C) PMt(dw) =
∫
D
qt(w, C) Q(dw) .




qt(w, C) Q(dw) = P(X,M)(C ×D) =
∫
D
q(w, C) Q(dw) .
Es ist nun zu zeigen, daß für alle C ∈ Bt(C(R+)) gilt
(5.3.20) qt(w, C) = q(w, C) für Q-f. a. w ∈ C(R+) .
Hieraus folgt dann die zu beweisende Bt(C(R+))
Q
-Meßbarkeit von q( · , C) für C aus
Bt(C(R+)) (vgl. die Argumentation zum Beweis von Satz 3.2.21).
Um die Beziehung (5.3.20)für jedes C ∈ Bt(C(R+)) zu beweisen, genügt es nach
Lemma 15.4 in [2] und mit dem Satz der monotonen Konvergenz zu zeigen, daß für
jedes D ∈ B(C(R+)) gilt
(5.3.21) EQ(ID q(· , C)) = EQ(ID qt(· , C)) .
Für ein C ∈ Bt(C(R+)) und D ∈ B(C(R+)) betrachten wir die linke Seite von (5.3.21).
Mit (5.3.5) folgt zunächst
(5.3.22) EQ(ID q(· , C)) = EP(IC(X) ID(M)) = EP(IC(X) EP(ID(M) | F
(X,M),P
t )) ,
wobei letztere Gleichheit aus {X ∈ C} ∈ F (X,M),Pt folgt. Nun betrachten wir das
(FM,P, P)-Martingal N = (Ns)s≥0 mit
(5.3.23) Ns := EP(ID(M) | FM,Ps ) (s ≥ 0) .
Für dieses Martingal ist es nicht schwierig, die Gültigkeit von
(5.3.24) Ns = EQ(ID |Bs(C(R+))) ◦ M P-f. s.
für s ≥ 0 zu zeigen. Gemäß der Voraussetzung ist N sogar ein (F(X,M),P, P)-Martingal,
also gilt für 0 ≤ s ≤ t
EP(Nt | F (X,M),Ps ) = Ns P-f. s.
Mit (5.3.24) und der Bt(C(R+))-Meßbarkeit des Markov-Kerns qt( · , C) für C aus
B(C(R+)) kann man nun zeigen, daß
(5.3.25) EP(Nt | F (X,M),Ps ) = EP(ID(M) | F
(X,M),P
s ) P-f. s. (0 ≤ s ≤ t)
gilt. Die Gleichheit (5.3.25)zeigt man mit der Definition bedingter Erwartungswerte
zunächst für Elemente aus dem Erzeugendensystem für die σ-Algebra F (X,M),Ps , welches
bekanntlich die Gestalt
(5.3.26) {{(X,M) ∈ A×B} : A ∈ Bs(C(R+)) , B ∈ Bs(C(R+))} ∪ N P0
besitzt. Dabei bezeichnet N P0 die Menge der P-Nullmengen aus F . Dieses Erzeugen-
densystem ist durchschnittsstabil und enthält C(R+) × C(R+), woraus dann mit dem
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Eindeutigkeitssatz für Maße schließlich die Richtigkeit von (5.3.25)folgt. Damit haben
wir gezeigt, daß gilt
(5.3.27) EP(ID(M) | F
(X,M),P
t ) = EP(ID(M) | F
M,P
t ) P-f. s.
Setzt man nun (5.3.27) in (5.3.22)ein, so erhalten wir unter Beachtung von (5.3.19),
(5.3.24) und wegen der Bt(C(R+))-Meßbarkeit von EQ(ID |Bt(C(R+))) sowie von
qt( · , C) die Beziehung
EQ(ID q( · , C)) = EQ(qt( · , C) EQ(ID |Bt(C(R+)))) = EQ(ID qt( · , C)) .
Da D ∈ B(C(R+)) beliebig gewählt war, erhalten wir hieraus die Gültigkeit von
(5.3.20)für jedes C ∈ Bt(C(R+)). Damit ist die Hinlänglichkeit des Satzes bewiesen.
Bleibt uns noch die Notwendigkeit zu beweisen. Dazu sei (X,M) ∈ L(Q, x0), d. h.,
(X,M) ist eine Lösung von (5.3.2) bzgl. Q definiert über einem Wahrscheinlichkeits-
raum (Ω,F ,P) mit Filtration F = (Ft)t≥0 in F . Mit q bezeichnen wir den Markov-Kern
aus (5.3.4). Nach Voraussetzung erfüllt q die Meßbarkeitsbedingung (5.3.6). Es ist nun
zu zeigen, daß jedes (FM,P, P)-Martingal auch ein (F(X,M),P, P)-Martingal ist. Hierfür
genügt es zu zeigen, daß dies für das (FM,P, P)-Martingal N = (Nt)t≥0 aus (5.3.23)
mit einem beliebigen aber fixierten D ∈ B(C(R+)) zutrifft. Es ist somit die Martin-
galgleichung
EP(Nt | F (X,M),Ps ) = Ns P-f. s.
für beliebige 0 ≤ s ≤ t zu beweisen. Für 0 ≤ s ≤ t seien zunächst A ∈ Bs(C(R+))
und B ∈ Bs(C(R+)). Dann gilt unter Verwendung von (5.3.5) sowie nach einer ent-
sprechenden Modifikation von (5.3.24)
EP(IA×B(X,M) EP(Nt | F (X,M),Ps )) = EP(IA×B(X,M)Nt)
= EP(IA×B(X,M) EQ(ID |Bt(C(R+))
Q
) ◦M)
= EQ(IB q( · , A) EQ(ID |Bt(C(R+))
Q
))
= EQ(IB ID q( · , A)) .
Die letzte Gleichung folgt wegen A ∈ Bs(C(R+)) aus (5.3.6)und da B ∈ Bs(C(R+))
gilt. Auf ganz analoge Weise erhält man ebenfalls
EP(IA×B(X,M)Ns) = EQ(IB ID q( · , A)) .
Zusammengefaßt gilt somit
EP(IA×B(X,M) EP(Nt | F (X,M),Ps )) = EP(IA×B(X,M)Ns) .
Da die σ-Algebra F (X,M),Ps von dem Mengensystem (5.3.26) erzeugt wird, folgt aus
dem Eindeutigkeitssatz für Maße schließlich
EP(Nt | F (X,M),Ps ) = Ns P-f. s. für 0 ≤ s ≤ t .
Also ist der gemäß (5.3.23)für ein D ∈ B(C(R+)) definierte Prozeß N = (Nt)t≥0
ein (F(X,M),P,P)-Martingal ist. Entsprechend erhält man die gleiche Aussage, wenn
man in der Definition des Prozesses N bzw. von Nt anstelle von ID(M) eine integrier-
bare FM,P∞ -meßbare Zufallsgröße wählt. Mit der Rechtsstetigkeit der Filtration F
M,P
folgt dann hieraus, daß jedes gleichgradig-integrierbare (FM,P, P)-Martingal auch ein
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(F(X,M),P, P)-Martingal ist. Ist schließlich N = (Nt)t≥0 ein beliebiges (FM,P, P)-
Martingal, so ist für jedes n ∈ N der gestoppte Prozeß Nn = (Nt∧n)t≥0 ein gleichgra-
dig-integrierbares (FM,P, P)-Martingal und somit auch ein gleichgradig-integrierbares
(F(X,M),P, P)-Martingal. Woraus durch Grenzübergang dann der allgemeine Fall folgt.
Damit haben wir die Notwendigkeit der Bedingung (X,M) ∈ L(Q, x0) gezeigt. 2
Eine hinreichende Bedingung dafür, daß im Satz 5.3.18 jedes (FM,P, P)-Martingal
ein (F(X,M),P, P)-Martingal ist, ist die FM,P-Darstellbarkeitseigenschaft des stetigen





t (t ≥ 0)
und da FM,P eine rechtsstetige Filtration ist (vgl. Proposition 1 in [14]) entsprechend
dem Beweis von Lemma 3 in [15]. In diesem Fall ist dann nämlich M sogar ein steti-
ges lokales (F(X,M),P, P)-Martingal. Darüber hinaus ist mit Satz 3.3.19 bekannt, daß
die Darstellbarkeitseigenschaft eines stetigen lokalen Martingals eine Verteilungseigen-
schaft ist. Damit gilt der
Satz 5.3.28SeienQ ∈ Mloc(C(R+)) und x0 ∈ R. BesitztQ die Darstellbarkeitseigen-
schaft, dann gilt(X,M) ∈ L(Q, x0) für jede Lösung(X,M) von Gleichung(5.3.2)bzgl.
Q.
Als nächstes wollen wir nun eine Version des Satzes von Yamada-Watanabe und
dessen Umkehrung für die betrachtete Gleichung (5.3.2) mit einem stetigen lokalen
Martingal als treibender Prozeß angeben und verifizieren. Dabei werden die folgenden
beiden Sätze von Nutzen sein, welche sich auf Eigenschaften von Lösungen der zu
(5.3.2)assoziierten Gleichung beziehen und wie sich diese auf Lösungen von Gleichung
(5.3.2) übertragen.
Satz 5.3.29SeienQ ∈ Mloc(C(R+)) und x0 ∈ R. Dann ist die Lösung von Gleichung
(5.3.2)bzgl.Q pfadweise eindeutig genau dann, wenn die Lösung der zu(5.3.2)assoziierten
Gleichung bzgl.Q pfadweise eindeutig ist.
Beweis: Auf einen Beweis dieses Satzes sei an dieser Stelle verzichtet, da er sich al-
lein aus der Definition der pfadweisen Eindeutigkeit zusammen mit den Sätzen 4.4.10,
4.4.16 (a) sowie 4.4.25 ergibt. Man beachte, daß, wegen des deterministischen Anfangs-
wertes für die Lösung der zu (5.3.2) assoziierten Gleichung, die Voraussetzung von
Satz 4.4.10 erfüllt ist. Für den Beweis der Hinlänglichkeit sei angemerkt, daß man zur
Anwendung von Satz 4.4.25 zu einen vom Lösungsprozeß von Gleichung (5.3.2)unun-
terscheidbaren Lösungsprozeß von (5.3.2)übergehen muß, der die beiden Bedingungen
in Satz 4.4.16 ohne den Zusatz
”
f. s.“ erfüllt (siehe auch die getroffene Vereinbarung
im Anschluß von Satz 4.4.16). 2
Satz 5.3.30SeienQ ∈ Mloc(C(R+)) undx0 ∈ R. Weiterhin betrachten wir folgende Be-
dingungen:
(a) Es existiert eine starke Lösung der zu(5.3.2)assoziierten Gleichung bzgl.Q und die
Lösung der zu(5.3.2)assoziierten Gleichung bzgl.Q ist eindeutig in der gemeinsamen
Verteilung.
(b) Es existiert eine starke Lösung von Gleichung(5.3.2) bzgl. Q und die Lösung von
(5.3.2)bzgl.Q ist eindeutig in der gemeinsamen Verteilung.
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(c) Es existiert eine Lösung von Gleichung(5.3.2)bzgl.Q und die Lösung von(5.3.2)bzgl.
Q ist pfadweise eindeutig.
Dann gelten die Implikationen:
(i) (a) ⇒ (b) ⇒ (c);
(ii) (c) ⇒ (a), falls darüber hinausQ ∈ Ma,ploc(C(R+)).
Beweis: Zum Beweis der ersten Implikation in (i) erhalten wir zunächst mit Folgerung
4.4.15 aus der Existenz einer starken Lösung der zu (5.3.2)assoziierten Gleichung bzgl.
Q die Existenz einer starken Lösung von (5.3.2)bzgl. Q. Darüber hinaus folgt aus Satz
5.3.13 angewandt auf die zu (5.3.2)assoziierte Gleichung, daß die Lösung der zu (5.3.2)
assoziierten Gleichung bzgl. Q pfadweise eindeutig ist. Satz 5.3.29 liefert somit die
pfadweise Eindeutigkeit der Lösung von (5.3.2)bzgl. Q. Zusammen mit der Existenz
einer starken Lösung von (5.3.2)bzgl. Q erhalten wir aus Satz 5.3.17 die Existenz einer
Q-f. s. eindeutig bestimmten B(C(R+))-B(C(R+))-meßbaren Abbildung Ψ : C(R+) →
C(R+), so daß
X = Ψ(M) f. s.
für jede Lösung (X,M) von (5.3.2) bzgl. Q gilt. Hieraus folgt aber unmittelbar die
Eindeutigkeit in der gemeinsamen Verteilung der Lösung von (5.3.2)bzgl. Q und damit
die Richtigkeit der ersten Implikation in (i). Die zweite Implikation in (i) entspricht
gerade Satz 5.3.13.
Als nächstes zeigen wir die Implikation in (ii). Aus den Bedingungen in (c) folgt
zunächst mit Satz 4.4.25 die Existenz einer Lösung der zu (5.3.2)assoziierten Gleichung
bzgl. Q. Satz 5.3.29 liefert die pfadweise Eindeutigkeit der Lösung der zu (5.3.2)assozi-
ierten Gleichung bzgl. Q. Wegen Q ∈ Ma,ploc(C(R+)) und der Existenz einer Lösung der
zu (5.3.2)assoziierten Gleichung erhalten wir mit Satz 5.3.8 und Satz 5.3.28 angewandt
auf die zu (5.3.2)assoziierte Gleichung die zu beweisende Behauptung. 2
Damit können wir das Hauptresultat formulieren, was im wesentlichen eine Zusam-
menfassung der vorangegangenen Sätze beinhaltet.
Theorem 5.3.31SeienQ ∈ Mloc(C(R+)) undx0 ∈ R. Weiterhin betrachten wir die Be-
dingungen:
(a) Es existiert eine starke Lösung von Gleichung(5.3.2)bzgl.Q und die Lösung von Glei-
chung (5.3.2) bzgl. Q ist eindeutig in der gemeinsamen Verteilung und damit auch
eindeutig in Verteilung.
(b) Es existiert eine Lösung von Gleichung(5.3.2)bzgl.Q und die Lösung von Gleichung
(5.3.2)bzgl.Q ist pfadweise eindeutig.
Dann gelten die folgenden Implikationen:
(I1) (a) ⇒ (b);
(I2) (b) ⇒ (a), falls darüber hinausQ ∈ M
a,p
loc(C(R+)) gilt.
Ist unter der VoraussetzungQ ∈ Ma,ploc(C(R+)) eine der beiden Bedingungen erfüllt, dann
ist jede Lösung von Gleichung(5.3.2)bzgl.Q eine starke Lösung.
Beweis: Der Beweis der beiden Implikationen (I1) und (I2) folgt unmittelbar aus Satz
5.3.13 und Satz 5.3.30. Der zweite Teil des Theorems entspricht dem zweiten Teil von
Satz 5.3.13. 2
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Abschließend wollen wir hinreichende Bedingungen dafür formulieren, wann pfad-
weise Eindeutigkeit der Lösung von Gleichung (5.3.2)bzgl. eines stetigen lokalen Mar-
tingals gegeben ist. Mit Theorem 5.3.31 erhalten wir damit auch hinreichende Bedin-
gungen für die Existenz starker und in Verteilung eindeutiger Lösung von Gleichung
(5.3.2). Gemäß den vorhergehenden Ausführungen und insbesondere wegen Satz 5.3.29
sowie Satz 5.3.30 genügt es, entsprechende Bedingungen für die zu (5.3.2) assoziier-
te Gleichung zu formulieren. Für den Fall der Brownschen Bewegung als treibender
Prozeß sind bereits allgemeine hinreichende Bedingungen für die pfadweise Eindeutig-
keit der Lösung von Gleichung (5.3.2)bekannt, welche in den beiden Theoremen 4.41
und 4.48 in [20] zusammengetragen sind. Für den Beweis dieser beiden Theoreme wer-
den im wesentlichen Eigenschaften der lokalen Zeit des Lösungsprozesses verwendet.
Darüber hinaus wird in der Literatur bei Beweisen zur pfadweisen Eindeutigkeit oft
die Eindeutigkeit in Verteilung vorausgesetzt (vgl. auch Satz 5.3.13). Bevor wir aber
analoge Resultate für Gleichungen bzgl. stetiger lokaler Martingale formulieren, wollen
wir noch einen nützlichen Satz hinsichtlich der Existenz starker Lösung von Gleichung
(5.3.2)beweisen (vgl. auch Folgerung 4.4.15).
Satz 5.3.32SeienQ ∈ Ma,ploc(C(R+)) undx0 ∈ R. Existiert eine starke Lösung von Glei-
chung(5.3.2)bzgl. des Wiener-MaßesW, dann existiert eine starke Lösung der zu(5.3.2)
assoziierten Gleichung bzgl.Q.
Beweis: Sei M = (Mt)t≥0 ein stetiges lokales (FM,P, P)-Martingal über einem voll-
ständigen Wahrscheinlichkeitsraum (Ω,F ,P), so daß PM = Q auf B(C(R+)) gilt.
Bezeichnet weiterhin W = (Wt)t≥0 die zu M assoziierte (F
M,P
+ ◦ T, P)-Brownsche
Bewegung und sei (Ω̃, F̃ , P̃, F̃,B∗) eine beliebige vollständige (M, P)-Erweiterung.
Laut Voraussetzung existiert nun über einem Wahrscheinlichkeitsraum (Ω̂, F̂ , P̂)
mit Filtration F̂ = (F̂t)t≥0 in F̂ eine starke Lösung (Ŷ, B̂) von (5.3.2) bzgl. W. Also
existiert eine B(C(R+))-B(C(R+))-meßbare Abbildung Φ : C(R+) → C(R+), welche
(Bt(C(R+))
W
)t≥0-adaptiert ist, so daß gilt
Ŷ = Φ(B̂) P̂-f. s.
(vgl. den Beweis von Theorem 2.1 in [3]). Über (Ω̃, F̃ , P̃) setzen wir
Y∗ := Φ(B∗) .
Dann gilt P̃(Y∗,B∗) = P̂(Ŷ,B̂) auf B(C(R+)) ⊗ B(C(R+)) und wir können ohne Ein-
schränkung annehmen, daß (Y∗,B∗) eine starke Lösung von (5.3.2) bzgl. W ist. An-
derenfalls gehe man zu einem von Y∗ ununterscheidbaren Lösungsprozeß über, der
zusammen mit B∗ dann eine starke Lösung von (5.3.2)bzgl. W ergibt.
Wegen P̃M̃ = Q auf B(C(R+)) erhalten wir zunächst mit Satz 3.3.4 und Satz
3.3.24 angewandt auf die zu M̃ assoziierte Brownsche Bewegung W̃, daß 〈M̃〉∞ eine
vorhersagbare FW̃, P̃-Stoppzeit ist. Da
(5.3.33) W̃ = B∗〈M̃〉∞ P̃-.f s.
gilt, ist 〈M̃〉∞ nach Proposition 5 in [14] sogar eine vorhersagbare FB
∗, P̃-Stoppzeit.
Als nächstes betrachten wir die endliche FB
∗, P̃-Zeittransformation C := (t∧〈M̃〉∞)t≥0
sowie den zeittransformierten Prozeß Ỹ := Y∗ ◦ C. Für Ỹ gilt nun auf Ω̃
SỸ∞ ∧ 〈M̃〉∞ = S
Y∗
∞ ∧ 〈M̃〉∞ .
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Somit gilt ỸS
Ỹ
∞ = Ỹ sowie Ỹ0 ∈ R. Mit Folgerung 4.3.26 ist es nun unter Verwendung
von (5.3.33)und Satz 2.4.8 (b) nicht schwierig zu zeigen, daß über der Erweiterung
(Ω̃, F̃ , P̃) das Paar (Ỹ, M̃) eine Lösung der zu (5.3.2)assoziierten Gleichung bzgl. Q
ist. Für den Lösungsprozeß Ỹ gilt nun zum einen
Ỹ = Y∗〈M̃〉∞
und zum anderen ist dieser FB
∗, P̃ ◦ C-adaptiert. Aus der FB
∗, P̃-Darstellbarkeitseigen-
schaft der (F̃, P̃)-Brownschen Bewegung B∗ folgt mit Theorem 2 in [14], der FB
∗, P̃-
Stoppzeit 〈M̃〉∞ und (5.3.33)durch einfache Rechnung
FB
∗, P̃ ◦ C = FB
∗〈M̃〉∞ , P̃ = FW̃, P̃ .
Also ist Ỹ ein FW̃, P̃-adaptierter Prozeß. Hieraus folgt wiederum die Existenz einer
B(C(R+))-B(C(R+))-meßbaren Abbildung Φ̃ : C(R+) → C(R+), so daß gilt
Ỹ = Φ̃(W̃) P̃-f. s.
Insbesondere ist Φ̃ an die Filtration (Bt(C(R+))
Q
)t≥0 adaptiert. Nun setzen wir über
(Ω,F ,P)
Y := Φ̃(W) .
Wegen P(Y,W) = P̃(Ỹ,W̃) auf B(C(R+)) ⊗ B(C(R+)) und PY0 = P̃Y ∗0 = δx0 auf B(R)
erhalten wir mit der üblichen Argumentation, daß(Y,M) ebenfalls eine Lösung der
zu (5.3.2) assoziierten Gleichung bzgl. Q ist. Darüber hinaus ist Y an die Filtration
FM0+W,P adaptiert. Insgesamt ist (Y,M) damit eine starke Lösung der zu (5.3.2)
assoziierten Gleichung bzgl. Q. 2
Bemerkung 5.3.34Mit Folgerung 4.4.15 erhalten wir unter der Voraussetzung des vorher-
gehenden Satzes sogar die Existenz einer starken Lösung von(5.3.2) bzgl.Q.
Wie die vorhergehenden Sätze, insbesondere Satz 5.3.29, Theorem 5.3.31 und Satz
5.3.32 zeigen, genügt es Bedingungen zu formulieren, welche die Existenz starker und
pfadweise eindeutiger Lösungen der zu (5.3.2) assoziierten Gleichung garantieren. Da
nun der treibende Prozeß der zu (5.3.2)assoziierten Gleichung eine gestoppte Brown-
sche Bewegung ist, lassen sich die Beweise von Theorem 4.41 sowie Theorem 4.48 in
[20] problemlos auch auf diesen Fall übertragen. Im Falle einer Brownschen Bewe-
gung als treibender Prozeß spielt bei den Beweisen der zuvor genannten Theoreme die
Eindeutigkeit in Verteilung der Lösung eine wichtige Rolle. Daher müssen wir zusätzli-
che Bedingungen formulieren, die die Eindeutigkeit in Verteilung der Lösung bzw. der
Fundamentallösung der zu (5.3.2)assoziierten Gleichung gewährleisten. Wie wir bereits
wissen, ist die Purheit des treibenden Prozesses der zu (5.3.2) assoziierten Gleichung
hierfür eine hinreichende Bedingung.
Theorem 5.3.35Es seienQ ∈ Ma,ploc(C(R+)) undx0 ∈ R.
(1) Angenommen es existieren zwei meßbare Funktionenf : R \ Eb → [0,+∞] undh :
R → [0,+∞], die folgende Bedingungen erfüllen:
(i) f · b−2 ist lokal integrierbar überR \ Eb .
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(ii) Für jede UmgebungU von Null ist
∫
U
h−1(y) dy = +∞ .
(iii) Es existiert eine positive reelle Zahlc > 0, so daß gilt
(b(x + y) − b(x))2 ≤ f(x) · h(y) , x , x+ y ∈ R \ Eb , y ∈ ] − c, c[ .
Dann ist die Fundamentallösung von Gleichung(5.3.2)bzgl.Q pfadweise eindeutig.
Gilt darüber hinausNb ⊆ Eb, dann ist die Lösung von Gleichung(5.3.2) bzgl. Q
pfadweise eindeutig.
(2) Ist zusätzlich zu den Bedingungen in (1) die BedingungEb ⊆ Nb erfüllt, dann ist die
Fundamentallösung von Gleichung(5.3.2)bzgl.Q eine starke Lösung. Darüber hinaus
existiert für jedes stetige lokale(F, P)-Martingal über einem Wahrscheinlichkeitsraum
(Ω,F ,P) mit VerteilungQ auf B(C(R+)) eine pfadweise eindeutige starke Funda-
mentallösung von Gleichung(5.3.2)bzgl.Q über(Ω,F ,P).
Beweis: Für den Beweis des ersten Teils dieses Theorems vergleiche man den Beweis
von Theorem 4.41 in [20]. Hierbei hat man nur die Brownsche Bewegung durch die
assoziierte Brownsche Bewegung zu ersetzen. Ansonsten verläuft der Beweis ganz ana-
log wie im Fall der Brownschen Bewegung als treibender Prozeß. Mit Satz 5.3.29 folgt
dann die pfadweise Eindeutigkeit der Lösung (bzw. Fundamentallösung) von Gleichung
(5.3.2)bzgl. Q. Der zweite Teil dieses Theorems folgt aus Satz 5.3.30. 2
Theorem 5.3.36Es seienQ ∈ Ma,ploc(C(R+)) undx0 ∈ R.
(1) Angenommen es existieren zwei meßbare Funktioneng : R \ Eb → [0,+∞] undh :
R → [0,+∞], die folgende Bedingungen erfüllen:
(i) g ist aufR monoton wachsend.
(ii) Für jede UmgebungU von Null ist
∫
U
h−1(y) dy = +∞ .
(iii) Es existiert eine positive reelle Zahlc > 0, so daß gilt
(b(x+y)−b(x))2 ≤ h(x)
|g(x+ y) − g(x)|
|y|
, x , x+y ∈ R\Eb , y ∈ ] − c, c[ .
(iv) Für jede kompakte MengeK ⊆ R \ Eb ist inf
x∈K
b(x) > 0 .
Dann ist die Lösung von Gleichung(5.3.2)bzgl.Q pfadweise eindeutig.
(2) Gilt zusätzlich zu den Bedingungen in (1)Eb ⊆ Nb, dann ist jede Lösung von Gleichung
(5.3.2)bzgl.Q eine starke Lösung und für jedes stetige lokale(F, P)-Martingal über
einem Wahrscheinlichkeitsraum(Ω,F ,P) mit Verteilung Q auf B(C(R+)) existiert
eine pfadweise eindeutige starke Lösung von Gleichung(5.3.2)bzgl.Q über(Ω,F ,P).
Beweis: Vergleiche den Beweis von Theorem 4.48 in [20] sowie die Ausführungen zum
Beweis von Theorem 5.3.35. Die Bedingung (iv) in (1) garantiert, daß jede Lösung von
Gleichung (5.3.2)eine Fundamentallösung ist. 2
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5.4 Gleichungen mit gewöhnlicher Drift
In dem nun letzten Abschnitt dieser Arbeit wollen wir die wichtigsten Ergebnisse
hinsichtlich der Lösung stochastischer Differentialgleichungen mit gewöhnlicher Drift
zusammenfassen. Ausgangspunkt hierfür ist die Gleichung







mit zwei Borel-meßbaren Funktionen a : R → R und b : R → R. Im Abschnitt 4.1
haben wir gesehen, wie man eine stochastische Differentialgleichung mit gewöhnlicher
Drift aus einer stochastischen Differentialgleichung mit verallgemeinerter Drift ableiten
kann und umgekehrt. Für das Weitere treffen wir folgende Voraussetzungen:
(i) Eb ⊆ Na .
(ii) a · b−2 ist lokal integrierbar über R .
Unter diesen Voraussetzungen gilt nun folgendes Theorem für die Existenz und Eindeu-
tigkeit der Lösung von Gleichung (5.4.1)(vgl. Theorem 4.53 in [20]). Dabei wollen wir
ohne Einschränkung den trivialen Fall eines treibenden Prozesses für Gleichung (5.4.1)
ausschließen. Weiterhin sei bemerkt, daß der Begriff der Lösung (bzw. Fundamen-
tallösung) von Gleichung (5.4.1) im Sinne von Definition 4.1.3 (bzw. Definition 4.3.3)
entsprechend zu verstehen ist.
Theorem 5.4.2SeiQ ∈ Mloc(C(R+)) mit Q({〈Z〉∞ > 0}) > 0.
(a) Für jede Startverteilung aufB(R) existiert eine Fundamentallösung(X,M) von Glei-
chung(5.4.1)bzgl.Q mit
(5.4.3) X = XD
X
Eb f. s.
genau dann, wennEb ⊆ Nb gilt. Ist darüber hinausQ ∈ M
0,p
loc(C(R+)), so ist für
jede Startverteilung aufB(R) die Fundamentallösung(X,M) von(5.4.1)bzgl.Q mit
(5.4.3)eindeutig in Verteilung.
(b) Angenommen es gelteNb ⊆ Na. Für jede Startverteilung aufB(R) existiert eine Lö-
sung von Gleichung(5.4.1)bzgl.Q genau dann, wenn die BedingungEb ⊆ Nb erfüllt
ist. Ist darüber hinausQ ∈ M0,ploc(C(R+)), so existiert für jede Startverteilung auf
B(R) eine Lösung von Gleichung(5.4.1)bzgl.Q und die Lösung ist eindeutig in Ver-
teilung genau dann, wennEb = Nb gilt.
Beweis: Zum Beweis dieses Theorems vergleiche man den Beweis von Theorem 4.53 in
[20].





a(x) b−2(x) ℓ(dx) .
Diese Definition macht wegen (ii) Sinn, und wir erhalten hierdurch für jedes N ≥ 1 ein
endliches signiertes Maß auf B([−N,N ]), welches die Sprungbedingung (4.3.2)erfüllt.
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Unter der Bedingung Nb ⊆ Na in (b) ist, wie wir im Abschnitt 4.1 gezeigt haben,
jede Lösung von (5.4.1)bzgl. Q eine Lösung von (4.1.1)bzgl. Q und umgekehrt. Mit der
Voraussetzung (i) erhalten wir mit den gleichen Überlegungen wie im Abschnitt 4.1,
daß (X,M) mit der Eigenschaft (5.4.3)genau dann eine Fundamentallösung von Glei-
chung (5.4.1)bzgl. Q ist, wenn (X,M) eine Fundamentallösung von (4.1.1)bzgl. Q mit
(5.4.3) ist. Demzufolge erhalten wir die Richtigkeit der Existenzaussagen in (a) und
(b) aus Theorem 4.3.31. Mit Theorem 5.2.22 und Theorem 5.2.31 folgen dann auch die
Eindeutigkeitsaussagen in (a) und (b). 2
Einige hinreichende Bedingungen für die Existenz und Eindeutigkeit der Lösung von
Gleichung (5.4.1)gibt die
Folgerung 5.4.4SeiQ ∈ Mloc(C(R+)) mit Q({〈Z〉∞ > 0}) > 0. Angenommen es gelte
Nb ⊆ Na. Dann sind die folgenden Bedingungen hinreichend für die Existenz einer Lösung
von Gleichung(5.4.1)bzgl.Q für jede Startverteilung aufB(R) :
(a) a ist lokal beschränktℓ-fast überall aufR undb−2 ist lokal integrierbar aufR.
(b) a ist lokal integrierbar aufR undb−1 ist lokal beschränktℓ-fast überall aufR.




= 1, so daßap undb−2q lokal integrierbar aufR sind.
Gilt darüber hinausQ ∈ M0,ploc(C(R+)) undNb = ∅, so ist für jede Startverteilung auf
B(R) die Lösung von Gleichung(5.4.1)bzgl.Q eindeutig in Verteilung.
Man beachte, daß unter den Voraussetzungen von Folgerung 5.4.4 die Bedingungen
(i) und (ii) erfüllt sind, da hier Eb = ∅ gilt. Speziell existiert für eine beliebige Start-
verteilung auf B(R) eine Lösung von Gleichung (5.4.1) bzgl. Q, welche eindeutig in
Verteilung ist, falls Q ∈ M0,ploc(C(R+)), a lokal integrierbar und b
−1 stetig ist.
Hinsichtlich der pfadweisen Eindeutigkeit und Existenz starker Lösung von Glei-
chung (5.4.1) haben wir folgendes Resultat, wobei wir auch hier den zufälligen An-
fangswert X0 in (5.4.1)durch einen deterministischen Wert x0 ∈ R ersetzen wollen.
Theorem 5.4.5SeienQ ∈ Ma,ploc(C(R+)) mit Q({〈Z〉∞ > 0}) > 0 undx0 ∈ R.
(a) Angenommen die Bedingungen (i) - (iii) von Theorem 5.3.3(1) sind erfüllt. Dann ist
die Fundamentallösung von Gleichung(5.4.1)bzgl.Q mit der Eigenschaft(5.4.3)pfad-
weise eindeutig. Gilt darüber hinausEb ⊆ Nb, dann ist jede Fundamentallöung von
(5.4.1)bzgl.Q mit der Eigenschaft(5.4.3)eine starke Lösung. Desweiteren existiert für
jedes stetige lokale(F, P)-Martingal über einem Wahrscheinlichkeitsraum(Ω,F ,P)
mit Filtration F = (Ft)t≥0 in F , welches die VerteilungQ aufB(C(R+)) besitzt, eine
pfadweise eindeutige starke Fundamentallösung von Gleichung (5.4.1)bzgl.Q über
(Ω,F ,P) mit (5.4.3).
(b) Angenommen eine der beiden folgenden Bedingungen sind erfüllt:
(i) Nb ⊆ Eb und es gelten (i) - (iii) von Theorem 5.3.35 (1).
(ii) Es gelten (i) - (v) von Theorem 5.3.36 (1).
Dann ist die Lösung von Gleichung(5.4.1)bzgl.Q mit der Eigenschaft(5.4.3)pfad-
weise eindeutig. Gilt darüber hinausEb ⊆ Nb, dann ist jede Lösung von Gleichung
(5.4.1)bzgl.Q mit (5.4.3)eine starke Lösung. Desweiteren existiert für jedes stetige
lokale(F, P)-Martingal über einem Wahrscheinlichkeitsraum(Ω,F ,P) mit Filtration
F = (Ft)t≥0 in F , welches die VerteilungQ auf B(C(R+)) besitzt, eine pfadweise
eindeutige starke Lösung von Gleichung(5.4.1)bzgl.Q über(Ω,F ,P) mit (5.4.3).
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Beweis: Der Beweis dieses Theorems folgt analog dem Beweis von Theorem 5.4.2 aus
Theorem 5.3.35 und Theorem 5.3.36, wobei man zu beachten hat, daß unter den Be-
dingungen (i) und (ii) in (b) jede Lösung von (5.4.1)bzgl. Q eine Fundamentallöung
von (5.4.1)bzgl. Q ist. 2
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angegebenen Quellen und Hilfsmittel angefertigt habe.
Jena,
Für Ingrid
