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ABSTRAKT
Hlavným cieľom tejto práce bolo vytvorenie obchodnej platformy pre automatizované
obchodovanie na devízovom trhu. Táto obchodná platforma obsahuje niekoľko modulov
založených na báze rekurentných neurónových sietí a strojového učenia s cieľom určenia
analýzy sentimentu trhových správ, spracovávanie veľkého množstva dát z ekonomických
kalendárov a predikciu hodnôt menových párov. Platforma je riešená modulárnym spô-
sobom, čo umožňuje okrem obchodovania aj vývoj nových riešení pre strojovú analýzu a
predikciu budúcich cien. Ako programovací jazyk bol zvolený Python nakoľko ide o jazyk
s bohatou podporou dátovej analýzy s možnosťou flexibilného prototypovania nových
rozšírení. Práca opisuje jednotlivé vplyvy na trh a jeho dynamiku, teoretický pojednáva
o rôznych možnostiach predikcie cien v aspekte fundamentálnej a technickej analýzy.
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ABSTRACT
The main goal of this work was to create a trading platform for automated trading in the
forex market. This trading platform contains several modules based on recurrent neural
networks and machine learning in order to determine market sentiment analysis, proces-
sing large amounts of data on the economic calendar and predict future currency pairs.
The platform is designed in a modular manner, allowing, alongside the development of
new solutions for machine analysis and forecast future prices. As a programming langu-
age Python was chosen because it is a language with rich support for data analysis with
the possibility of exible prototyping of new extensions. The work describes the different
effects on the market and its dynamics, theoretical discusses the various possibilities for
prediction of prices in the aspect of fundamental and technical analysis.
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O FOREXe sa hovorí ako o trhu budúcnosti. Je decentralizovaný, najväčší a ponúka
takmer neobmedzené možnosti zárobku ale aj straty. Vo svojej práci som sa zameral
na FOREX z dôvodu, že ide o môj najobľúbenejší trh a ponúka široké možnosti
pre analýzu a automatizované obchodovanie. Cieľom mojej práce je vytvorenie ob-
chodnej platformy s využitím moderných nástrojov, pričom pre ich návrh je nutná
znalosť FOREXu ako komplexného systému.
Na trhu obecne vždy vytvárame zisk na úkor ostatných účastníkov trhu. Tí
využívajú pre svoje obchodovanie algoritmické systémy, pričom mnohé z nich im-
plementujú rôzne prediktívne modely založené iba na technickej analýze. Tie však
nedostávajú žiadnu informáciu o momentoch, kedy do trhu zasahujú banky a fi-
nančné inštitúcie. Práve oni vnášajú vo veľkej miere do systému prudké zmeny dy-
namiky (1.5), ktoré zase vnášajú do prediktívnych modelov algoritmických systémov
veľké nelinearity. V obchodnej praxi sa tento problém rieši vypínaním týchto systé-
mov, avšak trénovacie dáta tieto nelinearity obsahujú a pri návrhu modelov vývojári
nezohľadňujú analýzu fundamentov. Preto som sa ako cieľ tejto práce zameral na
vytvorenie obchodnej platformy, ktorá obsahuje nástroje pre analýzu fundamentov
z neštrukturovaných zdrojov a vytvorenie modelov pre predikciu vývoja trhu.
V prvej kapitole (Devízový trh a jeho vlastnosti) opisujem obchodnú terminoló-
giu a obchodné vlastnosti FOREXu. Zhŕňam všetky dôležité pojmy a ich vzťah voči
sebe, opisujem možnosti odosielania objednávok na trh, typy objednávok a vlastnosti
cien. Tiež popisujem obchodnú hierarchiu trhu, čiže vzťah medzi obchodníkom, bro-
kerom a rôznymi úrovňami cien menových párov. Na trh majú vo veľkej miere vplyv
obchodné seánsy, čím v ďalšej podkapitole opisujem, aké kurzy sú v jednotlivých
seánsach najvolatilnejšie.
V ďalšej časti prvej kapitoly opisujem korelácie medzi menovými pármi, dokla-
dám vlastné grafy a vizualizácie korelácii z prostredia MATLAB, ktoré jasne ilus-
trujú aké sú vzťahy medzi jednotlivými menovými pármi, ale aj menovými pármi a
akciovými indexami. Sú to dôležité poznatky pre komplexnú analýzu trhu a dávajú
mi priestor pre vytváranie komplexného obchodného riešenia opísaného v praktickej
časti tejto práce. Prvú kapitolu zakončujem teoretickým rozborom vplyvu automa-
tizovaných obchodných systémov na trh a popisujem niektoré javy, ktoré svojím
charakterom výrazne vplývajú na trh.
Druhá kapitola pojednáva o fundamentálnej analýze. Uskutočnil som viacero
stretnutí s profesionálnymi obchodníkmi, aby som lepšie pochopil spôsob ich obcho-
dovania a využívania jednotlivých nástrojov pre hľadanie tých správnych obchod-
ných príležitostí. Opísal som svoje poznatky, pričom som sa zameral iba na skúma-
nie trhových fundamentov, čo sú informácie, ktoré sú dostupné v neštrukturovaných
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zdrojoch, ako napríklad novinové články či ekonomické kalendáre.
V tretej kapitole (Umelé neurónové siete) opisujem architektúru (topológia a
neuróny) jednotlivých základných neurónových sietí, ich výhody a nevýhody, mož-
nosti aplikácii, opisujem stavbu a funkčnosť viacvrstvových neurónových sietí a z
dopredných neurónových sietí opisujem najmä siete založené na učiacom algoritme
back-propagation. V druhej časti tejto kapitoly sa zameriavam na rekurentné neuró-
nové siete, ktoré som po dlhšom skúmaní určil ako tie najvhodnejšie pre aplikáciu
predikcie časového radu. Z rekurentných neurónových sietí sa zameriavam najmä na
architektúru LSTM, odôvodňujem, prečo je podľa môjho názoru táto architektúra
najvhodnejšia pre riešenie sekvenčných úloh a opíšem stavbu a funkčnosť tejto archi-
tektúry. Koniec tejto kapitoly je venovaný FOREXu, avšak z pohľadu dynamického
systému s možným návrhom prediktívneho systému.
Kapitola Text mining je zameraná na zhrnutie postupov pri analýze textu a
prirodzenej reči (Natural Language Processing). Opisujem v nej spôsoby strojo-
vého spracovania textov, ich predspracovanie, analýzu a vyhodnotenie sentimentu
a príznakov dôležitých pre určenie charakteru textu. Okrem nástrojov ako Bayesov
Naivný klasifikátor opisujem aj rekurentnú neurónovú sieť s architektúrou LSTM.
Praktická časť mojej práce zahŕňa popis vlastnej obchodnej platformy vyvinutej
pre túto prácu. Tá vďaka modulárnemu dizajnu slúži nielen ako obchodná, ale aj
ako vývojová platforma pre implementáciu prediktívnych modelov pre technickú
analýzu, ale aj nástrojov pre analýzu textových dát.
Táto kapitola zahŕňa okrem funkčnostného popisu jednotlivých podsystémov aj
metódy návrhu neurónových sietí pre predikciu cien či analýzu textov z trhových
správ, popis prepojenia jednotlivých subsystémov a koniec kapitoly je venovaný
grafickému prostrediu obchodnej platformy.
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1 DEVÍZOVÝ TRH A JEHO VLASTNOSTI
V tejto kapitole opisujem základnú terminológiu a charakteristiku devízového trhu z
pohľadu účastníka trhu, čiže obchodníka. Devízový trh alebo inak povedané FOREX
je neoddeliteľnou súčasťou modernej ekonomiky. Poďme si teda vysvetliť ako tento
trh funguje zobecnením situácie, a to na situácii, v ktorej sa nachádzal pravdepo-
dobne každý. Bežný občan totižto prichádza do kontaktu s FOREXom na dennej
báze, ale najmä pred vycestovaním do zahraničia, kedy je nutné si „zameniť” svoje
valuty za tie, ktorými sa platí v danej krajine. V tom momente môžeme v banke
či zmenárni pozorovať dve ceny danej meny. Táto cena je definovaná vždy voči inej
mene a tak hovoríme o menovom páre (pomere dvoch hodnôt mien, ďalej iba „pair”).
Tá sa bežne skladá z dvoch cien - ceny nákupnej (bid) a predajnej (ask). Samotný
názov menového páru nám teda popisuje o aké meny ide vďaka zloženiu trojpís-
menných názvov dvoch mien1. V reálnej ekonomike je však cena iba jedna. Tá je
bezjednotková a určuje pomer hodnoty prvej valuty v názve voči druhej. Zdvojenie
cien (bid a ask) je dané tým, že každý subjekt, ktorý nám ponúka možnosť obcho-
dovať s menami, si k cene pridáva svoju maržu. Takýto poplatok, ktorý platíme za
konverziu a je rozdielom medzi nákupnou a predajnou cenou, sa volá spread.
1.1 Veľkosť trhu
Pokiaľ upustíme od uvažovania na úrovní zmenární a konverzií kurzov pre jedno-
rázové účely, hovorme o väčších hráčoch, ktorí denne obchodujú na tomto najviac
špekulatívnom trhu. FOREX má niekoľko veľmi jedinečných vlastností, ktorými sa
líši od trhov ako sú napríklad akciový trh ako NYSE či komoditného trhu. V prvom
rade je FOREX trh s najväčšou likviditou vôbec. Denne sa na tomto trhu preobcho-
duje viac ako päť biliónov (5 * 1012) dolárov [1].










Priemerný denný obchodovaný objem na trhoch v miliardách USD
Obr. 1.1: Priemerný denný zobchodovaný objem na trhoch v miliardách USD [1].
Na grafe 1.1 je možné vidieť, že FOREX je viac ako 200-násobne väčší trh ako
druhý najväčší. Je tu však jeden dôležitý poznatok a to ten, že celkový objem 5
biliónov USD je celosvetový finančný objem, ktorý nie je v celej svojej veľkosti ob-
chodovateľný. Na obchodovanie je určených približne 1.49 bilióna USD, čo je však
stále veľkým objem [1]. Ďalšou dôležitou vlastnosťou je, že na FOREXe sa obchoduje
24 hodín denne, avšak s výnimkou víkendov, kedy je trh uzavretý. Denné obchodo-
vanie je rozdelené na 3 hlavné časové úseky (ďalej len seánsa) a to je Londýnska
seánsa, New-Yorkská seánsa a Tokijská seánsa. Sú to časové úseky dňa, v ktorých
je svojou aktivitou dominantná daná geografická oblasť.
Obchodné hodiny v časovom pásme GMT




Obr. 1.2: Obchodné hodiny v časovom pásme GMT
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1.2 Obchodná terminológia
Obchodnou komoditou rozumieme predmet obchodovania2. V prípade FOREXu ku-
pujeme a predávame peniaze, ide avšak o nehmotný predmet. Kúpu samotnej meny
si môžeme predstaviť ako kúpu akcií danej krajiny, podobne ako je tomu na akci-
ových trhoch, kde naopak kupujeme akcie spoločností [1].
1.2.1 Menové páry
Medzi najviac obchodované menové páry patria tie zastupené menami USD, EUR,
JPY, GBP, CHF, CAD, AUD, NZD, pričom sa nazývajúMajor currencies. Pri kúpe
meny za ňu platíme inou menou a od toho pochádzajú aj názvy menových párov,
ktoré v zásade obsahujú 6 písmen zložených spojením dvoch symbolov mien, ako
bolo spomenuté v kapitole 1.1.
1.2.2 Otvorenie pozície
Pri zadaní objednávky na trh otvárame tzv. pozíciu, čo znamená, že bol uskutočnený
obchod. Predstaviť si to môžeme ako krátkodobé držanie tovaru na trhovisku, kedy si
nákupca a predajca vymenia na istý čas tovar s tým, že jeden obchodník tovar nakúpi
(long position) a druhý obchodník tovar predáva (short position). To znamená, že
pozíciu definujeme ako long vtedy, keď očakávame jej budúci rast, naopak short keď
rátame s jej poklesom. Veľkou výhodou FOREXu je práve fakt, že umožňuje okrem
stúpania zarobiť aj na poklesoch hodnoty menového páru. V prípade, že si želáme
obchod ukončiť, pozíciu zavrieme (Close trade), čím vlastne uzatvárame obchod a
zisk či strata sa prejaví na disponibilnom zostatku oboch účastníkov obchodu.
1.2.3 Čakajúce obchody
Čakajúce obchody Pending orders sú obchody na základe špeciálnej objednávky,
ktorá sa vyhodnotí až v prípade splnenia určitej podmienky definovanej obchod-
níkom. Ide o výhradnú funkciu ponúkanú brokerom. Takéto objednávky napríklad
zabraňujú nadmerným stratám, prípadne automatizujú v určitej miere samotné ob-
chodovanie. Pre ilustráciu použijem štyri základné typy pending orders, ktoré ponúka
obchodná platforma MetaTrader 4.
2Vzájomne zastupiteľné hmotné či nehmotné predmety obchodu, najmä obchodované na orga-
nizovaných trhoch (napr. burzách) a/alebo vôbec svetových trhoch[4]
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Buy Limit
Objednávka typu Buy Limit zabezpečuje nákup v prípade, že cena dosiahne určitú
úroveň. Je však nutné sa ubezpečiť, že je kladená na správnu stranu voči aktuálnej
cene [5]. Objednávka sa naplní, keď long pozícia klesne na danú cenu.
Sell Limit
Objednávka typu Sell Limit zabezpečuje oproti Buy Limit predaj a platí, že musí
byť umiestnená nad aktuálnu predajnú cenu [5]. Objednávka sa naplní, keď short
pozícia dosiahne danú cenu.
Buy Stop
Objednávka sa naplní keď long pozícia dosiahne danú cenu.
Sell Stop
Objednávka sa naplní, keď short pozícia klesne na danú cenu.
1.2.4 Broker a Spread
Nakoľko my ako účastníci obchodovania nemáme prístup na trh, keďže pravdepo-
dobne nedisponujeme dostatočným finančným objemom, využívajú sa služby bro-
kera. Broker je spoločnosť, ktorá nám zaisťuje obchodovanie na kapitálovom trhu
a zároveň poskytuje možnosti využitia finančnej páky, spravidla v rozsahu 50:1 až
500:1. Vďaka nej sa znásobuje náš vklad na trhu o 50 až 500 násobok, čím vznikajú
pri otvorení pozície za krátky čas veľké finančné zisky či straty. Brokeri však svoju
činnosť nevykonávajú zdarma a využívajú spread, ktorý je rozdielom nákupnej a
predajnej ceny, a tým je vytváraná marža pre brokera pri akejkoľvek objednávke
na trhu. Spread sa definuje ako hodnota podľa vzorca 1.1 a jeho jednotkou je Pip.
Hodnota Pip vyjadruje najnižšiu možnú zmenu ceny menového páru.
𝑆𝑝𝑟𝑒𝑎𝑑 = 100 * 𝑁á𝑘𝑢𝑝𝑛á_𝑐𝑒𝑛𝑎− 𝑃𝑟𝑒𝑑𝑎𝑗𝑛á_𝑐𝑒𝑛𝑎
𝑁á𝑘𝑢𝑝𝑛á_𝑐𝑒𝑛𝑎 (1.1)
Objem
Objem, alebo inak nazývaný volume či trade size je pojem vyjadrujúci množstvo ka-
pitálu vloženého do objednávky. Nakoľko sa predávajú a kupujú valuty, táto jednotka
je vyjadrená v hodnote lot. Lot je jednorozmerné celé číslo, ktoré je koeficientom
násobnosti 100.000 jednotiek danej valuty. Čiže ak otvárame pozíciu EURUSD s
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trade size 15 lots, kupujeme 1.500.000 USD. Mnohí brokeri ponúkajú obchodovanie




Priebeh vývoja cien na FOREXe je signálom, ktorý má isté vlastnosti a v obchodnej
praxi sú popisané niekoľkými charakteristikami a existuje pre ne sada nástrojov. Ide
o nástroje, ktoré sa využívajú pre technickú analýzu trhu, tj. analýzu pozostávajúcu
zo skúmania samotného signálu. Nástrojov je obrovské množstvo, ktoré by sa dali
popísať v samostatnej práci, v základe sú to však najmä Support & Resistance,
trends a pohyblivé priemery. Ide o dôležité charakteristiky nutné pre porozumenie
dynamiky trhu a mieru volatility na trhu.
Horizontálny Support & Resistance
Horizontálny Support a Resistance popisujú úrovne, ktoré držia lokálne hodnoty sig-
nálu (ceny) v istých rozmedziach. Support označuje úroveň, na ktorej cena prestane
klesať, resistance naopak úroveň, na ktorej cena prestane stúpať [2]. Jedným zo zá-
kladných princípov obchodovania na FOREXe je lokalizácia najbližšieho výskytu
support a resistance.
Obr. 1.3: Support & Resistance menového páru EURUSD [2]
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Trends
Trend, ako už našepkáva jeho názov, je priebeh, ktorý nastáva akonáhle je pri me-
novom páre prelomený support či resistance. Priebeh sa následne dostáva do trendu,
až pokým sa nenájde nový lokálny support či resistance [2].
Indikátory
Ako pomocný nástroj v technickej analýze využívame indikátory. Sú to funkcie a
algoritmy, ktoré nejakým spôsobom upravujú signál pre jeho lepšiu interpretáciu
či ďalšie spracovanie. Najpoužívanejšími sú Average True Range, Relative Strength
Indicator, Moving Average, Commodity Channel Index, Moving Average Convergen-
ce/Divergence. Podrobnejší rozbor indikátorov sa nachádza v kapitole ??.
1.3 Vplyv obchodných seáns na vlastnosti trhu
Tri hlavné obchodné seánsy majú veľký vplyv na správanie sa trhu. Upozorňujem,
že je nutné si uvedomiť, že obchodné seánsy (Londýnska, Tokijská a New-Yorkská)
nemajú žiadnú spojitosť s Londýnskou, Tokijskou či New-Yorkskou burzou. Ide o
časové úseky, ktoré pod vplyvom demografickej príslušnosti účastníkov obchodova-
nia menia volatilitu3 trhu a tým pádom ovplyvňujú priebeh obchodovania. Túto
skutočnosť je nutné mať na mysli, nakoľko sa okrem prudkých zmien hodnôt me-
nových párov mení aj ponúkaný objem na trhu [7]. Nakoľko sa obchodovanie na
FOREXe riadí časovým pásmom GMT, budem opisovať vlastnosti trhu v ohľade na
toto pásmo. Ku každej obchodnej seanse tiež uvediem porovnanie volativity jednot-
livých menových párov, nakoľko ide o dôležitú informáciu pri určovaní dynamiky
trhu.
1.3.1 Ázijská seánsa (Tokio)
Ázijská, alebo inak pomenovaná Tokijská seánsa, je prvou, ktorá prejavuje svoj
vplyv na trhu po víkendových dňoch, kedy je trh uzavretý. Tokijské kapitálové trhy
sú aktívne približne od času 23:00 GMT4 a ich vplyv pozvoľna končí o 08:00 GMT.
Účastníkmi obchodovania sú prevažne obyvatelia Číny, Austrálie, Nového Zélandu
a Ruska, čiže sa obchoduje prevažne s menami voči japonskému Yenu a predpokla-
dáme, že regionálne dianie má na tento fakt vplyv. Medzi tieto menové páry patria
USDJPY, GBPCHF a GBPJPY[3].
3Volatilita alebo volatilnosť je v ekonómii a štatistike kolísavosť, nestálosť, menlivosť hodnôt
časového radu (najčastejšie cien, sadzieb a pod.) [6]
4Pri otvorení trhu to je nedeľa 22:00 GMT
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Priemerný rozdiel medzi DH a DL [Pip]
Volatilita
Obr. 1.4: Volatilita počas ázijskej seansy[3]
1.3.2 Európska seánsa (Londýn)
Európska obchodná seánsa je zastúpená mestom Londýn, ktoré je známe ako hlavné
mesto kapitálových trhov s podielom až 34% celkového objemu na svete na základe
správy od IFSLondon [8]. Nastupuje hneď za ázijskou seansou oficiálne o 8:00 GMT,
avšak jej vplyv je pozorovateľný už o 7:30. Je význačná tým, že na trh uvoľňuje
veľké množstvo objednávok na menové páry späté s menami EUR a GBP a to
najmä GBPUSD, EURGBP, EURUSD, GBPJPY, USDCHF. Oficiálne sa udáva čas
európskej seansy do 16:00, avšak jej vplyv je viac pozorovateľný iba do 15:30 [7][3].
1.3.3 Severoamerická seánsa (New York)
New York je druhé najväčšie svetové obchodné centrum FOREXu s podielom 19%
celkového svetového objemu transakcií, čím získalo aj zastúpenie pre severoame-
rickú seansu. Počas tohto časového okna sú najvolatilnejšie menové páry GBPCHF,
GBPJPY, USDCHF, GBPUSD, USDCAD a EURUSD [3]. Nakoľko je americký do-
lár zastúpený v 90% všetkých svetových obchodov a pohyby na Newyorkskej burze
NYSE môžu mať okamžitý dopad na hodnotu amerického doláru, ide o najprísnejšie
sledovanú obchodnú seansu [8].
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Priemerný rozdiel medzi DH a DL [Pip]
Volatilita
Obr. 1.5: Volatilita počas európskej seansy[3]

























Priemerný rozdiel medzi DH a DL [Pip]
Volatilita
Obr. 1.6: Volatilita počas severoamerickej seansy[3]
1.4 Korelácia menových párov
Z pohľadu dynamiky systému má korelácia medzi hodnotami menových párov veľký
význam. FOREX je trh, na ktorom sú hodnoty menových párov vzájomne relatívne
a závislé a preto je nutné poznať koreláciu medzi jednotlivými menovými pármi.
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Vo veľkom množstve prípadov má zahraničné ekonomické dianie vplyv nielen na
samotnú menu v danej krajine, ale na niekoľko mien s ňou ekonomicky spätých. Ko-
relácia menových párov opisuje, aká je relatívna zhoda medzi priebehmi vývoja cien
dvoch menových párov. V základe ide o koreláciu signálu medzi signálom (priebe-
hom vývoja ceny) jedného menového páru voči druhému. Vzájomná korelácia dvoch
signálov je vyjadrená korelačným koeficientom 𝑟, ktorý nadobúda hodnotu v in-
tervale <-1;1> kde signály s hodnotou konvergujúcou k -1 sú rozdielne a naopak









Na obrázku 1.7 je vidieť teplotnú mapu (heatmap), ktorú som vytvoril v pro-
stredí MATLAB spočítaním korelácií najobchodovanejších menových párov. Páry s
najvyšším koeficientom korelácie sú vyznačene žltou farbou, páry s najnižším koefi-
cientom modrou 5.
Obr. 1.7: Korelácia medzi menovými pármi na FOREXe
5Surové dáta boli čerpané z myfxbook.com, následne spracované v prostredí MATLAB
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1.4.1 Korelácia medzi menovými pármi a akciovými inde-
xami
Nakoľko sú hodnoty menových kurzov odrazom reálnej ekonomiky krajiny, sú prí-
pady, kedy sú tieto hodnoty vo vzájomnej korelácii s hodnotami akciových indexov.
Rovnako ako akciový trh ovplyvňuje FOREXový, tak aj FOREX ovplyvňuje akciový,
avšak nakoľko je FOREX ako trh špekulatívnejší, dynamickejší a prudšie reaguje na
ekonomické, sociálne a politické faktory, môžeme tvrdiť, že akciový trh v určitej
miere a v istých prípadoch ovplyvňuje FOREXový. Pred globálnou recesiou, ktorá
začala v roku 2007, kedy mnoho ekonomík trpelo niekoľkými po sebe idúcimi kvar-
tálmi s klesajúcim HDP, index Nikkei a menový pár USDJPY mali opačné trendy
(japonský Yen posiloval voči doláru, čím klesal pomer medzi USD a JPY). Investori
totiž verili, že japonský akciový trh opisoval skutočný ekonomický status krajiny,
čo následne viedlo k posilneniu Yenu. Ten istý jav fungoval aj opačne - keď index
Nikkei klesal, zvyšovala sa hodnota USDJPY. Zmena nastala, keď na trhy udrela
finančná kríza a okamžite začali signály Nikkei a USDJPY korelovať (Yen aj napriek
posilujúcej ekonomike oslaboval a naopak) [9].
Obr. 1.8: Protichodný trend Nikkei a USDJPY pred finančnou krízou 2000-2007
Dow Jones
Dow Jones Industrial Average je index opisujúci 30 najvýkonnejších firiem v Spoje-
ných štátoch a je široko zaužívaným indikátorom americkej ekonomiky. Logicky by
sa predpokladalo, že tento index bude korelovať s menovým párom USDJPY, opak
je však pravdou.
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Obr. 1.9: Korelácia medzi Nikkei a USDJPY po finančnej kríze 2010-2016
Obr. 1.10: Provnanie priebehov Dow Jones a USDJPY 2003-2016
S&P500
Standard & Poor’s 500 je index amerického akciového trhu trhovej kapitalizácie 500
najväčších firiem obchodovateľných na NYSE a NASDAQ6, ktoré tvoria kapitálový
podiel približne 80% celkového akciového trhu. Medzi indexom S&P500 a menovým
párom USDJPY je možné sledovať istú mieru korelácie.
6Najväčší mimoburzový trh. Vlastní a ovláda ho spoločnosť The Nasdaq Stock Market, Inc.
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Obr. 1.11: Mierna korelácia medzi S&P500 a USDJPY
DAX
DAX je nemecký akciový index, ktorý opisuje 30 najlepšie hodnotených nemeckých
spoločností na Frankfurtskej akciovej burze. Nakoľko Nemecko je ťahúňom európskej
ekonomiky, tento index je jej široko zaužívaným ukazateľom. Dôkazom toho je aj
vyššia miera korelácie medzi DAX a EURJPY a to najmä v obdobiach rokov 2012-
2013
Obr. 1.12: Korelácia medzi indexom DAX a menovým párom EURJPY
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FTSE100
FTSE100 alebo inak nazvaný Financial Times Stock Exchange 100 Index je indexom
100 najúspešnejších spoločností obchodovaných na LSE na základe trhovej kapita-
lizácie. Pri tomto indexe je možné pozorovať vysokú mieru korelácie s menovým
párom GBPJPY, čo je možné vidieť na nasledujúcom grafe.
Obr. 1.13: Korelácia medzi indexom FTSE100 a menovým párom GBPJPY
Pre porovnanie akciových indexov s menovými pármi som použil parity s menou
JPY, nakoľko obchodné seansy sú od seba časové vzdialené a medzi JPY a USD,
EUR, CAD, GBP a NZD existuje určitý ekonomický a obchodný vzťah. Pre ilus-
tráciu opíšem pár USDJPY. Ich vzájomný vzťah je možné vidieť dvoma spôsobmi -
Keď počas obchodného dňa mieria úrokové sadzby vyššie, alebo sa minimálne pred-
pokladá ich nárast, klesajú ceny štátnych dlhopisov. To spôsobuje následne zvýšenie
hodnoty USD a tým pádom aj menového páru USDJPY. V tomto prípade je na
trhu vyšší dopyt po štátnych dlhopisoch a nižší záujem o menový pár USDJPY.
Keďže hovoríme o krátkych pozíciach v priebehu dňa, následné výnosy sú tvorené
úrokovou sadzbou zaplatenou za štátne dlhopisy. Výnosy a cena dlhopisov majú in-
verzný vzťah, čiže keď výnosy klesajú, dochádza k zníženiu likvidity a tá sa musí
vykompenzovať. Tým pádom menový pár USDJPY je ukazateľom trhového risku.
[10]
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1.4.2 Využitie korelácii v obchodovaní
Z predchádzajúcej kapitoly vieme, že koreláciu medzi dvoma signálmi opisuje kore-
lačný koeficient 𝑟, ktorý nadobúda bezrozmerných hodnôt v intervale <-1;1>. Na-
koľko sa v obchodnej praxi využívajú pomôcky pre rýchle rozhodovanie, nasledujúca
tabuľka 1.1 ilustruje vyjadrenie obchodného kontextu vo význame pre obchodníka.
Tab. 1.1: Prehľad vzťahu medzi korelačným koeficientom a obchodnými kontextami
Korelačný koeficient Obchodný kontext
-1.0 Perfektná opačná korelácia, hodnoty idú proti sebe
-0.8 Veľmi silná opačná korelácia
-0.6 Silná opačná korelácia
-0.4, -0.2 Stredná až slabá opačná korelácia
0 Bez korelácie, hodnoty sú voči sebe náhodné
0.2, 0.4 Slabá až stredná korelácia
0.6 Silná korelácia
0.8 Veľmi silná korelácia
1 Perfektná korelácia, hodnoty opisujú rovnaké priebehy
Pri zohľadnení korelácii môžeme predchádzať prípadom, kedy sa nám otvorené
pozície jednotlivých párov navzájom vyrušia. Platí, že napríklad EURUSD a USDCHF
sa hýbu opačným smerom a tým pádom sa vzájomne rušia, nakoľko CHF a EUR sú
vzájomne korelačné vo vysokej miere. Takáto situácia však môže zároveň pomáhať
pri diverzifikácii obchodného risku prerozdelením vkladu v rôznom pomere medzi
dva menové páry s opačnými či mierne opačnými koreláciami [11]. Korelácia medzi
menovými pármi však nie je niečo, čo je trvalé a stále a v istej miere sa neustále
mení, ako je možné vidieť aj na grafoch. V dobe písania tejto práce sú aktuálne
korelácie medzi USDJPY a inými menovými pármi ilustrované v tabuľke 1.27. Sa-
mozrejme pri iných menových pároch môžeme pozorovať inú dynamiku, pre príklad
si môžeme porovnať menový pár EURUSD a GBPUSD v tabuľke 1.3.
Na základe numerických metód a pozorovaní trhu môžeme tvrdiť, že okrem kore-
lácie medzi samotnými menovými pármi dochádza aj ku koreláciam medzi akciovými
indexami a menovými pármi, avšak táto miera sa mení a je závislá na mnohých fak-
toroch, ako napríklad politické, geopolitické, prírodné či psychologické.
7Dáta čerpané z myfxbook.com
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Tab. 1.2: Prehľad aritmetických priemerov korelácii voči menovému páru USDJPY
v rôznych časových oknách ku dňu 29.11.2015
Časové okno AUDUSD EURGBP EURUSD GBPUSD NZDUSD USDCAD USDCHF
1 deň 0.345 -0.866 -0.702 0.608 0.324 -0.76 0.312
1 týždeň 0.224 -0.815 -0.139 0.642 -0.82 -0.358 -0.173
1 mesiac -0.934 -0.682 -0.65 -0.324 -0.647 0.882 0.391
Tab. 1.3: Prehľad aritmetických priemerov korelácii menovému páru EURUSD voči





1.5 Trhové manipulácie a špekulácie
Banky, finančné inštitúcie či jedinci disponujúci enormným finančným objemom pat-
ria medzi najvýznamnejších tvorcov trhu. Spravidla majú banky a finančné inštitúcie
prevahu nad jednotlivcami, ale existujú výnimky. Situácia, kedy jedinec ovplyvnil
trh proti vôli banky nastala napríklad 16. septembra 1992, kedy bola Britská vláda
nútená intervenovať GBP na trhu, aby udržala jej cenu v rámci dohodnutých limi-
tov daných ERM. George Soros, ktorý stál za touto špekuláciou zarobil v priebehu
jediného dňa 1 miliardu libier [12].
Vo všeobecnosti však platí, že banky pri korekciách menového kurzu dokážu po-
hnúť s cenou menového páru v rádoch percent. Ako príklad je udržovanie ceny meno-
vého páru EURCZK Českou národní bankou (ČNB) nad úrovňou 27 CZK/1 EUR.
Učinila tak v novembri 2013 a zaviazala sa „v prípade potreby intervenovať na de-
vízovom trhu na oslabení kurzu koruny tak, aby udržovala kurz koruny voči euru
blízko hladiny 27 CZK/EUR” [13]. ČNB teda intervenuje trh vo forme nákupu cu-
dzej meny a predajom českej koruny a činí tak z dôvodu obavy z deflácie, teda
znížení cenovej hladiny, ktoré by oslabilo hospodárstvo [14].
Takýto jav, kedy banková inštitúcia či neviditeľná ruka trhu, drží hodnotu me-
nového páru nad istou hodnotou, sa nazýva support a popísaný je v kapitole 1.2.5
[15].
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Podobné korekcie môžu, ale aj nemusia byť dopredu známe. Prípadom, kedy sa
o plánovanej korekcii nevedelo, bola napríklad teraz už legendárna korekcia švaj-
čiarského franku 15. januára 2015, kedy Švajčiarska národná banka (SNB) zrušila
support švajčiarskemu franku. Cena EURCHF sa teda zmenila z 1.2 na 0.85. V tej
dobe prišli mnohé FOREXové spoločnosti o obrovské finančné objemy, čo dokonca
viedlo ku kolapsu švajčiarského akciového trhu [16].
Obr. 1.14: Prepad EURCHF 15. januára 2015
1.6 Automatizované obchodné systémy
FOREX sa ako trh neustále mení a vyvíja. Jednak sa mení jeho dynamika, ale aj
objem obchodovaných peňazí. Dôkazom toho sú grafy 1.6. Tento objem vytvárajú
najmä tieto 4 skupiny obchodníkov - správcovia aktív, centrálne banky, malý retai-
lový obchodníci a vysoko-rýchlostní obchodníci [17].
V nasledujúcich kapitolách budeme rozlišovať obchodníkov iba na základe jed-
ného kritéria - algoritmický/automatizovaný (stroj) a nealgoritmický obchodník (člo-
vek).
Automatizované obchodné systémy (algoritmické) vytvárajú až 70% svetového
dolárového kapitálu a ide o dominantnú silu ovplyvňujúcu kapitálový trh USA [18].
Tie sa vyznačujú vysokorýchlostným obchodovaním, čo je obchodovanie otvára-
júce krátke pozície v rozmedziach milisekúnd až maximálne hodín. Obchodovanie
9Horizontálna os reprezentuje hodinu v obchodnom dni (GMT) a vertikálna priemerné množstvo
obchodov v tisícoch. Ako je možné vidieť, objem sa každým rokom zväčšuje.
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Obr. 1.15: Vývoj obchodovaného objemu menových párov v rokoch 1997-2010 [17] 9
HFT10 systémov sa obecne deliť do dvoch kategórii: činnosť tvorby trhu a ob-
chodovanie za pomoci agresívnych stratégii11 [18]. Transakcie, ktoré na trhu pre-
biehajú, vznikajú medzi človekom-predajcom/človekom-nákupcom (HH), strojom-
predajcom/človekom-nákupcom (CH), človekom-predajcom/strojom-nákupcom (HC)
a strojom-predajcom/strojom-nákupcom (CC)[19] 12. Proces výmeny medzi stra-
nami obchodu budeme nazývať order flow. Zobchodovaný objem týchto štyroch
kombinácií transakcií tvoria celkový objem trhu 𝑉 𝑜𝑙(𝐻𝐻 + 𝐶𝐻 +𝐻𝐶 + 𝐶𝐶). Al-
goritmických systémov (strojov) neustále pribúda a od roku 2004 ide o nárast viac
ako 60 percent, pričom trend neustále rastie [19].
10HFT systémy sú podskupinou algoritmického obchodovania a vyznačujú sa ultra-rýchlym ob-
chodovaním v rozmedziach trvania pozícií sekúnd až minút.
11Ako napríklad štatistická či latenčná arbitráž
12Termín nákupca/predajca neznamená ich osobnú účasť prípadne akýkoľvek výber obchodného
subjektu predávajúceho či nakupujúceho. O túto úlohu sa stará poskytovateľ likvidity, agregátor
likvidity či broker.
13Graf predstavuje 50 dňový pohyblivý priemer počtu zúčastnených algoritmických systémov na
FOREXe.[19, s. 45]
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Obr. 1.16: Percentuálna účasť algoritmických systémov v rokoch 2004-2008 13
1.6.1 Vplyv automatizovaných systémov na volatilitu
Nakoľko algoritmické systémy vytvárajú obchody vo vyšších frekvenciách než člo-
vek14, mohli by sme predpokladať, že vytvárajú na trhu vysokú volatilitu15, avšak
opak je pravdou. Nakoľko je ich percentuálne zastúpenie na trhu vyššie, je nutné
sa zamyslieť, nakoľko sú obchodné stratégie týchto systémov korelované a teda aký
majú výsledný vplyv na volatilitu.
Preto uvažujme o jednoduchom teste teoretických pravdepodobností štyroch
možných scenárov obchodovania (HH, HC, CH, CC) 𝐻𝑚 pre vyjadrenie pravde-
podobnosti človeka-predajcu, 𝐻𝑡 pre človeka-nákupcu, 𝐶𝑚 pre stroj-predajcu a 𝐶𝑡
pre stroj-nákupcu. Vyjadrenie pravdepodobností 𝑃 výskytu transakcie, kde je stroj
predajcu je rovná 𝑃 (𝑠𝑡𝑟𝑜𝑗 − 𝑝𝑟𝑒𝑑𝑎𝑗𝑐𝑎) = 𝐶𝑚
𝐶𝑚+𝐻𝑚 , čo pre zjednodušenie označíme
ako 𝛼𝑚 a pre vyjadrenie pravdepobobnosti výskytu transakcie kde je stroj nákup-
com 𝑃 (𝑠𝑡𝑟𝑜𝑗 − 𝑛𝑎𝑘𝑢𝑝𝑐𝑎) = 𝐶𝑡
𝐶𝑡+𝐻𝑡 čo zase označíme ako 𝛼𝑠 [19, s. 5]. Z toho vieme
14Algoritmické obchodné systémy sa kvôli vysokej frekvencií vytvárania objednávok tiež nazývajú
High-frequency (HFT) či automatizované systémy. Ide však o ten istý subjekt.
15Vysoká volatilita na trhu sa objavuje pri zmene obchodných seáns na majors pároch alebo
na začiatku prvého či na konci posledného obchodného dňa v týždni. Samozrejmosťou je zvýšená
volatilita pri uvádzaní trhových správ, vyhlásení a pod.
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odvodiť výsledné pravdepodobností transakcií nasledovne:
𝑃 (𝐻𝐻) = (1− 𝛼𝑚)(1− 𝛼𝑡)
𝑃 (𝐻𝐶) = (1− 𝛼𝑚)𝛼𝑡
𝑃 (𝐶𝐻) = 𝛼𝑚(1− 𝛼𝑡)
𝑃 (𝐶𝐶) = 𝛼𝑚𝛼𝑡
(1.3)




𝑃 (𝐶𝐶) . (1.4)
Výsledna pravdepodobnosť pre človeka-nákupcu je 𝑅𝐻 ≡ 𝑃 (𝐻𝐻)
𝑃 (𝐶𝐻) a pre stroj-
nákupcu 𝑅𝐶 ≡ 𝑃 (𝐻𝐶)
𝑃 (𝐶𝐶) [19]. Na základe toho môžeme tvrdiť, že pomer pravdepodob-
ností 𝑅 je 𝑅 ≡ 𝑅𝐶
𝑅𝐻
≡ 1, inými slovami - obchodovanie človekom vytvára na trhu rov-
nakú likviditu na úkor ľudského obchodovania ako strojové na strojovom. Nakoľko je
však na trhu väčšie množstvo strojových obchodníkov ako ľudských, majoritná časť
obchodovaného objemu je generovaných práve strojom (𝑉 𝑜𝑙(𝐶𝐻 + 𝐻𝐶 + 𝐶𝐶)) čo
naznačuje, že tieto systémy majú veľký vplyv na volatilitu trhu. Avšak na základe
výsledkov práce autorov Chabouda, Chiquoina, Hjalmarssona a Vegu budeme pred-
pokladať, že tomu tak nie je, dokonca tieto systémy vytvárajú negatívnu koreláciu
voči volatilite, čiže inými slovami - algoritmické (automatické, HFT) systémy
znižujú volatilitu trhu [19, s. 26] [18, s. 8-9].
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2 FUNDAMENTÁLNA ANALÝZA
Fundamentálna analýza je interpretácia správ, štatistických dát a ekonomických
indikátorov jednotlivých krajín. Samotná mena odzrkadľuje silu ekonomiky krajín,
ktoré danú menu použivajú. Ak sa darí ekonomike, podobne rastie aj mena. Ak
má ekonomika problémy, mena začne prirodzene oslabovať. Pri obchodovaní je teda
prínosom, ak obchodník pozná ekonomickú situáciu v krajinách, ktorých menu chce
obchodovať.
Ekonomickú stabilitu ovplyvňuje mnoho faktorov, okrem samotných ekonomic-
kých indikátorov to môžu byť akékoľvek správy, ktoré by mohli danú situáciu ovplyv-
niť. Politická situácia, spoločenské zmeny, počasie, prejavy predstaviteľov centrál-
nych bánk - to všetko môže mať dopad na vývoj ceny meny. Všetky najdôležitejšie
udalosti sú dostupné prostredníctvom médií prakticky okamžite. Po ich zverejnení
ich začnú vyhodnocovať účastníci trhu, ktorí reagujú predávaním alebo nakupova-
ním meny. Ak je správa vyhodnotená negatívne, obchodníci začnú menu predávať,
ak sa správa pokladá za pozitívnu, začnú menu naopak nakupovať.
2.1 Ekonomický kalendár
Isté udalosti, ako sú napríklad katastrofy, spoločenské a politické zmeny, nie je možné
očakávať ani predpovedať, sú však udalosti, ktoré sa monitorujú pravidelne. Jed-
notlivé inštitúcie daných krajín merajú rôzne ukazovatele, ktoré napomáhajú získať
lepšiu predstavu o ekonomickom vývoji. Štatistické úrady vedú podrobné záznamy o
rôznych ukazovateľoch, ako je napríklad HDP či maloobchodné tržby. Inštitúcie ako
sú centrálne banky stanovujú úrokové sadzby. Rast HDP svedčí o silnej ekonomike,
rast úrokových sadzieb stimuluje ekonomický rast. Obchodníci majú k dispozícii tzv.
ekonomický kalendár, ktorý zoskupuje všetky najdôležitejšie ekonomické indikátory.
Jedny z najobľúbenejších, voľne dostupných ekonomických kalendárov sú kalen-
dáre od FXStreet.com a ForexFactory.com .
2.2 Indikátory
Kalendár sumarizuje udalosti pre danú menu pre konkrétny deň. Každý ekonomický
indikátor zverejňuje príslušná inštitúcia v presne stanovený termín, obchodníci teda
poznajú presný čas vydania ďaľších čísel. Ekonomický kalendár obsahuje čas zverej-
nenia, menu krajiny, ktorej sa indikátor týka, názov indikátora, očakávanú volati-
litu, ktorú daný indikátor spôsobí, údaj za posledné merané obdobie, predpokladanú
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Obr. 2.1: Ekonomický kalendár
hodnotu a po zverejnení aktuálnu hodnotu. Po kliknutí na konkrétny ekonomický
indikátor sa zobrazia ďaľšie informácie o zvolenom indikátore.
Najdôležitejšie ekonomické indikátory merajú hlavné oblasti ekonomického života
a sú to najmä tie, ktoré merajú infláciu, zamestnanosť, správanie spotrebiteľov a
investorov, úrokové sadzby atď. Indikátory môžeme rozdeliť na lagging a leading,
lagging sú indikátory, ktoré poukazujú na zmenu ekonomických faktorov potom,
ako sa stanú, leading sú naopak tie, ktoré vykazujú zmenu ekonomických faktorov
predtým, ako ekonomika začne sledovať určitý trend. Lagging potvrdzujú zmenu v
ekonomike, leading indikátory pomáhajú zmenu predikovať.
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Obr. 2.2: Detail ekonomického kalendáru
2.2.1 Lagging indikátory
Hrubý domáci produkt
Je to súčet všetkých tovarov a služieb vyprodukovaných domácimi a zahraničnými
firmami. HDP indikuje tempo akým rastie (alebo sa sťahuje) ekonomika a je pokla-
daný za najvšeobecnejší indikátor ekonomického výstupu a rastu.
Index výrobných cien
Meria priemernú zmenu v predajných cenách domácich výrobcov v oblastiach vý-
roby, ťažby, poľnohospodárstva a energetiky. Index sa najviac využíva na ekono-
mickú analýzu hotových tovarov, polotovarov a ropných produktov. Tento index je
ukazovateľom inflácie.
Index spotrebiteľských cien
Meria priemernú cenovú úroveň, ktorú platí mestská populácia (80% populácie v
krajinách hlavných mien) za pevne stanovený kôš tovarov a služieb. Vykazuje zmeny
cien vo viac než 200 kategóriách. Index tiež zahŕňa rôzne užívateľské poplatky, ktoré
sú priamo spojené s cenami konkrétnych tovarov a služieb. Keď sa zvyšujú ceny,
dochádza k inflácii. Ak je vysoká inflácia, znamená to, že hodnota danej meny klesá
rýchlejšie než stihne stúpnuť plat spotrebiteľa. Toto znižuje kúpnu silu spotrebiteľa
a klesá tiež životný štandard.
Index ceny zamestnania
Index je mierou počtu pracovných pozícií vo väčších spoločnostiach vo viac než 500
sektoroch vo všetkých 50 amerických štátoch a 255 metropolitných častiach. Počíta
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počet platených zamestnancov, ktorí pracujú na plný, alebo polovičný pracovný
úväzok v krajine. Ak rastie nezamestnanosť, znamená to, že ekonomika vyprodukuje
menej tovarov a služieb, čo sa podpíše na menšom HDP.
Úrokové sadzby
Je to ďaľší dôležitý lagging indikátor ekonomického rastu. Reprezentujú cenu poži-
čiavania peňazí a sú založené na hlavnej sadzbe, ktorá reprezentuje sadzbu, za ktorú
požičiava peniaze jedna banka druhej. Keď sa zvýši hlavná úroková sadzba, banky a
ostatní musia zaplatiť vyššie úrokové sadzby. Aby mohli vyrovnať túto sadzbu, poži-
čiavajú ďalej za zvýšený úrok, čím vyšší úrok, tým je menej úverov. Toto ovplyvňuje
podniky a znemožňuje im ďaľší rozvoj a rast, nakoľko nechcú čerpať drahé úvery, čo
nakoniec ovplyvňuje HDP. Nízke úrokové sadzby naopak vedú k zvýšeniu dopytu po
peniazoch a zvyšujú pravdepodobnosť inflácie.
2.2.2 Leading indikátory
Maloobchodné tržby
Vyrátavajú sa účtenky z maloobchodov zo vzoriek, ktoré reprezentujú všetky veľkosti
a typy maloobchodov v krajine. Maloobchodné tržby zahŕňajú tovary dlhodobej a
krátkodobej spotreby a služby, je to včasný indikátor vzorov spotrebiteľského sprá-
vania.
Počet začatých domov
Meria počet obytných jednotiek, na ktorých sa začalo stavať. Za začiatok sa považuje
výkop základov obytného domu. Nehnuteľnosti sú jeden z prvých sektorov, ktorý
začne reagovať na zmeny úrokových sadzieb. Významná reakcia na zmenu úrokových
sadzieb signalizuje, že úrokové sadzby sú na vrchole alebo sa k nemu blížia.
Tovary dlhodobej spotreby
Objednávky tovarov dlhodobej spotreby merajú nové objednávky zadané domácim
výrobcom. Firmy a spotrebitelia počas ťažkej ekonomickej situacie niekedy odkla-
dajú nákup týchto tovarov, toto číslo je tak užitočným meradlom spotrebiteľského
dopytu.
Index nakupných manažérov
Inštitút pre správu ponuky zverejňuje mesačný index národných výrobných pod-
mienok. Index zahŕňa údaje o nových objednávkach, výrobe, dodacích lehotách,
35
zásobách, zamestnanosti, exporte a importe. Je rozdelený do dvoch podindexov -
výrobného a nevýrobného.
Priemyselná výroba
Meria zmenu výroby v národných továrňach, ťažobnom priemysle a priemyselnej
výrobe a taktiež meria priemyselné kapacity krajiny a do akej miery ich krajina
využíva. Výrobný sektor tvorí štvrtinu ekonomík krajín, ktorých meny sú považované
za hlavné, je teda dôležité sledovať stav tovární a do akej miery sa využíva ich
kapacita.
2.3 Analýza a využitie indikátorov
Existuje veľké množstvo ekonomických indikátorov, niektoré na vývoj meny danej
krajiny nemajú skoro žiaden vplyv, niektoré spôsobia na trhoch obrovskú volatilitu
a naštartujú dlhodobé trendy. Ekonomický kalendár pri každej udalosti vykresľuje
predpokladanú volatilitu. Udalosti s najvyššou očakávanou volatilitou su práve tie,
ktoré obchodníci sledujú najviac, pri takýchto udalostiach je skoro pravidlom, že
hýbu trhom.
Každý ekonomický indikátor sa publikuje s určitou periodicitou, máme mesačné,
kvartálne či ročné periódy. Veľké pohyby spôsobia hlavne také údaje, ktoré sú vý-
znamne odlišné od predchádzajúcej periódy. Ak má dojsť k zverejneniu dát malo-
obchodných tržieb o 14:30, hodnota z minulého mesiaca bola 0,3% a očakáva sa
hodnota 0,4%, znamená to, že môžeme očakávať zvýšenie tržieb, čo znamená, že
ekonomike sa darí a obchodníci po zverejnení čísel začnú nakupovať menu danej
krajiny. Rozhodujúce je však samotné číslo a ako veľmi odlišné bude od hodnoty
predchádzajúcej periódy a od očakávanej hodnoty. Ak by sa očakávalo 0,4%, ale po
zverejnení dostaneme hodnotu napríklad 1,3%, trh by na takéto prekvapenie rea-
goval veľmi prudkým zvýšením. Ak by to bola naopak hodnota -0,7%, obchodníci
by začali menu danej krajiny prudko predávať. Vysoké rozdiely sú inhibítorom vy-
sokej volatility a zväčša pomáhajú začať dlhodobejší trend. Tieto čísla vypovedajú
o stave ekonomiky, ak sa ekonomike nedarí, ani investor nemá záujem držať menu
danej krajiny. Obchodníci tak začnú s výpredajom a tento trend trvá až dovtedy,
kým sa krajine neupravia výsledky. Cena meny sa teda vyvíja aj ako dôsledok mak-
roekonomických fundamentálnych správ.
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3 UMELÉ NEURÓNOVÉ SIETE
Jedným z efektívnych prístupov pri riešení problému je rozdelenie problému na čias-
tkové a následné postupné riešenie. Komplexný systém je rozložiteľný na jedno-
duchšie elementy a následne opäť zložiteľný. Siete sú jedným z možných prístupov
dosiahnutia takéhoto postupu a aj napriek tomu, že sietí existuje mnoho, jedno majú
spoločné - je to súbor bodov a spojení medzi nimi [20].
To sa týka aj neurónových sietí, kde bodmi sú jednotlivé neuróny a spojmi sú ich
vzájomné vstupy a výstupy. Tento koncept je paradigmou biologických neurónov a
v aktuálnom technologickom období zažíva vďaka zvyšujúcej sa výpočtovej sile svoj
rozkvet.
Koncept umelého neurónu predstavili v roku 1943 vedci Warren McCulloch a
Walter Pitts a každou dekátou sa do tejto oblasti pridávalo veľké množstvo vylepšení
a ďalších prístupov [21, s. 3].
Obr. 3.1: Biologický neurón 1
V nasledujúcej kapitole opíšem stavbu základnej výpočtovej jednotky neuróno-
vej siete - neurón a opíšem, ako sa neurónová sieť obecne učí a vyvíja. Následne
opíšem niekoľko typov neurónových sietí, ktoré vo svojej práci využívam a to sú -
Backpropagation Algorithm2, rekurentné neurónové siete a následne opíšem novú ge-
neráciu neurónových sietí spadajúcich do kategórie Deep learning. V úvode kapitoly
sa snažím čo najobecnejšie vyjadriť jednotlivé termíny, nakoľko porovnávam veľmi
odlišné neurónové siete, ktoré medzi sebou nezdieľajú svoju metodiku.
1Prevzaté z http://osp.mans.edu.eg/rehan/ann/2_2%20Biological%20Neural%
20Networks.htm
2Neurónová sieť so spätným šírením chýb
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3.1 Základné princípy
Neurónové siete sú jedným z mnohých postupov, ako riešiť výpočtový problém,
napríklad pre určenie modelu vysoko nelineárneho systému, ktorého vnútornú dyna-
miku je nemožné, prípadne veľmi náročné určiť iba algebraickými funkciami. Hovo-
ríme teda o probléme počítateľnosti (computability). Počítateľnosť definoval aj Alan
Turing ako prípad, kedy bol problém počítateľný vtedy, ak mal jednoznačný výsle-
dok počítateľný v konečnom čase, teda za pomoci Turingovho stroja. Počítateľnosťou
sa vedci až do začiatku 20. storočia nezaoberali, nakoľko bolo vytváranie modelov
dovtedy dostatočné pomocou bežných algebraických metód, ktoré sú počítateľné



































Obr. 3.2: Disciplíny umelej inteligencie a metódy učenia 3
3Zdroj obrázku pochádza z prednášky Yoshua Bengio, Department of Computer Science and
Operations Research, University of Montreal - Deep Learning: Theoretical Motivations. Dostupné
na http://videolectures.net/deeplearning2015_bengio_theoretical_motivations/
38
3.1.1 Viacvrstvové neurónové siete
Neurónové siete boli dlhodobo označované ako dostatočné iba s použitím jednej
skrytej vrstvy, nakoľko boli teoreticky schopné aproximovať akúkoľvek funkciu a
teda neurónové siete sa škálovali šírkou skrytej vrstvy (počtom neurónov v skrytej
vrstve). Pre použitie takýchto neurónových sietí bolo nutné poznať charakteristiky
vstupu a siete boli na základe mapovania charakteristík schopné s určitou pravde-
pobnosťou produkovať relevantné výsledky. Tieto neurónové siete spadajú do oblasti
klasickej symbolickej umelej inteligencie 4, kedy bolo nutné poznať skúmané entity
(symboly) toho, čo má sieť rozoznať. To však vytvára mnoho problémov v oblas-
tiach, akými sú napríklad spracovanie ľudskej reči, predikcia vývoja trhov, efektívne
rozoznávanie obrazu a ich popis a teda obecne problémy, kde je nutná viacvrstvová
reprezentácia dát. Teoretická polemika o obmedzeniach takejto generácie neuróno-
vej siete by mohla byť obsahom samostatnej diplomovej práce, takže v obsahu tejto
kapitoly sa budem snažiť iba opísať základné charakteristiky a spoliehať sa na dlho-
ročný výskum vedcov ako Lee, Largman, Pharm a Grosse, ktorí túto problematiku
detailne spracovali 5.
Neurón a perceptron
Von Neumannov processor využíva minimálne množstvo strojových inštrukcií pre
implementáciu všetkých počítateľných funkcií. V prípade umelých neurónových sietí
sú primitívne funkcie uložené v neurónoch (ako na obrázku 3.3) siete a ich spojeniach,
pričom signál postupujúci sieťou týchto neurónov nie je vždy dopredne postupujúci,
môže sa prelínať alebo vracať späť na vstupy predchádzajúcich neurónov [21, s. 31.].
Pri vytváraní neurónovej siete je nutné zohľadniť tri parametre:
1. Výber neurónov a aktivačných funkcií
2. Topológia siete
3. Metóda učenia pre určenie váh siete
Súbor týchto troch parametrov budem vo zvyšku svojej práce označo-
vať ako architektúru neurónovej siete a táto neurónová sieť bude označená
ako model.
Aktivačná funkcia 𝑓 je primitívnou funkciou, ktorá slúži namapovanie vstupných
hodnôť 𝑥𝑛*𝑤𝑛 na výstup 𝑦. Neurónová sieť s jedným neurónom sa nazýva perceptron.




𝑥𝑖 · 𝑤𝑖, (3.1)
4Dostupné na http://videolectures.net/deeplearning2015_bengio_theoretical_
motivations/, slide 16.
5Práce týchto vedcov sú dostupné na http://ufldl.stanford.edu/?papers
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Obr. 3.3: Základný neurón
kde:
𝑦𝑖 = výstup na výstupnom 𝑖− 𝑡𝑜𝑚 neuróne
𝑏 = bias - konštantná hodnota vstupu (vstupný offset)
𝑥𝑖 = vstup siete
𝑤𝑖 = váha vstupného neurónu 𝑥𝑖.
Výpočtové obmedzenia perceptronu
Jednoduchý perceptron je výpočtová jednotka s prahom Φ s 𝑛 reálnymi vstupmi




𝑤1𝑥𝑖 ≥ Φ, inak 𝑦 = 0 [21, s. 68]. To platí, pokiaľ je aktivačnou funkciou
prahovacia funkcia. Existuje však veľké množstvo aktivačných funkcií, ako sú naprí-
klad unipolárna sigmoida či hyperbolický tangens. Výstupom takéhoto perceptronu
je teda interval hodnôt < 0; 1 > (unipolárna sigmoida) a < −1; 1 > (hyperbolický
tangens).
Obecne je perceptron vhodný iba na riešenie lineárne separovateľných
úloh, teda úloh, ktorých vstupnú množinu dát je možné ako výsledok oddeliť priam-
kou (3.1.1). Dané dve množiny vektorov 𝐴 a 𝐵 v 𝑛− 𝑑𝑖𝑚𝑒𝑛𝑧𝑖𝑜𝑛á𝑙𝑛𝑜𝑚 priestore sú
lineárne separovateľné vtedy, ak existuje 𝑛+1 reálnych čísel 𝑤1, ..., 𝑤𝑛+1 kedy body
(𝑎1, ..., 𝑎𝑛) ∈ 𝐴 splňujú podmienku
𝑛∑︀
𝑖=1




𝑤1𝑏𝑖 < 𝑤𝑛+1 [21, s. 71].
Chybová funkcia perceptronu
Predpokladajme, že vstupná množina vektorov 𝐴 v n-dimenzionálnom priestore musí
byť oddelená od množiny 𝐵 tak, aby perceptron vypočítal binárnu funkciu 𝑓𝑤 s
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hodnotou 𝑓𝑤(𝑥) = 1 pre 𝑥 ∈ 𝐴 a 𝑓𝑤(𝑥) = 0 pre 𝑥 ∈ 𝐵. Binárna (prahovacia)
funkcia 𝑓𝑤 závisí na množine 𝑤 váh a prahu Φ. Chybová funkcia vyjadruje množstvo








Aj napriek tomu, že perceptron je jednoduchou výpočtovou jednotkou, výsledky
dosiahnuteľné perceptronom v aplikáciach, ako napríklad detekcia hrán, je dosta-
točná až uspokojivá.
















Obr. 3.4: Lineárne separovaný 2-dimenzionálny priestor vstupných hodnôt percep-
tronom
3.1.2 Učenie
Učenie (učiaci algoritmus) je adaptívna metóda, ktorou sa sieť výpočtových jed-
notiek (neurónov) samo-organizuje pre implementáciu požadovaného správania [21,
s. 77]. Vo váhovacích neurónových sieťach6 je to proces nastavovania váh danej ne-
urónovej siete. Učiace algoritmy sa delia do dvoch základných skúpín a to je učenie
s učiteľom a učenie bez učiteľa.
Učenie s učiteľom spočíva v metóde, kedy privedieme na vstup množinu vstup-
ných hodnôť 𝑥(𝑛) a pozorujeme výstup 𝑦(𝑚) vypočítaný sieťou. Následne sa výstup
porovná s požadovanými hodnotami, pričom hodnoty váh sa nastavia veľkosťou od-
chýlky určenou chybovou funkciou učiacého algoritmu [21, s. 78].
Učenie bez učiteľa sa využíva vtedy, pokiaľ máme danú vstupnú množinu hodnôt
𝑥(𝑛), avšak nie je známa jej požadovaná výstupná hodnota 𝑦(𝑛). Ide teda najmä o
aplikácie, v ktorých je nutné určiť hypotetické triedy či súvislosti v dátach.
6Siete, v ktorých je proces učenia zabezpečený modifikáciou hodnôt váh medzi neurónmi
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3.2 Dopredné neurónové siete
Dopredné neurónové siete je model sietí s pevne definovanou dimenziou vstupov a vý-
stupov a s pevne zadaným počtom výpočtových krokov7. Sú schopné implementovať
ľubovoľnú logickú funkciu a sú jednoduché na trénovanie [22]. Nakoľko implementácii
dopredných sietí je niekoľko, pre moju prácu je významný najmä učiaci algoritmus
Backpropagation opísaný v nasledujúcej kapitole. Tento typ siete je organizovaný vo
vrstvách a signály postupujú od vstupu na výstup siete skrz jednotlivé vrstvy neuró-
nov. Vstup siete je teda definovaný vstupnou vrstvou neurónov a výstup výstupnou
vrstvou neurónov, pričom najčastejšie sa využíva jedna skrytá vrstva (3.1.1). Až
95% publikácii o neurónových sieťach sa zaoberá doprednými neurónovými sieťami

















Obr. 3.5: Schéma doprednej neurónovej siete
3.2.1 Algoritmus Backpropagation
Algoritmus Backpropagation je učiaci algoritmus určený najmä pre dopredné neuró-
nové siete8.
Backpropagation algoritmus využíva učenie s učiteľom (3.1.2), kedy je známy
požadovaný (teoretický) výstup 𝑡(𝑛) voči vstupu 𝑥(𝑛), pričom sa vypočítava chyba
7Počet výpočtových krokov je definovaný počtom vrstiev doprednej neurónovej siete
8Algoritmus Backpropagation je rozšíriteľný aj na variantu určenú pre rekurentné neurónové
siete ako napríklad pre sieť Hidden Markov Model [21, s. 177]
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𝐸 (3.7). Hlavnou myšlienkou algoritmu je redukcia chyby 𝐸 až do chvíle, kedy je
sieť naučená na tréningové data.





𝑥𝑖 · 𝑤𝑖) (3.3)
𝑆 = sigmoidálna funkcia
Aktivačnou funkciou býva najčastejšie využívaná sigmoida s reálnym výstupom
𝑠𝑐 : IR → (0; 1) definovaným výrazom:
𝑠𝑐(𝑥) =
1
1 + 𝑒−𝑐𝑥 (3.4)
Koeficient 𝑐 určuje strmosť a definuje tvar sigmoidálnej funkcie (3.6).








Obr. 3.6: Priebehy sigmoidálnej funkcie pre c=1, c=2 a c=3
Chybová funkcia (3.5) hľadá minimum v množine váh využitím metódy gradient
descent 9. Metóda opisuje mieru výkonnosti (kvalitu naučenia) neurónovej siete od-
chýlkou medzi teoretickou 𝑡𝑖 a získanou 𝑦𝑖 hodnotou siete pre vstupnú tréningovú




||𝑦𝑖 − 𝑡𝑖||2 (3.5)
9Mnohé materiály sa líšia v správnom preklade metódy gradient descent, voľný preklad do




𝑛 = počet výstupných neurónov
𝑡𝑖 = je teoretický/požadovaný výstup na výstupnom 𝑖− 𝑡𝑜𝑚 neuróne
𝑦𝑖 = skutočný výstup na výstupnom 𝑖− 𝑡𝑜𝑚 neuróne.
Pred trénovaním sa nastavia váham náhodné hodnoty 𝑤𝑖 = 𝑅𝑎𝑛𝑑(), následne
počas trénovania siete prekladáme vstupom siete jednotlivé trénovacie množiny a
na výstupe získavame celkovú chybu siete 𝐸, pre ktorú hľadáme lokálne minimum.









Vypočítaný gradient chybovej funkcie (3.6) následne slúži na úpravu váh siete
podľa vzťahu
△ 𝑤𝑖 = −𝛾 𝜕𝐸
𝜕𝑤𝑖
pre 𝑖 = 1, ..., 𝑙 (3.7)
kde:
𝛾 = koeficient učenia.
Po úprave váh siete znova predložíme sieti ďalšiu trénovaciu množinu a to pokým


























Obr. 3.7: Výpočet chyby výstupu siete s algoritmom Backpropagation
Dopredné neurónové siete majú viacero limitácii kvôli ich architektúre:
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• Vstupom môže byť iba vektor s pevne danými rozmermi (napríklad obrázok)
• Výstupom je opäť vektor s pevne danými rozmermi
• Výpočet je pevne definovaný v počte krokov (množstvom vrstiev siete)
V prípade, že je potrebné mať flexibilný počet vstupov a výstupov s možnosťou
zmeny počtu výpočetných krokov, možnou alternatívou bývajú rekurentné neuró-
nové siete popísané v nasledujúcej kapitole.
3.3 Rekurentné neurónové siete
Rekurentné neurónové siete (RNN) sú veľmi podobné biologickým neurónom a sú
modelom neurónovej siete vhodnej pre riešenie úloh založených na rozoznávaní vzo-
rov, ktorých vstup aj výstup je sekvenčný. Táto vymoženosť umožňuje RNN byť
vhodnou voľbou pre aplikácie ako rozoznávanie reči, syntéza reči, rozoznávanie en-
tít, modelovanie jazyka a strojového prekladu atď. RNN sú vysoko expresívne a
môžu implementovať ľubovoľný výpočet, ktorých výstup môže dosiahnúť netriviálne
výsledky náročných sekvenčných úloh, avšak sú veľmi náročné na trénovanie, ob-
zvlášť pri komplikovaných dlhodobých časových štruktúr [23]. Matematicky RNN
implementujú dynamické systémy a existuje mnoho trénovacích algoritmov avšak
nedá sa vyčleniť žiadny ako najpoužívanejší [22].
RNN využívajú učenie s učiteľom (3.1.2), kedy poznáme požadovaný výstup siete



















Obr. 3.8: Schéma rekurentnej neurónovej siete
RNN sa najčastejšie využívajú pre riešenie úloh ako [22]:
• identifikácia systémov a inverzná identifikácia
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• filtrácia a predikcia
• klasifikácia vzorov




Neurón rekurentnej neurónovej siete je odlišný od neurónu tradičných sietí. Pri do-
predných neurónových sieťach sú neuróny bezstavové a menia sa iba váhy ich vstupov
a výstupov, naopak, neuróny rekurentných neurónových sietí uchovávajú stav (3.8)
[23].
ℎ𝑡 = 𝑓𝑊 (ℎ𝑡−1, 𝑥𝑡)




ℎ𝑡 = nový stav
𝑓𝑊 = funkcia s parametrom W
ℎ𝑡−1 = predošlý stav
𝑥𝑡 = vstupný vektor v čase t
𝑊ℎℎ = váhy self-loop väzby nerónu
𝑊𝑥ℎ = váhy vstupu do neurónu
𝑊ℎ𝑦 = váhy výstupu z neurónu
Pri viacvrstvovej RNN sieti vyzerá vzťah nasledovne:




Tento typ sietí ponúka veľkú flexibilitu. Na obrázku 3.9 je vidieť rôzne varianty
vstupných a výstupných vektorov sietí RNN. V prvom prípade 1-k-1 máme jeden
pevne definovaný vstupný (červený) a výstupný vektor (modrý). Nakoľko pri RNN
môžeme operovať zo sekvenciami, v prípade 1-k-n je na vstupe pevne daný vek-
tor, pričom na výstupe získavame sekvenciu vektorov (popis obrázku slovami). Pri
konfigurácii n-k-1 získavame na základe niekoľkých vstupných vektorov jeden vý-
stupný (určenie sentimentu zo sekvencie slov) a konfigurácia n-k-n nám je schopná
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na základe sekvencie vstupných vektorov vypočítať sekvencie výstupných (preklad
sekvencií slov). Poslednou konfiguráciou je n-k-n, ktorá je vhodná pre aplikácie s






















Obr. 3.9: Schéma RNN sietí
3.3.2 Architektúra LSTM
Teoreticky sú siete RNN samy osebe schopné riešiť úlohy založené na predchádza-
júcich sekvenciách, ako je napríklad predikcia následujúcich slov vo vete, prípadne
hodnotu signálu založenú na predošlých hodnotách, avšak v praxi to tak nefunguje
a tento problém bol dohĺbky rozobraný Yoshua Bengiom v roku 1994 [24], ktorý
objavil fundamentálne javy, ktoré robia takúto funkcionalitu problematickou. Tento
problém avšak spoľahlivo riešia LSTM siete, ktorých hlavnou výhodou je dlhodobá
pamäť (long-term dependency).
Práve z tohto dôvodu veľká časť implementácii RNN využíva architektúru LSTM.
Základnou výpočetnou jednotkou je pamäťová bunka. Tá pozostáva zo 4 hlavných
častí 11: input gate, neurón s rekurentnou väzbou, forget gate a output gate. Input gate
10Informácie čerpané z prednášky od Andrej Karpathy - CS231n Winter 2016: Lecture 10: Re-
current Neural Networks, Image Captioning, LSTM. Dostupné na https://www.youtube.com/
watch?v=yCC09vCHzF8
11Nakoľko neexistujú slovenské ekvivalenty názvov častí týchto buniek, zachovávam anglickú
terminológiu
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prijíma vstupný signál ovplyvňujúci stav bunky, forget gate ovplyvňuje pamäť bunky
tj. postupné zabúdanie bunky a output gate ovplyvňuje väzbu s ďalšími bunkami [22].
Siete LSTM predstavili v roku 1997 autori Hochreiter a Schmithuber pričom táto
implementácia sa stala okamžite veľmi populárnou vo vedeckej obci [25].
















Obr. 3.10: Schéma LSTM siete
Forget gate
Forget gate slúži na určenie úrovne uchovania predošlého stavu bunky na základe
výstupnej hodnoty funkcie 𝑓𝑡 (rovnica 3.10). Tá je daná váhou 𝑊𝑓 s hodnotami
v intervale IR → (0; 1), kedy 0 znamená úplné ”zabudnutie” a 1 úplné zachovanie
predchádzajúceho stavu.
𝑓𝑡 = 𝜎(𝑊𝑓 · [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓 ) (3.10)
kde
ℎ𝑡−1 = predchádzajúci stav
𝑥𝑡 = aktuálny vstup
𝑏𝑓 = forget gate bias
𝑊𝑓 = váhy forget gate
𝜎 = sigmoidálna funkcia
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Input gate
Sigmoidálna vrstva input gate určuje, ktoré hodnoty stavového vektora sa upravia,
následne vrstva pozostávajúca z hyperbolického tangensu vytvorí nový vektor hod-
nôt kandidátov označený ako 𝐶𝑡, ktoré majú byť pridané do stavového vektora.
𝑖𝑡 = 𝜎(𝑊𝑖 · [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)
𝐶𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 · [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶)
(3.11)
kde
ℎ𝑡−1 = predchádzajúci stav
𝑥𝑡 = aktuálny vstup
𝑏𝑖 = input gate bias
𝑏𝐶 = candidates bias
𝑊𝑖 = váhy input gate
𝑊𝐶 = váhy candidates
𝜎 = sigmoidálna funkcia
Úprava stavu
Pokiaľ sme vypočítali hodnoty input gate a forget gate, dôjde k úprave stavového
vektoru bunky, čím získavame vektor 𝐶𝑡.
𝐶𝑡 = 𝑓𝑡 · 𝐶𝑡−1 + 𝑖𝑡 · 𝐶𝑡 (3.12)
Output gate
Na záver pomocou output gate rozhodneme, aký vektor ide na výstup siete. Výstup
bude závislý na vnútornom stavovom vektore, avšak pôjde o filtrovanú variantu. V
prvom rade vypočítame výstup sigmoidálnej funkcie so vstupom stavového vektora,
čím rozhodneme, aké hodnoty budú na výstupe. Následne vypočítame pomocou
hyperbolického tangensu so vstupom stavového vektora, čím získame na výstupe
hodnoty IR → (−1; 1) a vynásobíme výstupom zo sigmoidálnej funkcie.
𝑜𝑡 = 𝜎(𝑊𝑜 · [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)




ℎ𝑡−1 = predchádzajúci stav
𝑥𝑡 = aktuálny vstup
ℎ𝑡 = nový stavový vektor
𝜎 = sigmoidálna funkcia
3.4 Umelá inteligencia a devízový trh
Umelá inteligencia je vedecký obor zaoberajúci sa systémami, ktoré sa správajú
inteligentne. Do tejto oblasti spadajú oblasti ako počítačové videnie, strojové učenie,
spracovanie prirodzenej reči (NLP), rozoznanie reči, expertné systémy, optimalizácie
plánovania a robotika. V tejto kapitole sa budem zaoberať iba oblasťami strojového
učenia, avšak nakoľko tieto oblasti zdieľajú svoje metódy, budem obecne hovoriť o
umelej inteligencii.
V predchádzajúcej kapitole 1.1 som opísal FOREX ako systém z makroekono-
mického hľadiska, popísal som, čo najviac ovplyvňuje hodnoty cien a aké sú väzby
medzi trhmi obecne. V tejto kapitole opíšem FOREX z pohľadu technickej ana-
lýzy a systémov a budem analyzovať výber najvhodnejšej implementácie obecných
neurónových sietí pre predikciu vývoja cien.
3.4.1 FOREX ako systém
Z technického hľadiska je FOREXe dynamický systém, ktorý má vstupný signál
𝐼𝑁𝑃𝑈𝑇 = 𝑂𝑟𝑑𝑒𝑟(𝑆𝑦𝑚𝑏𝑜𝑙, 𝑉 𝑜𝑙𝑢𝑚𝑒, 𝑆𝐻𝑂𝑅𝑇 |𝐿𝑂𝑁𝐺)
a 2 výstupné:
𝑂𝑈𝑇𝑃𝑈𝑇1 = 𝑃𝑟𝑖𝑐𝑒(𝑆𝑦𝑚𝑏𝑜𝑙),
𝑂𝑈𝑇𝑃𝑈𝑇2 = 𝑉 𝑜𝑙𝑢𝑚𝑒(𝑆𝑦𝑚𝑏𝑜𝑙, 𝑃𝑟𝑖𝑐𝑒)
kde
Order( Symbol, Volume, SHORT|LONG ) = objednávka symbolu s objemom a typom pozície
Price( Symbol ) = cena menového páru
Volume( Symbol, Price ) = objem menového páru na určitej cene na trhu.
Pre každého účastníka na trhu sa dá FOREX veľmi zjednodušene vyjadriť po-
mocou blokovej schémy nasledovne:
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FOREXOrder Price, Volume
Obr. 3.11: Model FOREXu so zanedbaním externých udalostí
Avšak forex ako systém je vysoko nelineárny s premenlivým počtom vstupov s
rôznymi váhami 𝑤12 (účastníci a ich objednávky, bankové intervencie, makroekono-
mické udalosti) a jeho vlastnosti sa teda neustále menia. Na schéme 3.4.1 môžeme
vidieť FOREX ako systém z pohľadu jedného účastníka bez zanedbania vonkajších
faktorov.
FOREXOrder
Bakové intervencie, Makroekonomické udalosti,...
Price, Volume
Obr. 3.12: Model FOREXu
Ako bolo spomenuté v prechádzajúcich kapitolách, pri automatizovanom obchod-
nom systéme sa využívajú stratégie, ktoré je možné chápať ako samostatný systém
so vstupmi a výstupmi. V prípade, že prichádza dôležité ekonomické rozhodnutie
zo strany bánk (napr. FED - kvantitatívne uvoľňovanie), stratégie a automatizo-
vané systémy sa v bežnej praxi vypínajú, nakoľko dochádza k prudkým zmenám
premenných v systéme [19, s. 16].
V prípade využívania umelej inteligencie v obchodovaní na FOREXe sa namiesto
klasických stratégii využívajú systémy na báze strojového učenia. Tie môžu fungovať
plne automaticky alebo ako sprievodný systém pre manuálne obchodovanie, ako je
možné vidieť na schéme 3.4.1. Manažér stratégie v tomto prípade slúži ako ovládanie
výstupu stratégie.
12Trh je priestor, v ktorom si jednotlivé ekonomické subjekty vymieňajú výsledky svojej činnosti
medzi sebou, čiže každý z účastníkov je tvorca trhu s určitou váhou 𝑤𝑇 ovplyvňujúcou cenové
hladiny komodít. Banky a makroekonomické udalosti majú spravidla 𝑤𝐵 >> 𝑤𝑇 , pričom 𝑤𝑇𝑥 a












Obr. 3.13: Automatizované obchodovanie na FOREXe
3.4.2 Deep learning
Doteraz sa v oblasti predikcie vývoja akciového a devízového trhu používali v prípade
využívania umelej inteligencie metódy tradičného strojového učenia, avšak posledné
výskumy ukazujú, že tieto metódy sú na túto aplikáciu nedostatočné a nemajú uspo-
kojivé výsledky. Zmenu však spôsobila popularizácia nových metód Deep learning,
ktoré na rozdiel od tradičných neurónových sietí využívajú vačšie množstvo skrytých
vrstiev a vykazujú tak oveľa lepšie výsledky [26].
Za predpokladu, že veľké množstvo algoritmických systémov na trhu
(kapitola 1.6), ktoré majú podiel na trhu viac ako 70%, využívajú metódy
tradičného strojového učenia 13 a tieto metódy vykazujú menšiu úspešnosť
ako metódy Deep learning, mali by sme s využítím Deep learning metód
byť na trhu ziskoví. Z tohto dôvodu som sa rozhodol vo svojej práci využívať
práve metódy Deep learning a potvrdiť alebo vyvrátiť tento predpoklad.
13Tieto systémy využívajú predovšetkým metódy ako SVM alebo rozhodovacie stromy
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4 TEXT MINING
Text mining je podskupinou data miningu s cieľom dolovania znalostí z textových
databáz, obecne sa vzťahuje k procesu extrakcie zaujímavých a netriviálnych vzo-
rov či znalosti z neštrukturovaných textových zdrojov. Je možné sa na text mining
pozerať ako na rozšírenie data miningu o získavanie poznatkov z neštrukturovaných
databázií [27].
Využívanie text miningu pre predikciu trhového vývoja so sebou nesie prelínanie
viacerých vedeckých disciplín (obrázok 4.1): Lingvistika (pre porozumenie vyjadre-
nia autora), strojové učenie (pre využitie výpočtových metód a nachádzanie vzorov)
a behavioristika-ekonómia (pre získanie ekonomického významu a kontextu) [28].
Lingvistika
Strojové učenie Behavioristika-Ekonómia
Obr. 4.1: Text mining - prelínanie disciplín
4.1 Strojové spracovanie textov
Medzi najpoužívanejšie metódy v text miningu patria metódy tradičného strojového
učenia ako SVM, regresné algoritmy, rozhodovacie stromy a Naivný Bayes. Umelé
neurónové siete takú popularitu nemajú, avšak pomaly si získavajú veľkú pozornosť
[29].
Pri analýze textov rozlišujeme základné kategórie [28]:
• Novinové správy, vyhlásenia - obecne informatívny text
• Blogy a komentáre - emočne podfarbené subjektívne špekulácie
• Tweety, správy zo sociálnych sietí - krátke a stručné texty
V tejto práci sa budem zameriavať na prvú kategóriu - obecne informatívny
text, a to z dôvodu, že tieto informácie majú najpodstatnejší a najväčší dopad na
devízový trh [30]. Ako bolo spomenuté v kapitole 1.5, tieto zásahy do trhu vytvá-
rajú najvyššiu volatilitu a prudké zmeny vývoja ceny. Nakoľko z týchto informácii
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nie je možné získať emočné zafarbenie, ktoré je nutnou podmienkou pre analýzu
sentimentu, budem pristupovať k tejto problematike zvlášť (viac v kapitole 4.3).
4.1.1 Vstupný dataset
Preto, aby sme mohli vyhodnocovať textový obsah, je nutné zvoliť si vstupnú mno-
žinu dát a jej formát. Je vhodné vyberať také zdroje, ktoré majú najnižšie množstvo
šumu (nepodstatných informácii) a tým pádom najväčšie množstvo podstatných in-
formácii voči svojej dĺžke. Pre svoju prácu som zvolil 4 zdroje - CNBC Economy,
BBC Economy, CNNMoney a Wall Street Journal [28].
4.1.2 Predspracovanie
Pokiaľ disponujeme surovými dátami z online denníkov, je nutné tieto dáta previesť
z neštruktúrovanej formy do štruktúrovanej [28]. Najlepšou formou je Scraping1 dát
a serializácia do formátu JSON, nakoľko tento formát obsahuje najmenšie množstvo
redundatných znakov a je jednoducho deserializovateľný. Pre tento účel som vytvoril
vo svojej práci scrappingový nástroj, ktorý je zahrnutý v jednotlivých subsystémoch
opísaných v praktickej časti tejto práce.
4.1.3 Výber príznakov
Výber správnych príznakov pre reprezentáciu každého textu je veľmi dôležitý a môže
viesť k zásadným rozdielom v náročnosti algoritmov strojového učenia. Najpouží-
vanejšou metódou je bag-of-words ktorá rozdelí text na slová a každé z nich označí
ako príznak [31]. Existujú ešte metódy ako noun-phrases, named entities, Latent
Dirichlet Allocation (LDA), N-grams a mnoho iných.
4.1.4 Redukcia dimenzií
Ako bolo spomenuté v predchádzajúcej kapitole, veľké množstvo redundantného
textu môže spôsobiť zásadné rozdiely vo výkonnosti algoritmov strojového učenia.
Preto je nutné tento priestor slov zredukovať na najpodstatnejšie termíny. Pre re-
dukciu dimenzií existuje obrovské množstvo postupov, pričom najčastejšie ide o
kombináciu nasledovných:
• Filtrácia na základe predefinovaných slovníkov, kolekcií kľúčových slov.
• Konverzia na malé písmena, odstránenie interpunkčných znamienok,lemmatizácia.
• Minimálny a maximálny počet výskytov slova.





Po výbere minimálneho množstva príznakov je nutné týmto príznakom určiť nume-
rickú reprezentáciu vhodnú pre spracovanie metódami strojového učenia. Každá z
týchto numerických hodnôt sa interpretuje ako váha alebo hodnotenie. Pre tento
účel sa využívajú najmä týchto najpopulárnejších 5 metód pre určenie metrík [32]:
• Information Gain (IG)
• Chi-square Statistics (CHI)
• Document Frequency (DF)
• Accuracy Balanced (Acc2)
• Term Frequency-Inverse Document Frequency (TF-IDF)
Najpopulárnejšia je však binárna reprezentácia, čiže priradenie hodnoty 0 alebo
1 ako absencia či výskyt v priestore slov pre dané slovo (platí pri metóde bag-of-
words). Redukciu dimenzií som vo svojej práci riešil odstránením nepodstatných slov
(stop-words) a sumarizáciou textu pomocou Demerau-Levensteinovej vzdialenosti.
4.2 Klasifikácia textu
Klasifikáciou textu sa rozumie proces zatriedenia textu do predom definovaných
kategórii, o proces štítkovania neoštítkovaného textu využívaním tréningovej mno-
žiny. Najčastejšie sa pre tento účel využívajú algoritmy ako SVM, Naivný Bayesov
klasifikátor, neurónové siete alebo k-NN [32].
4.2.1 Klady a zápory algoritmov na klasifikáciu textu
Ako bolo spomenuté, existuje viacero algoritmov pre klasifikáciu textu. Výber toho
správneho nástroje je veľmi dôležitý, preto si poďme opísať klady za zápory najpou-
žívanejších algoritmov pre klasifikáciu textu:
• Učiace techniky založené na inštanciách (napríklad k-NN)
– Náročné na zdroje (pamäť)
– Vhodné len pre menšie množstvo dimenzií
• Rozhodovacie stromy a algoritmy rozdeľuj-a-panuj
– Kategórie môžu prevýšiť množstvom dáta
– Môžu padnúť do lokálneho minima
• Neurónové siete
– Náročny výber správnej topológie
2Stemming je proces redukcie skloňovania slov
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– Tréning zaberá veľké množstvo času a vyžaduje veľké množstvo dát
• SVM
– Náročný výber správneho jadra
– Nejednoznačnosť výsledkov
– Neštandartný spôsob riešenia multi-kategoriálnych problémov. Funda-
mentálne ide o binárny klasifikátor
• Logistická regresia
– Obmedzená schopnosť reprezentácie
– Fundamentálne binárny klasifikátor
• Naivný Bayesov klasifikátor
– Veľmi jednoduchá reprezentácia; Nepovoľuje bohaté hypotézy
– Predpoklad nezávislosti atribútov je obmedzením
4.2.2 Naivný Bayesov klasifikátor
Bayesovské klasifikátory sú štatistické klasifikátory, ktoré predikujú pravdepodob-
nosti, s ktorými daný príklad patrí do danej triedy. Pritom vychádzajú z určenia
podmienených pravdepodobností jednotlivých hodnôt atribútov pre rôzne triedy
[33]. Bayesovská teoréma hovorí, ako možno vypočítať podmienenú pravdepodob-
nosť 𝑃 (𝐻|𝑋):
𝑃 (𝐻|𝑋) = 𝑃 (𝑋|𝐻) · 𝑃 (𝐻)
𝑃 (𝑋) (4.1)
kde
𝑋 = prvok pre klasifikáciu
𝑃 (𝐻|𝑋) = posteriórna pravdepodobnosť H za podmienky X
𝑃 (𝐻) = apriórna pravdepodobnosť H.
Naivný Bayesovský klasifikátor vychádza z predpokladu, že efekt, ktorý má hod-
nota (každého) atribútu na danú triedu, nie je ovplyvnený hodnotami ostatných
atribútov [33].
Jeho veľkými výhodami je jeho jednoduchosť a zrozumiteľnosť. Aj keď ide o jeden
z najstarších klasifikátorov, je veľmi efektívny aj vo svojej najjednoduchšej forme.
Viacero prác dokazuje, že jeho účinnosť je porovnateľná s účinnosťou rozhodova-
cích stromov alebo niektorých foriem neurónových sietí [34]. Výhodou a zároveň
aj nevýhodou (v závislosti od aplikácie) je jeho predpoklad (naivnosť) nezávislosti
atribútov.
Proces učenia












Vstupom procesu je vstupný dokument 𝑑, pevne daná množina tried 𝐶 a trénovacia
množina 𝑚.
𝑑 = {𝑥1, 𝑥2, ..., 𝑥𝑛} = {{′′𝑎ℎ𝑜𝑗′′}, {′′𝑠𝑣𝑒𝑡′′}, ...}
𝐶 = {𝑐1, 𝑐2, 𝑐3, ..., 𝑐𝑛}
𝑚 = {(𝑑1, 𝑐𝑘), (𝑑2, 𝑐𝑙), ..., (𝑑𝑛, 𝑐𝑚)}
Výstupom je naučený klasifikátor 𝛾 : 𝑑→ 𝑐.
K procesu učenia je možné voliť metódu bag-of-words 4.1.3:
𝛾(𝑏) = 𝑐 (4.3)
kde
𝑏 = množina slov a ich výskytov bag-of-words {(word,count), ... }
𝛾 = Bayesov naivný klasifikátor
𝑐 = výstupná trieda
pričom Bayesov naivný klasifikátor (rovnica 4.4) sa použije nasledovne:
𝑃 (𝑐|𝑑) = 𝑃 (𝑑|𝑐) · 𝑃 (𝑐)
𝑃 (𝑑) (4.4)
kde
𝑑 = dokument pre klasifikáciu
𝑐 = trieda
pričom výsledná klasifikácia je určená vzťahom
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𝑐𝑀𝐴𝑃 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑐∈𝐶𝑃 (𝑐|𝑑)
= 𝑎𝑟𝑔𝑚𝑎𝑥𝑐∈𝐶
𝑃 (𝑑|𝑐) · 𝑃 (𝑐)
𝑃 (𝑑)
= 𝑎𝑟𝑔𝑚𝑎𝑥𝑐∈𝐶𝑃 (𝑑|𝑐) · 𝑃 (𝑐)
= 𝑎𝑟𝑔𝑚𝑎𝑥𝑐∈𝐶𝑃 (𝑥1, 𝑥2, ..., 𝑥𝑛|𝑐)𝑃 (𝑐)
(4.5)
kde
𝑀𝐴𝑃 = "maximum a posteriori"(najpravdepodobnejšia trieda)
𝑥 = dokument 𝑑 reprezentovaný vlastnosťami 𝑥1, ..., 𝑥𝑛.
4.3 Analýza sentimentu
Analýza sentimentu alebo inak povedané opinion mining je súbor metód pre urče-
nie pozitívnosti či negatívnosti obsahu textového zdroja. Vďaka tomu vieme určiť
subjektívnosť informácie z textových dokumentov, prípadne reakciu čitateľov (v ko-
mentároch) na faktickú správu. Pre takýto proces je nutné vykonať predspracovanie
datasetu správ týmito krokmi [30]:
1. Tokenizácia. Oddelenie elementov korpusu na unikátne časti - unikátne slová.
2. Negácie. Využijeme pravidiel pre detekciu negácii a ich invertovanie.
3. Odstránenie stopovacích slov. Odstránenie slov ktoré nemajú podstatovú dô-
ležitosť.
4. Stemming. Odstránenie skloňovania slov.
Keď máme takto spracovaný súbor textov, sentiment môžeme hodnotiť metrikou











𝑡 = daný deň pre danú informáciu
𝑊𝑝𝑜𝑠(𝐴) = počet výskytu pozitívnych slov
𝑊𝑛𝑒𝑔(𝐴) = počet výskytu negatívnych slov
𝑊𝑡𝑜𝑡(𝐴) = celkový počet slov
𝜇 = stredná hodnota
𝜎 = stredná odchýlka
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Nakoľko sa pri vytváraní klasifikátorov pre analýzu sentimentu využíva učenie s
učiteľom, je nutné disponovať dostatočne veľkým súborom tréningových dát3. Učenie
bez učitela sa využíva vo velmi malej miere pričom sa využívajú metódy LDA alebo
Tree steps 4. Konkrétnu implementáciu analýzy sentimentu opisujem v kapitole ??.
3Pre trénovanie neurónovej siete pre analýzu anglických textov sa najviac využíva Large Movie
Review Dataset dostupný na http://ai.stanford.edu/~amaas/data/sentiment/ a pre české
texty SubLex dostupný na https://lindat.mff.cuni.cz/repository/xmlui/handle/11858/
00-097C-0000-0022-FF60-B
4Viac info na http://www.extractor.com/IR2000.pdf
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5 ZÁVER
Cieľom mojej diplomovej práce bolo vytvorenie komplexného riešenia pre automa-
tizované obchodovanie s využitím analýzy sentimentu a predikcie vývoja trhu. Pre
tento účel je nutná okrem podrobných a kvalitných znalostí z oblasti kapitálových
trhov aj znalosť programovania vo viacerých technológiách, znalosť neurónových
sietí a metód strojového učenia, schopnosť riešiť zložité návrhové a konštrukčné
vzory, ktoré dávajú predpoklad k úspešnej implementácii všetkých nutných častí
tejto práce. Je nutné poznať aj technickú, aj ekonomickú problematiku trhov do
hĺbky, nakoľko jednotlivé predikcie či analýzy sú medzi sebou zapojené sériovo a
môžu spôsobovať veľké neurčitosti a nepresnosti.
Preto som sa detailne zameral na opis najčastejších a najzásadnejších javov,
ktoré ovplyvňujú cenu menových párov na FOREXe. V prvej kapitole Devízový trh
a jeho vlastnosti som opísal FOREX a to z dvoch pohľadov - obchodného (1.2) a
technického, nakoľko oba sú pre túto prácu dôležité. Vysvetlil som a doložil dôkazy
o koreláciach na trhu (1.4), popísal vplyvy na volatilitu jednotlivých signálov a určil
tak dynamiku tvorby cien na trhu a ich charakter. Aj keď sa často v laickej sfére
predpokladá, že algoritmické systémy spôsobujú vysokú volatilitu trhu, na základe
viacerých vedeckých prác a odvodením vzorcov som uviedol, že tomu tak nie je
(1.6.1).
V ďalšej kapitole Fundamentálna analýza som sa osobne stretol s viacerými ob-
chodníkmi, aby som videl, ako títo tvorcovia trhu rozmýšľajú a ako ovplyvňujú
teda dynamiku trhu. Svoje poznatky som na základe ich skúseností opísal a zistil,
že mnohé fundamenty fungujú vďaka tomu, že v nich veria samotní obchodníci a
tým pádom tieto fundamenty sami vytvárajú. Takéto predpoklady a analýzy nie
sú cieľom mojej práce, ale uviedol som v kapitole 1.4.1 obdobný jav, kedy menový
pár USDJPY po svetovej kríze zmenil svoju koreláciu voči japonskému akciovému
indexu Nikkei a bolo to spôsobené práve rozmýšlaním samotných obchodníkov.
Kapitola Umelé neurónové siete je zameraná na vysvetlenie funkčnosti najpouží-
vanejších neurónových sietí. Dôvod, prečo som urobil tento prehľad je, že tieto siete
sa vo veľkej miere využívajú v algoritmických systémoch a sú to práve oni, proti
ktorým obchodujeme. Detailne som sa v kapitole zameral na funkčnosť a stavbu
rekurentných neurónových sietí a to najmä na modernú architektúru LSTM, ktorá
na základe viacerých prác, ktoré som mal možnosť si preštudovať, vykazujú najkva-
litnejšie výsledky v oblasti sekvenčnej predikcie a klasifikácie. V poslednej časti tejto
kapitoly som vyjadril FOREX z pohľadu systémov a určil predpoklad, že metódy
Deep Learning, do ktorých spadá aj kategória sietí LSTM, vykazuje vo viacerých ob-
lastiach komplexnej predikcie a klasifikácie oveľa kvalitnejšie výsledky, ako metódy
tradičného strojového učenia.
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V kapitole Text mining rozoberám rôzne metódy dolovania, predspracovania a
spracovania textu pre určenie ich charakteru a sentimentu. Nakoľko je však inter-
net zaplavený obrovským množstvom správ, je problematické pre strojovú analýzu
niekoľko faktorov a to určenie, akú ekonomiku daný článok opisuje a aký má tento
článok vplyv na trh. V prvej časti som opísal charakter vstupných dát. Určil som,
že vstupné dáta sú obsahy webových stránok, ktoré sú zašumené HTML značkami a
množstvom redundatného obsahu. Využil som preto samotné HTML značky a vytvo-
ril nástroj na báze Scrappingu, ktorý je schopný obsah webových stránok extraktovať
práve vďaka výskytu týchto značiek. Následne som tento text predspracoval pomo-
cou tokenizácie (rozdelenia do zoznamu slov a odstránením interpunkcie) a vytvoril
tak vhodný dataset pre spracovanie. Následne som riešil problém s klasifikáciou
článku, aby som určil, akú ekonomiku článok opisuje. Pre tento účel som vytvoril
implementáciu Naivného Bayesovho klasifikátora, ktorú som naučil na dáta, ktoré
som získal z webových portálov, kde som mohol okrem samotného článku priamo
získať štítok z označením, o akú ekonomiku sa v článku jedná. Takto som vytvoril
trénovaciu množinu a naučil klasifikátor rozoznávať jednotlivé ekonomické články.
Úspešnosť predikcie sa pohybovala medzi 59-64% na nových dátach, 89% na trénova-
cích. Neskôr som zistil, že klasifikácia článkov vykazuje lepšie výsledky pri krátkych
textoch, preto som implementoval nástroj pre automatizovanú sumarizáciu textu,
ktorou som zmenšil počet dimenzii (množstvo slov) klasifikovaného článku, čím sa
mi podarilo zlepšiť úroveň klasifikácie o viac ako 10%. Takto klasifikovaný text som
mohol následne analyzovať z pohľadu obsahu sentimentu. Implementoval som preto
neurónovú sieť s architektúrou LSTM (??). Neurónovú sieť som natrénoval s použi-
tím množiny textov nazvanú IMDB dataset, ktoré obsahujú užívateľské hodnotenia
z portálu IMDB.com a sú vytriedené na pozitívne a negatívne. Tento nástroj vy-
kazoval až prekvapivo kvalitnú klasifikáciu citovo zafarbeného textu, čo môže byť
použité ako analyzátor užívateľských komentárov pod internetovými ekonomickými
článkami, nie však na samotné vecné ekonomické články. Z toho dôvodu som vytvoril
vlastnú množinu ekonomických správ, ktorých štítok (pozitívne, negatívne) som ur-
čil porovnaním hodnoty príslušného menového páru deň pred/deň po vydaní článku
(??). Výsledky, ktoré som dokázal ručne skontrolovať, vykazovali oveľa kvalitnejšie
výsledky.
Takáto analýza nebola samozrejme stopercentná, preto bolo nutné vytvoriť ná-
stroj, ktorý dokáže jednoznačne a automatizovane určiť stav ekonomiky. Pre tento
účel som vytvoril subsystém Calendar, ktorý spracovával hodnoty online ekonomic-
kého kalendáru, ktorý obsahuje vecne a numericky vyjadrenú hodnotu ekonomických
udalostí na danú menu. Takto vytvorený dataset dokonca obsahuje okrem hodnoty
Sentiment určujúci pozitívnosť/negatívnosť danej udalosti na ekonomiku aj Impact,
ktorý určuje mieru sentimentu.
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V kapitole ?? sa venujem návrhu subsystému pre predikciu cien založenom na
technickej a fundamentálnej analýze. Postupným vývojom som vytvoril architektúru
neurónovej siete s architektúrou LSTM, ktorú som postupne vylepšoval za pomoci
mnou vygenerovanej dátovej množiny, ktorá svojím charakterom opisuje pôsobenie
sentimentu na hodnotu cien menového páru. To je možné vidieť v obrázku ?? a kva-
lita predikcie 100 nasledujúcich hodnôt v obrázku ??. Neurónovú sieť som následne
využil pre naučenie sa zo skutočných trhových dát. Jej vstupom sú ceny meno-
vého páru EURJPY, sentiment meny EUR a sentiment meny JPY. Túto sieť som
natrénoval na dáta z roku 2015 a určil výstup chybovej funkcie učenia. Predikcia
siete vykazuje pomerne kvalitné výsledky predikcie, čo je možné vidieť v grafoch v
kapitole ??.
Na konci tejto práce som umiestnil obrázky a náhľady obchodnej platformy
NeuralFX a jej jednotlivých častí.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
FOREX devízový trh, termín pochádza spojením slov FOReign EXchange
NYSE New York Stock Exchange - New-Yorkská burza
LSE London Stock Exchange - Londýnska burza cenných papierov
valuta peňažná mena, napríklad Česká Koruna či Euro
pair menový pár, napríklad EURUSD, EURCZK, AUDJPY atď.
spread rozdiel medzi nákupnou a predajnou cenou vytvorený maržou
obchodníka
bid rozdiel medzi nákupnou a predajnou cenou vytvorený maržou
obchodníka
ask rozdiel medzi nákupnou a predajnou cenou vytvorený maržou
obchodníka
Pip Price interest point - hodnota vyjadruje najnižšiu možnú zmenu
hodnoty menového páru







GBP Great Britain Pount - Britská libra
GMT Greenwich Mean Time - greenwichský čas (Prague/CET + 1)
DH Daily High - Najvyššia cena počas daného dňa
DL Daily Low - Najnižšia cena počas daného dňa
DAX Deutscher Aktienindex - Nemecký akciový trh
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FTSE100 Financial Times Stock Exchange 100 Index - index 100 najvačších
spoločností obchodovaných na London Stock Exchange
NASDAQ National Association of Securities Dealers Automated Quotations -
Najvačší mimoburzový trh.
ČNB Česká Národní Banka
FED Federal Reserve System - Americká centrálna banka
ERM The European Exchange Rate Mechanism - Európsky mechanizmus
výmenných kurzov
NLP Natural Language Processing - Jedna z vetiev umelej inteligencie
zaoberajúca sa spracovaním prirodzenej reči
HFT High-frequency Trading - Vysoko-rýchlostné obchodovanie
RNN Recurrent Neural Network - Rekurentná neurónová sieť
LSTM Long short-term memory - Architektúra rekurentnej neurónovej siete
API Application programming interface - Aplikačné rozhranie
SVM Support vector machine
JSON JavaScript Object Notation - syntax pre ukladanie a výmenu dát
LDA Latent Dirichlet Allocation - jeden z algoritmov učenia bez učitela
k-NN k-nearest neighbors - algoritmus k-najbližších susedov
HTML HyperText markup language - značkovací jazyk webových stránok
REST Representational state transfer - spôsob architektúry sieťovej
komunikácie
ORM Object Relation Model
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