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EXTENSION OF CR FUNCTIONS FROM BOUNDARIES IN Cn × R
JIRˇI´ LEBL, ALAN NOELL, AND SIVAGURU RAVISANKAR
Abstract. Let Ω ⊂ Cn × R be a bounded domain with smooth boundary such that ∂Ω
has only nondegenerate elliptic CR singularities, and let f : ∂Ω → C be a smooth function
that is CR at CR points of ∂Ω (when n = 1 we require separate holomorphic extensions
for each real parameter). Then f extends to a smooth CR function on Ω, that is, an
analogue of Hartogs-Bochner holds. In addition, if f and ∂Ω are real-analytic, then f is the
restriction of a function that is holomorphic on a neighborhood of Ω in Cn+1. An immediate
application is a (possibly singular) solution of the Levi-flat Plateau problem for codimension
2 submanifolds that are CR images of ∂Ω as above. The extension also holds locally near
nondegenerate, holomorphically flat, elliptic CR singularities.
1. Introduction
Let Ω ⊂ Cn × R be a bounded domain with smooth boundary, with coordinates (z, s) ∈
Cn×R. We ask: When does a smooth (i.e., C∞) function f : ∂Ω→ C extend smoothly to Ω
such that the extension is holomorphic in the first n variables, that is, holomorphic in z? As
Ω is Levi-flat, we want the extension to be a CR function on Ω and smooth on Ω. Clearly,
for n > 1, for a fixed s, the function f must be a CR function to begin with. I.e., it must
satisfy the tangential Cauchy-Riemann equations outside the CR singularities of ∂Ω. When
n = 1, f must extend holomorphically, separately for each fixed s. Our model case is the
sphere:
Ω = {(z, s) ∈ Cn × R : ‖z‖2 + |s|2 < 1}. (1)
We prove that the conditions given above (CR for n > 1 and “extendible along leaves” for
n = 1) are sufficient under very natural conditions on the CR singularities (e.g., the north
and south pole of the sphere), that is, the singularities are nondegenerate and elliptic.
A real submanifold M ⊂ Cn+1 of real codimension 2 generically has isolated CR singular-
ities. CR singular submanifolds of codimension 2 were first studied in C2 by E. Bishop [2],
who found that such nondegenerate submanifolds M are locally of the form
w = zz¯ + λ(z2 + z¯2) +O(3), (2)
where 0 ≤ λ ≤ ∞ (λ =∞ is interpreted appropriately). The constant λ is called the Bishop
invariant. If λ < 1
2
then M is said to be elliptic; the expression zz¯ + λ(z2 + z¯2) = constant
gives ellipses in the z directions. The case λ = 1
2
is called parabolic, and λ > 1
2
is called
hyperbolic. Bishop’s motivation was to understand the hull of holomorphy ofM via attaching
analytic discs toM . In the elliptic case, fixing w at a fixed constant gives a family of analytic
discs shrinking down to zero as w → 0. The work of Bishop in C2, especially in the elliptic
case, has been refined by Moser-Webster [23], Moser [22], Kenig-Webster [16, 17], Gong [7],
Huang-Krantz [12], Huang [11], Huang-Yin [13], and others.
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We are interested in the generalization of the elliptic case to higher dimensions. For prior
work on the local case, mainly on the normal form of CR singularities, see Huang-Yin [14,15],
Gong-Lebl [8], Burcea [3,4]. In general, it is not possible to flatten a CR singular submanifold
M , to realize it as a submanifold of the Levi-flat hypersurface {Imw = 0}. In dimension 3
and higher, existence of such a Levi-flat hypersurface requires nongeneric conditions on M ,
see [5, 15]. In the elliptic case we think of one side of this hypersurface as a submanifold H
with boundaryM , where H is the holomorphic hull ofM . Dolbeault-Tomassini-Zaitsev [5,6]
considered a Levi-flat analogue of the Plateau problem. They proved that a compact CR
singular submanifold satisfying certain conditions (in particular elliptic CR singularities and
a degenerate Levi-form at CR points) is the boundary of a (singular) Levi-flat hypersurface.
Harris [9] studied the extension of real-analytic CR functions near CR singularities. For
M ⊂ Cm, Harris provides a criterion for extension if dimRM ≥ m, but the condition can
be difficult to verify. The local extension in the real-analytic case is possible to obtain using
the work of Harris, but we provide a different proof. Recently in [20] nonextensibility was
studied for a (nonelliptic) CR singular manifold that is a CR image of a CR manifold.
We study nondegenerate, holomorphically flat, and elliptic CR singularities. See section
2 for the precise definitions. These conditions are natural for the extension problem. Some
sort of nondegeneracy is required, flatness is the setting of the problem, and ellipticity gives
bounded domains shrinking in size as we approach the singularity. The conditions are an
analogue of strict pseudoconvexity for flat CR singular submanifolds. Nondegenerate elliptic
holomorphically flat CR singularities can be put into the following form locally:
M : w =
n∑
j=1
(|zj|2 + λj(z2j + z¯2j ))+ E(z, z¯), (3)
where 0 ≤ λj < 12 , and E is O(3), smooth, and real-valued. The Levi-flat hypersurface H
whose boundary is M is given by
H :
{
Rew ≥∑nj=1(|zj|2 + λj(z2j + z¯2j ))+ E(z, z¯),
Imw = 0.
(4)
Consider H and M in U = {(z, w) ∈ Cn × C : ‖z‖ < δz, |w| < δw}. We say δz, δw > 0 are
small enough if for all |w0| < δw the set {w = w0} ∩H is compact or empty, and such that
M has a CR singularity only at the origin. For an elliptic singularity we can always pick
small enough δz, δw > 0.
Theorem 1.1. Suppose H and M are closed submanifolds of U = {(z, w) ∈ Cn × C :
‖z‖ < δz, |w| < δw} given by (3) and (4), E is real-valued, 0 ≤ λj < 12 for all j (i.e. M is
nondegenerate, holomorphically flat, and elliptic) and δz, δw > 0 are small enough.
Suppose f : M → C is smooth and either
(i) n > 1 and f is a CR function on MCR (the CR points of M), or
(ii) n = 1 and for every 0 < c < δw, there exists a continuous function on H ∩ {w = c},
holomorphic on (H \M) ∩ {w = c}, extending f |M∩{w=c}.
Then there exists a function F ∈ C∞(H) such that F is CR on H \M and F |M = f .
Furthermore, F has a formal power series at 0 in z and w. If M and f are real-analytic,
then F is a restriction of a holomorphic function defined in a neighborhood of H in Cn+1 (in
particular F is real-analytic).
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The case of n = 1 is somewhat different: M is totally-real at CR points, and any function
is a CR function. Most smooth functions on M do not extend to H as CR functions at
all; therefore the further condition that f extend along the “leaves” of H is natural. The
condition is equivalent to the vanishing of certain Fourier coefficients, that is for each s > 0
and ℓ ≥ 0, ∫
M∩{w=s}
f
(
ζ, ζ¯
)
ζℓ dζ = 0. (5)
See the proof of Lemma 6.1. We note that in the local case, we always parametrize M by z,
and we think of f as a function of z, so we write f(z, z¯).
We also prove a global extension with the aid of the Bochner-Martinelli kernel.
Theorem 1.2. Suppose Ω ⊂ Cn × R is a bounded domain with smooth boundary. Let
(z, s) ∈ Cn × R be the coordinates. Suppose all CR singularities of ∂Ω are nondegenerate
and elliptic. Suppose f : ∂Ω→ C is smooth and either
(i) n > 1 and f is a CR function on (∂Ω)CR, or
(ii) n = 1 and for every c ∈ R where Ω ∩ {s = c} is nonempty, there exists a continuous
function on Ω ∩ {s = c}, holomorphic on Ω ∩ {s = c}, extending f |∂Ω∩{s=c}.
Then there exists a function F ∈ C∞(Ω) such that F is CR on Ω and F |∂Ω = f . Fur-
thermore, if ∂Ω and f are real-analytic, then F is a restriction of a holomorphic function
defined in a neighborhood of Ω in Cn+1 (in particular F is real-analytic).
We think of this theorem as an analogue of Hartogs-Bochner in Cn×R with smooth data.
It should be noted that the hypotheses on the CR singularities imply ∂Ω is homeomorphic
to a sphere (see Proposition 3.2) and so ∂Ω is connected. Using the global version of the
extension, we immediately obtain the following (singular) solution to the Levi-flat Plateau
problem for CR images of submanifolds of Cn × R.
Corollary 1.3. Suppose Ω ⊂ Cn × R, n > 1, is a bounded domain with smooth boundary,
and M = f(∂Ω) ⊂ Cn+1 is the image of a smooth map f that is CR on (∂Ω)CR. Suppose
all CR singularities of ∂Ω are nondegenerate and elliptic. Then there exists a smooth map
F : Ω→ Cn+1 such that F is CR on Ω and F |∂Ω = f (in particular F (∂Ω) = M). Wherever
F (Ω) is a smooth real-hypersurface, it is Levi-flat.
Furthermore, if f and ∂Ω are real-analytic, then F is the restriction of a holomorphic
function defined in a neighborhood of Ω in Cn+1.
In particular, we have F (Ω) ⊂ M̂ , the holomorphic (polynomial) hull of M .
Theorem 1.1 has another interesting consequence. Certain CR singular submanifolds arise
as images of CR submanifolds under CR maps that are diffeomorphisms onto their image.
Our theorem combined with results of [20] shows that nondegenerate holomorphically flat
elliptic real-analytic submanifolds are never such images when n > 1. In particular, suppose
f : M → Cn+1 is a real-analytic CR map from a real-analytic CR manifold M that is a
diffeomorphism onto its image f(M), with f(M) ⊂ Cn+1 CR singular at p ∈ f(M). In [20]
it was proved there exists a real-analytic function u on f(M), vanishing on all CR vectors
tangent to f(M), yet u is not a restriction of a holomorphic function. If n > 1, then
Theorem 1.1 says f(M) cannot be nondegenerate, holomorphically flat, and elliptic at p.
If n = 1, then every Bishop surface is locally a diffeomorphic image of R2, which does not
contradict Theorem 1.1, as not every real-analytic function extends in this case.
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The organization of this article is as follows. In section 2 we introduce the basic termi-
nology. In section 3 we recall from [5] that the relevant domains are topologically spheres
and discuss the topology of the leaves. In section 4 we prove the extension outside the CR
singular points. We then prove the extension for the model case for polynomials in section 5.
Using the polynomial extension we show the smooth case of Theorem 1.1 in section 6 and
combining with the previous results we prove the smooth case of Theorem 1.2. In section 7
we prove the real-analytic assertions of Theorems 1.1 and 1.2. Finally we briefly discuss
what happens in the case of an elliptic-like degenerate CR singularity in section 8.
2. Nondegenerate holomorphically flat elliptic CR singularities
Let us review some well-known results and fix the meaning of the definitions. We work
in Cn+1 and we assume n ≥ 1. Let M ⊂ Cn+1 be a real submanifold, and let T cpM =
J(TpM)∩TpM , where J is the complex structure on Cn+1 (that is, multiplication by i). We
write C ⊗ T cpM = T (1,0)p M ⊕ T (0,1)p M , where T (1,0)p M are the holomorphic and T (0,1)p M the
antiholomorphic vectors tangent to M at p. We say M is CR at q ∈ M if the dimension of
T cpM (or T
(1,0)
p M) is constant as p varies near q. Denote by MCR the set of CR points of M .
We say M is CR singular if there exists a non-CR point.
A CR singular submanifoldM ⊂ Cn+1 of real codimension 2 can locally near the singularity
be given (after a rotation and translation) as
w = Q(z, z¯) + E(z, z¯) =
n∑
j,k=1
(ajkzj z¯k + bjkzjzk + cjkz¯j z¯k) + E(z, z¯), (6)
where E is O(3), and (z, w) ∈ Cn × C. We make cjk = b¯jk by absorbing some terms into w
via a biholomorphic change of variables. We choose [bjk] to be a symmetric matrix.
First by nondegenerate we mean that [ajk] is a nonsingular matrix. Although we do not
use this fact, we remark that the matrix [ajk] is related to the Levi-form. That is, the Levi-
form of M at CR points is a perturbation of the (n+1)× (n+1) matrix [ajk]⊕ [0] restricted
to an (n− 1) dimensional subspace.
By holomorphically flat we mean thatM is contained in a real-analytic Levi-flat hypersur-
face, or equivalently there exists a holomorphic function near 0 with nonvanishing derivative
that is real-valued on M . We arrange this function to be w and hence the hypersurface to
be given by Imw = 0 (see [5]). Therefore when M is holomorphically flat we assume [ajk] is
a Hermitian matrix and E(z, z¯) is real-valued.
Finally a holomorphically flat nondegenerate M is elliptic if the sets {z : Q(z, z¯) =
constant} are either empty or (real) ellipsoids. Via basic linear algebra, being elliptic implies
[ajk] must be positive definite and the eigenvalues of [bjk] are small compared to [ajk]. We
will make their size precise below. Equivalently for small enough real constants c, the sets
M ∩ {w = c} are either empty or compact smooth manifolds whose diameter goes to 0 as
c goes to 0. When we say that a boundary of a domain Ω ⊂ Cn × R has an elliptic CR
singularity we mean that Ω corresponds to s > Q(z, z¯) + E(z, z¯).
It is a classical result in linear algebra that a positive definite matrix A and a symmetric
matrix B can be diagonalized using T ∗AT and T tBT for a nonsingular matrix T where
T ∗ = T t is the conjugate transpose. See e.g. [10, Theorem 7.6.6]. Hence every nondegenerate
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holomorphically flat elliptic CR singularity can be put into the form
w =
n∑
j=1
(|zj |2 + λj(z2j + z¯2j ))+ E(z, z¯). (7)
Clearly we can make λj ≥ 0. Furthermore the eigenvalues must satisfy λj < 12 if E is to be
elliptic. The numbers λj are called the Bishop invariants of M .
Suppose M is given by (7). We write M quad for the quadratic model. That is,
M quad : w =
n∑
j=1
(|zj|2 + λj(z2j + z¯2j )). (8)
Let us give some examples to show the conditions above are natural for the extension
problem.
Example 2.1. The sphere from the introduction can locally be given by
w = ‖z‖2. (9)
Our results say every smooth function f on M that is CR (n > 1) on MCR extends to a CR
function on
Rew ≥ ‖z‖2, Imw = 0, (10)
smooth up to the boundary. However there does not necessarily exist a holomorphic function
of (z, w) whose restriction is f . For example a smooth non-real-analytic function depending
only on Rew is clearly CR, and does not extend to a holomorphic function.
Furthermore, take a holomorphic function F on {Rew > ‖z‖2} smooth on {Rew ≥
‖z‖2} that does not extend holomorphically past any point. Letting f = F |M we obtain a
smooth CR function that extends to H , but does not extend holomorphically through the
CR singularity. In this sense the nondegenerate elliptic singularity is analogous to a strongly
pseudoconvex point.
Example 2.2. Nondegeneracy is needed for smoothness up to the boundary. For example,
let M and H be defined by
M : w = ‖z‖4, H : Rew ≥ ‖z‖4, Imw = 0. (11)
The function f : M → C given by f = √Rew is clearly CR onMCR. It clearly extends along
every leaf {w = constant}. The function f is smooth on M since
√
Rew =
√
‖z‖4 = ‖z‖2 on M. (12)
It is smooth in the interior of H , and up to the boundary on H \ {0}, but it is not smooth
at the origin; the normal derivative blows up. It is however continuous on H .
3. The topology
Before we prove the extension let us briefly discuss the topology of the given domains.
The boundary of a smoothly bounded domain Ω ⊂ Cn × R has a CR singularity precisely
when the boundary is tangent to one of the leaves, that is, Cn × {c} for a constant c ∈ R.
The equations Q(z, z¯) = c define ellipsoids, which are homeomorphic to spheres. Therefore
sufficiently near the origin the equations Q(z, z¯) + E(z, z¯) = c define bounded domains also
homeomorphic to spheres. The proof of the following proposition follows easily.
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Proposition 3.1. Suppose M is given by
w =
n∑
j=1
(|zj |2 + λj(z2j + z¯2j ))+ E(z, z¯), (13)
where 0 ≤ λj < 12 , and E is O(3), smooth, and real-valued. Then there exist a δz > 0 and a
δw > 0 such that for any 0 < c < δw the set
{(z, c) ∈ M : ‖z‖ < δz}, (14)
is either empty or a connected compact real hypersurface homeomorphic to a sphere, in
particular bounding a relatively compact domain with connected boundary.
Next we prove that bounded domains in Cn × R with elliptic CR singular points are
topologically spheres. This proposition has been essentially proved in [5]. Let (z, s) ∈ Cn×R
be the coordinates.
Proposition 3.2. Suppose Ω ⊂ Cn×R is a bounded domain with smooth boundary. Suppose
all CR singularities of ∂Ω are nondegenerate and elliptic. Then
(i) ∂Ω is homeomorphic to a sphere,
(ii) ∂Ω has exactly two CR singular points,
(iii) for each c ∈ R the set Ω ∩ (Cn × {c}) is a smoothly bounded domain with connected
boundary.
The proof is easy in our case and we give a version here for the reader’s convenience.
Proof. As Ω is bounded, there must be at least two CR singularities, one for the infimum
and one for the supremum of the s that hit Ω. Let (s1, s2) be the largest open interval such
that for all c ∈ (s1, s2) the set
(
Cn × {c}) ∩ Ω 6= ∅.
The CR singular points are exactly those points where a plane Cn × {c} is tangent to
∂Ω. Therefore for an interval I ⊂ (s1, s2) such that ∂Ω ∩ {s ∈ I} contains no CR singular
points, it is easy to see that for all c ∈ I, the topology ∂Ω∩ {s = c} is identical. All the CR
singularities are “caps”; they either begin or end a component of ∂Ω ∩ {s = c}. Therefore
the entire subset (s1, s2) must be such an interval I. So CR singularities are only allowed at
s1 and s2 and as Ω is bounded, we are only allowed one component so we are only allowed
one CR singularity at each end. The existence of the homeomorphism follows. 
4. Away from CR singularities
Let us start with all the points of the hypersurface except the CR singularity of the
boundary. First we look at the transversal derivative separately in the n = 1 case.
It will be useful to use the following notation. For sets X ⊂ Cn × R and I ⊂ R, define
(X)I := {(z, s) ∈ X : s ∈ I}. (15)
Lemma 4.1. Let Ω ⊂ C× R be a bounded domain with smooth boundary and let I ⊂ R be
an open interval such that (∂Ω)I contains no CR singularities of ∂Ω, and such that (∂Ω){c}
is connected for all c ∈ I. Let (z = x + iy, s) be the coordinates. Suppose F : (Ω)I → C
is a continuous function such that F ∈ C∞((Ω)I) and F ∈ C∞((∂Ω)I), and for all c ∈ I,
F |(Ω){c} is harmonic. Finally suppose for all j, k ≥ 0, ∂
j+kF
∂xj∂yk
∈ C((Ω)I) ∩ C∞((∂Ω)I).
Then the derivative Fs ∈ C
(
(Ω)I
) ∩ C∞((∂Ω)I).
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Proof. It is enough to prove the lemma for a small subinterval J such that J ⊂ I. We
therefore assume that F and its x and y derivatives are continuous on (Ω)I and smooth on
(∂Ω)I , both of which are compact sets.
Let G(x, y, s) be the real or imaginary part of F . Fix some s0 ∈ I. Denote by V ⊂ R2
the domain (Ω){s0} in (x, y) coordinates. Define λ(x, y, ǫ) and ω(x, y, ǫ) with λ(x, y, 0) =
ω(x, y, 0) = 0, so that for small ǫ the map
Φ(x, y, ǫ) :=
(
x+ λ(x, y, ǫ), y + ω(x, y, ǫ), s0 + ǫ
)
(16)
diffeomorphically maps V × [−δ, δ] to (Ω)[s0−δ,s0+δ] for some small δ > 0. Note that (Ω){s0}
is taken to (Ω){s0+ǫ}, and Φ is the identity if ǫ = 0. The functions λ and ω are smooth up to
the boundary and are O(ǫ).
Let
Gǫ(x, y) := G
(
x+ λ(x, y, ǫ), y + ω(x, y, ǫ), s0 + ǫ
)
. (17)
Notice G0(x, y) = G(x, y, s0) is harmonic on V . We compute
∇2(Gǫ −G0) = (Gxx ◦ Φ)(2λx + λ2x + λ2y) + (Gyy ◦ Φ)(2ωy + ω2y + ω2x)
+ (Gxy ◦ Φ)
(
2(1 + λx)ωx + 2(1 + ωy)λy
)
+ (Gx ◦ Φ)(λxx + λyy) + (Gy ◦ Φ)(ωxx + ωyy). (18)
All the x and y derivatives of G are continuous in (x, y) ∈ V , and ǫ, and these are multiplied
by smooth functions of (x, y) ∈ V and ǫ, which are O(ǫ). That is, each term in the sum is
of the form A(x, y, ǫ)B(x, y, ǫ) where A is continuous and B smooth and vanishing to first
order in ǫ. In particular, ∣∣∇2(Gǫ −G0)∣∣ ≤ Cǫ. (19)
By putting sub and superharmonic functions above and below, for example if V is contained
in a disc of radius R, then adding ±1
4
R2Cǫ
(
1−(x/R)2−(y/R)2), we obtain for any (x0, y0) ∈
V ∣∣Gǫ(x0, y0)−G0(x0, y0)∣∣ ≤ sup
(x,y)∈∂V
∣∣Gǫ(x, y)−G0(x, y)∣∣+ C ′ǫ (20)
for some other constant C ′. Thus
sup
(x,y)∈V
∣∣∣∣Gǫ −G0ǫ
∣∣∣∣ ≤ sup
(x,y)∈∂V
∣∣∣∣Gǫ −G0ǫ
∣∣∣∣+C ′ ≤ sup
(x,y)∈∂V,t∈[−ǫ,ǫ]
∣∣∣∣ ∂∂t[(G ◦ Φ)(x, y, t)]
∣∣∣∣+C ′. (21)
As G ◦ Φ is smooth on the compact set ∂V × [−ǫ, ǫ], we obtain ∂
∂ǫ
Gǫ and therefore Gs is
bounded on V . By applying the same argument to Gx and Gy we obtain Gsx and Gsy are
also bounded on V .
Next let us consider Gss. The expression ∇2(Gǫ +G−ǫ − 2G0) has terms of the form
A(x, y, ǫ)B(x, y, ǫ) + A(x, y,−ǫ)B(x, y,−ǫ) =(
A(x, y, ǫ)−A(x, y,−ǫ)
)
B(x, y, ǫ) + A(x, y,−ǫ)
(
B(x, y, ǫ) +B(x, y,−ǫ)
)
. (22)
Let us work in V , where all derivatives make sense. As Gxs, Gys, Gxxs, Gxys, Gyys are all
bounded, the derivative Aǫ is also bounded. By expanding A(x, y, ǫ)−A(x, y,−ǫ) up to first
order (mean value theorem) we find |A(x, y, ǫ)− A(x, y,−ǫ)| . ǫ. Since B is smooth up to
the boundary then |B(x, y, ǫ)| . ǫ. So the product is . ǫ2. As A is continuous up to the
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boundary and so bounded, and B is smooth up to the boundary, the right hand term is also
. ǫ2. That is, there exists a constant C such that for all small ǫ and (x, y) ∈ V :∣∣∇2(Gǫ +G−ǫ − 2G0)∣∣ ≤ Cǫ2. (23)
As above
sup
(x,y)∈V
∣∣Gǫ +G−ǫ − 2G0∣∣ ≤ sup
(x,y)∈∂V
∣∣Gǫ +G−ǫ − 2G0∣∣ + C ′ǫ2. (24)
We divide by ǫ2 and obtain that the second derivative in ǫ of Gǫ is bounded. As all the
other second and all first derivatives are bounded, then Gss is bounded on V . So Gs extends
continuously to V × [s0 − δ, s0 + δ], and therefore Fs extends continuously to (Ω)I .
To show that Fs is smooth on the boundary, we use the mean value theorem along the
sides of a ‘box’ obtained as follows; start with (z, s) ∈ (∂Ω)I , push it inside along a leaf by
≈ ǫ, then move in the s direction by ≈ ǫ, and finally project back to (∂Ω)I along a leaf.
Suppose that ρ is a defining function for ∂Ω near (z, s). We know ρz(z, z¯, s) 6= 0 and by
a rotation in the z plane we may suppose ρz(z, z¯, s) > 0. Hence (z − ǫ, s) ∈ (Ω)I for small
ǫ > 0. Since ρ
(
z − ǫ, z¯ − ǫ, s) ≈ −ǫ and ρs is locally bounded, there is a smooth real-valued
function η(ǫ), such that η(ǫ) = O(ǫ) and
(
z − ǫ, s + η(ǫ)) ∈ (Ω)I . In addition, we choose η
so that η(ǫ) → 0 as ǫ → 0 and η′(0) 6= 0. We also find a smooth real-valued function λ(ǫ)
such that
(
z + λ(ǫ), s+ η(ǫ)
) ∈ (∂Ω)I and λ(ǫ)→ 0 as ǫ→ 0.
For simplicity let us use F (x, y, s) instead of F (z, z¯, s). Hence,
F
(
x− ǫ, y, s+ η(ǫ))− F (x− ǫ, y, s) = F (x− ǫ, y, s+ η(ǫ))− F (x+ λ(ǫ), y, s+ η(ǫ))
+ F
(
x+ λ(ǫ), y, s+ η(ǫ)
)− F (x, y, s)
+ F (x, y, s)− F (x− ǫ, y, s).
(25)
Now, we use the mean value theorem to get
Fs(x− ǫ, y, s+ η1)η(ǫ) = Fx
(
x− ǫ1, y, s+ η(ǫ)
)(−ǫ− λ(ǫ))
+ Y F (zǫ, sǫ)γ(ǫ) + Fx(x− ǫ2, y, s)(ǫ). (26)
where γ is a smooth function with γ(ǫ) = O(ǫ), Y is locally a smooth vector field on (∂Ω)I
near (z, s), (∂Ω)I ∋ (zǫ, sǫ) → (z, s) as ǫ → 0, 0 ≤ η1 ≤ η(ǫ), 0 ≤ |ǫ1| ≤ max{ǫ, λ(ǫ)}, and
0 ≤ ǫ2 ≤ ǫ. Dividing by ǫ and letting ǫ → 0, as both Fs and Fx are continuous up to the
boundary, we see
Fs(x, y, s) =
1
η′(0)
(
γ′(0)Y F (x, y, s)− λ′(0)Fx(x, y, s)
)
. (27)
Therefore, Fs is smooth on the boundary. 
Lemma 4.2. Let Ω ⊂ Cn × R be a bounded domain with smooth boundary. Let I ⊂ R be
an open interval. Suppose (∂Ω)I contains no CR singularities of ∂Ω, and each (∂Ω){c} is
connected for all c ∈ I and f : (∂Ω)I → C is a smooth function such that either
(i) n > 1 and f is a CR function on (∂Ω)I , or
(ii) n = 1 and for every c ∈ I where (Ω){c} is nonempty, there exists a continuous function
on (Ω){c}, holomorphic on (Ω){c} extending f |(∂Ω){c}.
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Then, there exists a smooth function F : (Ω)I → C, CR on (Ω)I , such that F |(∂Ω){c} = f .
Furthermore if ∂Ω is real-analytic and f is real-analytic, then F is real-analytic and it is
a restriction of a function holomorphic in a neighborhood of (Ω)I in C
n+1.
Proof. For n > 1, for each c ∈ I, using the standard Hartogs-Bochner phenomenon, f has
a holomorphic extension to (Ω){c} given by the Bochner-Martinelli integral, let us denote it
by F (z, c). For n = 1 we are given the extension. In addition, this extension is smooth on
(Ω){c} (see [19, Theorem 7.1]). So, F is well-defined on (Ω)I , holomorphic along leaves and
so CR on (Ω)I , and F |(∂Ω)I = f .
For any (z, s) ∈ (Ω)I ,
F (z, s) =
∫
(∂Ω){s}
f(ζ, ζ¯, s)U(ζ, ζ¯, z, z¯), (28)
where U is the Bochner-Martinelli kernel. Because (∂Ω)I contains no CR singular points,
(∂Ω)I intersects the leaves {s = c} transversally. Therefore there exists a small interval J
with J ⊂ I and c ∈ J , a bounded domain V ⊂ Cn with smooth boundary, and a smooth
diffeomorphism Φ: V × J → (Ω)J with V × {s} going to (Ω){s}. Without loss of generality
we assume I = J , in particular we assume F is smooth on the compact set (∂Ω)I .
We change the integral to be over the fixed domain V and for each fixed s use Φ(·, s) as
a change of variables. As the kernel U is smooth, F (z, s) is smooth as a function on (Ω)I .
Let us first consider the real-analytic case. If ∂Ω is real-analytic, then Φ is real-analytic.
So, as U is real-analytic, F (z, s) is also real-analytic. Hence F extends as a holomorphic
function to a neighborhood of (Ω)I in C
n+1, that is, replacing s with a complex variable.
A real-analytic CR function on a generic real-analytic CR submanifold (∂Ω)I has a unique
holomorphic extension to a neighborhood of (∂Ω)I . Putting the two facts together we obtain
F extends to a holomorphic function on a neighborhood of (Ω)I in C
n+1. We are done in
the real-analytic case, so let us drop this requirement.
To show F is smooth on (Ω)I , we use an iterative approach. We claim the following:
(a) F is continuous on (Ω)I , and
(b) Fzk , for any 1 ≤ k ≤ n, and Fs are smooth on (∂Ω)I .
If the claims are proved, we may replace f with Fzk |(∂Ω)I and Fs|(∂Ω)I . Hence, F ∈ C1
(
(Ω)I
)
and repeating the procedure gives F ∈ C∞((Ω)I).
The derivatives Fzk are uniformly bounded in (Ω)I since they are smooth up to the bound-
ary on each leaf and since the normal derivative can be bounded by tangential derivatives
for holomorphic functions, we bound Fzk by tangential derivatives of f . More precisely,
|Fzk(z, s)| ≤ sup
(ζ,s)∈(∂Ω){s}
|Fzk(ζ, s)|
≤ C sup {|Xf(p)| : p ∈ (∂Ω)I , X ∈ Tp((∂Ω)I), ‖X‖ = 1} <∞. (29)
To prove F is continuous we must show F is continuous at the boundary points. Let
(z0, s0) ∈ (∂Ω)I . For (z, s) ∈ (Ω)I sufficiently close to (z0, s0), we have
|F (z0, s0)− F (z, s)| ≤ |f(z0, z¯0, s0)− f(z′, z¯′, s)|+ |f(z′, z¯′, s)− F (z, s)|
≤ |f(z0, z¯0, s0)− f(z′, z¯′, s)|+M‖z′ − z‖
(30)
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where (z′, s) is the normal projection of (z, s) to the boundary along the leaf (Ω){s}, and M
is the supremum of the Fzk ’s on (Ω)I . We conclude F is continuous at (z0, s0) since f is
continuous on (∂Ω)I and (z
′, s)→ (z0, s0) as (z, s)→ (z0, s0).
For 1 ≤ k ≤ n, Fzk extends to (∂Ω)I since it is smooth up to the boundary when restricted
to each leaf by Bochner-Martinelli. To see these are smooth on (∂Ω)I we let U be a neigh-
borhood of (z, s) ∈ (∂Ω)I . Since (∂Ω)I has no CR singularities, there are smooth vector
fields X1, . . . , Xn−1 such that T
(1,0)
(
(∂Ω)I ∩ U
)
= span{X1, . . . , Xn−1}. For n = 1 we do
not need these vector fields. As the leaves intersect ∂Ω transversally there is a 1 ≤ k0 ≤ n
such that ∂
∂zk0
is not tangent to ∂Ω near (z, s). Without loss of generality suppose k0 = 1,
i.e., ρz1(z, z¯, s) 6= 0 where ρ : Cn × R → R is a defining function for Ω. The ‘bad tangent
direction’ is given locally by the vector field
X =
∂
∂z1
− ρz1
ρz¯1
· ∂
∂z¯1
. (31)
As X differentiates along the leaves, we can differentiate F , which is smooth up to the
boundary along leaves, instead of f . Notice Fz1|(∂Ω)I = XF |(∂Ω)I = Xf andXkF |(∂Ω)I = Xkf
for 1 ≤ k ≤ n − 1. So Fz1, X1F, . . . , Xn−1F are smooth on (∂Ω)I . Making U smaller if
necessary, we have { ∂
∂z1
, X1, . . ., Xn−1} is a smooth coordinate frame in each leaf in U and
hence we get Fzk is smooth on (∂Ω)I for 1 ≤ k ≤ n.
We now iterate. The function Fzk is smooth on the boundary (∂Ω)I and satisfies all the
hypotheses. We obtain Fzk is continuous, and in fact all z derivatives of F of all orders are
continuous up to the boundary.
In the n = 1 case, we now have that F satisfies the hypotheses of Lemma 4.1 and so Fs is
smooth on the boundary. Therefore Fs also satisfies the hypotheses of the present lemma,
and we iterate as mentioned above to obtain F is smooth. Let us now suppose n > 1.
Define the vector field
Y =
∂
∂s
−
n∑
k=1
(
ρsρzk∑
j ρzjρz¯j
)
∂
∂z¯k
. (32)
Because there are no CR singularities the denominator does not vanish and Y is a smooth
vector field defined globally on (∂Ω)I . Let X be a CR vector field defined near some point of
(∂Ω)I . In particular X has no
∂
∂s
component. As f is a CR function, Xf vanishes. We look
at the commutator [X, Y ]f . We do not claim this commutator always vanishes, but we claim
it vanishes for CR functions. The commutator clearly does not contain a ∂
∂s
component as X
does not and the corresponding coefficient in Y is constant. Therefore [X, Y ] is a vector field
which only differentiates along directions tangent to the leaves {s = constant}. Along the
leaves, F is smooth up to the boundary and equals f . Along each leaf, F is also holomorphic
and as [X, Y ] only differentiates in the z¯ directions, for any fixed s, [X, Y ]F = 0, and
therefore [X, Y ]f = 0. In particular, Y f is a smooth CR function on (∂Ω)I . Therefore, by
what we proved so far, Y f extends to a continuous function G on (Ω)I , which is holomorphic
along the leaves and smooth up to the boundary along the leaves. All the z derivatives of G
of all orders are also continuous up to the boundary.
Now suppose near some point ρz¯1 6= 0. Take
Y˜ =
∂
∂s
−
(
ρs
ρz¯1
)
∂
∂z¯1
. (33)
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The vector field (Y − Y˜ ) again only points along the leaves and therefore we fix s and
compute (Y − Y˜ )f = 0 using F . So Y˜ f = Y f wherever Y˜ is defined.
Let s0 ∈ I be fixed. As (Ω){s0} is smoothly bounded, there exists a complex line in {s = s0}
that is outside of (Ω){s0}, and touches (Ω){s0} at a single point. Write z = (z1, z
′). Without
loss of generality suppose this line is {z′ = 0, s = s0}. For z′0 near zero and s near s0, the
intersection (Ω){s} ∩ {z′ = z′0} is either a single point, empty, or a bounded domain (in C)
with smooth boundary. Let J be a small interval around s0. Suppose also that J is small
enough and a fixed z′0 is such that we obtain (Ω){s} ∩ {z′ = z′0} are bounded domains with
smooth boundary for all s ∈ J . In particular we are in the setup for n = 1. We know ∂
∂z1
is not tangent to the boundary of (Ω)J ∩ {z′ = z′0}. On this fixed slice, we apply the n = 1
result, so along this slice Fs is smooth up to the boundary. Note Y˜ points along this slice
and so Fs on the boundary is equal to Y˜ f , which is equal to Y f . As we can repeat this
argument for a small open set of z′0 we obtain for the s ∈ J , G is equal to Fs on an open
set, and therefore by the identity theorem G = Fs. Thus Fs extends continuously to the
boundary and is smooth on the boundary.
We now have Fzk and Fs satisfy the hypotheses of the lemma, that is we have proved claim
(b), and we iterate to obtain F is C∞
(
(Ω)I
)
. 
5. Polynomial case
Let us prove the polynomial case first; we wish to extend polynomials in the model case
where E = 0. We begin with n = 1.
Lemma 5.1. Suppose M,H ⊂ C2 are defined by
M : w = |z|2 + λ(z2 + z¯2), H :
{
Rew ≥ |z|2 + λ(z2 + z¯2),
Imw = 0.
(34)
where 0 ≤ λ < 1
2
. Suppose f : M → C is a function such that if M is parametrized by z,
f(z, z¯) is a polynomial. Further suppose for every c > 0, there exists a continuous function
on H ∩ {w = c}, holomorphic on (H \M) ∩ {w = c} extending f |M∩{w=c}.
Then there exists a holomorphic polynomial P (z, w) such that P |M = f . Furthermore, if
f is homogeneous of degree d, then P is of weighted degree d, that is
P (z, w) =
∑
j+2k=d
cj,k z
j wk. (35)
Proof. Let ρ(z, z¯) = |z|2 + λ(z2 + z¯2). Write f(z, z¯) for the value of f on M at (z, ρ(z, z¯)).
By a classical result (probably due to Lame´) the Dirichlet problem on an ellipse with
polynomial data has a polynomial solution. For a wonderful exposition and a beautiful short
proof (probably due to Fischer), see [18]. Therefore, for every c > 0, there exists a polynomial
Pc(z) such that Pc(z) = f(z, z¯) when ρ(z, z¯) = c. We need to show the dependence on c is
also polynomial. We will treat z and z¯ as separate variables from now on.
First suppose λ = 0. Consider the rational function P (z, w) = f(z, w
z
). For all fixed c > 0
we get Pc(z) = P (z, c) on a circle and hence everywhere for z 6= 0. If f(z, z¯) =
∑
ajkz
j z¯k,
then
Pc(z) = f
(
z,
c
z
)
=
∑
ajkz
j−kck. (36)
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This can only be a polynomial for all c > 0 if ajk = 0 whenever j < k. Therefore P (z, w) is
the polynomial we are looking for.
Now suppose 0 < λ < 1
2
. The map
(z, z¯)
Φ7→
(
z,−1
λ
z − z¯
)
(37)
is an involution fixing ρ(z, z¯) = zz¯ + λ(z2 + z¯2).
Take z 6= 0 and let c be such that ρ(z, z¯) = c. We have Pc(z) = f(z, z¯) when ρ(z, z¯) = c,
and as everything is a polynomial in z and z¯ we obtain
Pc(z)− f(z, z¯) = q(z, z¯)
(
ρ(z, z¯)− c), (38)
for some polynomial q. In particular applying the involution we get
Pc(z)− f(z,−z/λ− z¯) = q(z,−z/λ − z¯)
(
ρ(z, z¯)− c), (39)
and so f is invariant under the involution.
A well-known theorem of Noether (see e.g. [24, Theorem 2.1.4]) says that the algebra
of polynomials invariant under Φ is generated by m + m ◦ Φ, where m(z, z¯) varies over
monomials of degree at most 2. A short calculation shows this algebra is generated by z and
|z|2 + λ(z2 + z¯2). We obtain our polynomial P .
The claim about degree follows at once. 
The following proposition is surely classical and is useful for extending the one dimensional
result to higher dimensions.
Proposition 5.2. Suppose F (z) = F (z1, . . . , zn) is a formal power series in n variables.
Let ǫS2n−1 ⊂ Cn be the sphere of radius ǫ and suppose U ⊂ ǫS2n−1 is an open subset. If for
every z ∈ U
Pz(t) = F (tz) (40)
is a polynomial, then F is a polynomial. Furthermore,
degF = max
z∈U
deg Pz. (41)
Proof. Write
F (z) =
∞∑
j=0
fj(z), (42)
where fj is a homogeneous polynomial of degree j. If fj is not identically zero then fj is
nonzero on a second category subset of U . Hence there exists a z0 ∈ U such that for all j,
fj(z0) = 0 if and only if fj ≡ 0. Take
Pz0(t) = F (tz0) =
∞∑
j=0
tjfj(z0). (43)
As Pz0(t) is a polynomial of degree d, then fj ≡ 0 for all j > d, that is, F is a polynomial of
degree d, and the degree is maximized by Pz0(t). 
Lemma 5.3. Suppose M,H ⊂ Cn+1, n > 1, are defined by
M : w =
n∑
j=1
(|zj |2 + λj(z2j + z¯2j )), H :
{
Rew ≥∑nj=1(|zj|2 + λj(z2j + z¯2j )),
Imw = 0.
(44)
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where 0 ≤ λj < 12 . Suppose f : M → C is a CR function such that if M is parametrized by
z, f(z, z¯) is a polynomial.
Then there exists a holomorphic polynomial P (z, w) such that P |M = f . Furthermore, if
f is homogeneous of degree d, then P is of weighted degree d, that is,
P (z, w) =
∑
|α|+2k=d
cα,k z
αwk. (45)
Proof. By Lemma 4.2 we obtain an extension P (z, w), holomorphic in some neighborhood
of H \ {0}. In particular it is holomorphic on a neighborhood of the point (0, . . . , 0, 1).
Pick a z ∈ Cn with ‖z‖ = 1. Then we use the mapping from C2 to Cn+1 given by
(ξ, w) 7→ (ξz, w) (46)
and the one dimensional case to find the mapping P extends to a polynomial along every
plane that contains the w-axis. In particular, P is a polynomial along every complex line
through the point (0, . . . , 0, 1), and by Proposition 5.2 P is a polynomial.
The degree claim follows easily: If we plug in the expression for w into a monomial in z
and w of weighted degree k we get a homogeneous polynomial of degree k in z and z¯. So
taking the weighted degree d part of P would have sufficed above. It is easy to see P must
be unique and therefore it only has a weighted degree d part. 
The polynomial case only holds for the quadratic models. In general even if M is given
by a polynomial, a polynomial f does not mean F is a polynomial.
Example 5.4. Take M to be given by w = |z|2 + |z|4, and H given as usual. The function
F (z, w) =
√
1 + 4w (some branch of the root) is a holomorphic function in a neighborhood of
the origin. F is clearly not a polynomial, but on M parametrized by z the function becomes
1 + 2|z|2, a polynomial.
6. Smooth case
In this section we prove the assertion for the smooth case in Theorem 1.1. We begin by
describing the coordinates we use and then collect some crucial building blocks of our proof
organized as lemmas and propositions. Recall we consider the following locally near the
origin:
M : w = Q(z, z¯) + E(z, z¯), M quad : w = Q(z, z¯),
H :
{
Rew ≥ Q(z, z¯) + E(z, z¯),
Imw = 0,
Hquad :
{
Rew ≥ Q(z, z¯),
Imw = 0,
(47)
where Q(z, z¯) =
n∑
j=1
(|zj|2 + λj(z2j + z¯2j )), 0 ≤ λj < 12 , and E is O(3) and real-valued.
Lemma 6.1. Let U , M , H, f be as in Theorem 1.1. Parametrizing M by z as usual,
suppose f is O(k) at 0. Then the kth order homogeneous part fk of f satisfies the hypotheses
of Theorem 1.1 for M quad. In particular, there exists a holomorphic polynomial P (z, w) in
Cn+1 of weighted degree k such that (f − P )|M is O(k + 1) at 0.
Proof. Let us first consider the n = 1 case.
For s ≥ 0, we wish to parametrize M ∩ {w = s} by rϕ(r, θ)eiθ where s = r2, and ϕ is
real-valued, i.e.,
r2 = r2ϕ2 + 2λr2ϕ2 cos θ + E(rϕeiθ, rϕe−iθ). (48)
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Since E is O(3) we may divide by r2 to get
1 = ϕ2 + 2λϕ2 cos θ +
1
r2
E(rϕeiθ, rϕe−iθ). (49)
We may now apply the implicit function theorem to this equation to guarantee that such a
smooth ϕ exists for a neighborhood of {0} × [0, 2π], that is, for r in a small interval around
zero and all θ.
By hypothesis, f has a holomorphic extension on each leaf. The hypothesis is equivalent
to saying for each r > 0 and ℓ ≥ 0, ∫
M∩{w=r2}
f
(
ζ, ζ¯
)
ζℓ dζ = 0. (50)
To see why this condition is equivalent to the hypothesis (it is standard for a circle), simply
extend f to H ∩ {w = r2} as a harmonic function h(z)− g(z¯), then apply Green’s theorem,
to obtain 0 =
∫
H∩{w=r2}
g′(ζ¯)ζℓdζ ∧ dζ¯, and by the density of holomorphic polynomials
(Mergelyan’s theorem) we get that g′(z¯) = 0. Hence f extends holomorphically. The integral
condition is equivalent to
2π∫
0
f
(
rϕeiθ, rϕe−iθ
)
ϕℓ(ϕθ + iϕ)e
i(ℓ+1)θ dθ = 0. (51)
Let fk be the kth order part of f . The above expression is divisible by r
k. Dividing and
letting r → 0, and then multiplying through by rk again we obtain
2π∫
0
fk
(
rϕeiθ, rϕe−iθ
)
ϕℓ(0, θ)
(
ϕθ(0, θ) + iϕ(0, θ)
)
ei(ℓ+1)θ dθ = 0. (52)
This shows fk satisfies the conditions of Lemma 5.1 on M
quad. Therefore, there exists a
polynomial P in z and w such that P = fk on M
quad, that is P
(
z, Q(z, z¯)
)
= fk(z, z¯).
Therefore f(z, z¯)− P (z, Q(z, z¯) + E(z, z¯)) is of order k + 1.
For n > 1 we have a local condition, the function is CR. Write w = ρ(z, z¯) for M . Then
the CR vector fields on M in the intrinsic z coordinates can be written as
X = ρz¯j
∂
∂z¯ℓ
− ρz¯ℓ
∂
∂z¯j
. (53)
For any such X we have Xf = 0. Furthermore,
lim
r→0
1
rk
Xf(rz, rz¯) = X˜fk(z, z¯), (54)
where
X˜ = Qz¯j
∂
∂z¯ℓ
−Qz¯ℓ
∂
∂z¯j
(55)
are precisely the CR vector fields on M quad. Therefore, just as above we find fk satisfies the
hypothesis of Theorem 1.1 for M quad. Apply Lemma 5.3 to obtain a P . We finish the proof
exactly as for n = 1 case. 
Lemma 6.2. Let U , M , H, f be as in Theorem 1.1. If f ∈ C∞(M), then F ∈ C(H).
EXTENSION OF CR FUNCTIONS FROM BOUNDARIES IN Cn × R 15
Proof. By Lemma 4.2, F ∈ C(H \ {0}). The continuity of F at the origin follows from the
maximum principle: For (z, s) ∈ H we have
|F (z, s)− f(0)| ≤ sup
{ ∣∣f(ζ, ζ¯)− f(0)∣∣ : (ζ, s) ∈M}.
As s→ 0, M ∋ (ζ, s)→ 0. 
As the derivatives Fzj and Fs extend smoothly to H \{0} we must next prove they extend
through the origin smoothly. First we show their restrictions toM extend smoothly through
the origin. As the extension is unique, we abuse notation slightly and call the extensions Fzj
and Fs and think of them as a functions on H or M as needed.
Lemma 6.3. Let U , M , H, f be as in Theorem 1.1. If f ∈ C∞(M), then Fzj , Fs ∈ C∞(M),
for 1 ≤ j ≤ n.
Proof. Let w = ρ(z, z¯) define M , then write ξj = ρz¯j = zj + 2λj z¯j + · · · . We start by taking
derivatives outside the origin:
fz¯j = Fsξj. (56)
Lemma 6.1 says, for any order m, we may write f as
f(z, z¯) = P (z, ρ) +R(z, z¯), (57)
where P (z, w) is a polynomial of degree m and R is O(m+ 1). Therefore,
fz¯j = Pw(z, ρ)ξj +Rz¯j(z, z¯). (58)
In particular, no lower order terms are an obstruction to the division by ξj. The variables
ξ, ξ¯ are a smooth change of variables, we therefore just think of everything in terms of ξ and
ξ¯.
Using the real part of ξj as a variable we apply the Malgrange-Mather division theorem [21,
Chapter V]. We obtain smooth functions q and r such that
fz¯j = qξj + r, (59)
where r does not depend on the real part of ξj. By the above argument, r cannot have any
finite order terms, otherwise the finite order part could be put (modulo higher order terms)
into something divisible by ξj and hence would depend on the real part of ξj.
Now, consider the ideal I generated by ξj. To show fz¯j ∈ I, it suffices, by a theorem of
Malgrange [21, Theorem 1.1’ in Chapter VI], to show the Taylor series of fz¯j at each point
belongs formally to I. This is clear outside the origin as fz¯j is in fact divisible by ξj there.
At the origin, (59) along with the fact that r vanishes to infinite order shows that formally
fz¯j is in I because its Taylor series is equal to the Taylor series of a function that is in the
ideal, namely qξj. Since fz¯j is in I, it is divisible by ξj and therefore Fs|M extends smoothly
through the origin.
Now that Fs|M is smooth we write
fzj = Fzj + Fsξ¯j. (60)
As fzj and Fsξ¯j are smooth on M , then Fzj extends smoothly through the origin as well. 
We now prove the smooth part of Theorems 1.1 and 1.2. For reader convenience we state
the two results as two lemmas.
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Lemma 6.4. Let U , M , H, f be as in Theorem 1.1. Then there exists a function F ∈
C∞(H) such that F is CR on H \M and F |M = f . Furthermore, F has a formal power
series at 0 in z and w.
Proof. Lemma 4.2 shows F ∈ C∞(H \ {0}). We first show F ∈ C1(H). We know from
Lemma 6.2 that F ∈ C(H). We also know from Lemma 6.3 that the derivatives Fzj and Fs
extend to functions which are smooth onM (and smooth on H\{0} of course). Clearly Fzj |M
and Fs|M satisfy the hypotheses of Theorem 1.1. By Lemma 6.2 we obtain their continuity
and therefore F is C1. By iterating this procedure we obtain F ∈ C∞(H). 
Lemma 6.5. Let Ω and f be as in Theorem 1.2. Then there exists a function F ∈ C∞(Ω)
such that F is CR on Ω and F |∂Ω = f .
Proof. By Proposition 3.2 ∂Ω is homeomorphic to a sphere with two CR singular points,
say p1 and p2. Lemma 4.2 shows there exists F ∈ C∞(Ω \ {p1, p2}) extending f . Then by
Lemma 6.4 we obtain F ∈ C∞(Ω) 
7. The real-analytic case
We are ready to prove the real-analytic part of the results: if the boundary and f are
real-analytic then we get a holomorphic extension. First we prove the case n = 1.
Lemma 7.1. Suppose M,H ⊂ U = {(z, w) ∈ C× C : |z| < δz, |w| < δw} are defined by
M : w = |z|2 + λ(z2 + z¯2) + E(z, z¯), H :
{
Rew ≥ |z|2 + λ(z2 + z¯2) + E(z, z¯),
Imw = 0,
(61)
where 0 ≤ λ < 1
2
, E is O(3), real-valued, real-analytic, and δz, δw > 0 are small enough as
defined in the introduction. Suppose f : M → C is real-analytic and for every 0 < c < δw,
there exists a continuous function on H ∩{w = c} that is holomorphic on (H \M)∩{w = c}
and extends f |M∩{w=c}.
Then there exists a holomorphic function F defined in a neighborhood of H in C2 such
that F |M = f .
Proof. Let ρ(z, z¯) = |z|2 + λ(z2 + z¯2) + E(z, z¯). Write f(z, z¯) for the value of f on M at(
z, ρ(z, z¯)
)
as usual. By Lemma 4.2 we obtain an extension F (z, w), holomorphic in some
neighborhood of H \ {0}.
As everything in sight is real-analytic, we locally complexify and treat z and z¯ as inde-
pendent variables. The proof splits into two cases.
Case 1: Either λ > 0 or E(z, 0) 6≡ 0 (i.e. ρ(z, 0) 6≡ 0).
Let G(z, ξ) =
(
z, ρ(z, ξ)
)
. By our assumption G−1(0) = {0}, and so G is a finite holomor-
phic map at the origin, which is generically k-to-1 for some for some k. The function defined
at a generic point by
F˜ (z, w) :=
1
k
∑
(ζ,ξ)∈G−1(z,w)
f(ζ, ξ) (62)
is well-defined and holomorphic on a neighborhood of the origin; it is a symmetric function
of a k-valued function. See e.g. [25, Lemma 8A in chapter 1]. Without loss of generality
suppose δz, δw are small enough so that F˜ is defined in U .
Outside of the origin, (F ◦ G)(z, z¯) = f(z, z¯). The equality also holds formally at the
origin, that is up to arbitrary order. For a fixed z and w and any solution ξ of w = ρ(z, ξ),
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(F ◦ G)(z, z¯) = (F ◦ G)(z, ξ) formally at the origin. As f is real-analytic we then get
f(z, ξ) = f(z, z¯) (not only formally). Let X be a small punctured neighborhood of the
origin in the set {ξ = z¯} in the (z, ξ)-space. The image G(X) is a generic, totally-real
submanifold at most points as G is a local biholomorphism outside a complex subvariety.
On G(X) we get F = F˜ , and therefore F = F˜ on a neighborhood of H \ {0}. We are done.
Case 2. Suppose λ = 0 and E(z, 0) ≡ 0.
The manifold M has infinite Moser invariant; successively taking changes of coordinates
sending z to z+azjwk we can make E vanish up to arbitrary order. Moser [22] proved there
exists a local biholomorphic change of variables near zero such that M is given by
w = zz¯, (63)
in these new coordinates. The change of variables must leave the set Imw = 0 invariant,
and the leaves are still given by {w = c}, although the constants have changed. Therefore
the setup of the problem is the same. If
f(z, z¯) =
∑
ck,jz
k z¯j , (64)
Cauchy estimates dictate |ck,j| ≤ Mǫk+j for some ǫ > 0. Using the smooth case, F (z, s) has a
formal power series at the origin in z and s, and so ck,j = 0 if k < j. Write dk,j = ck+j,j.
Then
|dk,j| = |ck+j,j| ≤ M
ǫkǫ2j
. (65)
Therefore
F (z, s) =
∑
j,k
dk,jz
ksj (66)
converges. 
We now prove the real-analytic part of Theorems 1.1 (for n > 1) and 1.2. For reader
convenience we state the two results as two lemmas.
Lemma 7.2. Let U , M , H, f be as in Theorem 1.1. Suppose n > 1, and E and f are
real-analytic. Then there exists a holomorphic function F defined in a neighborhood of H in
C
n+1 such that F |M = f .
Proof. By Lemma 4.2 we obtain an extension F (z, s), holomorphic in some neighborhood of
H \ {0}.
Via the smooth extension (the smooth case of Theorem 1.1 and in particular Lemma 6.1)
there is a smooth extension to H with the formal Taylor series at the origin written as a
formal power series in z and s. We must show this series converges and converges to a
holomorphic function that agrees with the above extension on a neighborhood of H \ {0}.
A formal power series at the origin which converges when restricted to every line through
the origin converges via a standard Baire category argument (see e.g. [1, Theorem 5.5.30]).
We show it converges on every complex-2-dimensional plane containing the w-axis.
Let v ∈ Cn with ‖v‖ = 1 be given. Take the complex-2-dimensional plane P parametrized
by (ξ, w) 7→ (ξv, w). On P apply the n = 1 result to find the function extends. Furthermore
the formal power series for F at 0 in z and s restricted to P is the power series for the
extension on P . Therefore on P we get 1) the formal power series for F in z and s converges
and 2) it equals the extension on some open set of H ∩ P . By taking all possible v we get
the power series for F in z and s converges and equals to the extension on some open subset
of H . We are done. 
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Lemma 7.3. Let Ω and f be as in Theorem 1.2 and suppose ∂Ω and f are both real-analytic.
Then there exists a holomorphic function F defined in a neighborhood of Ω in Cn+1 such that
F |∂Ω = f .
Proof. If S ⊂ ∂Ω is the set of CR singular points, then via Lemma 4.2 and the local extension
at CR points we obtain a holomorphic function on some neighborhood of Ω \ S. Then via
Lemma 7.2 the function extends to be holomorphic in some neighborhood of Ω in Cn+1. 
8. Degenerate holomorphically flat CR singularities
We close by making a few remarks on the situation when the CR singularity is degenerate,
but where we still keep the positivity aspect of the ellipticity. We focus on the local situation.
Suppose we have the following near the origin in Cn+1.
M : w = ρ(z, z¯), H :
{
Rew ≥ ρ(z, z¯),
Imw = 0,
(67)
where ρ is smooth, real-valued, and positive near the origin (except at the origin where
ρ(0) = 0). The condition on positivity implies that for each small fixed s ∈ R the intersection
M ∩ {w = s} is either empty or compact such that the diameter of such sets goes to zero as
s→ 0. Finally suppose 0 is the only CR singularity of M .
By Lemma 4.2 we obtain the extension smoothly up to the CR points ofM . We also show
that the zk derivatives are bounded. That is, in the degenerate case, the best we can obtain
is the following proposition.
Proposition 8.1. Suppose H and M are closed submanifolds of U = {(z, w) ∈ Cn × C :
‖z‖ < δz, |w| < δw} given by (67), and δz, δw > 0 are small enough as defined in the
introduction.
Suppose f : M → C is smooth and either
(i) n > 1 and f is a CR function on MCR (the CR points of M), or
(ii) n = 1 and for every 0 < c < δw, there exists a continuous function on H ∩ {w = c},
holomorphic on (H \M) ∩ {w = c} extending f |M∩{w=c}
Then there exists a function F ∈ C(H) ∩ C∞(H \ {0}) such that F is CR on H \M and
F |M = f . Furthermore the derivatives ∂F∂zk , 1 ≤ k ≤ n, are locally bounded at 0.
Proof. Because 0 is the only CR singularity of M , dρ is only zero at the origin. Therefore,
for small c > 0 M ∩ {w = c} are smooth compact submanifolds. Furthermore, M ∩ {w = c}
are connected as they are level sets of ρ, and ρ has only a single critical point.
The existence and smoothness of F outside the origin follows from Lemma 4.2 as mentioned
above. The proof of Lemma 6.2 works in this setting giving us the continuity of the extension
at the origin.
To show the boundedness of the ∂F
∂zk
near 0, we use an approach similar to the one employed
in (29). Since our context is quite concrete here, we are able to make this more explicit and
direct. For s > 0 and 1 ≤ k ≤ n, the following hold on M \ {0} near the origin:
fzk = Fzk + Fsρzk and fz¯k = Fsρz¯k , (68)
which gives us
|Fzk | ≤ |fzk |+ |Fsρzk | = |fzk |+ |Fsρz¯k | = |fzk |+ |fz¯k | on M \ {0}. (69)
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Since Fzk ’s extend smoothly up to the boundary on each leaf of H \ {0}, we have by the
maximum principle
|Fzk(z, s)| ≤ sup
(ζ,s)∈M\{0}
|Fzk(ζ, s)| ≤ sup
(ζ,s)∈M
∣∣fzk(ζ, ζ¯)∣∣ + ∣∣fz¯k(ζ, ζ¯)∣∣ (70)
for (z, s) ∈ H \{0}. The conclusion follows by noting that fzk and fz¯k are smooth on M and
hence bounded near the origin. 
This proposition along with Example 2.2 shows that at degenerate CR singularities it is
the derivative in the normal direction (the s direction) that might blow up, but the function
F itself is at least continuous with bounded z derivatives. The crux of the extension, where
the nondegeneracy is necessary, is in bounding the s derivative.
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