We study the problem of estimation and inference on the average treatment effect in a smoking cessation trial where an outcome and some auxiliary information were measured longitudinally, and both were subject to missing values. Dynamic generalized linear mixed effects models linking the outcome, the auxiliary information, and the covariates are proposed. The maximum likelihood approach is applied to the estimation and inference on the model parameters. The average treatment effect is estimated by the G-computation approach, and the sensitivity of the treatment effect estimate to the nonignorable missing data mechanisms is investigated through the local sensitivity analysis approach. The proposed approach can handle missing data that form arbitrary missing patterns over time. We applied the proposed method to the analysis of the smoking cessation trial.
INTRODUCTION
The smoking cessation trial to be analyzed is a part of 'IT'S TIME' study, a 2-year longitudinal study consisting of clinic-based interventions delivered to woman smokers of child-bearing age to help them quit smoking. In this study, 1706 eligible smokers were accrued in 12 Chicago area clinics. Subjects were randomized either to the treated arm receiving an educational program helping them to quit smoking or to the controlled arm where no such a program was offered. Followup telephone interviews were conducted at 2, 6, 12, and 18 months into the study. The primary More specifically, compared with smokers in the control group, it is of interest to know whether those in the intervention group would be more likely to have actually quit smoking over time. The statistical problem in analyzing the data can be formulated in the following way. Let Y it , (t = 1, 2, . . . , T ) denote the outcome of subject i measured at time t. In the smoking cessation study, Y it is the quitting status measured at time t for subject i. Let X i denote the collection of the treatment assignment, the baseline covariates, and possibly time-varying covariates that are not affected by the treatment. We use time-dependent notation to denote all of them until Section 3 where we need to distinguish the time-varying and the time-independent covariates when we discuss the average causal effect estimator. Let X i = (X i1 , . . . , X i T ) denote all the covariates. In addition to the outcome and covariates, a time-dependent auxiliary variable, denoted by V i = (V i1 , . . . , V i T ), was measured in the study. In contrast to the time-varying covariates, the auxiliary variables are those that may be affected by the treatments under study. In the smoking cessation study, V i recorded the variable STAGE over time. When data are completely observed, the auxiliary variable appears not very useful in the estimation of the treatment effect. When the primary outcome is subject to missing values, modeling the auxiliary variable in the analysis may help correct bias and gain efficiency in the estimation of the treatment effect.
There are many ways to decompose the joint distribution of (Y, V) given X. One natural and useful way to decompose the joint distribution is by the following sequence of conditional distributions in the order of time:
×P(Y it |V i(t−1) , Y i(t−1) , . . . , V i1 , Y i1 , X i )
where V 0 is assumed to be a constant if no such measure is recorded. The long-dependence on the recorded history in the conditional distributions can be a problem both in interpreting and in fitting the model. On the other hand, a short dependence is easier to interpret in practice. This leads us to consider models with a short chain of dependence plus random effects. The idea behind the modeling strategy is that it is anticipated that the random effects capture the average long-term dependence while the short-chain dependence captures the short-term dependence in addition to the average long-term dependence. Such a model appears as,
P(V it |Y it , V i(t−1) , X it , a i )P(Y it |V i(t−1) , Y i(t−1) , X it , b i ) P(a i , b i )
We assume further that P(V it |Y it , V i(t−1) , X it , a i ) is known up to an unknown parameter , P(Y it |V i(t−1) , Y i(t−1) , X it , b i ) is known up to an unknown parameter , and P(a i , b i ) is known up to an unknown , which is a function of parameter .
For simplicity of presentation, we assume that covariates are always observed. Further, either both (Y, V ) are observed or both are missing. Let R i = (R i1 , . . . , R i T ) be the missing data indicator, whose tth component, R it , equals 1 if (Y it , V it ) is observed for individual i and is 0 if (Y it , V it ) is missing. When data are MAR, it is well known that the maximum likelihood method can yield valid inferences concerning the parameters , , and . In general, the missingness may depend on the missing values resulting in nonignorable missing data. In this case, a parametric model on the missing data probabilities may allow the identification of the model parameter. Under this situation, the maximum likelihood approach can still be used to obtain the parameter estimates and inference. However, if the model for the missing data probabilities is sufficiently large, the model may become unidentifiable. Therefore, nonignorable models for the missing data probabilities tend to serve as a framework for sensitivity analysis rather than as a way to identify the model parameter. We have the same purpose in mind here in specifying such a model. We specify the model for the missing data probabilities sequentially and assume parametric models as
where is the unknown parameter. With the foregoing model specification, the marginal likelihood for the observed data
where
denote, respectively, the observed and missing parts of
, the integration with respect to that component should also be understood as summation over the range. Assume that the parameters are identifiable either from the model restriction or from the fixation of some parameter values in the model for the missing data probabilities. Estimation and inference on the model parameters can be carried out by the maximum likelihood approach. The maximum likelihood estimator can be obtained by the EM algorithm. More details are given in the next subsection when we deal with the specific application.
Model specification for the application
For the smoking cessation data, Y it is a binary variable taking value 1 if the subject is considered to have quit smoking at time t, 0 otherwise. V it , the readiness to quit, takes value 6 if Y it = 1 and takes values 1-5 indicating the level of readiness if Y it = 0. It can be seen that V it predicts Y it perfectly for t = 1, . . . , T and we can express V it as
where V 0 it takes categories 1.5 when Y it = 0. We have that Y it = 1 {V it =6} . Although modeling the distribution of {V it , t = 1, . . . , T } alone is equivalent to modeling {Y it , V 0 it ) jointly for the estimation of the treatment effect, the fact that the event V it = 6 carries so much weight in this clinical trial makes it very much worthwhile to treat it separately. As a result of this consideration, we model The short-chain dependence mixed effects model that was proposed in the last subsection becomes
and
Note that V 0 it takes one of the K (= 5) discrete values. We consider in this article the baseline logit model for
Note, however, that other models such as the proportional odds ratio model specified as
for k = 1, . . . , K −1, may also be used. The model for the distribution of Y it given X it and b i is specified by the logistic regression as
The random effects distribution for (a i , b i ) is specified as N(0, ( )). Specification of models for the missing data mechanism can be accomplished by using the general logistic regression models as follow. 
where is the collection of tr for t = 1, . . . , T and for all the missing patterns where tr is not degenerated. Note that, for any of the models specified and used so far, by virtually the same approach, more complex models can be specified and used in place of the relatively simple ones whenever the simple models do not fit the data well. For example, more than one-step dependence on history may be added to the model. We suppress these developments for simplicity of presentation.
Parameter estimation and inference
We use the maximum likelihood approach to estimate and make inferences on the parameters. The EM algorithm is adopted for maximizing the likelihood function by augmenting the observed
and l i = log L i which are, respectively, the contribution of the ith subject to the augmented data likelihood and to the observed data likelihood.
The objective function to be maximized in the EM algorithm is
The conditional distribution used for the calculation of the contribution to the objective function from the ith subject is
To compute the expectations under this distribution, we need to resolve the issue of computing integrations. We applied Gauss quadrature approximation to the integrations. Other numeric approaches or the Monte Carlo simulation approach may be applied. Such methods usually require intensive computation.
The EM algorithm applied to the example does not yield a closed-form solution to the maximization. Iterative approaches, such as the Newton-Raphson method, need to be applied. Such algorithms require computing both the first and the second derivatives of the augmented data log-likelihood. Score functions from the augmented data log-likelihood for the parameter tr , ,
, and are given in the Appendix.
Before applying the computational method to the data, we need to sort out the missing data patterns observed with degenerated probabilities. For longitudinal data with T time points, the total number of potential missing patterns is 2 T . However, we seldom observed all the missing data patterns in a single data set. This was the case for the smoking cessation data. For the smoking cessation data, there are potentially 2 4 = 16 missing data patterns, of which only 14 were observed in this data set, as is seen from Table II . To determine the missing patterns with degenerated probabilities, we first sort the missing data indicators in a dictionary order as is done in Table II . Determination of the degenerated probabilities that are not required to model can then be done forwardly in time. For any given missing data pattern up to time t −1, r = (r 1 , . . . ,r t−1 ), if both R t = 0 and 1 occur in the data at time t, tr is not degenerated. Otherwise, it is degenerated. Whether tr = 0 or 1 for the degenerated case can be easily determined by whether R t = 0 or 1. Finally, patterns associated with 0 probability of a degenerated pattern is also degenerated. When we apply this approach of determination to the observed missing data patterns in Table II , it can 
Total 1706 be seen that the degenerated probabilities are 3(00) = 0, 4(100) = 0, and all the patterns associated with the zero probabilities. Such patterns are (0, 0, * , * ), and (1, 0, 0, * ), where * can be filled by either 0 or 1. Altogether, there are 2 1 +2 0 = 3 patterns whose probabilities are either 0 or 1 (degenerated). In other words, we need 2 4 −3 = 13 logistic models for the missing data probabilities. Table III shows the regression coefficient estimates from the fit of 13 logistic regression models with different intercepts and common coefficients. The missingness appears to be significantly affected by the education level and the number of years of smoking. The result suggests that those who did not complete high school education and/or have long smoking history are more likely to stay in the trial.
ESTIMATING THE AVERAGE TREATMENT EFFECT
We use G-computation approach [33] [34] [35] , to estimate the average treatment effect for a subpopulation defined by the baseline covariates and possibly by the time-dependent covariate processes that are not affected by the treatment. In the smoking cessation study, the covariates include the treatment assignment and the baseline covariates, such as race and educational levels. They are all time-independent covariates. To simplify the notation, from now on, we use Z to denote the treatment assignment and X to denote the baseline covariates. There are two treatment conditions: one is treated (Z = 1) and the other is control (
t , respectively, denote the potential outcomes [36] [37] [38] , if control or treatment is applied to a unit. Similarly, V (0) t and V (1) t denote, respectively, the potential auxiliary variable values if control or treatment is applied to the unit. We are interested in estimating the average treatment effect in the form of
T |X } for a subpopulation defined by the covariates that are not affected by treatment. Note that the average causal effect is defined at time T primarily for notational simplicity. It is easy to see that the definition can be extended to any time point. If there were no missing data, the data observed from the trial would be (Y
Suppose that treatment assignment is independent of the potential outcomes. More precisely,
It follows from the no-unmeasured-confounder assumption (2) that
for t = 1, . . . , T , and 
where u = 0, 1 and h is an integrable function. For the smoking cessation data, suppose that all the models specified in the previous section are true for the observed data when Y it and V it are replaced by Y
it .
E{h(Y (u)
Now suppose that the assumptions on the missing data mechanism are correct and parameter ( , , ) can be estimated from the likelihood consistently. Denote the estimate by (ˆ ,ˆ ,ˆ ). If we use the distribution estimated from the maximum likelihood in computing the expectation in (4) with h(y) = y, denoted byÊ{Y
T )|X } for u = 0, 1, the maximum likelihood estimator of the average causal effect can be obtained aŝ
The variance of the estimator can be obtained by the asymptotic approximation using the -method. See Appendix for more details. Finally, the average causal effect, E(Y
T ), for the population where the sample was drawn can be estimated bŷ
The variance of the estimator can be estimated by In the sensitivity analysis of the estimates to nonignorable missing data mechanism models, we concentrate on the analysis of the influence of nonignorable missing data mechanisms on the estimate of the average causal effect of the treatment versus the control. Although the framework proposed in the previous section can be used to obtain a global sensitivity analysis of the average treatment effect to the nonignorable missing data mechanisms, the computation involved in such an analysis can be very intensive. We choose to perform a local sensitivity analysis that approximates the global sensitivity analysis. Note that the average causal effect can be expressed as
To simplify notation, we use = ( , , ) in this section. In the local sensitivity analysis, we first estimate using the likelihood approach by ignoring the nonignorable missing data mechanism model. The estimated is thus biased and is an implicit function of the parameter . As a result, m(ˆ ) is an implicit function of through , and using m(ˆ ) as the estimate of m( ) is subject to bias. The idea of the local sensitivity analysis is to try to correct the bias. We consider the set of missing data mechanisms that are modeled in the previous section. From now on, we use ( , ) to denote all the parameters in the missing data mechanism model with denoting the part of the parameters that define an NMAR mechanism if = * , where * is often 0. denotes the rest of the parameters in the missing data mechanism model. For a fixed , let the estimate of ( , ) be denoted by {ˆ ( ),ˆ ( )}. Suppose that the functions of m on and on are continuously differentiable. To compute the local sensitivity approximation to m( ), we need first to obtain the local sensitivity approximation to . Note that the local sensitivity approximation to isˆ
Note that when = * , the missing data mechanism is ignorable for any . From Appendix B, we see that
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The second term on the right-hand side is the inverse of the observed information matrix for the incomplete data, which can be obtained by fitting an ignorable model to the observed data. Since
and * 2 l F * * = 0 when and are variation-independent parameters, the first term on the right-hand side becomes the conditional covariance between the score for the nonignorable part of the missing data mechanism model and the score from the full data model given the observed data.
From Appendix A, we see that
Note that ( , ) and are in general variation independent. As a result,
does not involve the missing data mechanism model. The sensitivity of m( ) with respect to can then be computed by the linear extrapolation.
When the local sensitivity of the average causal effect, E(Y
T ), to the nonignorable missing data models is of interest, it follows that
T |X i , , , ). The computation of the local sensitivity direction can be carried out by the foregoing approach. Table I lists the rates of abstinence at each wave, respectively, for the control group and the intervention group. It shows that the abstinence rates have improved for both groups over the 18-month period. The intervention group appears to have a higher rate of abstinence than that of the control group. Note, however, that the rates were computed based on the actual number of subjects under observation. In view of the large number of subjects with missing outcomes, this improvement may be due to the selection bias. It is possible that the rate of abstinence at a wave could be increased over the previous wave even when no new subject became abstinent if subjects (14) is less than the number of all potential patterns (16) . In the following analysis, we aim at addressing the issue of missing outcomes in estimating the average treatment effect. Before focusing on the issue of missing outcomes, we note that incomplete covariate information also occurred in some subjects. Among those 1706 women eligible at baseline, 14 did not report their race, 6 did not provide information on their educational level. Variables on years since started smoking and the number of daily cigarettes smoked had 81 and 22 missing values, respectively. The fraction of missing covariates is relatively small in comparison to that of missing outcomes. Rather than modeling the covariate distribution and maximizing the joint likelihood, which can be computationally much more challenging to be carried out, we took two simplified approaches: one is to exclude subjects with incomplete covariate information from the analysis; the other is to impute the incomplete covariate information by regression models fit to the available cases. Since the analytical results for the deleted data are close to those for the imputed data, we only present the analysis of the imputed data set in this article. Table I shows that the rates of abstinence change over time for both the treatment group and the control group. Based on this observation, we model the logit of the abstinent rate (QUIT) as a function of time and treatment condition after accounting for the effect of pre-treatment conditions. Specifically, two types of models were fit. The first one is a simple model that does not include the auxiliary variable into the model. This type of models can be schematically expressed as log P{QUIT = 1 at time t} P{QUIT = 0 at time t} = intercept(t)+treatment(t)+pre-treatment covariates
ANALYSIS OF THE SMOKING CESSATION DATA
The other type includes the auxiliary variable in the models. This type of models can be schematically expressed as two joint models with the logistic model, log P{QUIT = 1 at time t} P{QUIT = 0 at time t} = intercept(t)+treatment(t)+pre-treatment covariates +lag-1 QUIT+lag-1 STAGE+random effect (6) for QUIT, and the baseline logit model,
for the STAGE, where k = 1, . . . , 5. We fitted one model of the first type and two models of the second type to the observed data under MAR assumption. Model I had the form (5) and did not included V . Models II and III included V and had the joint model form of (6) and (7) . All three models included the same baseline covariates. The variables lag-1 QUIT and lag-1 STAGE were combined as one variable and were treated as an ordinal variable in Model II. That is, STAGE = 6 when QUIT= 1. Model III treated 1 {STAGE=6} differently from those of stages 1-5, which were again treated as an ordinal variable.
Results on parameter estimation for the outcome from Models I, II, and III are listed in Table IV . Results on parameter estimates for the auxiliary variable from Models III are listed in Table V . Note that we did not list parameter estimates for the auxiliary variables from Model II because they are very close to those of Model III. Results in Table IV suggest that the treatment has significant effects on the QUIT status at months 2 and 6, but not significant effects on the QUIT status at months 12 and 18 when both pre-treatment covariates and the auxiliary variable STAGE at the previous time are adjusted. It can also be seen that the current QUIT status strongly depends on the STAGE at the previous time point even after adjusted for the pretreatment covariates. Subjects with more advanced stage at the previous time point tend to have a higher probability of quitting smoke in the current time point, which is consistent with intuition. In addition, the strong positive association between the current quitting status and the quitting status at the previous time suggests that a quitter at the previous time point is much more likely to remain quitting than to relapse to smoking in the current time point. Results in Table V also show that the current STAGE strongly depends on STAGE at the previous time point. Although the coefficient estimate for the lag-1 STAGE is negative, nevertheless, the result should be interpreted as such that subjects were more likely to advance their stage of readiness to quit over time because the base category used in the baseline logit model was STAGE = 5 rather than STAGE = 1.
Since STAGE is a post-treatment variable, it is important to remember that the treatment effect may be diluted when STAGE is included in the adjustment. This issue was addressed by computing the average treatment effect using the G-computation approach. The results are given in the left The treatment effect estimates are consistent based on different methods under MAR. It is of substantial interest to know how the conclusion changes if the MAR assumption is violated. Assume that missing values on Y and V were generated from the logistic models
where t denotes the time and r denotes the missing pattern. Under this model, the local sensitivity analysis was performed. The results are displayed in the right panel of Table VI suggest that the average treatment effect at month 6 is much more sensitivity to the dependence of the missing data mechanism on the STAGE variable than at month 18 under both models II and III. The results also suggest that, when missingness depends on the current or previous QUIT or STAGE, the treatment observed under MAR can be substantially altered if the dependence is relatively strong. Overall, if quitter or subjects in the advanced stages of readiness to quit are more likely to dropout, the average treatment effect estimate will be much larger than estimated under the MAR assumption. The Fortran code for performing the analysis can be obtained from the authors by e-mail to hychen@uic.edu.
DISCUSSION
We presented a framework for the analysis of the longitudinal data with missing outcome and auxiliary variables. The proposed framework was used in the analysis of the smoking cessation data. Although the example we treated in this article is special in that both the outcome and the auxiliary variables are observed or missing simultaneously, nevertheless, the framework is easily extended to handle the case when they are not observed or missing simultaneously. The auxiliary variable can also be viewed as a time-dependent covariate. In this way, the proposed method can be regarded as a joint modeling approach to the missing data problem with both the longitudinal outcomes and the longitudinal covariates subject to missing values. Since the missing data form non-monotonic patterns, modeling the time-dependent covariate is necessary in the application of the likelihood approach. This framework can also handle non-monotone and unsaturated missing data. One possible argument against our treatment of the unsaturated missing data patterns is that we implicitly assume that the missing data patterns not observed cannot happen in the future. But we view a pattern that is not observed is so unlikely to happen that we estimate the probability of its happening zero rather than an estimated nonzero probability (not necessarily small as one may think it is) based on a potentially saturated model. In addition, a saturated logistic model can behave erratically when fitting to the data with observed unsaturated missing patterns. Our modeling approach naturally reduces to the consecutive logistic models usually used for modeling missing data probability when the missing data form monotonic patterns.
We applied the G-computation approach to obtain the average treatment effect estimate, which is of primary interest in trials of the similar type. We proposed a sensitivity analysis of the average treatment effect to the missing data mechanism models through the local sensitivity analysis approach. Since one may not know whether the observed data deviated from the MAR assumption, and if it does, how strong the deviation is, the results only provided us a way to quantify the potential impact on the estimated average causal effect of the deviation from the MAR assumption rather than a decisive conclusion, which may not be achieved without additional information from subject-matter experts. Note that the asymptotic unbiasedness of the proposed estimators in this article relies on the correct model assumptions, which need to be carefully evaluated. Alternative approaches that provide some protection against the bias of the parameter estimator, such as the doubly robust approach, may be applied under MAR assumption. However, when the MAR assumption on the missing data mechanism does not hold, the local sensitivity analysis can provide useful information while keeping the computation simple.
When the average causal effect of a subpopulation defined by the baseline covariates is of interest, the proposed approach can be modified to give an estimator of the effect. However, if the subpopulation is defined by only a subset of the covariates in the model, a model for the covariates not used in defining the subpopulation given the covariates used in defining the subpopulation is required to be specified. We leave those issues for further studies in the future.
APPENDIX A: DERIVATIVES FOR THE LOG-LIKELIHOOD
The first derivatives for the augmented data are
The second derivatives can be obtained similarly. The first derivatives for the observed data are the conditional expectations of the foregoing derivatives given the observed data. The variance estimates for the maximum likelihood estimator can be obtained by the inverse of the observed data information matrix, which can be computed by Louis' (1984) formula as 
T |X ) The estimated variances can be obtained by replacing by its estimate obtained from the inverse of the observed information matrix and computing the covariance using the estimated models for the full data.
We can obtain the variance ofÂCE similarly in the following way. Note that
T −Y (0) 
R, R(Y, V ), X, ,ˆ ( ),ˆ ( )
When * is chosen such that the missing data mechanism is ignorable, it can be seen that
R, R(Y, V ), X, ,ˆ ( ),ˆ ( ) = 0
This implies that
and that
