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Los polı´meros son macro-mole´culas orga´nicas principalmente compuestas por a´tomos de hidro´geno
y carbono. Ejemplos naturales de e´stos son el ADN, la piel, huesos, la madera. A principios de siglo
XX, hubo un punto de inflexio´n en la industria moderna dada por la capacidad de sintetizar polı´me-
ros artificiales a partir de derivados del petro´leo, esto condujo a la aparicio´n del nailon por citar un
ejemplo de relevancia. Pocos an˜os despue´s comienza la fabricacio´n de pla´sticos y otros derivados,
posteriormente toda una revolucio´n en el disen˜o y macro-produccio´n de estos polı´meros emerge y
se sostiene durante todo el siglo XX hasta la actualidad. Este tipo de polı´meros no eran importantes
desde el punto de vista electro´nico, ya que todos son aislantes ele´ctricos. Sin embargo, en la de´cada
del ’70 surge la posibilidad de dopar algunos de estos polı´meros y llevarlos en un espectro completo
de aislantes, semiconductores y conductores. Esta nueva generacio´n de polı´meros conductores como
el poliacetileno, la polianilina, el polipirrol, entre otros, marco una novedosa lı´nea de investigacio´n en
la frontera de la fı´sica y la quı´mica que se mantiene vigente, con actividad creciente hasta nuestros
dı´as.
Grandes interrogantes han comenzado a responderse y otros nuevos han emergido desde enton-
ces, ¿cua´l es la importancia relativa en el acoplamiento electro´n electro´n y elctro´n-red en estos dis-
positivos? ¿Que´ procesos esta´n implicados en el transporte de carga que permiten la conductividad
ele´ctrica?¿Existen teorı´as efectivas capaces de describir satisfactoriamente el comportamiento de es-
tos materiales?. Estas preguntas son ejemplos de la preeminencia del estudio de estos sistemas tanto
para cuestiones teo´ricas como aplicadas. Por otro lado, se han realizado grandes avances tecnolo´gicos
a causa de estos materiales, tales como diodos emisores de luz orga´nicos (en ingle´s OLEDs, Organic
Light-Emitting Diodes ) utilizados en pantallas ta´ctiles flexibles, celdas fotovoltaicas orga´nicas (en
ingle´s OPVs, organic photo-voltaics), transistores de efecto de campo orga´nicos (en ingle´s OFETs,
organic field-effect transistors), entre otros.
En la actualidad, el estado del arte indica que uno de los feno´menos vinculados con el transporte
de carga en semiconductores orga´nicos son las cuasi-partı´culas denominadas solitones. En fı´sica, mu-
chas excitaciones colectivas de so´lidos, lı´quidos y gases son descriptas por ecuaciones lineales donde
se aplica el principio de superposicio´n. Estas ecuaciones explican una gran variedad de feno´menos
estudiados en ciencia cuando la respuesta de un sistema frente a una fuerza externa es lineal. Un
ejemplo de esto son las ondas de sonido, una onda viajera se caracteriza por una velocidad, una fre-
cuencia y una longitud de onda caracterı´stica. La combinacio´n lineal de ondas elementales cada una




y mole´culas. Sin embargo, existe otra gran variedad de feno´menos donde esta descripcio´n lineal no
alcanza y emergen tipos de excitaciones no lineales descriptos por ecuaciones ma´s complejas. Este es
el caso del solito´n. Un solito´n en el agua puede observarse cuando una ola con una cierta velocidad
viaja sin perder la forma y permanece estable por un cierto periodo de tiempo hasta que los feno´me-
nos de disipacio´n la desestabilizan. En polı´meros conductores los solitones se manifiestan cuando una
acumulacio´n de carga electro´nica negativa es puesta en movimiento por la actuacio´n de un campo
ele´ctrico. A medida que esta acumulacio´n se mueve atrae a los iones positivos de los nu´cleos (con
mayor movilidad que dispositivos inorga´nicos) dando lugar a una acumulacio´n de carga positiva cerca
de la negativa. Esta estructura se retro-alimenta en sı´ misma y comienza a viajar como un todo a trave´s
del so´lido. La aparicio´n y estabilidad de estas cuasi-partı´culas depende de feno´menos muy complejos
como son los distintos tipos de enlaces en los polı´meros (pi y σ , por ejemplo), los acoplamientos entre
el electro´n y la red, entre electrones, etce´tera.
Los objetivos de esta tesina fueron: describir una mole´cula de poliacetileno mediante un modelo
matema´tico mı´nimo que permita representar los grados de libertad ma´s relevantes de este polı´mero
conductor; analizar la geometrı´a, la distribucio´n de carga y el espectro de energı´a de solitones y po-
larones en el estado fundamental; estudiar estas excitaciones bajo la accio´n de diferentes perfiles de
campo ele´ctrico. Adema´s en la busca de estos objetivos buscamos responder preguntas fundamentales
como ¿esta´n los solitones y polarones vinculados con el transporte de carga en el poliacetileno? ¿cua´l
es la estabilidad de este tipo de excitaciones y de que´ dependen en el sistema en estudio?
Para poder abordar los objetivo propuestos hemos utilizado el hamiltoniano Su-Schrieffer-Heeger
para el estudio de la configuracio´n trans de poliacetileno, trans-CHn. Este hamiltoniano esta´ construido
bajo la aproximacio´n tight binding para los electrones y un tratamiento cla´sico para los iones de
la mole´cula, donde se supone un polı´mero en una dimensio´n, sin desorden ni impurezas, al cero
absoluto de temperatura. En base al mismo, es posible encontrar las ecuaciones que describen el estado
fundamental de solitones y polarones para el caso esta´tico. Ası´ como tambie´n, deducir las ecuaciones
de movimiento frente a la aplicacio´n de distintos perfiles de campo ele´ctrico. Recurrimos al ca´lculo
nume´rico computacional para obtener los resultados.
Para sistemas esta´ticos, encontramos que el trans-poliacetileno se dimeriza en su estado funda-
mental para una configuraciones neutras cercanas N = 100 grupos de carbono e hidro´geno (CH) con
condiciones perio´dicas de contorno, esto esta´ corroborado por la inestabilidad de Peierls. Cuando car-
gamos estas configuraciones con un hueco o un electro´n, emergen solitones y polarones que cambian
la fase de dimerizacio´n mediante paredes de dominio, esto tambie´n esta corroborado por el estado del
arte. Reportamos la geometrı´a y densidad de estados para distintos tipos de carga neta en el sistema
N−Ne = 1,2,3 (donde Ne es la cantidad de electrones) con diferentes configuraciones de espines ↑ y
↓, estas configuraciones no las hemos encontrado en la bibliografı´a y las suponemos novedosas.
Cuando incorporamos un campo ele´ctrico y simulamos la dina´mica, encontramos que un solito´n en
un sistema de N = 99,Ne= 100 es estable bajo ciertas condiciones de campo y tiempo de exposicio´n,
se acelera cuando el campo actu´a y comienza a frenarse cuando deja de actuar. Esto fue reportado en




el solito´n pierde estabilidad para ciertos valores de campo ele´ctrico y tiempos exposicio´n al mismo.
En cuanto a resultados genuinos, encontramos que un polaro´n con N = 100,Ne = 101 es menos
estable que el solito´n anterior, para las misma condiciones de campo ele´ctrico y tiempo de exposicio´n.
Damos una discusio´n respecto a violaciones locales de conservacio´n de la energı´a, luego de que el
campo deja de actuar. Exponemos adema´s la estabilidad de polarones en sistemas de N = 400,Ne =
401,402, encontramos que el polaro´n de N = 400,Ne = 402 es ma´s estable que el de N = 400,Ne =
401
Finalmente encontramos la estabilidad de un solito´n para N = 99,Ne = 100 en campo sinusoidal,
tampoco hemos encontrado un antecedente similar en las publicaciones especializadas. Esto puede
ser relevante para el disen˜o de dispositivos vinculados a corrientes alternas, tradicionalmente estos
dispositivos son fabricados para trabajar con corrientes continuas.
Como perspectivas a futuro pretendemos profundizar en el estudio de estos resultados expuestos en







En este capı´tulo expondremos los motivos que impulsan esta tesina y mencionaremos algunos
de los principales interrogantes actuales en el a´rea. Daremos una sı´ntesis del estado del arte de los
polı´meros conductores. Finalmente, plantearemos nuestro problema concreto a abordar junto con los
principales objetivos y el impacto que esperamos.
1.1. Motivacio´n
Los polı´meros conductores han despertado el intere´s de la comunidad cientı´fica desde su des-
cubrimiento en la de´cada de 1970 hasta la actualidad. Numerosos dispositivos electro´nicos han sido
desarrollados a partir de sus sı´ntesis, como por ejemplo diodos de emisio´n de luz orga´nicos (OLED’s,
Organic Ligth-Emitting Diode[4]), transistores de efecto de campo orga´nicos (OFET’s, Organic Field-
Effect Transistor[12]) y celdas fotovoltaicas orga´nicas (OPV’s, Organic Photovoltaics[14]).
Profundizar en la comprensio´n del funcionamiento de los polı´meros conductores impactara´ evi-
dentemente en su desarrollo tecnolo´gico e industrial. Pero ma´s alla´ de esto, las teorı´as involucradas
en su estudio tienen una proyeccio´n ma´s amplia dentro de la fı´sica de la materia condensada. Esto
es, comprender de una manera fundamental la naturaleza de estos dispositivos y la proyeccio´n de
conceptos y teorı´as desarrolladas en su entendimiento a otros sistemas o campos de la ciencia.
Algunos de los principales interrogantes en el a´rea son: ¿que´ feno´menos esta´n involucrados en el
transporte de carga en estos materiales? ¿bajo que´ circunstancias puede un polı´mero pasar de ser un
material aislante a semiconductor o conductor? ¿que´ teorı´as efectivas pueden describir satisfactoria-
mente estos sistemas?¿cua´l es la importancia relativa de la interaccio´n electro´n-electro´n y red-electro´n
en estos sistemas? A la fecha la mayorı´a de estas preguntas esta´n satisfechas parcialmente o insatisfe-
chas.
1.2. Antecedentes
Los polı´meros se encuentran en la naturaleza de mu´ltiples formas, por ejemplo en nuestros hue-




de petro´leo, una amplia gama de polı´meros artificiales para fines industriales, tales como el nailon,
polietileno, pla´sticos, etce´tera. Desde el punto de vista de la conduccio´n ele´ctrica estos materiales no
habı´an sido relevantes por considerarse aislantes. Hasta que en la de´cada 1970 Alan MacDiarmid, Hi-
deki Shirakawa y Alan Heeger, junto con sus estudiantes consiguen sintetizar diferentes polı´meros en
un rango completo de aislantes, semiconductores y conductores. Debido a este hallazgo los primeros
tres consiguieron el premio Nobel en Quı´mica en el an˜o 2000[10]. A partir de entonces, grandes lı´neas
de investigacio´n se abrieron en la frontera de la quı´mica y la fı´sica.
Los semiconductores orga´nicos tales como OLED’s, OFET’s, OPV’s presentan ventajas compa-
rativas con respecto a los tradicionales (por ejemplo, germanio, selenio, galio, arse´nico, etce´tera) en
cuanto a los costos e impacto ambiental en el proceso de fabricacio´n. Uno de los desafı´os ma´s in-
teresantes actualmente es poder disminuir la brecha entre factor de conversio´n de potencia de ambos
tipos de semiconductores. Grandes avances se han realizado en este sentido para celdas fotovoltaicas
orga´nicas que mejoraron este factor de un 7% a un 14% en comparacio´n con las mejores celdas so-
lares inorga´nicas donde este factor es de 25% para las de silicio (Si) y 29% para las de arseniuro de
galio (GaAs)[32] , por citar algunos ejemplos.
La optimizacio´n de estos dispositivos ha dependido y seguira´ dependiendo en gran parte del apor-
te de los enfoques teo´ricos que tratan con estos sistemas. Si bien e´stos no han sido definitivos, la
comunidad cientı´fica se encuentra actualmente elaborando sostenidos esfuerzos para mejorarlos. Una
de las principales dificultades de las descripciones actuales es la complejidad de estos sistemas. Los
sistemas complejos y de muchas partı´culas, son recurrentes en la fı´sica de la materia condensada y en
la mayorı´a de los campos de la ciencia en general. Para ilustrar esta caracterı´stica utilizaremos el po-
liacetileno, sistema estudiado en esta tesina. El poliacetileno y otros polı´meros de estructura lineal se
pueden describir mediante celdas unitarias repetidas a lo largo de una direccio´n espacial. Esto permite
el uso de modelos cua´nticos efectivamente unidimensionales. En particular, el poliacetileno se puede
idealizar como una celda unitaria compuesta por dos a´tomos de carbono unidos por enlaces σ , a su
vez estos a´tomos esta´n unidos cada uno a un a´tomo de hidro´geno. Esta celda unitaria de cuatro a´to-
mos, se repite en una direccio´n infinitamente. Si bien esta descripcio´n parece simple, desde el punto
de vista fı´sico este sistema cuenta con numerosos grados de libertad. Por un lado hay que considerar
los enlaces σ , adema´s el carbono deja electrones pi desapareados en sus orbitales, generando dos ban-
das (que llamaremos pi y pi∗). Luego debemos considerar las vibraciones de los a´tomos, interacciones
entre electrones, entre electrones y la red, fluctuaciones, y feno´menos no lineales recurrentes en siste-
mas unidimensionales. Todos estos grados de libertad con los ca´lculos que ello conlleva so´lo para este
modelo simplificado. Volviendo al problema general de polı´meros con mu´ltiples tipos de a´tomos y en
tres dimensiones, la complejidad se manifiesta extensa.
En general, podemos identificar dos perspectivas teo´ricas para enfrentar esta complejidad. Ambas
han alcanzado e´xitos notables en fı´sica y en quı´mica presentando, por supuesto, limitaciones. Una es
la llamada de primeros principios o ab initio, en la que se consideran las interacciones atomı´sticas
del sistema lo cual hace al estudio en mayor correspondencia con la realidad (enfoque realista). En




en la jerga fı´sico-quı´mica como DFT (Density-Funcional Theory). A pesar del e´xito alcanzado por el
realismo de este ana´lisis, una de sus principales limitaciones es el costo computacional, el cual incre-
menta proporcional a N3 donde N es el nu´mero de a´tomos. Ası´, so´lo se consiguen simular polı´meros
relativamente pequen˜os de alrededor de 5000 a´tomos. Otra limitacio´n es que DFT al tratarse de una
teorı´a de campo medio introduce resultados espurios de su interaccio´n coulombiana [31], adema´s
describe estados fundamentales, y no los excitados de gran importancia en fı´sica. Por otro lado, la
otra perspectiva, es la de los modelos idealizados de hamiltonianos, en los cuales se implementan
so´lo los aspectos ma´s relevantes del problema y consiguen describir satisfactoriamente los feno´menos
fı´sicos experimentales, por ejemplo propiedades de transporte de carga, propiedades termodina´mi-
cas, etce´tera. Estos modelos, si bien pierden realismo, producen conceptualizaciones fı´sicas efectivas
profundizando la comprensio´n de los feno´menos implicados. Entre e´stos nos encontramos con el mo-
delo Fro¨hlich[8], el hamiltoniano Su-Schrieffer-Heeger (SSH)[11], entre otros. Recientemente se han
realizado esfuerzos por compatibilizar estas dos perspectivas en una superadora, que combine una
descripcio´n realista del sistema fı´sico en particular, con capacidad de introspeccio´n y extrapolacio´n a
muchas partı´culas[26, 25].
Desde un punto de vista descriptivo, el transporte de carga en polı´meros conductores es tradi-
cionalmente atribuidos a solitones, polarones y bipolarones [11]. Un solito´n es una cuasi-partı´cula
efectiva que emerge en algunos sistemas so´lidos, como los polı´meros conductores, por la interaccio´n
entre un electro´n y la red. Ma´s explı´citamente, cuando un electro´n viaja en un so´lido debido a un cam-
po ele´ctrico su carga negativa ejerce una fuerza atractiva en los nu´cleos positivos de los a´tomos. Estos
intentan alcanzar al electro´n desplaza´ndose de sus posiciones de equilibrio y generando una acumu-
lacio´n de carga positiva que acompan˜a al electro´n. En otras palabras es una vibracio´n en la red, un
fono´n, retro-alimentado por un electro´n y esta estructura autoconsistente fono´n-electro´n es el solito´n.
Estas cuasi-partı´culas efectivas presentan la particularidad de que pueden tener carga, pero no espı´n
o viceversa, dependiendo de su configuracio´n. Adema´s un solito´n puede acoplarse a un antisolito´n
viajando juntos en la red conformando un polaro´n. Tambie´n bipolarones pueden ser creados.
1.3. Descripcio´n o Planteamiento del Problema
En el presente trabajo tendremos como sistema de estudio el trans-poliacetileno, uno de los pri-
meros polı´meros que se sintetizo´ y uno de los mejor entendidos. De los enfoques antes mencionados
para estudiar polı´meros, utilizaremos el basado en modelos matema´ticos idealizados para construir
hamiltonianos. En particular, emplearemos el hamiltoniano SSH, que ha permitido e´xitos destacados
para este sistema.
El poliacetileno considerado como una cadena unidimensional, es una plataforma ideal para es-
tudiar excitaciones topolo´gicas no lineales de tipo solito´n y polaro´n. El modelo SSH nos permitira´
encontrar la estructura de bandas, el ana´lisis energe´tico, vibracional y electro´nico del sistema. Adema´s
podremos introducir un campo ele´ctrico para calcular la evolucio´n temporal del polı´mero, en particular




haremos estimaciones frente a corrientes (de solitones o polarones) continuas o alternas generadas en
el so´lido.
1.4. Objetivos
Describir teo´ricamente una mole´cula de poliacetileno mediante un modelo mı´nimo que repre-
sente los grados de libertad microsco´picos ma´s relevantes del problema.
Analizar el espectro de energı´a, la estructura de red y la formacio´n de solitones y polarones en
el poliacetileno.
Inferir respuestas caracterı´sticas del polı´mero al incorporar diferentes tipos de campos ele´ctri-
cos.
Estudiar la estabilidad de solitones y polarones en situaciones dina´micas.
1.5. Alcance
En la bu´squeda de estos objetivos pretendemos aprehender estas herramientas a fin de poder ex-
tender, en el futuro cercano, el hamiltoniano SSH a otros polı´meros. Desarrollar nuevos modelos
inspirados en e´ste. Contrastar es tipo de ana´lisis con otros de tipo experimental o de DFT. Ası´ mismo,







En este capı´tulo analizamos el hamiltoniano SSH para el poliacetileno, mencionamos las princi-
pales hipo´tesis bajo las cuales se construye, lo explicamos detalladamente y sentamos las bases para
comprender el caso esta´tico y dina´mico de nuestro sistema.
2.1. Descripcio´n molecular del trans-poliacetileno
El trans-poliacetileno, trans-(CH)n, fue el primer polı´mero orga´nico sintetizado, altamente con-
ductor a temperatura ambiente. Su estructura quı´mica es una cadena de a´tomos de carbono (C) y de
hidro´geno (H). Para comprender mejor esta cadena comencemos con los a´tomos de carbono. E´stos
tienen 6 electrones cuya estructura electro´nica basal de los orbitales es 1s2 2s2 2p2. En el trans-(CH)n
esta estructura del carbono combina orbitales s con p conformando una hibridacio´n sp2pz, ver Fig.2.1,
con lo cual cada a´tomo de C tiene dos vecinos de C y uno de H, dejando un electro´n pi desapareado en
el orbital pz perpendicular al plano sp2. A todo fin pra´ctico, la cadena del plano xy en Fig. 2.1 puede
ser considerada en so´lo una dimensio´n (por ejemplo, a lo largo del eje x). Teo´ricamente si la longitud
de enlaces de carbono es la igual en toda la red, deberı´a existir, segu´n las predicciones de los modelos
cua´nticos, una fase meta´lica debido a la deslocalizacio´n de los electrones en los orbitales pi . Sin em-
bargo, los experimentos muestran[10] que en el trans-poliacetileno real la estructura esta´ dimerizada
en enlaces largos (-) y cortos (=) de manera que la nueva unidad repetitiva, denominada celda, esta´
constituida por dos a´tomos de carbono (-CH=CH) como en el recuadro de la Fig.2.2. Esta distorsio´n
fue explicada por R. Peierls[22] en el siglo pasado, es la denominada inestabilidad de Peierls donde
un metal en una dimensio´n se dimeriza debido al acoplamiento con las distorsiones de la red. Desde
el punto de vista de la conductividad ele´ctrica esto hace que el trans-(CH)n sea un semiconductor y no
un metal. Por otra parte, esta reestructuracio´n de la geometrı´a genera que la banda pi , implicada en la
conduccio´n ele´ctrica en este y otros polı´meros, se divida en dos bandas una pi y otra pi∗ (pi conjugada).
Como mencionamos, el trans-poliacetileno puede ser considerado como una red cristalina en una
dimensio´n. Esto es, una celda unitaria (grupos CH en nuestro caso) que se repite a una misma distancia,
denominada para´metro de red a. En fı´sica del so´lido, las vibraciones de los cristales son estudiadas



















Figura 2.1: Esquema de la estructura electro´nica del trans-CHn. En el plano xy cada a´tomo de carbono
(C) esta enlazado con dos de carbono y uno de hidro´geno(H), mediante enlaces σ de la hibridacio´n





















Figura 2.2: Esquema molecular de poliacetileno dimerizado. Los enlaces cortos(=) y largos (-) surgen
de la inestabilidad de Peierls. El recuadro es una celda unitaria de la red.
cuanto discreto de vibracio´n[24], y tiene implicaciones profundas desde el punto de vista cua´ntico.
En esta tesina llamamos fonones a las vibraciones cla´sicas de la red. Por otro lado, podemos tratar
los electrones pi del poliacetileno desde el punto de vista cua´ntico como funciones de onda dentro del
denominada aproximacio´n de tight binding. Con los conceptos de este enfoque y el de las oscilaciones
meca´nicas de los grupos CH trabajaremos en este trabajo. En las secciones siguientes profundizaremos
en cada uno de ellos.
2.2. Hamiltoniano Su-Schrieffer-Heeger (SSH)
Como expusimos, nuestro problema presenta mu´ltiples grados de libertad, electrones de bandas




ble construir un modelo efectivo simple que pueda mejorar el entendimiento del polı´mero y obtener
resultados compatibles con los experimentos y otras teorı´as. En principio, vamos a contemplar so´lo el
estado fundamental del problema. Esto es, suponer el cero absoluto de temperatura, sin fluctuaciones,
ni intercambio de calor. Sin pe´rdida de generalidad, suponemos la cadena perfectamente recta en una
red perio´dica, ordenada y sin impurezas. Es evidente que en un polı´mero real hay intercambio de calor
con fuentes te´rmicas a temperatura finita, el desorden e imperfecciones estructurales son inevitables,
etce´tera. Sin embargo, todas estas suposiciones quedan justificadas por las predicciones del modelo,
que captura la fı´sica fundamental del problema con ingredientes mı´nimos, y su corroboracio´n empı´ri-
ca, ası´ como permitirnos el desarrollo de la intuicio´n fı´sica en cuanto a que´ es lo que sucede en estos
materiales cualitativamente.
La propuesta del hamiltoniano SSH se enmarca dentro de el enfoque tight binding (TB), la cual ha
demostrado notables e´xitos para indagar en los aspectos electro´nicos de los so´lidos. Esencialmente, la
aproximacio´n tight binding (“ligadura fuerte” en ingle´s) es un modelo para la descripcio´n de electro-
nes en un so´lido, que generalmente se aplica cuando los electrones se encuentran fuertemente ligados
a los nu´cleos de los a´tomos aislados originales. A modo de introduccio´n mencionaremos ahora so´lo
los aspectos generales de este enfoque dejando los detalles para la seccio´n 2.3. La perspectiva TB
comienza con la aproximacio´n de Born-Oppenheimer[1] la cual supone que los nu´cleos de la red se
mueven muy lento respecto de los electrones. Esto esta´ justificado por la diferencia de masa entre los
nu´cleos de los a´tomos, masa mn, y la de los electrones me, lo que equivale a una diferencia de frecuen-
cias de ωn/ωe =
√
mn/me≈ 100. Esta gran diferencia de masa permite una gran separacio´n de escalas
de tiempo de estos grados de libertad, generando dina´micas “lentas”para los nu´cleos y “ra´pidas”para
los electrones. Por lo tanto, los nu´cleos se pueden suponer fijos en su posicio´n instanta´nea. La aproxi-
macio´n permite reducir la ecuacio´n de Schro¨dinger independiente del tiempo para los electrones a la
expresio´n:
Hel|Ψ〉el = Eel|Ψ〉el, (2.1)
donde la posicio´n instanta´nea de los nu´cleos se considera so´lo parame´tricamente en los autovalores Eel
y los autoestados |Ψ〉el . La aproximacio´n TB, permite encontrar la solucio´n a la Ec.2.1 como combi-




donde n es el ı´ndice espacial de los orbitales ato´micos relacionado con la posicio´n de la celda CHn.
|n〉 representa el estado del orbital n y ψn es un nu´mero complejo. Adema´s se supone la ortogonalidad
de los orbitales 〈n|m〉 = δn,m1. La Ec. (2.2) es gene´rica, en nuestro contexto los orbitales son los pz
responsables de la conduccio´n ele´ctrica. Esto junto con la relacio´n de ortogonalidad permite pensar a
los kets |n〉 como la base de nuestro problema electro´nico. Es decir, si definimos las posiciones de las
celdas, CHn, con el vector Rn = na, donde a es el para´metro de red, entonces cuando proyectamos en




el espacio real de una dimensio´n,
〈x|n〉= ψ2pz(x−Rn) (2.3)
Con estas consideraciones, es posible reescribir el hamiltoniano de la Ec. (2.1) en te´rminos de los
potenciales electro´nicos. Una vez hecho esto, se calcula la integral de transferencia t (o te´rmino de
hopping). E´ste para´metro esta´ vinculado a la capacidad un electro´n de cambiar desde la posicio´n (o
“saltar”) de su nu´cleo a la de su vecino.

















la sumatoria es doble y corre en las celdas n= 1, ...,N donde N es la cantidad total de celdas, y s=↑,↓
el tipo de espı´n. t0 es la integral de transferencia del electro´n pi a los vecinos CH ma´s cercanos de
su posicio´n de equilibrio Rn, α es la fuerza de interaccio´n entre la red y el electro´n pi o interaccio´n
electro´n-fono´n, un el desplazamiento de la celda (CH)n con respecto a su posicio´n de equilibrio en
la cadena y c†n,s, cn,s son respectivamente el operador creacio´n y destruccio´n (segunda cuantificacio´n
[3]) del electro´n pi en la celda n con espı´n s (↑↓ up/down). No vamos a considerar variaciones de
espı´n. K es la contante de fuerza efectiva, que fı´sicamente representa la aproximacio´n armo´nica del
potencial internuclear, M es la masa del grupo (CH)n y u˙n es la derivada temporal de un, es decir la
velocidad del grupo (CH)n. En la Fig. 2.3, mostramos un esquema del modelo, los cı´rculos con lı´nea
de trazo representan las posiciones de equilibrio de las celdas CH. Los cı´rculos llenos, las posiciones
desplazadas de equilibrio.
un+1un







Figura 2.3: Esquema del hamiltoniano Su-Schrieffer-Heeger. Los cı´rculos llenos son las posiciones
de los grupos CH desplazadas del equilibrio, matema´ticamente un. Los cı´rculos con lı´nea de trazo las
posiciones de equilibrio, Rn. t0 esta´ vinculado con la probabilidad de que un electro´n pi “salte” de un
sitio a otro. Arriba dibujamos una mole´cula de trans-poliacetileno para mejorar la comprensio´n del
esquema. Los enlaces largos los representamos con una lı´nea simple \ y los cortos con dos lı´neas //.
A fin de comprender mejor este modelo descompondremos el hamiltoniano en tres partes HSSH =




pi-fono´n), y las vibraciones de la red. A continuacio´n escribimos explı´citamente cada uno de estos








En la Ec. (2.5), t0 es el primer te´rmino de la expansio´n en series de Taylor alrededor un+1− un de la








dx representa la integral sobre la dimensio´n del so´lido, ψ2pz(Rn + un) son las auto-
funciones del electro´n pi en la posicio´n instanta´nea del ene´simo ion CHn Rn+un, Hˆ es el hamiltoniano
electro´nico que contempla los potenciales coulombianos con la periodicidad de la red. El te´rmino α
es el mismo que en la Ec. (2.4) y nos referiremos a e´l cuando explicitemos Hpi−red . Volviendo a la Ec.
(2.5), el operador c†n,s (cn,s) de creacio´n (destruccio´n) actu´a sobre un autoestado creando (destruyen-
do) un electro´n en el sitio n con espı´n s. Estos operadores se denominan fermio´nicos, actu´an sobre el

















2 = 0 (cn,s)2 = 0,
(2.7)
donde {} es la relacio´n de anti-conmutacio´n, si A,B son operadores {A,B}= AB+BA. Con las propie-











Para ejemplificar esto, definimos el estado vacı´o como |∅〉 tal que cn,s|∅〉= 0 y al estado |ψn,s〉 como,
c†n,s|∅〉= |ψn,s〉. Entonces con las propiedades definidas encontramos, por ejemplo, que (c†n,s)2|∅〉= 0,[
c†n,scn,s,cn,s
] |∅〉 = 0, etce´tera. Estas definiciones son los requerimientos mı´nimos utilizados para
trabajar cua´nticamente con el hamiltoniano SSH, Ec. (2.4).





(un+1−un)× (c†n,scn+1,s+ c†n+1,scn,s), (2.8)
como afirmamos antes, α(un+1− un) es el te´rmino de primer orden de la expansio´n en serie de Tay-
lor en los un’s. La constante de acoplamiento α determina la interaccio´n entre el electro´n pi y las
vibraciones de la red. Es decir, este para´metro acopla los aspectos electro´nicos y meca´nicos del pro-
blema, siendo crucial para la fı´sica de este sistema. En la siguiente seccio´n resolveremos la situacio´n













la Ec. (2.9) corresponde respectivamente a la energı´a potencial y cine´tica de la red cristalina. K es la
constante de fuerza entre los grupos CH, obtenidas de una expansio´n a segundo orden de la energı´a
potencial, en gran medida atribuida a los enlaces σ . La te´rmino cine´tico tambie´n puede escribirse en
funcio´n del momento ∑n p˙n/2M, ya que pn = Mu˙n.
2.3. Profundizacio´n en el modelo
A fin de comprender mejor el hamiltoniano SSH y ganar intuicio´n fı´sica para los capı´tulos si-
guientes expondremos a continuacio´n ejemplos u´tiles de vibraciones de red y del hamiltoniano tight-
binding. Analizaremos la estructura de bandas, realizando algunas definiciones en el camino.
2.3.1. Fonones
Supongamos que en nuestro problema del trans-CHn nos olvidamos por un momento de la contri-
buciones electro´nicas con el objetivo de comprender la vibracio´n de la red. Es decir, nos focalizamos
so´lo en Hred , Ec. (2.9). Pensemos en esto como un problema, en una dimensio´n, donde tenemos masas
puntuales M unidas por resortes K y separadas por el para´metro de red a , ver Fig.2.4.




Figura 2.4: Una cadena en una dimensio´n de masas puntuales M de los grupos CH, unidas por resortes
K que representan los enlaces σ , separadas por el para´metro de red a.
Para calcular la fuerza que ejerce el sistema sobre un grupo CHn, podemos calcular la derivada











con esta fuerza podemos encontrar las ecuaciones de movimiento,
Mu¨n =−K(2un−un+1−un−1), (2.10)




nes acopladas. Para desacoplarlas primero imponemos condiciones perio´dicas de contorno (CPC) de
manera que un = un+N , estas ecuaciones se desacoplan utilizando funciones exponenciales,
un = uAeiωt−ikRn = uAeiωt−ikna, (2.11)
esta es una ecuacio´n para una onda viajera con amplitud uA, k es el impulso de la onda, tambie´n




























la misma la dibujamos en la Fig. 2.5, para los valores de −pi/a < k < pi/a denominada primera
zona de Brillouin. Los vectores de onda k pertenecen al espacio recı´proco, definido ası´ en fı´sica del
so´lido. Notemos que los k tienen unidades de 1/longitud. Adema´s las diferentes zonas de Brillouin se
establecen por |k+G|, donde G es un vector del espacio recı´proco definido como G = mpi/a. De la





k = kl =
2pi
Na
l, l ∈ Z
(2.13)
donde los enteros l son l = 0,1,2...,N−1, es decir N valores. De esta manera vemos que k no puede
tomar cualquier valor sino cantidades discretas. Los k permitidos constituyen los modos normales,
estos son oscilaciones colectivas de los grupos CH a una misma frecuencia permitida ωk. La relacio´n
de dispersio´n de la Fig. 2.5 so´lo es continua para N → ∞. El hamiltoniano Hred , Ec. (2.9), que he-
mos tratado cla´sicamente, puede cuantificarse cambiando las variables por operadores, por un lado el
momento cla´sico al cua´ntico Mu˙n → pˆq2, por otro la posicio´n un → uˆq, y finalmente asumiendo la
relacio´n de conmutacio´n [uˆq, pˆ j] = ih¯δq, j. En el modelo cua´ntico, las vibraciones discretas de la red se
definen como fonones.













Figura 2.5: Relacio´n de dispersio´n de fonones para una cadena mono-ato´mica en 1D. Primera zona de
Brillouin segu´n la Ec. (2.12).
Consideremos ahora la misma cadena del problema anterior so´lo que ahora hay dos tipos de re-
sortes, unos ma´s largos κ1 y otros ma´s cortos κ2 formando un dı´mero (como en la situacio´n de la
Fig.2.2). En primer lugar, debemos considerar que el nuevo para´metro de red ahora es 2a debido a
que la nueva unidad repetitiva esta´ constituida por dos celdas CH (recuadro en la Fig.2.2). Podemos
llamar a u1,n,u2,n a las desviaciones respecto del equilibrio de las mole´culas dependiendo del resorte




reemplazando en Ec. (2.14) las soluciones u1,n = u1,Aeiωt−ikna,u2,n = u2,Aeiωt−ikna, se encuentra que





























En la Fig.2.6 graficamos la relacio´n de dispersio´n de la Ec, (2.15). E´sta cuenta con modos acu´sticos
relacionados con vibraciones de bajas energı´as, se hace lineal cuando k→ 0. Adema´s cuenta con una
rama o´ptica relacionada muchas veces con la interaccio´n de ondas electromagne´ticas con el sistema.
Notemos que ahora la primera zona de Brillouin, esta´ “reducida” una cantidad pi2a respecto de la cadena




inversa en el espacio recı´proco. La segunda zona de Brillouin en la Fig.2.6, puede ser “plegada”sobre
la primera zona, corriendo cada rama de la segunda zona, lı´neas de trazo, por el vector q = ±pi/a, y
constituyen la rama o´ptica. Ası´ todas las bandas quedan expresadas en la primera zona. Entre las dos























Figura 2.6: Dispersio´n de fonones en la cadena dimerizada 1D. La rama de bajas energı´a y longitudes
de onda largas corresponde a el modo acu´stico, siendo lineal cuando k→ 0. La rama de energı´as ma´s
alta es la o´ptica y se excita, por ejemplo, en experimentos de dispersio´n de luz en un so´lido. Esta´
u´ltima rama ha sido “plegada”sobre la primera, desplazada por los vectores q=±pi/a. Una brecha de
energı´a queda abierta producto de la dimerizacio´n en q =±pi/2a.
2.3.2. Electrones
Ahora nos ocuparemos de la parte electro´nica del problema. Nuevamente por simplicidad vamos
a asumir que en la Ec. (2.4) α = 0 de forma que no hay acoplamiento entre la red y el electro´n pi esto
nos lleva a la Ec. (2.5) de Hpi , donde debemos resolver la ecuacio´n de Schro¨dinger independiente del


























Hpi |n〉=−t0 (|n−1〉+ |n+1〉) ,
de modo que el hamiltoniano del electro´n pi actuando sobre un orbital |n〉 nos devuelve la posibilidad
de que el electro´n salte a un orbital |n± 1〉, modulada por la integral de transferencia t0. Podemos






Para poder resolver el problema de autovalores y autovectores de la ecuacio´n de Schro¨dinger indepen-
diente del tiempo, asumimos condiciones perio´dicas de contorno. Segu´n el teorema de Bloch[1] las
autofunciones de un potencial perio´dico deben tener la forma
ψk(x) = uk(x)eikx (2.17)
donde uk es una funcio´n con la periodicidad de la red, es decir uk(x) = uk(x+a). Para conseguir una







donde |k〉 es una base de autoestados completa en el espacio k. Notemos que en esta propuesta de
solucio´n, cuando proyectamos en el espacio directo tenemos:















donde hemos utilizado la transformada inversa de Fourier en la primer lı´nea, y en la segunda lı´nea
hemos multiplicado por 1 = e−ikreikx, vemos que efectivamente esto da una funcio´n de Bloch para los






































donde h.c significa hermı´tico conjugado y hemos utilizado la propiedad de la Ec. (2.19) de la segunda
a la tercer lı´nea. Con esto nos queda que el hamiltoniano se diagonaliza naturalmente en el espacio k
dando los valores de autoenergı´as:
Ek =−2t0cos(ka) (2.21)
y esta es la relacio´n de dispersio´n de la energı´a para la banda pi en la cadena sin dimerizar. Mostramos
un esquema de esto en la Fig. 2.7 para la primera zona Brillouin. En este caso, un sistema neutro con
N celdas e igual nu´mero de electrones N = Ne, debido a la degeneracio´n de espı´n todos los electrones
ocupan la mitad de la banda y el trans-poliacetileno es un metal. Por otro lado, con me´todos similares
a los desarrollados, se puede demostrar que cuando la cadena se dimeriza, aparece una banda pi∗ en la
parte superior de la dispersio´n abriendo una banda prohibida o gap entre las dos bandas con energı´a Eg.
Esto da una banda de valencia pi y una de conduccio´n pi∗ para el trans-CHn. En la Fig 2.8 mostramos
un esquema de la situacio´n dimerizada. En esta situacio´n N electrones ocupan la banda de menor
energı´a de la cadena constituyendo un semiconductor. En semiconductores tradicionales, donde no
hay acoplamiento entre red y electrones α = 0 es necesario excitar al polı´mero con una energı´a Eg
para que los electrones ocupen la banda de conduccio´n y puedan desplazarse por el so´lido frente a la
actuacio´n de un campo ele´ctrico. Finalmente, notemos que como en el caso de las vibraciones para la
red dimerizada, aquı´ la nueva primera zona de Brillouin es la mitad de el caso sin dimerizar y la banda
de conduccio´n puede ser colocada en la primera zona mediante el desplazamiento de las bandas de la
segunda zona (lı´neas de trazo) hasta la primera zona. La curva gruesa de la banda pi es para enfatizar









Figura 2.7: Banda pi , cadena sin dimerizar. N electrones con degeneracio´n de espı´n, ocupan la mitad
















Figura 2.8: Bandas pi y pi∗ de la cadena dimerizada. Cuando la banda de valencia esta´ llena (curva
gruesa) si el sistema es excitado con una energı´a Eg la banda pi∗ vacı´a (curva fina) queda disponible
para la conduccio´n, en semiconductores tradicionales sin acoplamiento red-electro´n. Como en el caso
vibracional, cuando la cadena se dimeriza la primera zona de Brillouin se reduce a la mitad y se pueden
trasladar las bandas de la segunda zona a la primera por k =±pi/a.
Una forma muy utilizada en me´todos experimentales y teo´ricos para analizar el espectro de ban-
das en un so´lido es la densidad de estados %(E), tambie´n conocida como DOS (Density of States, en




Figura 2.9: Estructura de bandas en trans-CHn. Abajo el ca´lculo para diferentes bandas. En el medio
el ca´lculo de % a partir de esta estructura, presenta picos donde ∂E(k)/∂k ≈ 0. Arriba % obtenida de
un experimento de foto-espectroscopia de rayos ultravioleta. Imagen extraı´da de [23].





Im[G(E + iδ )]
donde E es la variable energı´a y G(E + iδ ) = lı´mδ→0∑ν(E + iδ −Eν ,s)−1 con ν corriendo por todos






(E−Eν ,s)2+δ 2 (2.22)
En esta tesina utilizamos la Ec. (2.22) para calcular DOS, sin embargo, en un caso 1D como este puede
demostrarse rigurosamente que
% (E) ∝ (∂E(k)/∂k)−1,
de esta u´ltima expresio´n se hace ma´s notorio que la funcio´n presenta picos, denominados singulari-
dades de van Hove, donde la estructura de bandas es relativamente plana, como en el fondo de banda
pi de la Fig. (2.7), por ejemplo. En la Fig 2.9, mostramos la estructura de bandas y la DOS teo´ricas
abajo, y la DOS experimental arriba para el trans-poliacetileno. La imagen fue extraı´da del trabajo de
Salanck y Bredas[23]. En esta imagen podemos apreciar los picos en % cuando ∂E(k)/∂k ≈ 0 en la
estructura de bandas.
En los experimentos de foto-espectroscopia de rayos X o ultravioleta, se puede excitar un polı´mero
con energı´a h¯υ , υ es la frecuencia de la onda de excitacio´n electromagne´tica. Esto arranca electrones




cie del polı´mero con Ee = h¯ν −Ec. Si bien esto es una simplificacio´n a modo de entendimiento del
experimento mucho ma´s complejo, lo importante es que existe una relacio´n directa entre la distri-
bucio´n de estados de energı´a electro´nica de la muestra y la distribucio´n de energı´a cine´tica de los
foto-electrones. De esta manera, obteniendo ima´genes como las de la parte superior de la Fig.2.9 se
pueden testear ca´lculos teo´ricos, el ancho general de la banda pi , la posicio´n relativa de los bordes de
la banda pi a la energı´a de Fermi y las bandas ma´s profundas de las bandas σ . E´stos ca´lculos sirven de
entrada para construir, guiar modelos y encontrar otras propiedades de los polı´meros conductores.
2.3.3. Interaccio´n fono´n-electro´n
Concentre´monos ahora en el te´rmino Hpi−red , Ec. (2.8), cuando α 6= 0. Vamos a comenzar utili-
zando las transformadas de Fourier vistas en las secciones anteriores tanto para electrones como para












La Ec. (2.23) puede ser mejor entendida cuando consideramos la interaccio´n de un fono´n con q =
±pi/a del borde de zona de la cadena sin dimerizar, con el electro´n de la superficie de Fermi en la
mitad de la banda electro´nica. Para esquematizar esto ve´ase la Fig.2.10, donde los fonones de borde de
zona se representan con cı´rculos llenos en relacio´n de dispersio´n de fonones (arriba), e´stos interactu´an
con los electrones (flechas con momento k±pi/a, curva inferior) produciendo la dimerizacio´n de la
estructura, con la generacio´n de bandas de la situacio´n dimerizada (flechas oscuras de “plegado”) y
la apertura del gap. La razo´n de la eleccio´n de este fono´n es porque la transferencia de momento se
da esponta´neamente para bajas energı´as a diferencia del resto de los electrones. Para realizar dicha








c†k,sck,s+ pia +h.c (2.24)
Supongamos que observamos la zona reducida de Brillouin y etiquetamos con 1 a la banda inferior y
con 2 la superior, de manera que la suma queda redefinida con la consideracio´n que a cada punto de
la banda inferior le corresponde uno en la banda superior, dado por el corrimiento de pi/a en la zona
extendida. Matema´ticamente
ck,s→ ck1,s



















Figura 2.10: Los fonones de la borde de zona de la banda acu´stica (arriba), interactu´an con la su-
perficie de Fermi de las bandas electro´nicas en el borde de zona (abajo) con una transferencia de
momento k±pi/a (flechas en el gap de la dispersio´n electro´nica). Esto produce la dimerizacio´n del
trans-poliacetileno y la reestructuracio´n de bandas (flechas oscuras).
con esta redefinicio´n y sumando Hpi a H
q= pia















































Esto hace que la banda electro´nica se pliegue en la zona reducida de la zona de Brillouin abriendo una
banda prohibida en ±pi/2a, como muestra la Fig.2.10 .
En la Fig.2.11 vemos una representacio´n de la interaccio´n pi − red. Por otro lado, el fono´n que
interactu´a con los electrones que esta´n en el tope de la banda pi y puede excitarlos para alcanzar la
banda de conduccio´n pi∗ es el de borde de zona con frecuencia ωq= pia , ver Fig. La presencia de α hace
que el problema se vuelva autoconsistente, y que ambos grados de libertad (fonones y electrones) se
influencien mutuamente. Los electrones generan una fuerza adicional que interactu´a con los los iones







Figura 2.11: Ve´rtice de interaccio´n de un fono´n con momento q y un electro´n con momento k.
2.4. Algunas predicciones teo´ricas
Por el teorema de Peierls[22], un metal unidimensional se distorsiona esponta´neamente para el
estado fundamental, adquiriendo un desplazamiento promedio neto para las celdas unitarias 〈un〉 6= 0.
Cualitativamente ocurre que la distorsio´n produce un corrimiento en la banda pi de valencia hacia
abajo, de manera que la energı´a total del polı´mero disminuye en referencia a la cadena sin dimerizar.
En particular, podemos considerar la energı´a del estado fundamental E0 como funcio´n de la amplitud
media de la distorsio´n u considerando que
un→ 〈un〉= (−1)nu,
dado que la distorsio´n que domina a bajas energı´as es precisamente el que transfiere momento Q = pia .
Reemplazando esta consideracio´n en la Ec. (2.4) se obtiene
H(u) =−∑
n,s
[t0+(−1)nα2u]× (c†n,scn+1,s+ c†n+1,scn,s)+2NKu2, (2.27)
donde el hamiltoniano se puede diagonalizar en el espacio k en la zona reducida de Brillouin−pi/2a<
k < pi/2a, con dos bandas: de valencia (−) y de conduccio´n (+). Realizando un ana´lisis detallado de
la Ec. (2.27), se puede deducir que la energı´a por sitio queda determinado por
E0(u)/N ≈−4t0/pi− (2t0/pi)[ln(4/z)−1/2]z2+Kt20 z2/2α2+ ... (2.28)
para variaciones pequen˜as de energı´a donde z = 2αu/t0. En la Figura 2.12 se ven los mı´nimos dege-
nerados para valores de±u0. Estudios experimentales y teo´ricos, para los valores de α,K, t0 utilizados




Figura 2.12: Estados fundamentales, cadena 1D dimerizada. Imagen extraı´da de [11]
Adema´s, producto de esta dimerizacio´n, el espectro de energı´a abre un gap con energı´a Eg entre
las bandas de conduccio´n y valencia. Estudios muestran que Eg ≈ 1.4eV [11].Si las distorsiones de
las celdas un se mantuvieran esta´ticas para excitaciones de huecos y electrones, el so´lido deberı´a
comportarse como un semiconductor convencional y su costo energe´tico serı´a de Eg. Sin embargo, al
existir dos estados fundamentales degenerados E0(±u0), el sistema soporta excitaciones no lineales
que actu´an como paredes de dominio. Es decir, lo separan en dos estados fundamentales diferentes
que se pueden denominar fase A (+u0) y B (−u0). Esquematizamos esto en la Fig.2.13, donde las
lı´neas dobles representan enlaces cortos y las simples enlaces largos. Estas excitaciones preservan la
forma cuando viajan, alterando el medio so´lo cuando pasan por un punto: son solitones topolo´gicos.
Para determinar su forma, es conveniente introducir una nueva variable de desplazamiento :
u˜(n) = (−1)nun (2.29)
en lı´mite para el continuo (N→ ∞) se generan dos fases, A u˜(n) = u0 y B u˜(n) =−u0.
fase A
fase B
Figura 2.13: Fases del trans-poliacetileno
Ca´lculos y experimentos detallados muestran que cuando un solito´n es creado, su costo energe´tico
es de≈Eg/2. Es decir, es menos costoso que crear un hueco o un electro´n. Por esta razo´n, los solitones







En este capı´tulo vamos a analizar el estado fundamental del trans-poliacetileno para configuracio-
nes neutras y cargadas sin considerar la dina´mica. Encontraremos la geometrı´a, la densidad de estados
y la distribucio´n de la carga para cada caso. Adema´s, observaremos la emergencia esponta´nea de soli-
tones y polarones cuando se carga el polı´mero. Estos resultados nos servira´n de punto de partida para
la situacio´n dina´mica cuando un campo ele´ctrico externo actu´a sobre el sistema.
3.1. Deduccio´n de la ecuacio´n autoconsistente
A fin de encontrar el estado fundamental, necesitamos encontrar las posiciones moleculares que
minimizan la energı´a. Comenzamos definiendo el para´metro auxiliar yn ≡ un+1 − un. Luego, para
poder considerar un polı´mero ma´s realista con muchas partı´culas (N ≈ 1023), imponemos condiciones
perio´dicas de contorno (CPC) un = un+N ,∑n yn = 0, de manera que la red unidimensional se convierte
en un anillo, adema´s, esto nos permite simplificar la bu´squeda de soluciones, por la implementacio´n
de la simetrı´a de traslacio´n en N impuesta por las condiciones perio´dicas. Las condiciones abiertas de
contorno suponen una pe´rdida de la simetrı´a y en ese caso resulta necesario resolver el problema de la
acumulacio´n de carga en los extremos. La parte electro´nica del hamiltoniano SSH Hel =Hpi+Hpi−red ,
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luego invocamos el teorema de Hellmann-Feynman[7], donde tenemos que las configuraciones de
equilibrio minimizan la energı´a total del sistema, y por ende
∂Egs
∂yn
= 〈ψgs|∂HSSH∂yn |ψgs〉= 0, (3.2)
donde el Egs es la energı´a en el estado fundamental |ψgs〉 . Entonces, haciendo la derivada respecto de






que una vez que calculamos su valor medio en el fundamental |ψgs〉, podemos interpretar esta ecuacio´n
como la segunda ley de Newton, donde el te´rmino electro´nico es una especie de fuerza que realizan
los electrones y actu´an sobre los iones. Ahora, para calcular el valor de expectacio´n debemos expresar
el autoestado fundamental |ψgs〉 y los operadores de creacio´n y destruccio´n c†n,s,cn,s en te´rminos de
alguna base comu´n para poder operar. Para una cierta configuracio´n de yn elegimos entonces la base
de autoestados que diagonaliza la matriz , tal que
Hel|ψν ,s〉= Eν ,s|ψν ,s〉 (3.3)
siendo Eν ,s las autoenergı´as de los autoestados |ψν ,s〉 (ν ∈ [1,N]). Luego en te´rminos de los opera-
dores de creacio´n fermio´nicos de la segunda cuantificacio´n, el estado fundamental expresado en esta
base nos queda |ψgs〉 =∏ocupν ,s a†ν ,s|∅〉 , donde {|ψν ,s〉 = a†ν ,s|∅〉} es la base completa. a†ν ,s(aν ,s) es el
operador creacio´n(destruccio´n) que cuando opera sobre algu´n estado gene´rico (|a〉) crea(destruye) un
estado ν ,s. El supra-ı´ndice ocup indica limitar la multiplicatoria so´lo a los autoestados ocupados. Por
otro lado, tenemos que los operadores de creacio´n y destruccio´n escritos en la base elegida quedan





























































































denominada ası´ porque tiene como para´metros los autoestados ψν ,s que a su vez esta´n parametrizados
por yn en el problema de autovalores y autovectores, ver Ec. (3.3). Este proceso se itera varias veces
de manera autoconsistente hasta que la solucio´n converge.
3.2. Resultados de la situacio´n esta´tica
Para obtener los resultados de esta seccio´n hemos iniciado con valores arbitrarios para yn en la
primera iteracio´n k = 0, luego resolvimos el problema de autovalores Ec. (3.3) para calcular los yn
de la Ec. (3.4). Este proceso se itera varias veces, de manera autoconsistente, hasta que la diferencia
entre los valores obtenidos para yn en una iteracio´n k y k− 1 es menor que cierta tolerancia (tol)
establecida, ver Fig.3.1. Los valores de los para´metros del hamiltoniano SSH Ec. (2.4), los tomamos
de la referencia [19], los cuales han sido obtenidos de resultados tanto teo´ricos, como experimentales.
E´stos son t0 = 2,5eV, K = 21eV/A˚
2




yn(k = 0); δy; tol
¿ δy < tol ?
H{yn(k)}ψν ,s(k) = Eν ,s(k)ψν ,s(k)
yn(k+1) = y{ψν ,s(k)}
δy = y(k+1)− y(k)
yn;ψν ,s,Eν ,s convergido
sı´
no
Figura 3.1: Diagrama de flujo de la ecuacio´n autoconsistente, Ec. (3.4). Comenzamos con N iones
CH, Ne electrones, y establecemos un yn(k = 0) de entrada arbitrario y una tolerancia tol. Iteramos la
autoconsistencia hasta alcanzar el mı´nimo de error establecido δy < tol. Mientras que esto no suceda
el algoritmo resuelve el problema de autovalores y autovectores, Ec.(3.3), para luego calcular los
yn(k+1), Ec. (3.4), a utilizarse en la pro´xima iteracio´n.
3.2.1. Poliacetileno neutro
En esta seccio´n vamos a analizar el trans-poliacetileno neutro para un nu´mero par e impar de
celdas, veremos su geometrı´a y densidad de estados.
Para comenzar tomamos un nu´mero par de celdas N = 100 y de electrones Ne = 100, 50 con espı´n
up (50 ↑), 50 down (50 ↓). Los resultados para este ca´lculo se muestran en la Fig.3.2. En la Fig.3.2a
hemos colocado en el eje de las abscisas el nu´mero de celda y en el de las ordenadas la variable yn
dividida por el para´metro de red a= 1.22A˚. Notemos que yn en cı´rculos llenos, toma siempre el mismo
valor absoluto aunque alterna entre positivo y negativo en cada n, la lı´nea de trazos es para visualizar
mejor esta alternancia. Geome´tricamente esto significa que la red esta dimerizada en alguna de las
fases. Es decir, en enlaces cortos-largos (o viceversa) como mencionamos en la seccio´n 2.4, Fig.2.13.
Encontramos que el valor de dimerizacio´n es yn = un+1−un = 0.0650a, equivalente a u0 = 0.0396A˚,
esto es similar a lo reportado por [28] 0.04A˚
A fin de comprender mejor el ana´lisis de los resultados siguientes es u´til introducir la variable
suavizada y¯n ≡ (−1)n 14(2yn− yn−1− yn+1), correspondiente a los modos o´pticos [29]. En la Fig.3.2b
hemos graficado esta cantidad en cruces donde notamos que permanece constante,lo cual implica que
se encuentra en la misma fase (A o B) para todo el so´lido. En la misma figura hemos colocado un
esquema de la mole´cula dimerizada.




lineal lo cual constituye un anillo (cı´rculo punteado). Los cı´rculos llenos corresponden a las posiciones
dimerizadas de los grupos CH y los cı´rculos con lı´nea de trazo a las posiciones de equilibrio. Como
vemos en la Fig.3.2c si comenzamos leyendo el anillo en sentido antihorario comenzando por el
a´ngulo de cero grados, tenemos enlaces corto-largo (fase A, por ejemplo) y cuando completamos
el cı´rculo esta fase es coherente con el inicio, debido al nu´mero par de celdas, 8 en este ejemplo. Esta
consistencia no ocurre cuando el nu´mero de celdas es impar, como analizaremos en breve.
Otra de las variables u´tiles a introducir para el ana´lisis en esta tesina es el exceso de carga ρn =






En la Fig.3.2d hemos dibujado el exceso de carga de la Ec. (3.5) resultando ρ¯ = 0 como era de

















(a) Los valores de yn alternan entre positivos y negativos, evi-
denciando la dimerizacio´n.













(b) En la variable suavizada de modos o´pticos y¯n (×) la fa-
se permanece constante en uno de sus dos posibles mı´nimos.
Una mole´cula, representa la distorsio´n.
a
X
(c) Anillo de trans-CHn con CPC. Cı´rculos con lı´nea de tra-
zos representan la posicio´n de equilibrio de los grupos CH
equi-distanciados por el para´metro de red a. Cı´rculos llenos
representan las posiciones dimerizadas.












(d) El exceso de carga es nulo, correspondiente a un sistema
neutro.











N = 100, Ne = 100
N = 200, Ne = 200
N = 300, Ne = 300
N = 400, Ne = 400
(e) Cuando N crece las caracterı´sticas intrı´nsecas de % perma-
necen iguales, el ancho de banda W = 4t0 = 10eV , y el gap
de energı´a Eg = 0.5203t0 = 1.39eV . Notar como se suaviza
DOS al aumentar N para el mismo δ = 3×10−2t0.
(f) Imagen extraı´da de [28] para el modelo continuo desarro-
llado por Su, Schrieffer, Heeger. Aquı´ 2t1 = 0.7eV comparar
el gap Eg = 1.4eV y el ancho de banda W = 10eV con la
Fig.3.2e de la izquierda.




Finalmente, en la Fig.3.2e mostramos la densidad de estados % en el eje y en unidades de la
integral de transferencia t0, en el eje x la energı´a divida por la misma cantidad. El semi-ancho que
utilizamos fue δ = 3×10−2t0, Ec. (2.22), este valor es finito para poder visualizar mejor las gra´ficas.
Notemos que, para un nu´mero creciente de N celdas con la misma cantidad de electrones Ne = N, las
propiedades intrı´nsecas del material para % no cambian. E´stas son, el ancho de banda W = 4t0 = 10eV
y la banda prohibida Eg = 0.5596t0 = 1.39eV . La curva del lado izquierdo de % representa la banda de
valencia y la de la derecha la de conduccio´n. El sistema neutro es un aislante con un gap en el nivel
de Fermi. Los picos en los bordes del gap y de la banda son las singularidades de van Hove, denotan
ma´ximos y mı´nimos locales del espectro de bandas pi , E(k). En la Fig.3.2f mostramos una imagen
extraı´da de [28] del trabajo de Su, Schrieffer, Heeger para el lı´mite en el continuo. El ancho de banda
W es el mismo que en nuestra tesina y su ca´lculo para la banda prohibida muy cercano 1.4eV .
Consideremos ahora el caso de una mole´cula con un nu´mero impar de celdas y la misma cantidad
de electrones, N = 99,Ne = 99, Fig.3.3. En la Fig.3.3a podemos observar la aparicio´n de una pared
de dominio, en la variable yn, quebrando la geometrı´a del sistema. En la Fig.3.3b, de la variable y¯n,
podemos apreciar como la pared dominio produce una transicio´n de fases en el polı´mero, digamos
de A a B. Sin embargo, debemos tener cuidado en este ana´lisis y notar que este hecho aparece ma-
tema´ticamente de forzar el sistema a tener CPC para un nu´mero impar de celdas. Para ilustrar mejor
esto, ve´ase la Fig.3.3c donde hemos colocado un nu´mero impar de celdas, 7. A diferencia del esque-
ma de la Fig.3.2c, cuando recorremos el anillo en sentido antihorario comenzando por 0◦ y llegamos
al final en 360◦ encontramos una inconsistencia con la fase en que habı´a comenzado, por lo cual es
necesario colocar una pared de dominio, que el programa ilustrado por el pseudoco´digo Fig.3.1 colo-
ca matema´ticamente en su resolucio´n. Esta observacio´n sera´ de importancia para la interpretacio´n de
resultados de la siguiente seccio´n donde consideramos el polı´mero cargado.
Por otro lado, cuando dibujamos ρ¯ , Fig.3.3d, notamos que el sistema, levemente, acumula carga
en la pared de dominio (notar la correspondencia geome´trica con Fig.3.3b), sin embargo la carga total





























donde de la segunda a la tercer lı´nea invertimos el orden de la sumatoria y utilizamos el hecho de que
los autovectores esta´n normalizados. De la regla de suma Ec. (3.6) se deduce que ∑n ρ¯ = 0 cuando el
sistema es neutro. Gra´ficamente, esto se puede apreciar por las a´reas bajo la curva de ρ¯ a uno y otro



















(a) Pared de dominio, en la variable yn, emergente de forzar
el sistema impar a tener CPC.















(b) Cambio de fase en y¯n, este hecho no se debe considerar
como una solucio´n fı´sica del problema.
Pared de dominio
(c) Esquema anular impar. En la unio´n del final con el princi-
pio del anillo hay una inconsistencia de fase. El sistema colo-
ca una pared de domino forzado por las CPC












(d) Gra´ficamente podemos ver que se cumple la regla de suma
∑n ρ¯n = 0 para el sistema neutro, como el a´rea bajo la curva.




3.2.2. Poliacetileno Cargado, N impar
Comencemos ahora cargando el polı´mero de celdas impar N, con un electro´n de ma´s Ne = N+1,
Fig.3.4. En la Fig.3.4a observamos el cambio de fase, en la variable y¯n (ordenadas), para distinta
cantidad de celdas. En el eje de las abscisas n es arbitrario. La caracterı´stica geome´trica, en este caso,
sı´ representa un feno´meno fı´sico. El cambio de fase esta´ justificado por resultados experimentales [11],
teo´ricos [28] y corresponde a un solito´n. La carga extra del sistema se acumula principalmente en la
pared de dominio. En Fig.3.4a cuando N y Ne crecen proporcionalmente el perfil de y¯n permanece
igual. Esto es otra caracterı´stica intrı´nseca del trans-CHn. El taman˜o del sistema N debe elegirse de
tal manera que sea lo suficientemente grande como para abarcar completamente a la deformacio´n
inducida por el solito´n, es decir N ξ . Para los para´metros elegidos, en nuestro caso obtenemos un
ancho tı´pico del mismo ξ ≈ 7a. Por lo tanto un valor de N que satisface el mencionado requisito, y
que al mismo tiempo permite acelerar los ca´lculos computacionales es N = 99. En la Fig.3.4a puede
verse que incrementar ese valor no modifica sustancialmente los resultados, por lo que concluimos que
N = 99 es suficiente para representar el lı´mite termodina´mico. El ancho del solito´n puede modularse





donde y0 es la amplitud de cambio de fase, a el para´metro de red, n es el nu´mero de celda, n0 es el valor
de n donde se centra la pared de dominio y ξ se denomina longitud de correlacio´n o localizacio´n del
solito´n. Este u´ltimo para´metro puede obtenerse ajustando los datos calculados y es de gran importancia
para los modelos efectivos simples como en la teorı´a de Landau, ya que asumen que a/ξ << 1. En
nuestro ajuste obtenemos que ξ = 8.85A˚ e y0 = 0.065a. Estos valores son correspondidos con la
bibliografı´a consultada, donde ξ = 7a = 8.54A˚[11].
En la Fig.3.4c, observamos el a´rea bajo la curva por encima del cero de ρ , en nuestro ca´lculo la re-
gla de suma de la Ec. (3.6) es ∑Nn = 0.9999≈ 1 para N = 99,Ne = 100 correspondiente al gra´fico. Esto
es, el exceso de carga del sistema Ne−N = 1, que se acumula en la pared de dominio constituyendo
un solito´n.
Desde el punto de vista energe´tico, el solito´n tiene menos costo que colocar un electro´n en la
banda de conduccio´n. Esto hace que aparezca un estado en el medio de la banda prohibida de energı´a
como mostramos en la Fig.3.4b para % con δ = 3×10−3t0.
En la Fig.3.4d mostramos el autoestado correspondiente al solito´n ψs(?) para el mı´nimo de





























N = 99, Ne = 100
N = 499, Ne = 500
N = 199, Ne = 200
y0tanh(na/ )
(a) Cambio de fase producto del solito´n. Cuando N aumen-
ta el perfil de y¯n permanece igual, la longitud de correlacio´n
encontrada es ξ = 8.75A˚.








(b) En el centro de la banda prohibida aparece un nuevo es-
tado, con menor energı´a que en la banda de conduccio´n, co-
rrespondiente al solito´n. δ = 3×10−3t0,N = 99,Ne = 100.










(c) El exceso de carga de un electro´n se representa por el a´rea
positiva bajo la curva igual a 1. Este se acumula en la pared
de dominio constituyendo un solito´n. N = 99,Ne = 100.










(d) Los puntos (?) del ca´lculo para el autoestado del solito´n
ψs son ajustados satisfactoriamente por la Ec. (3.8) con ξ =
8.85A˚. N = 99,Ne = 100.




3.2.3. Poliacetileno Cargado, N par
Ahora vamos a cargar el polı´mero con un electro´n para un nu´mero par de celdas, Fig.3.5. En la
Fig.3.5a vemos los resultados para y¯n con N par creciente y cargado con un electro´n dema´s. Notamos
que a diferencia de la Fig.3.4a, tenemos dos paredes de dominio. En polı´meros reales cuando hay dos
paredes de dominio constituyendo un par solito´n-antisolito´n se lo denomina polaro´n. Aquı´ tambie´n el
ancho del polaro´n esta´ contenido en la red, sin embargo aumentando el taman˜o de esta encontramos
perfiles diferentes, en particular para N = 400 y las dema´s configuraciones. Esto puede tener conse-
cuencias de resultados fı´sicos diferentes cuando el polaro´n es sometido a la aplicacio´n de un campo
ele´ctrico. En el capı´tulo 4 tratamos los dos casos por separado.
Observando el espectro electro´nico, en DOS si las paredes de dominio esta´n lo suficientemente
lejos como el caso de N = 400,Ne = 401, Fig.3.5b, tenemos dos estados degenerados en el centro del
gap, sin embargo cuando las paredes de dominio se acercan, estos estados se dividen en dos estados
separados producto del solapamiento entre el solito´n y el antisolito´n, Fig.3.4b. Es decir, en un caso
tenemos un solito´n y un antisolito´n que no interactu´an (o lo hace de´bilmente) y en el otro esta´n ligados.
Si observamos el exceso de carga ρ¯ notamos que cuando los solitones no esta´n ligados, en cada
pared de dominio localizamos la mitad de la carga q = e/2, Fig.3.5d, en materia condensada esto
se conoce como fraccionalizacio´n de la carga, es decir, no podemos descomponer un electro´n en
dos porque es una partı´cula fundamental, sin embargo fenomenolo´gicamente el sistema administra
el equivalente a media carga en cada pared de dominio. Por otro lado, cuando las paredes domino
















N = 100, Ne = 101
N = 200, Ne = 201
N = 300, Ne = 301
N = 400, Ne = 401
(a) Geometrı´a de la red para N par cargado en te´rminos de y¯n.
Cuando las paredes de domino esta´n lo suficientemente lejos
en N grande, el solito´n y antisolito´n interactu´an de´bilmente.
Cuando los dominios se juntan el par de cuasipartı´culas se
liga formando un polaro´n.








(b) Densidad de estados para N = 400,Ne = 401,δ = 3×
10−2t0. Cuando las paredes de dominio esta´n muy separadas
dos autoestados se colocan juntos en el centro del gap








(c) DOS N = 100,Ne = 101,δ = 0.003t0. Cuando las paredes
de dominio se juntan los estados se degeneran, el par solito´n
-antisolito´n se solapa.










(d) Exceso de carga para N = 400,Ne = 401. La carga extra
se acumula en cada una de las paredes de la carga como un
feno´meno efectivo la carga se fraccionaliza en la mitad de la
carga de un electro´n en cada cambio de fase.












(e) Exceso de carga para N = 100,Ne = 101. La carga extra
se acumula entre las paredes de dominio de transicio´n de fase
conformando un polaro´n.




Supongamos ahora que colocamos ma´s cargas en el polı´mero. Como vemos en la Figs.3.6-3.6d ,
aparecen ma´s estados en el gap mientras que su ancho y el de la banda completa permanecen iguales,
Fig3.6b. Por otro lado la carga se distribuye en las diferentes paredes de domino, Fig3.6c.













N = 100, Ne = 102, 2
N = 100, Ne = 102, 1 , 1
N = 100, Ne = 103, 2 , 1
N = 100, Ne = 103, 1 , 2
(a) Cuando cargamos con 2 electrones extra con el mismo
espı´n el polı´mero adquiere una geometrı´a distinta que para
la carga dos espines distintos. Si cargamos el polı´mero con
dos espines iguales y uno distinto (exceso de carga q = 3e) la
respuesta es sime´trica.












N = 100, Ne = 102, 2
N = 100, Ne = 102, 1 , 1
N = 100, Ne = 103, 2 , 1
N = 100, Ne = 103, 1 , 2
(b) Densidad de estados para N = 100,Ne = 102,103,δ = 3×
10−2t0. A medida que poblamos el semiconductor orga´nico
emergen nuevas excitaciones en el medio del gap.









N = 100, Ne = 102, 2
N = 100, Ne = 102, 1 , 1
N = 100, Ne = 103, 2 , 1
N = 100, Ne = 103, 1 , 2
(c) El exceso de carga se distribuye sobre los dominios de
pared de la Fig.3.6b
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(d) Aquı´ hemos utilizado diferentes valores de δ a fin de vi-
sualizar la emergencia de los estados en los lugares concretos
del gap.






En este capı´tulo consideramos la incorporacio´n de un campo ele´ctrico al sistema, y estudiamos
la dina´mica de las excitaciones de tipo solito´n y polaro´n. Te´cnicamente, esto se realiza mediante
la denominada sustitucio´n de Peierls. Esto supone el ana´lisis de una situacio´n de intere´s pra´ctico
en el laboratorio y en aplicaciones, ya que estudiamos la dina´mica del movimiento de cargas bajo
la aplicacio´n de un campo ele´ctrico longitudinal. Analizamos la evolucio´n temporal de la energı´a y
del exceso de carga para el trans-poliacetileno cargado. Utilizamos diferentes perfiles temporales de
potenciales vector A(t) con el objetivo de investigar la respuesta del sistema y la estabilidad de las
excitaciones.
4.1. Incorporacio´n de un campo ele´ctrico
Cuando se tiene un campo de radiacio´n interactuando con la materia se suele introducir el deno-







donde e es la carga del electro´n, c la rapidez de la luz y A el potencial vector. Realizando sobre el
potencial vector una transformacio´n de Gauge se puede demostrar que esto implica introducir una






Por esta razo´n, en el caso de un sistema discreto, se puede introducir la interaccio´n de un campo ele´ctri-
co con el poliacetileno vı´a la sustitucio´n de Peierls, donde las funciones de onda quedan multiplicadas
por una fase exp( eaAh¯c ). Es importante destacar, que cuando introducimos un campo ele´ctrico sobre el
sistema la aproximacio´n de Born-Oppenheimer ya no es va´lida debido a que los estados electro´nicos




tados por un producto tensorial de los estados electro´nicos |φpi〉 y fono´nicos |Φred〉,
|Ψ〉= |φpi〉⊗ |Φred〉, (4.1)
donde el hamiltoniano SSH, debe considerar las variables nucleares como operadores cua´nticos, es
decir que HSSH = Hel +Hpi−red +Hred , adquiere la forma:
HˆSSH = Hˆpi + Hˆpi−red + Hˆred
HˆSSH = Hˆpi ⊗ Iˆred + Oˆpi ⊗ Oˆred + Iˆpi ⊗ Hˆred
donde en la Ec. (2.4) tan so´lo hemos sustituido un→ uˆn. Ahora podemos realizar una aproximacio´n
de campo medio tomando el valor de expectacio´n de HˆSSH en los estados io´nicos |Φred〉, nos queda
〈Φred |HˆSSH |Φred〉=Hˆpi ⊗〈Φred |Iˆred |Φred〉+ Oˆpi ⊗〈Φred |Oˆred |Φred〉+ Iˆpi ⊗ Hˆred
= Hˆpi + Oˆpi ⊗〈Φred |Oˆred |Φred〉+Hred
donde el hamiltoniano queda expresado en te´rminos del valor de expectacio´n de los operadores io´nicos
〈pˆn〉 y 〈uˆn〉.
Sin embargo, encontrar rigurosamente las ecuaciones dina´micas para estos valores de expectacio´n
es una tarea muy compleja que excede a lo estudiado en esta tesina (un caso en el se que utiliza
la dina´mica de Ehrenfest puede verse, por ejemplo, en las referencias [30] y [13]). Por esta razo´n
aquı´ supondremos que el sistema io´nico se encuentra en su lı´mite cla´sico (que puede encontrarse
rigurosamente tomando el lı´mite h¯→ 0 en el formalismo de integrales de camino de Feynman [18]),
en este caso podemos identificar los valores de expectacio´n con las variables cla´sicas de posicio´n y
momento, respectivamente 〈uˆn〉 → un y 〈pˆn〉 → pn.
Con estas consideraciones, si so´lo tomamos la parte electro´nica del hamiltoniano SSH, Hel =
Hpi +Hpi−red , y realizando la sustitucio´n de Peierls obtenemos:
Hel(t) =−∑
n,s
[t0−αyn]× (eiγAc†n,scn+1,s+ e−iγAc†n+1,scn,s) (4.2)
donde A es el potencial vector dependiente del tiempo de manera ∂A∂ t = −cE, donde E es el campo
ele´ctrico, c la rapidez de la luz. γ es definido γ = eah¯c , donde e es la carga del electro´n en valor absoluto,
a el para´metro de red, h¯ la constante de Planck. La expresio´n Ec. (4.2) esta tomada de la referencia









0 (t0−αy1)eiγA 0 · · · 0 (t0−αyN)eiγA
(t0−αy1)e−iγA 0 (t0−αy2)eiγA . . . . . . 0
0 (t0−αy2)e−iγA . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0
. . . . . . . . . . . . (t0−αyN−1)eiγA
(t0−αyN)e−iγA 0 · · · 0 (t0−αyN−1)e−iγA 0

(4.3)
Notemos que este Hamiltoniano, a diferencia del anterior, depende del tiempo, tanto explı´citamente
(a trave´s del campo A(t)), como implı´citamente, a trave´s de las variables dina´micas yn(t). Este hecho
cambia radicalmente la naturaleza del problema cua´ntico. Para encontrar la evolucio´n temporal de la
red, acudimos a las ecuaciones de Hamilton justificadas por el lı´mite cla´sico discutido arriba, p˙n =
− ∂H∂un , pn = Mu˙n. Tomando el promedio en el autoestado fundamental electro´nico |ψgs〉 a un tiempo t,

















= 〈ψgs|α(−eiγAc†n−1,scn,s− e−iγAc†n,scn−1,s+ eiγAc†n,scn+1,s+ e−iγAc†n+1,scn,s)−K(2un−ul+1−ul−1)|ψgs〉
.






α{eiγA (ψ∗ν ,s(n)ψν ,s(n+1)−ψ∗ν ,s(n−1)ψν ,s(n))
+ e−iγA
(



































Es interesante notar que en esta nueva ecuacio´n aparece la masa de los iones como nuevo para´metro
en las ecuaciones de movimiento.
Por otro lado, para tratar la evolucio´n temporal de los estados, comencemos notando que la energı´a
ya no es un buen numero cua´ntico, ya que el Hamiltoniano depende del tiempo, y por lo tanto no es
posible escribir una ecuacio´n de autovalores como la Ec.(3.3). El problema a resolver entonces es
directamente la ecuacio´n de Schro¨dinger,
− ih¯ ∂
∂ t
|ψν ,s(n)〉= Hel(t)|ψν ,s(n)〉 (4.6)
Para resolver la dina´mica de las funciones de onda electro´nicas, en nuestro caso elegimos el me´to-
do de Euler de diferencias finitas[21] y el me´todo de Crank-Nicolson[17], suponiendo que los iones
se encuentran en una posicio´n instanta´nea yn(t). Para ello suponemos intervalos de tiempo ∆t lo su-
ficientemente pequen˜os de modo que el hamiltoniano es aproximadamente constante en el tiempo
en ese periodo. Luego escribimos los estados evolucionados ψν ,s(n, t) en la base de los autoestados
del hamiltoniano instanta´neo φµ,s tales que H(t)φµ,s(t) = εµ,s(t)φµ,s(t). De esta manera la evolucio´n
temporal de la funcio´n de onda ψν ,s(t) desde el tiempo t j al tiempo t j+1 queda:
ψν ,s(t j+1) =∑
ν ,s
Cµν(t j)e−iεµ,s(t j)∆t/h¯φµ,s(t j) (4.7)
donde Cµν = 〈φµ,s(t j)|ψν ,s(t j)〉 es la matriz de cambio de base.
4.2. Ca´lculo de la energı´a en el tiempo
Para realizar el ca´lculo energe´tico en funcio´n del tiempo, consideramos el aporte tanto de iones
como de electrones, de manera cla´sica y cua´ntica respectivamente.









ψ†ν ,s(n, t)ψν ,s(n+1, t)+h.c
)]
(4.8)












para expresar todo en te´rminos de yn,, y˙n, utilizando la simetrı´a de traslacio´n del problema podemos su-

















































Para obtener los resultados nos inspiramos en la referencia [19], con algunas optimizaciones. Con-
cretamente para la evolucio´n temporal utilizamos:
Como para´metros y valores iniciales utilizamos los obtenidos en el capı´tulo 3 de la situacio´n
esta´tica.
Para el movimiento de las celdas unitarias (grupos CH) el algoritmo de velocidad de Verlet
(velocity Verlet [6]), tomando como aceleracio´n la Ec. (4.5)
En la evolucio´n de los estados ψν ,s(t) la Ec. (4.7).
Para calcular las energı´as Ecs. (4.10) y (4.8), para el exceso de carga Ec. (3.5) y para el centro
de masa Ec. (4.15).
Explı´citamente, estos ı´tem se pueden escribir en forma de pseudoco´digo como:
INICIO PSEUDOCO´DIGO
Entrada, resultados de la minimizacio´n de energı´a de la situacio´n esta´tica,




Ca´lculo de las posiciones y velocidades mediante el algoritmo de la velocidad de Verlet,












Notemos que la implementacio´n de este algoritmo es posible gracias a que la aceleracio´n y¨n depende
so´lo de las posiciones y los autovalores, y no de las velocidades,





eiγAψ∗ν ,s(n+1)ψν ,s(n+2)−2 ·ψ∗ν ,s(n)ψν ,s(n+1)+ψ∗ν ,s(n−1)ψν ,s(n)+h.c
}
Luego calculamos el problema de autovalores y autovectores para el hamiltoniano instanta´neo,
H(t)φµ,s(t) = εµ,s(t)φµ,s(t)
y seguido la evolucio´n del autoestado fundamental inicial,
ψν ,s(t j+1) =∑
ν ,s
Cµν(t j)e−iεµ,s(t j)∆t/h¯φµ,s(t j)
Finalmente calculamos las variables dina´micas de energı´a, y densidad electro´nica a cada tiempo, en





























La convergencia de los resultados es presentada en dos dimensiones. La primera es cuando las
causas son atribuidas a feno´menos fı´sicos, estos resultados los exponemos en el cuerpo de este capı´tulo
otorgando la discusio´n pertinente. La segunda, es cuando la convergencia es nume´rica, intrı´nseca al
ca´lculo. Estos resultados los mostramos en el ape´ndice 6 a fin de facilitar la lectura de la tesina. En la
u´ltima realizamos los siguientes chequeos.




2. Convergencia y optimizacio´n entre el me´todo de Euler utilizado por [19] y el algoritmo de
velocidad de Verlet, utilizado en este trabajo.
3. Unicidad en los resultados evolucionando los ψν ,s(t) con la Ec. (4.7) y el enfoque de Crank-
Nicolson[17].
4. Conservacio´n de la carga durante la dina´mica (es decir, unitariedad de la evolucio´n temporal de
los estados cua´nticos).
Por otro lado, en los ca´lculos de esta tesina utilizamos el Cluster Toko de la Facultad de Ciencias
Exactas y Naturales de la Universidad Nacional de Cuyo que forma parte del Sistema Nacional de
Computacio´n de Alto Desempen˜o del Ministerio de Ciencia y Tecnologı´a (SNCAD-MinCyT) de Ar-
gentina.
4.4. Resultados de la dina´mica
En esta seccio´n estudiamos distintos pulsos de campo ele´ctrico introducie´ndolos mediantes fun-
ciones del potencial vector A(t) para poliacetileno cargado. Analizamos los aspectos dina´micos de
solitones y polarones. Adema´s mencionamos los lı´mites del enfoque.
4.4.1. Solito´n cargado q =−e , en un campo ele´ctrico constante
Para comenzar tomamos los valores de yn,ψν(n) convergidos en la seccio´n 3.2.2 para N = 99,Ne =
100, esta eleccio´n esta´ justificada en la seccio´n 3.2.2, de allı´ podemos inferir que los resultados son
extrapolables a sistemas de N mayores ya que el lı´mite termodina´mico ha sido alcanzado. Introduci-
mos diferentes campos ele´ctricos que contengan la misma fı´sica a fin de obtener consistencia en los
resultados. La idea principal es encender un campo ele´ctrico en el sistema y apagarlo a un determina-
do tiempo de corte tc y ver como el sistema evoluciona temporalmente. Como novedad en esta tesina,
introdujimos diferentes pulsos de campo ele´ctrico a trave´s del potencial vector. Concretamente los
potenciales que utilizamos fueron:
A(t) =
{
−cEt, si t < tc (Pulso abrupto),
−cEtc si t ≥ tc,
(4.12)
A(t) =−cEtctanh(t/τ) (Pulso suave), (4.13)
A(t) =−cE t
[(t/tc)l +1]
1/l (Pulso suave), (4.14)
donde tc es el tiempo de corte, E es la intensidad de campo ele´ctrico. La Ec. (4.12) esta´ extraı´da de
[19], las Ecs. (4.14) y (4.13) las construimos para suavizar la Ec. (4.12) cuando se apaga el campo y
tener una derivada continua de la funcio´n. En la Ec. (4.14) el para´metro l es un nu´mero entero, notar




caracterı´stico de la funcio´n. Una representacio´n de los diferentes potenciales vectores se ilustra en la
Fig.4.1, con E = E0 donde E0 = h¯ωQ/ea es una constante de campo ele´ctrico y ωQ =
√
4K/M es la
frecuencia natural de los fonones del problema. El tiempo de corte lo tomamos en tcωQ = 10 (lı´nea de
trazos). En Ec. (4.14) l = 3 y en Ec. (4.13) τωQ = 4.












A(t) = cEt; cEtc
A(t) = cEtctanh(t/ )
A(t) = cE t[(t/tc)l + 1]1/l
Figura 4.1: Comparacio´n de los diferentes potenciales vectores A(t) de las Ecs. (4.12), (4.14) y (4.13).
Notar que en orden de aparicio´n en la leyenda, cuando el campo se apaga a tcωQ = 10, las curvas
son respectivamente ma´s suaves. La magnitud de campo ele´ctrico es E = E0 = h¯ωQ/ea, el tiempo de
relajacio´n τ = ω−1Q y la potencia l = 3. c es la rapidez de la luz.
Evolucionado el sistema para un tiempo total de tωQ = 300, con un paso temporal de ∆tωQ =
0.0025, E = 0.02E0, tcωQ = 10, l = 3 en Ec. (4.14) y τωQ = 4 en Ec. (4.13), obtenemos la evolucio´n
temporal de la energı´a (Ec. (4.11)) en la Fig.4.2, donde notamos que la energı´a crece conforme el
campo ele´ctrico esta´ encendido y luego de apagarlo la energı´a total se estabiliza. Estrictamente, una
vez que el campo E(t) se apaga (A(t) es constante), el sistema vuelve a ser un sistema conservativo,
y por ende la energı´a vuelve a ser una constante de movimiento. En la Fig.4.2, donde se muestra la
energı´a total del sistema como funcio´n del tiempo, notamos sin embargo la presencia de fluctuaciones
en la energı´a alrededor del valor promedio, lo que implica una violacio´n local de la conservacio´n de la
energı´a. Es importante mencionar que en una simulacio´n ma´s realista, estados electro´nicos de bandas
de mayor energı´a podrı´an modificar estos resultados (originando tal vez menos fluctuaciones). Nota-
mos que cuando el apagado del campo es abrupto, las fluctuaciones en la saturacio´n de la energı´a son
ma´s fuertes. Creemos que esto esta´ vinculado con la relacio´n cua´ntica de incertidumbre de energı´a-




transiciones de estados. Tanto los pasos de integracio´n como el tiempo caracterı´stico de los campos
externos debe ser menor que Γ para que el sistema pueda responder a ese cambio con su espectro de
estados de energı´a. Una variacio´n del campo en un tiempo a Γ conduce a violaciones locales de la
conservacio´n de la energı´a.













A(t) = cEtctanh(t/ )
cEt[(t/tc)l + 1] 1/l
240 260 280 300
t Q
Figura 4.2: Energı´a total para diferentes funciones del potencial vector. Despue´s de apagarse el campo
ele´ctrico para tcωQ = 10 el sistema es conservativo. En la ampliacio´n de la gra´fica para el u´ltimo cuarto
de periodo simulado, hemos separado levemente los datos para notar la amplitud de las fluctuaciones
de energı´a debidas causas fı´sicas. Cuando el campo es apagado abruptamente el sistema no alcanza a
responder y la relacio´n cua´ntica ∆t∆E > h¯ es violada. Cuando se suaviza el apagado del campo, las
fluctuaciones disminuyen.
Podemos observar la contribuciones que las energı´as (cine´tica y ela´stica) de los iones y de los
electrones, realizan por separado. En la Fig.4.3 observamos dichas contribuciones para la simulacio´n
correspondiente al potencial vector de la Ec. (4.13). Para las dema´s simulaciones el comportamiento
es similar, la energı´a electro´nica es la que aporta en mayor medida a la energı´a total, e´sta asciende
ra´pidamente cuando el campo ele´ctrico esta´ encendido, mientras que la energı´a potencial disminuye a
una tasa ma´s baja, Fig4.3 . Cuando se apaga el campo la red y la nube electro´nica permanece intercam-
biando la energı´a haciendo que la energı´a global permanezca constante. Debido a que partiendo del
reposo la energı´a cine´tica de los iones debe aumentar, la responsable de la disminucio´n de la energı´a
io´nica es una disminucio´n en los valores de yn que se traduce en una disminucio´n de la energı´a po-
tencial. Esto lo vemos en la Fig.4.4 , donde hemos graficado y¯n a tiempo t = 0ω−1Q y a tc = 10ω
−1
Q .
Es decir, que las celdas CH se acercan a su posicio´n de equilibrio disminuyendo la energı´a cine´tica,

























Figura 4.3: Energı´a io´nica y electro´nica para el potencial vector A∝ tanh(t). Cuando el campo ele´ctri-
co es encendido la energı´a io´nica disminuye y la electro´nica aumenta, junto con la energı´a global
del sistema. Cuando el campo se apaga, la energı´a total permanece constante mientras que iones y

















Figura 4.4: La variable y¯n disminuye despue´s de la aplicacio´n de un campo ele´ctrico. Esto hace que la
energı´a io´nica disminuya en las simulaciones, ver Fig.4.3.











con θn = 2pin/N. Para las mismas simulaciones obtenemos el movimiento del centro de masa del so-
lito´n con base en la ecuacio´n Ec. (4.15). Los resultados los vemos en la Fig.4.5, donde observamos que
mientras el campo esta´ encendido el centro de masa se acelera describiendo una trayectoria parabo´lica
y luego de apagarlo el solito´n alcanza una velocidad aparentemente estable. Este resultado concuerda














A(t) = cEtctanh(t/ )
cEt[(t/tc)l + 1] 1/l
Figura 4.5: Centro de masa del solito´n para diferentes funciones del potencial vector. Desde que el
campo es encendido a tiempo cero hasta que se apaga el centro de masa traza una trayectoria pa-
rabo´lica, como una partı´cula con aceleracio´n positiva. Despue´s de tcωQ = 10 sigue una trayectoria
aproximadamente recta, como una partı´cula sin aceleracio´n.
Podemos realizar un ana´lisis ma´s minucioso a fin de encontrar la velocidad instanta´nea del solito´n.






donde p1, p2, p3, p4 ∈R, p1 tiene unidades de aω2p3Q , p2 deω−2Q , p3 no tiene unidades y p4 unidades de
a. Los para´metros de la Ec.(4.16) carecen de sentido fı´sico y so´lo tienen sentido para poder realizar un
computo de la velocidad. El me´todo de ajuste que utilizamos fue el de mı´nimos cuadrados. Derivando
respecto del tiempo la Ec. (4.16), obtenemos la velocidad del centro de masa del exceso de carga del
solito´n:




en nuestro calculo obtuvimos que, p1 = 2.28aω2p3Q , p2 = 79.14ω
−2
Q , p3 = 0.46, p4 = 18.69a para la
Ec. (4.12) y valores similares en los dema´s ajustes. En la Fig.4.6 vemos la gra´fica de la Ec. (4.17) para
los tres potenciales. La figura parece indicar que a campos ma´s suaves se obtiene una mayor velocidad
ma´xima y una caı´da ma´s abrupta, esto podrı´a estar relacionado con las fluctuaciones de energı´a antes
mencionadas. Por otro lado, vemos que la velocidad aumenta cuasi-linealmente cuando el campo
esta´ encendido. Al poco tiempo de apagarse la velocidad alcanza un ma´ximo y luego comienza a




del polı´mero[15]. Esto es interesante, ya que el sistema es totalmente conservativo, no hay disipacio´n.
Sin embargo, el movimiento del solito´n esta´ sujeto a algu´n proceso de disipacio´n, incluso en ausencia
de temperatura, interacciones, desorden, impurezas, y otras imperfecciones en general. Esto estimula
la esperanza de generar corrientes de carga mayores mejorando la calidad de las muestras, por ejemplo.
La interaccio´n con modos de fonones implica que el propio movimiento del solito´n “excita” dichos
modos, por lo cual se produce una transferencia de energı´a desde el solito´n hacia el reservorio de
fonones.
















cEt[(t/tc)l + 1] 1/l
Figura 4.6: Velocidad de centro de masa del exceso de carga del solito´n. Luego de apagarse el campo
(lı´nea de punto y trazo) la velocidad alcanza un ma´ximo, luego comienza a decaer producto de la
interaccio´n del solito´n con los modos acu´sticos y o´pticos de la red.
En la Fig.4.7a mostramos un mapa de color para la variable ρ¯ donde los valores ma´s altos esta´n
en color amarillo y los ma´s bajos en azul. La simulacio´n mostrada es para A ∝ tanh(t/τ) notar que
sigue la trayectoria sugerida por el centro de masa. En la Fig.4.7b mostramos el perfil de ρ¯ para cuatro
tiempos diferentes a fin de mostrar la integridad del mismo para toda la simulacio´n.
En el ape´ndice de la tesina 6, mostramos las convergencias nume´ricas para esta seccio´n cambiando




(a) Mapa de color de la variable ρ¯ en como funcio´n del tiempo y de n para A ∝ tanh(t/τ). Compararla con el
centro de masa de la Fig.4.5.
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(b) Perfil de ρ¯ para distintos tiempos, su forma se mantiene para toda la simulacio´n.
Figura 4.7: Solito´n, simulacio´n para N = 99,Ne = 100, tcωQ = 10E = 0.02E0,∆tωQ = 0.0025 para un




4.4.2. Ana´lisis ampliado del solito´n
A fin de obtener una mejor comprensio´n de lo recientemente analizado sistematizamos variaciones
de los para´metros de intensidad campo ele´ctrico E y de tiempo de corte tc. A diferencia de los resul-
tados obtenidos en la seccio´n anterior, estos son genuinos y difieren de la referencia [19]. Utilizamos
un potencial vector como el de la Ec. (4.13) levemente modificado a fin de obtener un encendido de















donde te es so´lo un corrimiento en el eje de las abscisas para asegurar un tiempo de encendido suave.
Con esta fo´rmula encontramos que la curva en la variacio´n de energı´a se suaviza como la Ec. (4.14),
pero logrando el apagado del campo verdaderamente a tc. Fig.4.8, donde E = E0, tcωQ = 10, teωQ =
5,τωQ = 2.












A(t) = cE t[(t/tc)l + 1]1/l
A(t) = cEtc[12 tanh(t te ) + 12 ]
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t Q
Figura 4.8: Comparacio´n de un potencial A ∝ tanh(t− te) con encendido suave y otro con encendido
abrupto. Las fluctuaciones de energı´a son aproximadamente del mismo orden, sin embargo para la Ec.
(4.14) con encendido abrupto se requiere un tc mucho ma´s grande que el tc del encendido suave. Esto
tiene impacto en los recursos computacionales utilizados. En la gra´fica E = E0, tcωQ = 10, teωQ =
5,τωQ = 2
Para un paso de integracio´n de ∆t = 0.01ω−1Q tenemos un barrido de campo ele´ctrico de E =
0.005,0.01,0.015,0.02E0 y un tiempo de corte de tc = 10,20ω−1Q , para lograr que el potencial vector




2),(teωQ = 10,τωQ = 3). En Fig.4.9 vemos que tanto, cuando aumentamos la magnitud de campo
ele´ctrico como la exposicio´n del tiempo, la energı´a total del sistema aumenta. Esto es esperable de la
Ec. (4.18), donde vemos que la amplitud de A(t) aumenta al aumentar estos para´metros.






























Figura 4.9: Comparacio´n de la energı´a total para distintos campos ele´ctricos E =
0.005,0.01,0.015,0.02E0 ≈ mV/A˚ el orden de materiales opto-electro´nicos. Notar que de una
estimacio´n de la potencia P = ∆E/(tc− ton) se incorpora ma´s energı´a al trans-poliacetileno deja´ndolo
expuesto durante ma´s tiempo al campo ele´ctrico que aumentando su intensidad.
De la Ec.(4.18) tambie´n es esperable que el tiempo de exposicio´n sea ma´s influyente que la magni-
tud del campo, cuestio´n que puede ser considerada en el desarrollo de dispositivos. Es decir, con estos
para´metros, es preferible aumentar el tiempo de exposicio´n a aumentar el campo ele´ctrico si se desea
adquirir mayor energı´a electro´nica. Podemos realizar una estimacio´n de la potencia para reforzar esta
afirmacio´n. Notemos que la tasa a la que se transfiere energı´a en gra´fico de la derecha de la Fig.4.9,
es mayor que la de la izquierda. Cuantitativamente podemos calcular la diferencia de energı´a entre
dos tiempos consecutivos, si e´sta en valor absoluto es mayor que una cierta tolerancia (aquı´ hemos
utilizado 10−3t0) sabremos que este aumento se ha producido por la actuacio´n del campo neto distinto
de cero. Ası´ podemos estimar con mayor precisio´n cuando se enciende el campo a un tiempo ton. En
nuestro ca´lculo para el promedio de la potencia, tenemos que cuando aumentamos la intensidad de
campo ele´ctrico de E = 0.01E0 a E = 0.015E0 con tcωQ = 10, tenemos una ganancia de potencia de







este ca´lculo corresponde a Fig.4.9-izquierda. Mientras que cuando aumentamos la misma cantidad
de campo para tcωQ = 20, Fig.4.9-derecha, tenemos una ganancia de potencia de P0.015E0,10ω−1Q −
P0.01E0,10ω−1Q ≈ 0.826t0ωQ, el doble del caso anterior.
Por otro lado, cuando observamos la energı´a electro´nica nos encontramos que e´sta aumenta le-
vemente su frecuencia y disminuye su amplitud, cuando disminuye la intensidad de campo ele´ctri-
co, Fig.4.10-izquierda. El mismo feno´meno ocurre cuando aumentamos el tiempo de exposicio´n,
Fig.4.10-derecha. Nuevamente aquı´ la disminucio´n en la frecuencia es ma´s intensa respecto que la
intensidad de campo. Al igual que en la Fig.4.3 la energı´a potencial de los iones esta´ desfasada en
pi respecto de la de los electrones, no la graficamos aquı´ para no saturar la figura. La variacio´n en la
frecuencia puede estar relacionada con las distintas excitacio´n de los fonones en las bandas o´pticas y/o
acu´sticas. Este feno´meno podra´ ser estudiado en el corto plazo en trabajos posteriores a e´ste. Para la
oscilacio´n erra´tica del campo E = 0.02E0 con tc = 20ω−1Q tenemos que el perfil ρ¯n del solito´n pierde
su forma. Es decir que su estabilidad ya no puede garantizarse a partir de este modelo. La simulacio´n
para E = 0.02E0 y tcωQ = 20 no la presentamos porque muestra grandes irregularidades.
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Figura 4.10: Comparacio´n de la energı´a electro´nica para distintos campos ele´ctricos E =
0.005,0.01,0.015,0.02E0. Cuando el campo ele´ctrico o el tiempo de exposicio´n aumentan la fre-
cuencia de oscilacio´n de la energı´a electro´nica (y potencial desfasada en pi) disminuye. Para el tiempo
de corte de tcωQ = 20 y E = 0.02E0 el solito´n deja de ser estable, esto se traduce en una oscilacio´n
erra´tica en su energı´a electro´nica.
El seguimiento del centro de masa del solito´n para la variacio´n de los para´metros lo mostramos
en la Fig.4.11 de aquı´ podemos concluir que las velocidades se comportan como las de la Fig.4.6




el patro´n de la Fig.4.5 tienen su correlato con una figura irregular de ρ¯ como discutiremos en la
pro´xima seccio´n. La velocidad del solito´n aumenta cuando aumenta el campo ele´ctrico o el tiempo
de exposicio´n a e´l. Despue´s de superar una velocidad ma´xima, a estimar, la estabilidad del solito´n se
pierde.






















Figura 4.11: Comparacio´n del seguimiento del centro de masa para el solito´n para diferentes campos
ele´ctricos E = 0.005,0.01,0.015,0.02E0. El aumento en el campo o en la exposicio´n del tiempo au-
menta la la velocidad del solito´n como puede estimarse de las pendientes de las gra´ficas. Cuando la
curva no sigue el patro´n de las dema´s la estabilidad del solito´n se rompe, plausiblemente por exceder
una velocidad ma´xima lı´mite.
Finalmente mostramos un mapa de color de la variable ρ¯ , Fig.4.12. Vemos el correlato con el
seguimiento de centro de masa y nuestras intuiciones para la velocidad. Cuando el solito´n pierde




Figura 4.12: Mapa de color para la variable ρ¯ en las simulaciones discutidas. Notamos que cuando
aumenta el campo y el tiempo de exposicio´n la pendiente aumenta. De esto se inferimos que la velo-





4.4.3. Ruptura del solito´n
Para todas las simulaciones analizadas en las dos secciones anteriores encontramos que el solito´n
deja de ser estable para campos ele´ctricos mayores a E > 0.02E0, siendo el tiempo de corte tcωQ = 10.
Ası´ mismo, cuando tcωQ > 20 el solito´n se rompe inclusive a intensidad de campo menores, como
muestran las figuras de la seccio´n anterior. Una hipo´tesis plausible es que esta ruptura esta´ relacionada
con una velocidad crı´tica de cuatro veces la rapidez del sonido en el poliacetileno, como sen˜alan en
[20]. Ca´lculos realizados en el corto plazo confirmara´n o refutara´n esta aseveracio´n.
En la Fig.4.13 mostramos el patro´n que vemos en el perfil ρ¯n cuando el solito´n se desestabiliza
para cualquiera de las corridas. En particular esta es una simulacio´n con E = 0.04E0 y un tiempo de
corte de tcωQ = 10 con el potencial de la Ec. (4.12), con un tiempo total de tcωQ = 300.
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Figura 4.13: Ruptura del solito´n. Al poco tiempo de encenderse el campo ele´ctrico el perfil de ρ¯
se deforma. E = 0.04E0, tcωQ = 10, A(t) =−cEt.
4.4.4. Simulacio´n de polarones y pares de solitones.
Antes de comenzar a sistematizar las simulaciones para el caso de pares de solitones o polarones
preparados por un nu´mero par de celdas y una carga neta de q = −e, Ne = N + 1, comenzaremos
mostrando, Fig.4.14, una simulacio´n con un potencial vector como el de la Ec. (4.12), A(t) = −cEt,
E = 0.01E0, tcωQ = 10. Mostramos un mapa de color en la Fig.4.14a donde tenemos un polaro´n y en
la Fig.4.14b su estabilidad en el tiempo. En este contexto cuando tenemos este tipo de conformaciones
no es u´til introducir un seguimiento del centro de masa como la Ec. (4.15) ya que como vimos en el





(a) Polaro´n con un perfil ma´s ancho que el de el solito´n.
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(b) Distintos tiempos para el polaro´n. Mantiene la misma forma para toda la simulacio´n de tωQ = 100.




En la sistematizacio´n del polaro´n hemos utilizados el potencial de la Ec. (4.18) con N = 100,Ne=
101 y la misma variacio´n de para´metros que en el caso del solito´n. Encontramos menor estabilidad
que en el caso de este u´ltimo. Esto podemos verlo de la Fig.4.15, donde notamos en el mapa de color
las rupturas de la cuasi-partı´cula en ma´s casos. Esto puede estar asociado con la inestabilidad que




Figura 4.15: Mapa de color para la variable ρ¯ para el polaro´n. Como en el caso del solito´n cuando
aumenta el campo y el tiempo de exposicio´n la pendiente aumenta. Sin embargo, esta cuasi-partı´cula
es ma´s inestable que el solito´n, como muestra la difusividad de ρ¯n.
Para el ana´lisis energe´tico, Fig.4.16, encontramos que las oscilaciones de energı´a para los elec-




campo ma´s pequen˜as, quiza´s como las de dispositivos de de aplicaciones termo-ele´ctricas (≈ µV/A˚)
para analizar si las excitaciones presentan estabilidad. Esto sera´ estudiado en el corto plazo.
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Figura 4.16: Energı´a electro´nica Polaro´n. Este sistema no muestra las mismas oscilaciones que el
solito´n, debido a su gran inestabilidad, las oscilaciones no siguen un patro´n definido.
Por otro lado, realizamos simulaciones de un sistema mayor con N = 400,Ne = 401 donde un
solito´n y un antisolito´n esta´n “desapareados”. Los para´metros barridos para E y tc fueron los mismos
que en las secciones anteriores. Sin embargo, en todos los casos los pares de solitones mostraron
inestabilidad desde que se encendio´ el campo, ver Fig4.17. Sin embargo, hay un patro´n que emerge
en esta dispersio´n de las autofunciones. Pareciera que siguen una velocidad caracterı´stica, cada una
por separado. Como anticipamos en la seccio´n 3.2.3, las dina´micas para los polarones con N = 100 y




Figura 4.17: Polaro´n N = 400,Ne = 401 mapa de color de ρ¯n. Aunque el polaro´n esta´ desarmado
hay un cierto patro´n detra´s de la imagen. Esto puede estar relacionado con que las autofunciones, ya
dispersas y con diferentes fases, siguen una velocidad caracterı´stica.
Finalmente ensayamos un par de solitones para una configuracio´n ma´s estable que la anterior,




de E = 0.01E0, Fig.4.18. Notemos que en esta figura, hay dos ma´ximos que se trasladan de manera
estable en el tiempo, uno de ellos “sale”por arriba y vuelve a “entrar”por debajo segu´n las condiciones
perio´dicas de contorno.
Figura 4.18: Polaro´n estable N = 400,Ne = 402 mapa de color de ρ¯n.
Por otro lado, cuando analizamos la energı´a encontramos que las oscilaciones de la energı´a electro´ni-
ca se corresponden (aproximadamente) a las oscilaciones del solito´n con N = 99,Ne = 100,E =
0.01E0, tcωQ = 10, como vemos en la Fig.4.19. Esto implicarı´a que se excitan los mismos modos
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Comparación con la energía electrónica del solitón N=99,Ne=100
Figura 4.19: Polaro´n estable N = 400,Ne = 402 las energı´as electro´nica y potencial vuelven a oscilar
desfasadas en pi y manteniendo constante la energı´a total luego de que A(t) se hace constante. Notar
que los ma´ximos y mı´nimos de la energı´a electro´nica del polaro´n de N = 400 y el solito´n de N = 99
coinciden aproximadamente aunque la amplitud es diferente.
4.4.5. Solito´n en un campo sinusoidal
En esta seccio´n consideramos un potencial vector oscilante de la forma A(t) = −cEtssen(Ωt),
donde c es la rapidez de la luz, E la magnitud de campo ele´ctrico, ts es una amplitud con magnitud
de tiempo para el potencial vector, Ω es la frecuencia caracterı´stica de A. Presentamos una simulacio´n
de tiempo total ttotωQ = 300, ∆t = 0.0025ωQ, E = 0.02E0, tsΩ = 10, Ω = 0.05ωQ. En la Fig.4.20
obtuvimos la gra´fica de energı´a, notemos que a diferencia de las simulaciones anteriores aquı´ el campo
esta´ encendido todo el tiempo. Vemos que el polı´mero intercambia energı´a en forma sinusoidal con el
campo ele´ctrico, si consideramos a estos dos subsistemas como un todo la energı´a deberı´a permanecer
constante. Nuevamente la mayor contribucio´n de la energı´a total se debe a los electrones. Por otro
lado, cuando la energı´a electro´nica crece la energı´a io´nica tambie´n, aunque no lo hacen con la misma
amplitud, si lo hacen con la misma frecuencia. Esto parece sugerir que por un lado los electrones
incrementan su energı´a debido al campo ele´ctrico, y por otro lado tambie´n absorben energı´a de la
red, produciendo que e´sta u´ltima disminuya su energı´a. Este comportamiento lo vimos tambie´n en las
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Figura 4.20: Energı´a total. Potencial vector sinusoidal. El sistema esta permanentemente intercam-
biando energı´a con el campo de radiacio´n. La energı´a io´nica disminuye (aumenta) cuando la energı´a
electro´nica aumenta (disminuye) de manera sincro´nica. En la gra´fica, hemos corrido el origen (positi-
vo) de energı´a potencial a fin de ser visualizada con las otras energı´as.
El solito´n oscila en el trans-CHn conforme a la aplicacio´n del campo ele´ctrico. En la Fig.4.21
vemos un mapa de color para ρ¯ . En Fig. 4.23 el centro de masa y en Fig.4.23 la estabilidad del perfil
del exceso de carga para distintos tiempos de la simulacio´n. Esto es interesante desde el punto de
vista de las aplicaciones, ya que normalmente se han estudiado en la bibliografı´a campos ele´ctricos




Figura 4.21: Mapa de color para ρ¯ en un campo ele´ctrico sinusoidal. El solito´n se mantiene oscilando
para magnitudes de campo de E = 0.02E0.
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En este seminario de investigacio´n estudiamos la dina´mica y estabilidad de excitaciones de tipo
solito´n y polaro´n en trans-poliacetileno, utilizamos para ello el marco teo´rico del modelo SSH. Enten-
demos que este tipo de excitaciones son cruciales para explicar las propiedades de una gran clase de
sistemas orga´nicos con gran intere´s actual para la fabricacio´n de nuevos dispositivos opto-electro´nicos.
Uno de los objetivos buscados en esta tesina fue el de adquirir experiencia y profundizar en la
comprensio´n de los procesos de transporte de carga en polı´meros conductores. El punto inicial para
este objetivo ha sido el poliacetileno, sistema ampliamente estudiado teo´rica y experimentalmente,
para el cual se ha buscado inicialmente reproducir resultados existentes, lo que se ha logrado con
e´xito, como se muestra en los capı´tulos 3 y 4.
La expectativa es que a futuro, la experiencia adquirida en este tipo de simulaciones y en el mo-
delado de estos sistemas pueda ser extendida a otros polı´meros ma´s complejos. Este es un programa
ambicioso que ha resultado ser de gran intere´s en la comunidad, como por ejemplo en las referencias
[16, 26, 2].
Al mismo tiempo buscamos indagar en la cuestio´n de la estabilidad de las excitaciones de tipo
solito´n y polaro´n en trans-poliacetileno frente a diferente tipo de perfiles de campo ele´ctrico.
El modelo SSH considerado, ası´ como la implementacio´n de la resolucio´n de las ecuaciones
dina´micas, contienen una gran cantidad de idealizaciones. Sin embargo, dentro de este marco teo´rico,
el modelo es capaz de mostrarnos aspectos fı´sicos muy interesante y relevantes.
Por ejemplo, para la situacio´n esta´tica obtuvimos la geometrı´a, la densidad de estados y la densidad
de carga de para el trans-poliacetileno. Todos los resultados fueron exitosamente corroborados por la
bibliografı´a. Adema´s, analizamos co´mo el gap de energı´a comienza a poblarse cuando el polı´mero es
dopado con ma´s de un electro´n. Y co´mo la distribucio´n de carga se fraccionaliza localiza´ndose en las
paredes de dominio.
Para la dina´mica de solitones encontramos que cuando aumentamos la intensidad de campo ele´ctri-
co y el tiempo de exposicio´n a e´ste el solito´n se acelera. Sin embargo, pasando algunos valores de tc
y de E0 la estabilidad del solito´n se pierde. Una de las principales hipo´tesis en el modelo SSH es
la ausencia de mecanismos de disipacio´n de la energı´a, algo que en realidad es omnipresente en to-




funcio´n del tiempo, la energı´a inyectada al sistema mediante un campo ele´ctrico uniforme es ı´ntegra-
mente absorbida por el sistema, como es esperable para un sistema conservativo. Una vez que cesa
la inyeccio´n de energı´a, la misma se vuelve una constante de movimiento. Sin embargo, y a pesar
de esta caracterı´stica del sistema como un todo, se observa un decaimiento de la velocidad del so-
lito´n. Este feno´meno de “friccio´n”se da por la interaccio´n del solito´n con los fonones. Esto impone
un lı´mite a la capacidad de transporte de carga a trave´s del sistema mediante este tipo de excitaciones.
Cabe hacerse la pregunta, a responder a futuro, si esto es grave o limitante para el uso en dispositivos
opto-electro´nicos.
Por otro lado, respecto a la energı´a en la dina´mica del solito´n observamos que esta aumenta para los
electrones y disminuye para los iones mientras el campo esta´ encendido. Cuando e´ste es apagado los
iones quedan oscilando con una frecuencia caracterı´stica intercambiando su energı´a con los electrones.
Queda como interrogante comprender el por que´ de estas excitaciones y si se corresponden con el ban˜o
de fonones del sistema. Nuevamente esto puede ser de gran relevancia desde el punto de vista de las
aplicaciones.
Para el sistema de polarones vimos que son excitaciones mucho ma´s vulnerables desde el punto
de vista de su estabilidad frente a la interaccio´n con campos ele´ctricos. Esto se debe, en parte, a la
naturaleza no-topolo´gica de estas excitaciones. En el corto plazo profundizaremos su ana´lisis para
intensidades de campo menor.
Finalmente, para un solito´n en un campo oscilante, vimos que su estabilidad es alcanzada con nota-
ble e´xito y permanece oscilando con una frecuencia proporcional a la del campo ele´ctrico introducido.
Este es un resultado notable ya que normalmente se estudian dispositivo para campos ele´ctricos cons-
tantes. Este resultado, podrı´a ser puesto a prueba en un laboratorio para intensidades de campo lo







Aquı´ mostramos algunos de los chequeos nume´ricos realizados en este trabajo para la evolucio´n
temporal del Capı´tulo 4.
6.1. Variacio´n del paso temporal ∆t
En la Fig.6.1 mostramos la comparacio´n de un paso temporal de ∆t = 0.0025 contra otro de ∆t =
0.01, es decir cuatro veces el primero, para la variable de la posicio´n del solito´n xc. Las simulaciones se
corrieron para un tiempo total de t = 300ω−1Q para los potenciales vectores de las Ecs. (4.12), (4.13) y
(4.14), E = 0.02E0, tcωQ = 10. Hasta el tiempo tωQ = 80 las simulaciones convergen, luego las curvas
comienzan a separarse. Por esta razo´n en las simulaciones de la tesina donde utilizamos ∆t = 0.01ω−1Q ,
las corridas llegan hasta un tiempo final de tωQ = 80. Adema´s notemos que para el paso de integracio´n
mayor la fı´sica cambia, pues nos indicarı´a que el solito´n se detiene y luego retrocede. Sin embargo,
como observamos para el paso de integracio´n menor, esto no es lo que realmente sucede, en cambio
el solito´n parece disminuir su pendiente pero a una taza mucho ma´s baja, como en los gra´ficos de las
velocidades de la Fig.4.6. Para pasos de integracio´n intermedio, las figuras parecı´an converger a la
situacio´n expuesta, por eso aquı´ so´lo mostramos el paso ma´s pequen˜o simulado.
Por otro lado, para la variable de la energı´a total tenemos que las curvas coinciden, salvo pequen˜as
fluctuaciones, Fig.6.2, donde hemos corrido los ceros de energı´a para poder visualizar la evolucio´n
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A(t) = cEt((t/tc)l + 1) 1/l
t Q = 0.01
t Q = 0.0025
Figura 6.1: Comparacio´n de simulaciones con ∆t = 0.01ω−1q y ∆t = 0.0025ω−1q , para la variable xc.
Notar que hasta el tiempo de simulacio´n de tcωQ = 80 se puede asumir que la convergencia es va´lida.
Luego las curvas comienzan a separarse. Los perfiles de potencial vector esta´n arriba de cada gra´fico.
Para todas las corridas E = 0.02 y N = 99,Ne = 100, tc = 10ω−1Q .
A = cEt
t Q = 0.01
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Figura 6.2: Comparacio´n de simulaciones con ∆t = 0.01ω−1q y ∆t = 0.0025ω−1q , para la energı´a to-
tal. Las curvas coinciden salvo pequen˜as fluctuaciones. Los ceros de energı´a se han corrido a fin de




6.2. Me´todo de Euler
En la Fig.6.3 mostramos la comparacio´n de la energı´a total cuando evolucionamos la variable yn
mediante el me´todo de Euler:
yn(t+∆t) = yn(t)+ y˙n∆t
y˙n(t+∆t) = y˙n(t)+ y¨n∆t
y el me´todo de la velocidad de Verlet utilizada en esta tesina descripta en el capı´tulo 4. Notamos
que ambas coinciden, decidimos utilizar la u´ltima ya que tiene un error nume´rico menor debido a su
deduccio´n. Los para´metros utilizados fueron N = 99,Ne= 100,A(t) =−cEt,E = 0.01E0, tc = 10ω−1Q .
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Figura 6.3: Comparacio´n de la integracio´n de Euler contra la de Verlet para la variable energı´a total.
A(t) =−cEt,E = 0.01E0, tc = 10ω−1Q
6.3. Me´todo de Crank-Nicolson
En primer lugar observamos la convergencia para el me´todo de Crank-Nicolson[5], el algoritmo





donde I es la matriz identidad, y Hel la matriz de la Ec. (4.3), ∆t el paso de integracio´n. En la Fig.6.4
mostramos dos simulaciones una con el me´todo de esta tesina en lı´nea continua, y la otra con el me´todo




fueron E = 0.01E0, tcωQ = 10. Notemos que las dos simulaciones reproducen la misma evolucio´n
para la energı´a total. Debido a que el costo computacional de este me´todo alternativo es ma´s alto, ya
que implica invertir una matriz, decidimos utilizar para el resto de las simulaciones la evolucio´n de los
estados descripta en el capı´tulo 4, Ec. (4.7)
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Figura 6.4: Comparacio´n entre el me´todo de Crank-Nicolson y el utilizado en la tesina para la evo-
lucio´n temporal de los autoestados, visualizada en la variable de la energı´a total. El potencial vector
utilizado es A(t) =−cEt. Los para´metros fueron N = 99,Ne = 100,E = 0.01E0, tcωQ = 10
6.4. Conservacio´n de la carga
Para todas las simulaciones donde la integridad de las cuasi-partı´culas (solitones, polarones) se
mantuvo estable, calculamos la conservacio´n de la carga como ∑Nn ρ = N−Ne que es igual a la car-
ga extra. En la Fig.6.5 mostramos so´lo un en ejemplo de esto para los para´metros N = 99,Ne =
















Figura 6.5: Conservacio´n de la carga para las simulaciones. Aquı´ exponemos so´lo un ejemplo para un
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