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Abstract
The most popular hypothesis testing procedure, the likelihood ratio test, is
known to be highly non-robust in many real situations. Basu et al. (2013a)
provided an alternative robust procedure of hypothesis testing based on the
density power divergence; however, although the robustness properties of the
latter test were intuitively argued for by the authors together with extensive
empirical substantiation of the same, no theoretical robustness properties
were presented in that work. In the present paper we will consider a more
general class of tests which forms a superfamily of the procedures described by
Basu et al. (2013a). This superfamily derives from the class of S-divergences
recently proposed by Ghosh et al. (2013). In this context we theoretically
prove several robustness results of the new class of tests and illustrate them
in the normal model. All the theoretical robustness properties of the Basu
et al. (2013a) proposal follows as special cases of our results.
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1. Introduction
Hypothesis testing is a very important component of statistical inference;
it helps us to systematically explore the veracity of an unsubstantiated claim
on the basis of observed data in a real life experiment. The philosophy of the
statistical hypothesis testing was mainly developed in the early decades of
twentieth Century by Fisher and Neyman and Pearson (Fisher, 1925, 1935,
Neyman and Pearson, 1928, 1933a,b); since then the theory has evolved in
many directions through the contributions of several later researchers. Yet
the classical likelihood ratio test (LRT) proposed by Neyman and Pearson
(1928) and formalized later by Wilks (1938) still remains our canonical hy-
pothesis testing tool, which is used widely by the practitioners in all scenarios
of human endeavor. This test can be easily performed for most statistical
models and satisfies several asymptotic optimality criteria. However, as in
the case of maximum likelihood estimator (MLE) in the estimation context,
the LRT also has serious robustness problems under misspecification of mod-
els and/or presence of outliers.
There have been several attempts to develop robust tests of hypotheses
having optimal properties similar to the LRT. The LRT can be seen to be
a special case of a large class of testing procedures, known as the “disparity
difference tests” which have strong robustness properties (e.g. Basu et al.,
2011). However, these tests involve kernel density estimators of the true den-
sity for continuous models and hence include all the complications associated
with kernel smoothing. Motivated by the success of the minimum density
power divergence estimators, which require no kernel smoothing, as an al-
ternative to the class of minimum disparity estimators, Basu et al. (2013a)
developed a class of tests using the density power divergence. This work was
based on Basu et al. (1998), which had developed the density power diver-
gence measure, as well as the minimum density power divergence estimator
(MDPDE). Consider the problem of testing a simple null hypothesis based
on the random sample X1, . . . , Xn. Let F = {fθ : θ ∈ Θ ⊂ Rp} represent
the parametric family of densities; suppose also that the true data generat-
ing density belongs to this model family. Let θ0 be any fixed point in the
parameter space Θ, which we believe to be the true value of the parameter.
Based on the observed sample, we want to test for the simple hypotheses
H0 : θ = θ0 against H1 : θ 6= θ0. (1)
Note that in general there is no uniformly most powerful test for this testing
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problem. Basu et al. (2013a) proposed to test this hypothesis by utilizing
the minimum possible value of the density power divergence (DPD) mea-
sure between the data and a model density. Although they have empirically
demonstrated some of strong robustness properties of the DPD based test,
their paper had no concrete theoretical results on the robustness of the pro-
posed tests.
The present paper will focus on developing the theoretical robustness
properties of the DPD based test. However, instead of doing it simply for
the DPD alone, we will prove all our results for a more general class of
test statistics that contains the DPD based tests as a special case. This
general class of test statistics will be based on the recently developed family
of S-divergences (Ghosh et al., 2013) that contains both the PD (power
divergence; Cressie and Read, 1984) and the DPD measure as its subfamilies.
For all the asymptotic results throughout the paper we need to assume some
standard conditions of asymptotic inference, given by Assumptions A, B, C
and D of Lehmann (1983, p. 429). In the rest of this paper, we will refer
to these conditions simply as the “Lehmann conditions”. Similarly, we will
also assume the conditions D1–D5 of Basu et al. (2011, p. 304) at the model,
which we will refer to as the “Basu et al. conditions”. Both set of conditions,
with a brief description of their implications and significances are provided
in Appendix A. There is some overlap among the conditions, but taken
together they exhaust the necessary technicalities.
To keep a clear focus in our discussion and to relate them directly to
the empirical findings of Basu et al. (2013a), we will restrict ourselves to a
simple null hypothesis in this paper. However, at the end of the paper, we
will briefly indicate how the results can be extended to the case of composite
null hypotheses.
The rest of the paper is organized as follows: In Section 2 we define the
proposed test statistic based on the general family of S-divergence measures
and provide its asymptotic properties. Several robustness measures of this
test are derived in Section 3. Section 4 presents a numerical illustration of all
the theoretical results derived in this paper through the problem of testing
for the normal mean with a known variance. In Section 5 we present some
general remarks integrating the theoretical results and numerical findings
presented in this paper; in this section we also give some guidance on the
choice of appropriate tuning parameter for the proposed test. Section 6
briefly indicates the possible generalization to the case of the composite null
hypotheses. Some concluding remarks are presented in Section 7.
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2. General Test Statistics based on the S-Divergence
The S-divergence measure, recently proposed by Ghosh et al. (2013),
is a general family of divergence measures (between two density functions)
containing several popular divergences including the power divergence (PD)
family of Cressie and Read (1984) and the density power divergence (DPD)
family of Basu et al. (2013a). The S-divergence between the densities g and
f is defined in terms of two parameters γ ∈ [0, 1] and λ ∈ R as
S(γ,λ)(g, f) =
1
A
∫
f 1+γ− 1 + γ
AB
∫
fBgA+
1
B
∫
g1+γ, A 6= 0, B 6= 0,
(2)
where A = 1 + λ(1 − γ) and B = γ − λ(1 − γ). For the cases A = 0 or
B = 0, the corresponding S-divergence measure is defined by the respective
continuous limits of the expression in Equation (2), which yield
S(γ,λ:A=0)(g, f) = lim
A→0
S(γ,λ)(g, f) =
∫
f 1+γ log
(
f
g
)
−
∫
(f 1+γ − g1+γ)
1 + γ
,
(3)
and
S(γ,λ:B=0)(g, f) = lim
B→0
S(γ,λ)(g, f) =
∫
g1+γ log
(
g
f
)
−
∫
(g1+γ − f 1+γ)
1 + γ
.
(4)
Interestingly, note that at γ = 1 the S-divergence measure becomes indepen-
dent of the parameter λ and coincides with the squared L2-distance. On the
other hand, at γ = 0 it reduces to the PD family of Cressie and Read (1984)
with parameter λ. Further, note that the S-divergence family also contains
the DPD measure with parameter γ = β, given by
dβ(g, f) =

∫
f 1+βθ − 1+ββ
∫
fβθ g +
1
β
∫
g1+β, if β > 0,∫
g log(g/fθ), if β = 0,
(5)
as one of its special cases when λ = 0. Therefore, it is natural to reconstruct
the DPD based test statistics proposed by Basu et al. (2013a) using this
general family of S-divergences.
Consider the problem of testing the simple null hypothesis as described in
Equation (1) under the parametric set-up of Section 1. We define the general
test statistic based on the S-divergence with parameter γ and λ as
ξγ,λn (θˆβ, θ0) = 2nS(γ,λ)(fθˆβ , fθ0), (6)
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where θˆβ is the minimum DPD estimator (MDPDE) of θ obtained by min-
imizing the DPD with tuning parameter β. The intuitive rationale behind
construction of this test statistics is as follows: when the model is correctly
specified and the assumed null hypothesis H0 is correct, fθ0 is the true data
generating density and so it can be tested by considering the magnitude of
the S-divergence measure between fθ0 and fθˆ for any consistent estimator
θˆ of θ based on the observed sample. Since the divergence employed in the
definition of the statistic in Equation (6) is the S-divergence, the ideal choice
for θˆ should be the minimum S-divergence estimator. The choice of θˆβ, the
MDPDE of θ corresponding to tuning parameter β, is preferred by us since
the only subfamily in the S-divergence family that does not require the use
of kernel density estimator is the DPD family. Note that, by putting λ = 0
this general test statistic coincides with the DPD based test statistic of Basu
et al. (2013a), whereas with the choice λ = γ = β = 0 it becomes equivalent
to the LRT.
In the rest of the paper we refer to the test statistic ξγ,λn (θˆβ, θ0) in the
singular, although in effect we are taking a family of test statistics that vary
over the tuning parameters. We will prove our results for a generic statistic,
where the asymptotic distribution is a function of γ, λ and β.
We first prove some asymptotic properties of this general S-divergence
based test (which we will refer to as the SDT) to obtain the critical points
and power approximation of the test. For these, we require that the minimum
DPD estimator used in constructing the test statistics is n1/2-consistent and
asymptotically normal, which hold under the Basu et al. conditions (Basu
et al., 2011).
Then, the asymptotic variance-covariance matrix of the MDPDE θˆβ is
Σβ(θ) = Jβ(θ)
−1Vβ(θ)Jβ(θ)−1,
where
Jβ(θ) =
∫
uθu
T
θ f
1+β
θ ,
and
Vβ(θ) =
∫
uθu
T
θ f
1+2β
θ −
(∫
uθf
1+β
θ
)(∫
uθf
1+β
θ
)T
.
We can now derive the asymptotic null distribution of the SDT as given in
the following theorem.
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Theorem 2.1. Suppose the model density satisfies the Lehmann and Basu
et al. conditions. The asymptotic distribution of the test statistic ξγ,λn (θˆβ, θ0),
under the null hypothesis H0 : θ = θ0, coincides with the distribution of∑r
i=1 ζ
γ,β
i (θ0)Z
2
i , where Z1, . . . , Zr are independent standard normal vari-
ables, ζγ,β1 (θ0), . . . , ζ
γ,β
r (θ0) are the nonzero eigenvalues of Aγ(θ0)Σβ(θ0) with
Aγ(θ0) = ∇2S(γ,λ)(fθ, fθ0)|θ=θ0 =
(
(1 + γ)
∫
fγ−1θ0
∂fθ0
∂θi
∂fθ0
∂θj
)
i,j=1,··· ,p
and r = rank(Vβ(θ0)J
−1
β (θ0)Aγ(θ0)J
−1
β (θ0)Vβ(θ0)).
The proof of the above theorem is a routine extension of the proof of the
DPD based test provided by Basu et al. (2013a) and is omitted. Note that
the minimum S-divergence estimator corresponding to parameter β and λ
is first order equivalent to the minimum DPD estimator with parameter β
in the sense that they have the same asymptotic distribution (Ghosh et al.,
2013). So, if one were to replace the minimum DPD estimator θˆβ in (6) with
the minimum S-divergence estimator corresponding to β and λ, one would
still get the same asymptotic null distribution as in Theorem 2.1; this null
distribution is independent of λ. This allows us to study the class of tests
in (6) in a more general setting than what is observed at face value. We
could have made the set up fully general by actually substituting θˆβ with the
minimum S-divergence estimator at β and λ in Equation (6). But the general
S-divergence estimator involves the construction of a non-parametric density
estimator and inherits its associated problems, and so the value addition
due to the generality might be offset by its cost. Instead we stick to the
formulation in (6), which gives us the same asymptotic distribution as the
most general case, but also gives us a robust set of procedures without getting
into the issue of non-parametric kernel density estimation. It also allows us
to study the theoretical properties of the tests of Basu et al. (2013a) as a
special case of our formulation. One could also find the asymptotic critical
values of the test in (6) on the basis of the suggestion in Remark 3 of Basu
et al. (2013a).
Our next theorem presents a power approximation of the above SDT,
which can help us to obtain the minimum sample size required in order to
achieve some pre-specified power of the test.
Theorem 2.2. Suppose the model density satisfies the Lehmann and Basu
et al. conditions. An approximation to the power function of the test statistic
6
ξγ,λn (θˆβ, θ0) for testing the null hypothesis in Equation (1) at the significance
level α is given by
piβ,γ,λn,α (θ
∗) = 1− Φn
( √
n
σβ,γ,λ(θ∗)
(
tβ,γα
2n
− S(γ,λ)(fθ∗ , fθ0)
))
, θ∗ 6= θ0, (7)
where Φn tends uniformly to the standard normal distribution function Φ,
tβ,γα is the (1−α)th quantile of the asymptotic distribution of ξγ,λn (θˆβ, θ0) and
σ2β,γ,λ(θ) = Mγ,λ(θ)
TΣβ(θ)Mγ,λ(θ) with
Mγ,λ(θ) = ∇S(γ,λ)(fθ, fθ0) =
1 + α
B
[∫
f 1+αθ uθ −
∫
fBθ0f
A
θ uθ
]
.
Here A = 1 + λ(1− γ) and B = γ − λ(1− γ), as defined in the statement of
the S-divergence.
Corollary 2.3. For any θ∗ 6= θ0, the probability of rejecting the null hy-
pothesis H0 at any fixed significance level α > 0 with the rejection rule
ξγ,λn (θˆβ, θ0) > t
β,γ
α tends to 1 as n→∞. Thus the test statistic ξγ,λn (θˆβ, θ0) is
consistent.
3. Robustness Properties of the SDT
Now let us consider the robustness properties of the general test statistic
based on the S-divergence family (the SDT). We will see that the robustness
of the proposed test statistic originates from the robustness of the minimum
DPD estimator used in the test statistic and hence the proposed test will be
seen to be highly robust for β > 0. As a particular case, all the results to
be covered in this section will also hold for the DPD based test developed
in Basu et al. (2013a); this will fill the gap of the absence of any theoretical
robustness results in their paper.
3.1. Influence Function of the Test
Let us first consider Hampel’s influence function of the test (Rousseeuw
and Ronchetti, 1979, 1981, Hampel et al., 1986). Ignoring the multiplier 2n
in our test statistic we define the SDT functional as
T
(1)
γ,λ(G) = S(γ,λ)(fTβ(G), fθ0),
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where Tβ(G) is the minimum DPD functional defined in Basu et al. (2011).
Now consider the contaminated distribution G = (1−)G+∧y with  being
the contamination proportion and ∧y being the degenerate distribution with
all its mass at the contamination point y. Then Hampel’s first-order influence
function of the SDT functional is given by
IF (y;T
(1)
γ,λ, G) =
∂
∂
T
(1)
γ,λ(G)
∣∣∣∣
=0
= Mγ,λ(Tβ(G))
T IF (y;Tβ, G),
where IF (y;Tβ, G) =
∂
∂
Tβ(G)
∣∣
=0
is the influence function of the minimum
DPD functional Tβ and Mγ,λ(Tβ(G)) =
∂
∂θ
S(γ,λ)(fθ, fθ0)
∣∣
θ=Tβ(G)
. In general
the Influence function of a test is evaluated at the null distribution G = Fθ0 .
However, by the Fisher consistency property of the functional Tβ(·), we get
Tβ(Fθ0) = θ0 and Mγ,λ(θ0) = 0 so that the Hampel’s first-order influence
function of our test statistic is zero at the null.
Therefore, we need to consider higher order influence functions of the
proposed SDT. The second order influence function of our test statistic can
be seen to have the form
IF2(y;T
(1)
γ,λ, G) =
∂2
∂2
T
(1)
γ,λ(G)
∣∣
=0
= Mγ,λ(Tβ(G))
T ∂
2
∂2
Tβ(G)
∣∣
=0
+IF (y;Tβ, G)
T∇2S(γ,λ)(fθ, fθ0)
∣∣
θ=Tβ(G)
IF (y;Tβ, G).
In particular, at the null distribution G = Fθ0 , the second order influence
function of the SDT becomes
IF2(y;T
(1)
γ,λ, Fθ0) = IF (y;Tβ, Fθ0)
TAγ(θ0)IF (y;Tβ, Fθ0). (8)
Thus the influence function of the S-divergence based test at the null hy-
pothesis is independent of the parameter λ implying that the theoretical
robustness of the proposed SDT will be independent of λ. Also, this in-
fluence function will be bounded if and only if the influence function of the
minimum density power divergence functional is bounded. Basu et al. (1998)
derived the influence function of the MDPDE which is bounded for all β > 0
under most common parametric models; however it is generally unbounded
at β = 0. Noting that the MDPDE with β = 0 is indeed the MLE, it shows
that the use of a non-robust estimator like the MLE leads to a non-robust
overall test procedure as well.
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3.2. Level and Power under contamination and the corresponding Influence
Functions
Next we consider the effect of contamination on the level and power of
the proposed test which will give us a clearer picture about the robustness of
the test. As the test is consistent, we study its power under the contiguous
alternative hypotheses θn = θ0 +
∆√
n
with ∆ being a vector of positive reals
having the same dimension as the parameter vector and θn ∈ Θ. In order
to explore the effect of contamination on the power and size of the test, we
also need to consider some contamination over these contiguous alternatives.
Following Hampel et al. (1986), one must consider the contaminations such
that their effect tends to zero as θn tends to θ0 at the same rate to avoid
confusion between the null and alternative neighborhoods (also see Huber-
Carol, 1970, Heritier and Ronchetti, 1994, Toma and Broniatowski, 2011).
Therefore, we consider the contaminated distributions
FLn,,y =
(
1− √
n
)
Fθ0 +
√
n
∧y for level,
and
F Pn,,y =
(
1− √
n
)
Fθn +
√
n
∧y for power.
Then the level influence function (LIF) is given by
LIF (y;T
(1)
γ,λ, Fθ0) = limn→∞
∂
∂
PFLn,,y(ξ
γ,λ
n (θˆβ, θ0) > t
β,γ
α )
∣∣
=0
,
and the power influence function (PIF) is given by
PIF (y;T
(1)
γ,λ, Fθ0) = limn→∞
∂
∂
PFPn,,y(ξ
γ,λ
n (θˆβ, θ0) > t
β,γ
α )
∣∣
=0
.
We begin with the derivation of the asymptotic power under contaminated
distributions which is presented in the following theorem.
Theorem 3.1. Assume that the Lehmann and Basu et al. conditions hold for
the model density. Then for any ∆ ∈ Rp and  ≥ 0, we have the following:
(i) The asymptotic distribution of the S-divergence based test statistics
ξγ,λn (θˆβ, θ0) under F
P
n,,y is the same as that of the quadratic form W
TAγ(θ0)W ,
where W follows a p-variate normal distribution with mean
∆˜ = [∆ + IF (y;Uβ, Fθ0)]
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and variance-covariance matrix Σβ(θ0). Equivalently, this distribution
is the same as that of
∑r
i=1 ζ
γ,β
i (θ0)χ
2
1,δi
, where ζγ,β1 (θ0), · · · , ζγ,βr (θ0)
are the r nonzero eigenvalues of Aγ(θ0)Σβ(θ0) as in Theorem 2.1 and
χ21,δ1 , . . . , χ
2
1,δr
are independent non-central chi-square variables having
degree of freedom one and non-centrality parameters δ1, . . . , δr respec-
tively with δi = µ
2
i and µ = (µ1, . . . , µp)
T = Pβ,γ(θ0)Σ
−1/2
β (θ0)∆˜ and
Pβ,γ(θ0) is the matrix of normalized eigenvectors of Aγ(θ0)Σβ(θ0).
(ii) The asymptotic power of the proposed SDT under contaminated distri-
bution F Pn,,y is given by
Power(∆, ) = lim
n→∞
PFPn,,y(ξ
γ,λ
n (θˆβ, θ0) > t
β,γ
α )
=
∞∑
v=0
Cγ,βv (θ0, ∆˜)P
(
χ2r+2v >
tβ,γα
ζγ,β(1) (θ0)
)
, (9)
where χ2p denotes a chi-square random variable with p degrees of free-
dom, ζγ,β(1) (θ0) is the minimum of ζ
γ,β
i (θ0)s for i = 1, . . . , r and
Cγ,βv (θ0, ∆˜) =
1
v!
(
r∏
j=1
ζγ,β(1) (θ0)
ζγ,βj (θ0)
)1/2
· e− δ2E(Qˆv),
with δ = µTµ =
r∑
j=1
δj and
Qˆ =
1
2
r∑
j=1
(1− ζγ,β(1) (θ0)
ζγ,βj (θ0)
)1/2
Zj + µj
(
ζγ,β(1) (θ0)
ζγ,βj (θ0)
)1/22 ,
for r independent standard normal random variables Z1 . . . , Zr.
Proof. To prove part (i), let us denote θ∗n = Uβ(F
P
n,,y). We consider the
second order Taylor series expansion of S(γ,λ)(fθ, fθ0) around θ = θ
∗
n at θ = θˆβ
as,
S(γ,λ)(fθˆβ , fθ0) = S(γ,λ)(fθ∗n , fθ0) +Mγ,λ(θ
∗
n)
T (θˆβ − θ∗n)
+
1
2
(θˆβ − θ∗n)TAγ(θ∗n)(θˆβ − θ∗n) + o(||θˆβ − θ∗n||2).
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Now from the asymptotic distribution of the MDPDE and the consistency
of θ∗n we know that
√
n(θˆβ − θ∗n) D→N(0,Σβ(θ0)), and Aγ(θ∗n) P→Aγ(θ0) as
n→∞. Further using the Taylor series expansion of Mγ,λ(θ) around θ = θ0
at θ = θ∗n, we get
Mγ,λ(θ
∗
n)−Mγ,λ(θ0) =
1√
n
Aγ(θ0)∆ +
√
n
IF (y;Mγ,λ, Fθ0) + o
(
n−1/2
)
But Mγ,λ(θ0) = 0 and IF (y;Mγ,λ, Fθ0) = Aγ(θ0)IF (y;Uβ, Fθ0) so that we get
√
nMγ,λ(θ
∗
n) = Aγ(θ0)∆˜ + o (1) ,
with ∆˜ = [∆ + IF (y;Uβ, Fθ0)]. Again using the second order Taylor series
expansion of S(γ,λ)(fθ, fθ0) around θ = θ0 at θ = θ
∗
n, we get
S(γ,λ)(fθ∗n , fθ0)− S(γ,λ)(fθ0 , fθ0)
=
√
n
IF (y;T
(1)
γ,λ, Fθ0) +
1√
n
∆TMγ,λ(θ0) + o
(
n−1/2
)×Mγ,λ(θ0)
+
2
2n
IF2(y;T
(1)
γ,λ, Fθ0) +
1
2n
∆TAγ(θ0)∆ +

n
∆T IF (y;Mγ,λ, Fθ0) + o
(
1
n
)
.
(10)
But, S(γ,λ)(fθ0 , fθ0) = 0, IF (y;T
(1)
γ,λ, Fθ0) = 0 and IF2(y;T
(1)
γ,λ, Fθ0) is given in
Equation (8). Thus Equation (10) simplifies to
2nS(γ,λ)(fθ∗n , fθ0) = ∆
TAγ(θ0)∆ + 
2IF (y;Uβ, Fθ0)Aγ(θ0)
T IF (y;Uβ, Fθ0)
+2∆TAγ(θ0)IF (y;Uβ, Fθ0) + o (1) .
Now noting that n× o(||θˆβ − θ∗n||2) = op(1), we get
2nS(γ,λ)(fθˆβ , fθ0) = ∆˜
TAγ(θ0)∆˜ + 2∆˜
TAγ(θ0)
√
n(θˆβ − θ∗n)
+
√
n(θˆβ − θ∗n)TAγ(θ∗n)
√
n(θˆβ − θ∗n) + oP (1) + o (1)
=
[
∆˜ +
√
n(θˆβ − θ∗n)
]T
Aγ(θ0)
[
∆˜ +
√
n(θˆβ − θ∗n)
]
+ oP (1) + o (1) .
Thus under the probability F Pn,,y, the asymptotic distribution of the SDT
statistic ξγ,λn (θˆβ, θ0) = 2nS(γ,λ)(fθˆβ , fθ0) is the same as the distribution of (∆˜+
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W0)
TAγ(θ0)(∆˜ +W0), where W0 is a random variable following N(0,Σβ(θ0))
distribution. Hence the first statement of part (i) follows by taking W =
(∆˜ +W0).
Now employing a spectral decomposition we get
Σβ(θ0)
1/2Aγ(θ0)Σβ(θ0)
1/2 = Pβ,γ(θ0)
TΓr(θ0)Pβ,γ(θ0),
where Pβ,γ(θ0) is as defined in the statement of the theorem and Γr(θ0) is the
diagonal matrix having diagonal entries as the eigenvalues of Aγ(θ0)Σβ(θ0).
Now
W TAγ(θ0)W = W
TΣβ(θ0)
−1/2 [Σβ(θ0)1/2Aγ(θ0)Σβ(θ0)1/2]Σβ(θ0)−1/2W
=
(
W0 + ∆˜
)T
Σβ(θ0)
−1/2 [Pβ,γ(θ0)TΓr(θ0)Pβ,γ(θ0)]Σβ(θ0)−1/2 (W0 + ∆˜)
= (W ∗ + µ)TΓr(θ0)(W ∗ + µ),
where W ∗ = (W ∗1 , . . . ,W
∗
p ) = Pβ,γ(θ0)Σβ(θ0)
−1/2W0 follows an N(0, Ip) dis-
tribution and µ is as defined in the statement of the theorem. Thus,
W TAγ(θ0)W =
r∑
i=1
ζγ,βi (θ0)(Wi + µi)
2,
completing the proof of second statement of part (i).
Part (ii) follows from part (i) using the series expansion of the distribution
function of a linear combination of independent non-central chi-squares in
terms of central chi-square distribution functions as derived in Kotz et al.
(1967b).
Interestingly note that the asymptotic power under contiguous alterna-
tives and contiguous contamination is independent of the parameter λ; thus
asymptotically the power robustness of the SDT will be independent of λ.
Further, substituting ∆ = 0 or  = 0 in the above theorem, we will get several
important cases; these are presented in the following corollaries.
12
Corollary 3.2. For ∆ =  = 0, the distribution F Pn,,y coincides with the null
distribution. Putting ∆ =  = 0 in Theorem 3.1, we get ∆˜ = 0 so that δi = 0
for each i and the asymptotic distribution of the SDT statistics given in the
previous theorem coincides with its null distribution derived independently in
Theorem 2.1. So part (ii) of Theorem 3.1 gives an alternative approximation
to the critical values of the proposed SDT based on a suitable truncation of
the infinite series. Error bounds in such truncation can also be calculated
from Remark 3.1 below or from the results of Kotz et al. (1967a,b).
Corollary 3.3. Putting  = 0 in Theorem 3.1, we get the asymptotic dis-
tribution of the proposed SDT under the contiguous alternative hypotheses
H1,n : θ = θn = θ0 +
∆√
n
as given in part (i) of Theorem 3.1 with ∆˜ = ∆.
Further, in this case part (ii) of the theorem yields the asymptotic power
under contiguous alternative hypotheses given by
P0 = Power(∆,  = 0) =
∞∑
v=0
Cγ,βv (θ0,∆)P
(
χ2r+2v >
tβ,γα
ζγ,β(1) (θ0)
)
.
Corollary 3.4. Putting ∆ = 0 in Theorem 2.1, we get the asymptotic distri-
bution of the proposed SDT under the probability distribution FLn,,y as given
in part (i) of the theorem with ∆˜ = IF (y;Uβ, Fθ0). Hence, the asymptotic
level under contamination has the form
α = Power(∆ = 0, ) =
∞∑
v=0
Cγ,βv (θ0, IF (y;Uβ, Fθ0))P
(
χ2r+2v >
tβ,γα
ζγ,β(1) (θ0)
)
.
Remark 3.1. In the above Theorem 2.1, we have used a series expansion
for the distribution of the linear combination of independent non-central chi-
square random variables in terms of the central chi-square distributions from
the work of Kotz et al. (1967a). There are in fact many more such expansions
or approximations for the distribution of these random variables available in
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the literature; for example see Press (1966), Harville (1971) and Liu et al.
(2009) among many others. However, the particular expansion used here is
specifically useful for deriving the power influence function, as we will see
next.
Further, for any practical usage, we can use a finite truncated sum as
an approximation of the infinite series considered in (9). For the truncated
series up to the N-th term, the error in approximation can be bounded by
eN =
∞∑
v=N+1
Cγ,βv (θ0, ∆˜)P
(
χ2r+2v >
tβ,γα
ζγ,β(1) (θ0)
)
≤
∞∑
v=N+1
Cγ,βv (θ0, ∆˜) = 1−
N∑
v=0
Cγ,βv (θ0, ∆˜).
See Kotz et al. (1967a,b) for more accurate error bounds for such approxi-
mations.
Next we derive the power influence function of the proposed test statistics.
Starting with the expression of P (∆, ) as obtained in Theorem 3.1, we get
the power influence function PIF (·) as
PIF (y;T
(1)
γ,λ, Fθ0) =
∂
∂
Power(∆, )
∣∣∣∣
=0
=
∞∑
v=0
∂
∂
Cγ,βv (θ0, ∆˜)
∣∣∣∣
=0
P
(
χ2r+2v >
tβ,γα
ζγ,β(1) (θ0)
)
. (11)
Now, note that for each v ≥ 0, the quantities Cγ,βv (θ0, ∆˜) depend on  only
through their second argument ∆˜ = [∆ + IF (y;Uβ, Fθ0)] and at  = 0 we
have ∆˜ = ∆. Consider a Taylor series expansion of Cγ,βv (θ0, t) with respect
to t around t = ∆ and evaluate it at t = ∆˜ to get
Cγ,βv (θ0, ∆˜) = C
γ,β
v (θ0,∆) + (∆˜−∆) ·
[
∂
∂t
Cγ,βv (θ0, t)
T
∣∣∣∣
t=∆
]
+ o(||∆˜−∆||)
= Cγ,βv (θ0,∆) + IF (y;Uβ, Fθ0)
T ·
[
∂
∂t
Cγ,βv (θ0, t)
∣∣∣∣
t=∆
]
+ o(IF (y;Uβ, Fθ0)). (12)
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Now differentiating it with respect to  and evaluating at  = 0, we get
∂
∂
Cγ,βv (θ0, ∆˜)
∣∣∣∣
=0
= IF (y;Uβ, Fθ0)
T ·
[
∂
∂t
Cγ,βv (θ0, t)
∣∣∣∣
t=∆
]
,
provided the influence function IF (y;Uβ, Fθ0) is bounded. Combining it with
Equation (11), we finally get the required power influence function that is
presented in the following theorem.
Theorem 3.5. Assume that the Lehmann and Basu et al. conditions hold for
the model density and the influence function IF (y;Uβ, Fθ0) of the minimum
DPD estimator is bounded. Then, for any ∆ ∈ Rp, the power influence
function of the proposed SDT is given by
PIF (y;T
(1)
γ,λ, Fθ0) =
∂
∂
Power(∆, )
∣∣∣∣
=0
= IF (y;Uβ, Fθ0)
T
( ∞∑
v=0
[
∂
∂t
Cγ,βv (θ0, t)
∣∣∣∣
t=∆
]
P
(
χ2r+2v >
tβ,γα
ζγ,β(1) (θ0)
))
.
(13)
Note that the quantity
( ∞∑
v=0
[
∂
∂t
Cγ,βv (θ0, t)
∣∣
t=∆
]
P
(
χ2r+2v >
tβ,γα
ζγ,β
(1)
(θ0)
))
=
C∗, say, is independent of the parameter λ and the contamination point y.
Thus the above Theorem shows that the power influence function is bounded
whenever the influence function of the MDPDE is bounded. But the latter
condition is satisfied by most standard parametric models as shown in Basu
et al. (1998, 2011). This implies the power robustness of the proposed test
statistics and the extent of theoretical robustness is again independent of the
parameter λ.
Further, combining Equations (9) and (12), we can get an interesting
interpretation of the power influence function. Substituting the value of
Cγ,βv (θ0, ∆˜) from (12) in to the Expression (9) and using Corollary 3.3, we
get
Power(∆, ) = P0 + PIF (y;T
(1)
γ,λ, Fθ0) + o(
2),
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whenever the influence function of the MDPDE is bounded. Thus, the power
influence function gives a first order approximation for the change in asymp-
totic power under contiguous alternative hypotheses caused by a contiguous
contamination in data. This is in fact comparable with the interpretation of
the influence function of any estimator as an indicator of the change in its
bias under contaminated data.
Finally, we can derive the level influence function of the SDT just by
putting ∆ = 0 in above Expression (13). Thus we have
LIF (y;T
(1)
γ,λ, Fθ0) =
∂
∂
Power(∆ = 0, )
∣∣∣∣
=0
= IF (y;Uβ, Fθ0)
T
( ∞∑
v=0
[
∂
∂t
Cγ,βv (θ0, t)
∣∣∣∣
t=0
]
P
(
χ2r+2v >
tβ,γα
ζγ,β(1) (θ0)
))
.
Thus, whenever the influence function of the MDPDE is bounded, which is
the case for all β > 0, the asymptotic level of the proposed test statistics will
be unaffected by the contiguous contamination.
Remark 3.2. [The case of p = r = 1]
All the results derived in this subsection including the power and level influ-
ence function can be further simplified for the cases of univariate parameters
with p = r = 1. In this particular case, it follows from Theorem 2.1 that
the asymptotic null distribution of the proposed SDT statistic is the same as
ζγ,β(1) (θ0)Z1, where Z1 follows a chi-square distribution with one degree of free-
dom. Thus, the critical value for a level α SDT is given by tβ,γα = ζ
γ,β
(1) (θ0)χ
2
1,α,
where χ21,α is upper α
th quantile of the distribution of Z1.
Now, it follows from Theorem 3.1 that the distribution of SDT statistic
under the contaminated contiguous alternatives F Pn,,y is the same as that of
ζγ,β(1) (θ0)W1,δ, where W1,δ follows a non-central chi-square distribution with
one degree of freedom and non-centrality parameter δ = ∆˜2Σβ(θ0)
−1. Let
Gχ21(δ)(·) denote the distribution function of W1,δ. Then, we have
Power(∆, ) = P
(
ζγ,β(1) (θ0)W1,δ > t
β,γ
α = ζ
γ,β
(1) (θ0)χ
2
1,α
)
= 1−Gχ21(δ)(χ21,α)
=
∞∑
v=0
Cγ,βv (θ0, ∆˜)P
(
χ2r+2v > χ
2
1,α
)
,
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where Cγ,βv (θ0, ∆˜) has now the simpler form given by
Cγ,βv (θ0, t) =
e−
t2
2
Σβ(θ0)
−1
t2v
v!2v
Σβ(θ0)
−v, v = 0, 1, . . . .
Therefore, we can differentiate it with respect to t to get, for each v ≥ 0,
∂
∂t
Cγ,βv (θ0, t) =
e−
t2
2
Σβ(θ0)
−1
(2vt2v−1 − t2v+1Σβ(θ0)−1)
v!2v
Σβ(θ0)
−v.
Then, following Theorem 3.5, the power influence function of the proposed
SDT, in this case, is given by
PIF (y;T
(1)
γ,λ, Fθ0)
= IF (y;Uβ, Fθ0)e
− ∆2
2Σβ(θ0)
[ ∞∑
v=0
P
(
χ2r+2v > χ
2
1,α
)
v!2vΣβ(θ0)v
(
2v∆2v−1 − ∆
2v+1
Σβ(θ0)
)]
.
Further, it also follows that the level influence function of the proposed SDT
in this case is in fact zero whenever IF (y;Uβ, Fθ0) is bounded, because here
∂
∂t
Cγ,βv (θ0, t) = 0 at t = 0. Therefore the proposed SDT with β > 0 for any
one-dimensional parameter will always be robust with respect to its size and
power.
3.3. The Chi-Square Inflation Factor of the Test
In this section we will further explore the robustness of the SDT in terms
of the stability of its limiting distribution under general contamination. In
contrast to the contiguous contamination considered in the preceding sec-
tion, here we consider the fixed departure from our model density that is
independent of the sample size n. Following Lindsay (1994), let us consider
the unknown true distribution to be G that may or may not be in our model
family and let the null hypothesis of interest be
H0 : Tβ(G) = θ0. (14)
Then our S-divergence test statistics for testing the above can be written
as ξγ,λ(θˆβ, θ0) = 2nS(γ,λ)(fθˆβ , fθ0), where θˆβ = Tβ(Gn) with Gn being the
empirical distribution function. For simplicity, we restrict our attention to
the case of scalar θ only; generalization to multivariate case can be made
by a routine extension although the interpretation is more difficult for the
multivariate case.
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Theorem 3.6. Consider the above set-up with a scalar parameter θ and
let g denote the density function corresponding to G. Then under the null
hypothesis in (14),
ξγ,λn (θˆβ, θ0)
D→ c(g)χ21, (15)
where c(g) = Aγ(θ0)Vβ(g)J
−2
β (g) with Aγ(θ0) = (1 + γ)
∫
u2θ0f
1+γ
θ0
,
Jβ(g) =
∫
u2θ0f
1+β
θ0
+
∫
(iθ0 − βu2θ0)(g − fθ0)fβθ0 ,
with iθ = −∇uθ and Vβ(g) =
∫
u2θ0f
2β
θ0
g −
(∫
uθ0f
β
θ0
g
)2
.
Proof. Following the same proof as in Theorem 2.1, we have that under
the above null hypothesis, the asymptotic distribution of the test statis-
tics ξγ,λn (θˆβ, θ0) is the same as that of Aγ(θ0)
[√
n(θˆβ − θ0)
]2
. However since
Tβ(G) = θ0, it follows that under g,
√
n(θˆβ − θ0) is asymptotically univari-
ate normal with mean zero and variance Vβ(g)J
−2
β (g) so that the asymptotic
distribution of Aγ(θ0)
[√
n(θˆβ − θ0)
]2
is nothing but c(g)χ21.
As in Lindsay (1994) for the disparity difference test, here also we refer
c(g) as the Chi-Square Inflation Factor having exactly the similar interpre-
tations. However, the confidence interval of T
(1)
γ,λ based on Theorem 3.6 will
only be correct whenever c(g) = c(fθ0); it will be conservative provided
c(g) < c(fθ0) and liberal otherwise. Clearly, c(g) is independent of the pa-
rameter λ and depends on the true density g only through the parameter β
of the MDPDE. Thus the stability of this SDT and corresponding confidence
interval under the model misspecification solely depends on the robustness
of the MDPDE used in the test statistics.
As an illustration, we study in detail, the properties of this chi-square
inflation factor c(g) for the particular case, g = g = (1− )fθ0 + ∧y. In this
case, the value of the quantity ∂
∂
c(g)
∣∣
=0
gives us the extent of stability of
the test statistics under small contaminations with similar interpretation as
that of the influence function. Whenever its value is bounded in y, we get
the stable test statistics under small contaminations and the magnitude of its
supremum over all y gives the extent of stability. The following theorem gives
an explicit form of this quantity; the proof involves routine differentiation and
is hence omitted.
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Theorem 3.7. Consider the above set-up with scalar parameter θ. Then we
have,
∂
∂
c(g)
∣∣
=0
= (1 + γ)
Mγ
M3β
[
Mβu
2
θ0
(y)f 2βθ0 (y)− 2fβθ0(y)
× {NβMβuθ0(y)(M2β −N2β)(iθ0(y)− βu2θ0(y))}+ Υβ(θ0)] , (16)
where Mβ =
∫
u2θ0f
1+β
θ0
, Nβ =
∫
uθ0f
1+β
θ0
and
Υβ(θ0) = 2(M2β −N2β)(
∫
iθ0f
1+β
θ0
− (1 + β)Mβ)
are independent of the contamination point y.
4. An Illustration: Testing Normal Mean with known variance
Let us now consider the most popular but simple hypothesis testing prob-
lem regarding the mean θ of an univariate normal with known variance σ2; so
fθ is the N(θ, σ
2) density with θ being the parameter of interest. Based on a
sample X1, . . . , Xn of size n from this population, we want to test the simple
hypothesis H0 : θ = θ0 against the omnibus alternative. Let θˆβ denote the
MDPDE of θ under this set-up. Then, using the form of the normal density,
the SDT has the simple form given by
ξγ,λn (θˆβ, θ0) = 2nκγ
1 + γ
AB
[
1− e−
AB(θˆβ−θ0)2
2(1+γ)σ2
]
, A,B 6= 0,
where κγ = (2pi)
− γ
2 σ−γ(1 + γ)−
1
2 . Whenever one of A or B is zero, the test
statistic has the limiting form given by
ξγ,λn (θˆβ, θ0) =
nκγ
σ2
(θˆβ − θ0)2, A = 0 or B = 0.
Further note that at γ = λ = β = 0, we have κ0 = 1, B = 0 and θˆ0 = X¯ =
θˆMLE, the MLE of θ; thus the SDT statistic becomes
ξ0,0n (θˆ0, θ0) =
n
σ2
(X¯ − θ0)2,
which is the ordinary likelihood ratio test statistic for the problem under
consideration.
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Now, the asymptotic null distribution of the above SDT follows from
Theorem 2.1; the normal density family can be seen to satisfy the required
assumptions. Recall from Basu et al. (2011) that the asymptotic distribution
of
√
n(θˆβ − θ0) is asymptotically normal with mean 0 and variance υβ =
(1+β)3
(1+2β)3/2
σ2 under H0 : θ = θ0. Then the asymptotic null distribution of the
SDT statistics ξγ,λn (θˆβ, θ0) is the same as that of ζ
γ,β
1 Z1, where Z1 follows a
χ2 distribution with one degree of freedom and ζγ,β1 =
κγυβ
σ2
; in other words,
ξγ,λn (θˆβ, θ0)
ζγ,β1
D→χ21, as n→∞.
In particular when γ = β = 0, we have ζγ,β1 = 1 as expected.
Further, we can compute an approximation to the asymptotic power of the
above test at any alternative point θ∗ using Theorem 2.2. To determine the
power in the spirit of the contiguous alternatives, we choose the alternatives
H1 : θ
∗ = θ0 + ∆√n and plot the corresponding approximate power in the
Figure 1 for β = γ, σ = 1, θ0 = 0, ∆ =
√
10 and different sample sizes
n = 10, 50, 100, 300. It is clear from the figures that the approximate power
of the proposed SDT is almost the same for different values of λ whenever the
sample sizes are large enough or the values of the parameters γ = β is close
to one; note that the second case makes the the S-divergence measure to be
almost independent of λ (it is completely independent at γ = 1). However,
for the small sample sizes with smaller values of γ = β, the approximate
powers depend on λ significantly.
To explore how good this approximation is, we also perform a simulation
study for exactly the same set-up of the normal model as above with 1000
replications and present the simulated powers in the same Figure 1. Inter-
estingly, the simulated powers turn out to be almost the same for different
values of λ — contradicting the corresponding results for approximate power
in case of small samples sizes. This illustrates that the power approximation
derived above may not give the true picture about the power of S-divergence
based test for such small sample sizes. However, in case of large sample
sizes the above power approximation works very well at the alternatives con-
sidered by us producing power values very close to the simulated power for
any λ and β = γ. Note that, this fact is not very surprising as the above
power approximation is only asymptotic in nature. Further, the simulated
power at any γ = β values are also very much close to that obtained through
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(a) Appr., n = 30 (b) Sim., n = 30
(c) Appr., n = 50 (d) Sim., n = 50
(e) Appr., n = 100 (f) Sim., n = 100
(g) Appr., n = 300 (h) Sim., n = 300
Figure 1: Plot of approximate power (Appr.) and simulated power (Sim.) of the SDT
for normal mean against contiguous alternatives over the parameter λ for different sample
sizes n (Solid line: β = γ = 0, Dotted line: β = γ = 0.1, Dash-Dot line: β = γ = 0.3,
Dashed line: β = γ = 0.5, Marker ∗: β = γ = 0.7, Marker o: β = γ = 1).21
the expression of the asymptotic power of SDT against contiguous alterna-
tive hypotheses in Corollary 3.3; the corresponding values are presented in
Table 1. In fact, it follows from Corollary 3.3 that the asymptotic distribu-
tion of the SDT statistic under contiguous alternative hypotheses θn is the
same as that of ζγ,β1 W1,δ, where W1,δ Z1 follows a non-central χ
2 distribution
with one degrees of freedom and non-centrality parameter δ = ∆2/υβ; hence
its asymptotic power under contiguous alternatives θn turns out to be (see
Remark 3.2)
P0 = P (ζ
γ,β
1 W1,δ > ζ
γ,β
1 χ
2
1,α) = 1−Gχ21(δ)(χ21,α),
where Gχ21(δ) denotes the distribution function of W1,δ and χ
2
1,α is the upper
αth quantile of the central chi-square distribution with one degree of free-
dom. Note that the asymptotic power against the contiguous alternative
hypotheses are independent of the parameter λ and decreases slightly as the
parameter γ = β increases from 0 to 1. This shows that there is a loss in
efficiency of the SDT with respect to the LRT at the pure data; however the
loss is not as significant to offset its strong robustness properties.
Table 1: Contiguous (asymptotic) power of SDT for θ0 = 0, ∆ =
√
10.
β = γ 0 0.1 0.3 0.5 0.7 1
Power 0.89 0.88 0.86 0.83 0.79 0.72
Now, we study the extend of robustness of the SDT in the present sce-
nario. We first consider the asymptotic results proved in Section 3, where
we have seen that first order influence function of the SDT statistic and any
order influence function of its level will be zero under any model. Therefore,
we consider the second order influence function of the SDT statistic; under
the normal model it can be simplified as
IF2(y;T
(1)
γ,λ, Fθ0) =
(1 + β)3/2
(
√
2piσ)β+γσ4
√
1 + γ
(y − θ0)2e−
β(y−θ0)2
σ2 .
Note that the above influence function is bounded whenever β > 0 and un-
bounded at β = 0. Thus the SDT statistic should be always robust if we use
a robust MDPDE with β > 0; but the use of the non-robust MLE will make
the test statistic non-robust also. Further the maximum possible value of the
above influence function can be seen to be independent of parameter λ and
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decreases as the values of γ = β increases. Thus, the extent of the robustness
of the SDT increases with the values of γ = β but remains unaffected as a
function of λ. Figure 2(a) show the influence function of SDT for θ0 = 0 and
σ = 1.
(a) IF of Test Statistics (b) Power IF
Figure 2: Influence functions of the S-divergence based test for normal mean with known
σ over different values of β = γ (Solid line: β = γ = 0, Dotted line: β = γ = 0.1, Dash-Dot
line: β = γ = 0.5, Dashed line: β = γ = 1).
We can also compute the power influence function of the SDT numerically
for the normal model; one particular case with θ0 = 0, σ = 1 and ∆ = 1 is
shown in Figure 2(b) for the 5% level of significance. From the robustness
perspective, the inference derived from this power influence function is again
similar to that from the IF of the SDT statistic in Figure 2(a).
Finally to see the small sample robustness properties of the SDT and
compare them with the nature of the IFs derived above, we have undertaken
a simulation study based on 1000 replications with contaminated samples of
several types. For the simulation purpose, we have assumed θ0 = 0 and σ = 1.
The empirical size and power of SDT under some interesting contamination
scenarios are presented in Figures 3–5.
In Figure 3 we have presented the empirical size of the SDT for sample
size n = 50 at three different contamination levels ( = 0, 0.05, 0.10) when the
data generating distribution is (1−)N(0, 1)+N(1, 1). To give a description
of the full range of the observed sizes which may not be fully discernible from
the figure, we present the actual values of the sizes at some specific (λ, γ = β)
combinations in Table 2. Clearly, it follows that the size of the SDT remains
more stable and closer to the nominal level of 5% for the larger values of
γ = β compared to its smaller values like 0 or 0.1. For small γ = β the
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empirical size of the SDT is seen to somewhat depend on the values of λ; the
λ values closer to zero yields relatively more stable size closer to the nominal
level of the test. Indeed, there are many members of the class of SDT that
give more robust size compared to the DPD based test for testing the simple
hypothesis under consideration.
(a) 0% Cont.
(b) 5% Cont. (c) 10% Cont.
Figure 3: Empirical size of the SDT for sample size n = 50 and different contamination
proportions; the contaminating distribution is N(1, 1)
In Figure 4, the power of the SDTs are presented for the contiguous
alternative hypotheses H1n : θ =
∆√
n
with δ =
√
10 under 10% contamination.
In Figures 4a and 4c, the true distribution is 0.9N( ∆√
n
, 1) + 0.1N(−1, 1) and
the power are calculated at sample sizes 30 and 50 respectively. On the other
hand, in Figures 4b and 4d the true distribution is 0.9N( ∆√
n
, 1)+0.1N(−2, 1)
and the powers are again computed at sample sizes 30 and 50 respectively.
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Table 2: Some particular values of the empirical size of the SDT as plotted in Figure 3
λ
γ = β  −3 −1 −0.5 0 0.5 1 3
0 0 0.064 0.054 0.053 0.054 0.056 0.059 0.078
0.05 0.092 0.078 0.077 0.078 0.079 0.082 0.111
0.10 0.149 0.133 0.133 0.133 0.136 0.138 0.161
0.1 0.00 0.058 0.047 0.047 0.047 0.051 0.053 0.070
0.05 0.087 0.081 0.080 0.081 0.081 0.082 0.097
0.1 0.143 0.123 0.121 0.123 0.126 0.129 0.158
0.3 0 0.057 0.049 0.049 0.049 0.050 0.052 0.061
0.05 0.076 0.069 0.069 0.069 0.069 0.072 0.080
0.10 0.128 0.119 0.119 0.119 0.123 0.123 0.134
0.5 0 0.058 0.053 0.053 0.053 0.053 0.055 0.060
0.05 0.068 0.065 0.065 0.065 0.066 0.066 0.070
0.10 0.111 0.106 0.106 0.106 0.108 0.108 0.115
1 0 0.053 0.053 0.053 0.053 0.053 0.053 0.053
0.05 0.066 0.066 0.066 0.066 0.066 0.066 0.066
0.10 0.094 0.094 0.094 0.094 0.094 0.094 0.094
The powers are practically constant over λ, although there is some slight
variation over λ for small γ = β (≤ 0.2). Also, the SDT with larger values
of γ = β has quite high and stable power for any contamination scenarios
compared to the LRT and other SDT with smaller γ = β values.
Note that, although we have presented the results for only one particular
value of ∆ =
√
10, we have done the power calculation for several other
values of ∆ ranging from
√
8 to
√
12. In general, the overall representation
is similar to Figure 4, but the actual power increases slightly with ∆.
In Figure 5, we present the power of the SDT against the fixed alternative
H1 : θ = 1 for sample sizes 30 (in the first column) and 50 (in the second
column) under 20% contamination. We have considered three contamina-
tion distributions (in three rows), namely N(−2, 1), N(−3, 1) and N(−4, 1).
Clearly, for all the contamination scenarios the power of the SDTs against
the fixed alternative are almost one for γ = β ≤ 0.3. However, the power
of the SDTs with smaller values of β = γ (including LRT) decreases from
around 0.72 to 0.37 as the contamination distribution (with means −2 to
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−4) moves away from the true distribution (θ = 1).
(a) (30, N(−1, 1)) (b) (30, N(−2, 1))
(c) (50, N(−1, 1)) (d) (50, N(−2, 1))
Figure 4: Empirical power of the SDT at the contiguous alternatives with ∆ =
√
10 under
10% contaminations for different combination of (sample size, contamination distribution).
Thus, the proposed SDT with larger γ = β gives us very useful alter-
natives to the LRT. They have more stable size and contiguous power than
the latter test and also have satisfactory power against any fixed alterna-
tive under contamination. We will consolidate these empirical findings along
with necessary theoretical results to suggest a suitable range of the tuning
parameters λ and γ = β for practical usage in Section 5.
Finally, we complete this section with an illustration for the practical
implication of our third robustness measure, the chi-square inflation factor
(derived in Subsection 3.3), studied here under the normal model. As the null
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(a) (30, N(−2, 1)) (b) (50, N(−2, 1))
(c) (30, N(−3, 1)) (d) (50, N(−3, 1))
(e) (30, N(−4, 1)) (f) (50, N(−4, 1))
Figure 5: Empirical power of the SDT against the fixed alternative θ = 1 under (heavy)
20% contaminations for different combination of (sample size, contamination distribution).
mean is θ0 = 0 and the variance σ
2 is known, we can easily compute the values
of the the chi-square inflation factor c(g) under the contaminated model g
as defined in Subsection 3.3. However, note that the chi-square inflation
factor of the SDT is independent of the parameter λ as shown in Theorem
3.7. Table 3 presents the values of c(g)/c(fθ0) for different contamination
proportions  at the point y = 4 for various values of σ and β = γ. As
mentioned earlier, larger the value of c(g)/c(fθ0) relative to 1, more liberal
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Table 3: Values of c(g)/c(fθ0) for different  and σ under normal model with θ0 = 0
β = γ
σ  0 0.1 0.3 0.5 0.7 1
0.5 0.0005 1.0315 1.0105 1.0029 1.0013 1.0007 1.0006
0.001 1.0629 1.0211 1.0057 1.0025 1.0014 1.0010
0.005 1.3134 1.1082 1.0290 1.0126 1.0073 1.0054
0.01 1.6236 1.2231 1.0593 1.0256 1.0147 1.0107
0.02 2.2344 1.4752 1.1242 1.0524 1.0297 1.0216
0.05 3.9900 2.4609 1.3592 1.1411 1.0777 1.0560
0.1 6.6600 5.4663 1.9592 1.3223 1.1679 1.1186
1 0.0005 1.0075 1.0030 1.0011 1.0006 1.0006 1.0005
0.001 1.0150 1.0059 1.0022 1.0015 1.0011 1.0012
0.005 1.0746 1.0296 1.0115 1.0075 1.0058 1.0053
0.01 1.1484 1.0597 1.0232 1.0151 1.0116 1.0104
0.02 1.2936 1.1213 1.0476 1.0305 1.0238 1.0210
0.05 1.7100 1.3190 1.1265 1.0799 1.0619 1.0543
0.1 2.3400 1.6984 1.2821 1.1734 1.1320 1.1147
2 0.0005 1.0015 1.0007 1.0005 1.0007 1.0006 1.0005
0.001 1.0030 1.0015 1.0012 1.0011 1.0009 1.0009
0.005 1.0149 1.0078 1.0058 1.0055 1.0052 1.0051
0.01 1.0296 1.0156 1.0118 1.0113 1.0107 1.0101
0.02 1.0584 1.0312 1.0239 1.0225 1.0213 1.0203
0.05 1.1400 1.0786 1.0617 1.0584 1.0552 1.0529
0.1 1.2600 1.1591 1.1307 1.1239 1.1171 1.1123
will the confidence interval based on the SDT be; c(g)/c(fθ0) = 1 generates
the confidence interval with the correct level of significance. Therefore, it
follows from the Table 3 that the SDT with β = γ = 0 is highly non-robust
producing extremely liberal confidence intervals even at small contamination
proportions like  = 0.01. However, the SDTs with larger γ = β remain
stable even under higher contaminations like  = 0.05 or 0.1. The chi-square
inflation factor also depends on the parameters y and σ; note that θ0 is fixed
by the null hypothesis. Also, it is clear from the theory discussed in Section
3.3 that the effect of the contamination increases as its mass moves away from
the true distribution, i.e., as the values of y increases in magnitude for the
present case. To examine the effect of σ, the results for 3 particular values of
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σ are presented in Table 3. Clearly, for any fixed contamination proportion
 at the point y, the SDT generates more accurate confidence interval as the
value of σ increases. This fact is quite intuitive because the effective distance
between the contamination distribution and the true distribution decreases
as σ increases and hence the effect of contamination reduces.
Further, for the normal model the slope of the chi-square inflation factor
at the infinitesimal contamination can be computed easily using Theorem 3.7
and has the simplified form given by
∂
∂
c(g)
∣∣
=0
=
κγ(1 + β)
2
√
1 + 2β
κ2βκ2β
(y − θ0)e−
β(y−θ0)2
σ2 .
Again, it is clear from the above expression that the slope of the chi-square
inflation factor remains bounded with respect to the contamination point for
all β > 0 implying the stability of the corresponding SDT. On the other hand,
at β = 0 it becomes unbounded in y which further illustrates the non-robust
nature of the corresponding SDT as observed above.
5. On the Choice of the Tuning Parameters
In previous sections, we have illustrated the performance of the proposed
SDT both theoretically and empirically for different values of the tuning
parameters β = γ and λ. So, some guidance about the actual choice of the
divergence within the large class of available members of the S-divergence
family are necessary here.
The theoretical robustness of the proposed SDT is seen to depend solely
on the MDPDE used through the parameter β; as β gets larger, the robust-
ness increases. However, the empirical power and size under contamination
are seen to depend on λ at smaller values of γ = β ≤ 0.2 though their actual
values are unstable for such smaller values of γ = β. On the other hand, for
larger values of γ = β ≥ 0.3, both the empirical power and size are quite
stable and almost independent of λ; in this region the powers are found to
be satisfactory high values and sizes are quite close to their nominal levels.
However, a large value of β = γ leads to a loss in the power of test under
pure data as we have seen in Table 1; but the loss is not very significant even
at β = γ = 0.5. Besides the SDT does not necessarily have satisfactory sizes
for all values of λ – the observed sizes are generally close to nominal ones
only for λ values near zero of the negative side.
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Therefore, our empirical calculations, along with our theoretical findings,
indicate that the preferable region of tuning parameter combination would
approximately be the rectangle γ = β ∈ [0.3, 0.5] and λ ∈ [−0.5, 0]. Empir-
ically, we have observed that this is the preferable region in the sense that
they maintain levels close to the nominal level and exhibit reasonably high
powers. Tests that cannot maintain the nominal level are usually of little
practical value as one does not know whether a higher observed power is
an actual phenomenon or the consequence of an unstable size. So, we do
not advocate the use of such tests which have highly variable sizes in small
sample.
6. Possible Extension: Composite Hypothesis Testing
Although we have focused only on simple hypothesis testing throughout
the present paper, it is worth noting that all the concepts and results derived
for the simple null can be generalized for composite hypothesis testing. This
would indicate a wider scope for the proposals in this paper and their signif-
icance. Consider the set-up presented in the previous sections and let Θ0 be
a proper subset of the parameter space Θ. Then, a composite hypothesis is
given by
H0 : θ ∈ Θ0 against H1 : θ /∈ Θ0. (17)
Note that, whenever Θ = {θ0} contains only one element θ0 then the above
composite hypothesis (17) coincides with the simple null hypothesis (1).
Using a similar idea as in Section 2, we can also construct a general family
of test statistics based on the S-divergence measures. Suppose that θˆβ denote
the unrestricted MDPDE of θ and θ˜β denote the restricted MDPDE obtained
by minimizing the DPD with tuning parameter β between the data and the
model over the restricted subspace Θ0. The asymptotic distribution and
influence functions of the restricted MDPDE can be found in Basu et al.
(2013b) and Ghosh (2014). Therefore, the general S-divergence based test
for testing the composite hypothesis (17) is given by
ξ˜γ,λn (θˆβ, θ˜β) = 2nS(γ,λ)(fθˆβ , fθ˜β). (18)
Note that if Θ0 = {θ0} then θ˜β = θ0 for each β and this general test statistic
(18) coincides with our initial test statistics .
All the results including the asymptotic distributions and robustness
properties can easily be extended to the class of test statistics (18); the
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advantages are similar to the case of the simple null except for a few minor
changes in the numerical values and constants due to the restrictions imposed
by the null hypothesis. However, considering the length of the present paper,
we have decided to consider the details of this extension in a future paper.
7. Concluding Remarks
The excellent robustness properties of the tests of parametric hypotheses
proposed by Basu et al. (2013a) have already been empirically observed and
heuristically argued for. However, the literature remains incomplete unless
the theoretical robustness properties of these tests are properly established.
These properties have been carefully assembled in this paper and the different
theoretical properties of this testing procedure are now established. The
results theoretically conform the empirical observations of Basu et al. (2013a)
and make the credentials of the density power divergence test more complete.
Appendix A. Conditions for Asymptotic Derivations
We assume that the true density g belongs to the model family with true
parameter value θ0, i.e., g = fθ0 and state the necessary conditions under
this set-up.
Lehman Conditions (Lehmann, 1983, p. 429):
(A) There is an open subset of ω of the parameter space Θ, containing the
true parameter value θ0 such that for almost all x ∈ X , and all θ ∈ ω,
the density fθ(x) is three times differentiable with respect to θ.
(B) The first and second logarithmic derivatives of fθ satisfy the equations
Eθ [∇ log fθ(X)] = 0,
and
I(θ) = Eθ
[
(∇ log fθ(X))(∇ log fθ(X))T
]
= Eθ
[−∇2 log fθ(X)] .
(C) The matrix I(θ) is positive definite with all entries finite for all θ ∈ ω,
and hence the components (∇ log fθ(X)) are affinely independent with
probability one.
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(D) For all j, k, l, there exists functions Mjkl with finite expectation (under
true distribution) such that
|∇jkl log fθ(x)| ≤Mjkl(x), for all θ ∈ ω.
The above conditions are standard for establishing the asymptotic distribu-
tions of estimators in many parametric situations, and the relevance of these
conditions are well known.
Basu et al. Conditions (Basu et al., 2011, p. 304) at the model:
(D1) The support of the distribution function Fθ, i.e., the set X = {x|fθ(x) >
0} is independent of θ.
(D2) There is an open subset of ω of the parameter space Θ, containing the
true parameter value θ0 such that for almost all x ∈ X , and all θ ∈ ω,
the density fθ(x) is three times differentiable with respect to θ and the
third partial derivatives are continuous with respect to θ.
(D3) The integral
∫
f 1+βθ (x)dx can be differentiated three times with respect
to θ, and the derivatives can be taken under the integral sign.
(D4) The p× p matrix Jβ(θ), defined in Section 2, is positive definite.
(D5) There exist functions Mjkl(x) with finite expectation under the true
distribution such that
|∇jkldβ(δx, fθ)| ≤Mjkl(x) for all θ ∈ ω, for all j, k, l,
where δx is the density function of the degenerate distribution at x.
The first two conditions (D1)–(D2) relate to our parametric assumptions,
which are routine in asymptotic derivations and are satisfied by most para-
metric models. The last three conditions depend both on the structure of
the density power divergence as well as the value of β and are necessary to
establish the required asymptotics. It is not difficult to verify that these
conditions are satisfied by common parametric models like the normal, ex-
ponential, Poisson, geometric etc. for all β ≥ 0.
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