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Abstract—Hyperspectral images (HSIs) are unavoidably cor-
rupted by mixed noise which hinders the subsequent applica-
tions. Traditional methods exploit the structure of the HSI via
optimization-based models for denoising, while their capacity
is inferior to the convolutional neural network (CNN)-based
methods, which supervisedly learn the noisy-to-denoised mapping
from a large amount of data. However, as the clean-noisy pairs of
hyperspectral data are always unavailable in many applications,
it is eager to build an unsupervised HSI denoising method with
high model capability. To remove the mixed noise in HSIs, we sug-
gest the spatial-spectral constrained deep image prior (S2DIP),
which simultaneously capitalize the high model representation
ability brought by the CNN in an unsupervised manner and
does not need any extra training data. Specifically, we employ
the separable 3D convolution blocks to faithfully encode the HSI
in the framework of DIP, and a spatial-spectral total variation
(SSTV) term is tailored to explore the spatial-spectral smoothness
of HSIs. Moreover, our method favorably addresses the semi-
convergence behavior of prevailing unsupervised methods, e.g.,
DIP 2D, and DIP 3D. Extensive experiments demonstrate that the
proposed method outperforms state-of-the-art optimization-based
HSI denoising methods in terms of effectiveness and robustness.
Index Terms—Hyperspectral images, mixed noise removal,
unsupervised learning, spatial-spectral constrained deep image
prior, spatial-spectral total variation.
I. INTRODUCTION
HYPERSPECTRAL images (HSIs) are images of thesame scene captured by sensors across different wave-
lengths, which usually have hundreds of spectral bands. Com-
pared with regular images, HSIs contain abundant spatial and
spectral information and thus can be utilized into various
applications, such as object detection [2], [3], classification
[4]–[6], and so on. Due to the imaging environment, HSIs are
inevitably corrupted by mixed noise, which includes, but not
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Fig. 1. The history of PSNR values of the denoising results by DIP 2D [1]
and S2DIP with respect to the iterations. Compared to DIP 2D, S2DIP is
more stable and achieves better results for HSI mixed noise removal.
limited to, Gaussian noise, impulse noise, deadlines, and stripe
noise. The complex noise seriously affects the performance
of the subsequent applications as well as visual qualities.
Hence, HSI denoising is considered an essential technique in
hyperspectral imaging.
Generally, the hyperspectral noise is modeled as
Y = X + V, (1)
where Y ∈ RH×W×B denotes the observed data, X ∈
RH×W×B denotes the underlying clean HSI, and V ∈
RH×W×B is the mixed noise. The denoising technique is
to estimate an ideal image X from the observed data Y .
Earlier HSI denoising methods are dominated by model-based
techniques, such as total variation (TV)-based methods [7]–
[11], sparsity-driven methods [12], [13], and matrix/tensor
low-rank-based methods [14]–[20]. These methods exploit the
intrinsic structure of HSIs via optimization-based models to
deal with the HSI denoising.
Inspired by the success of deep learning in inverse problems
in imaging [21]–[26], the CNN-based methods for HSI denois-
ing [27]–[32] have emerged in the last few years. Generally,
most of the CNN-based methods learn the noisy-to-denoised
mapping driven by abundant training data, e.g., Yuan et al. [30]
employed the deep residual CNN to conduct HSI denoising.
Dong et al. [28] utilized the deep 3D encoder-decoder network
for HSI denoising.
Although great performance has been achieved by CNN-
based methods, the effectiveness of them critically depends
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2on the diversity and quantity of the training data. However,
the hyperspectral data is limited and the real noise of HSIs
is complex. Thus, it is difficult to guarantee high-quality
denoising results under the realist complex noise scenario of
HSIs, where the underlying assumption is not held in the
training data.
Recently, Ulyanov et al. proposed an unsupervised image
restoration method, named deep image prior [33]. The DIP
employs the CNN and optimizes its parameters by targeting
the observed image as the network output with a randomly
given input, demonstrating that the CNN itself can represent
a well-reconstructed image by the iterative process without
any training. Afterward, Sidorov et al. extended the DIP into
HSI restoration, which yields promising performance on HSI
denoising, inpainting, and super-resolution.
However, two issues are existing in the current DIP frame-
work. Firstly, directly extending 2D convolution-driven DIP to
3D convolution-driven DIP is of limited benefits in the perfor-
mance of HSI restoration [1]. Also, the 3D convolution brings
abundant network parameters, leading to high computational
burdens in the iterative process of DIP.
Secondly, the DIP suffers from the semi-convergence. The
semi-convergence refers to the behavior of an iterative method
that the PSNR value begins to increase at early iterations and,
after a certain “optimal” iteration, the PSNR value begins
to decrease, as seen in Fig. 1. Hence, the iteration needs to
terminate by referring the ground-truth image at the point of
the highest PSNR value, before fitting the noise.
Our purpose is to bulid an unsupervised HSI mixed noise
removal method based on DIP, which simultaneously allevi-
ates the aforementioned issues. Specifically, the separable 3D
convolution blocks are utilized to faithfully extend the DIP for
3D HSIs. Meanwhile, a spatial-spectral total variation term is
employed to explore the spatial-spectral local smoothness of
HSIs and address the semi-convergence of DIP.
Compared to supervised CNN-based methods, the proposed
method does not need any training data and is more applicable
to handle the mixed noise removal, especially for the real and
complex noise scenario of HSIs. Also, the proposed method
maintains a higher model representation ability than traditional
optimization-based methods.
The main contributions of this paper can be summarized as
follows:
1) The DIP is well extended to fulfill the particular structure
of HSIs by using the separable 3D convolutional blocks.
Thus, it is possible to remove the mixed noise under the un-
supervised condition with few network parameters and high
model representation abilities brought from the separable 3D
CNN.
2) A spatial-spectral total variation term, which fully ex-
plores the HSI spatial-spectral piecewise-smooth prior so
that high-quality spatial and spectral information recovery
could be guaranteed, is tailored in the loss function of
the proposed separable 3D DIP framework. Moreover, it
addresses the semi-convergence, which always exists in the
DIP framework.
3) Extensive experiments illustrate that the proposed method
removes the mixed noise well in terms of numerical eval-
uation and visual quality, and it also has a significant
generalization capability for different types of visual data.
The rest of the paper is organized as follows. In Sec. II,
we introduce some related works. Sec. III gives the details of
the proposed method. In Sec. IV, extensive experiments are
reported. Sec. V presents deeper discussions of the proposed
method. Finally, Sec. VI gives conclusions of this paper.
II. RELATED WORK
A. Model-Based Methods For HSI Denoising
The early HSI denoising methods are mainly model-based.
Well-known methods such as TV [7]–[11], sparsity driven
methods [12], [13], and BM4D [34] are conventional tech-
niques. Dictionary learning-based methods are also utilized in
hyperspectral denoising [35], [36]. Recently, the matrix/tensor
low-rank approximation-based methods have been extensively
studied for HSI restoration [14]–[20]. For instance, Zhang et
al. [14] vectorized each band of the HSI as a column and
unfolds them as a matrix, and then consider the low-rank
property of the unfolded matrix. Wang et al. [16] utilized
the tensor decomposition, which delivers the global tensor
low-rank to establish a state-of-the-art model-based denoising
method.
B. CNN-based methods For HSI Denoising
In recent years, the CNN-based approaches for HSI de-
noising [28]–[32] have emerged and present state-of-the-art
performance. For instance, Yuan et al. [30] employed the
deep residual CNN to conduct HSI denoising. Dong et al.
[28] utilized the deep 3D encoder-decoder network for HSI
denoising. The core concept of these methods is to train a CNN
with abundant pairs of training data {Y,X}, where Y denotes
the dataset of noisy images and X denotes the dataset of
corresponding clean images. The general optimization model
of the training process is described as
Θ∗ = argmin
Θ
L(fΘ(Y),X ), (2)
where fΘ(·) denotes a CNN with parameter Θ, and L is
the loss function. After certain training epochs, the CNN is
sufficient to handle the denoising of the noisy image Z , whose
noisy-free estimation can be obtained by fΘ∗(Z).
C. Deep Image Prior
Recently, Ulyanov et al. proposed an unsupervised deep
learning-based image restoration technique, named deep image
prior [33]. The DIP uses CNN to conduct image restoration
without any training process. By targeting the degraded image
as the network output with randomly generated network input,
the CNN could remove the Gaussian noise from the degraded
image with appropriate iteration steps. Afterward, Sidorov et
al. extended DIP into hyperspectral image restoration [1] and
showed that both 2D convolution and 3D convolution in CNN
can get an intrinsic prior of the HSI.
Similar to the supervised approaches, the optimization pro-
cess of DIP for HSI [1] restoration is formulated as
Θ∗ = argmin
Θ
1
N
‖fΘ(Z)− Y‖2`2 , (3)
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Fig. 2. The network structure of the proposed work. The separable 3D convolution-driven encoder-decoder network aims at preferably extracting the spatial
and spectral features under the unsupervised condition.
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Fig. 3. Illustrations of (a) the traditional 3D convolutional block used in DIP
[1], and (b) the proposed separable 3D convolutional block.
where Z ∈ RH×W×B denotes the randomly generated net-
work input. Y is the to-be-reconstructed HSI. Here, mean
square error (MSE) is adopted to present the loss function,
where N = H × W × B denotes the number of total
pixels. With randomly initialized network parameters, the
optimization problem can be obtained using gradient descend
method like ADAM [37]. Obviously, the optimization process
will finally convergent with a noisy image fΘ∗(Z), which is
almost structurally identical with the observation Y . However,
it has been discovered that the network will firstly fit the signal
part of the observation, and then fit the noisy part [33]. Thus,
the denoising of Y can be achieved by stopping the iteration
at appropriate steps before the network fitting noise.
III. THE PROPOSED S2DIP
A. The Motivation
The hyperspectral mixed noise removal is a challenging
task as the noise various from different types and intensities.
For the previous CNN-based approaches, some problems are
existing in data acquisition: 1) it is difficult to obtain clean
HSIs (much more difficult than 2D natural images). 2) when
the sensor obtains the HSIs, the imaging condition is unsatis-
factory, leading to extremely complex noise, which is difficult
to model and parameterize. Thus, the supervised CNN-based
methods suffer from inadequate generalizations.
In this paper, we propose to remove the mixed noise in
HSIs in the unsupervised manner, based on DIP. However, the
current DIP framework has two undesirable factors for HSI
mixed noise removal.
Firstly, directly extending 2D convolution-driven DIP to 3D
convolution-driven DIP achieves limited effects [1]. In truth,
the 3D convolution is expected to simultaneously represent
the spatial and spectral features, while the spatial features
and spectral features are not structurally consistent. Thus,
the spatial and spectral features would be better exploited
by different kernels. Meanwhile, the 3D convolution brings
abundant network parameters, leadi g to high computational
burdens.
In response to this issue, we employ the separable 3D
convolution, inspired by its success in the supervised [28], [38]
and self-supervised [39] fields. The separable 3D convolution
uses 2D and 1D kernels to extract the spatial and spectral
features respectively to fulfill the 3D structure of HSIs, while
simultaneously reduces network parameters.
Another limitation of DIP is the semi-convergence. In truth,
the DIP framework lacks extra guidances and constraints on
the unsupervised learning process, which leads to weak ability
in complex noise removal and causes semi-convergence.
To address the above issues, we attempt hand-crafted priors
to constrain the DIP. With the 3D structure of HSIs, a spatial-
spectral total variation term, which considers the spatial-
spectral piecewise-smoothness, is meticulously selected as a
regularization term in the loss function so that the high-quality
spatial-spectral information recovery can be ensured.
The proposed S2DIP does not need any training data and
maintains a high model representation ability with fewer
network parameters, attributes to the well-designed separable
3D CNN. In the meantime, the SSTV loss brings signifi-
cant progress in denoising abilities and alleviates the semi-
convergence.
B. Separable 3D Convolutional Encoder-Decoder Network
For a three-way tensor of size H ×W ×B, a 3D kernel of
size n×n×k (mostly 3×3×3) can be utilized to exploit both
the spatial and spectral information of the HSI by striding 3
directions in sequence.
Unlike the 3D convolution, the separable 3D convolution
extracts the spatial and spectral features by using 2D and 1D
kernels respectively to commendably fulfill the unique struc-
ture of 3D HSIs. Specifically, the separable 3D convolution
decomposes the 3D kernel of size 3× 3× 3 into two kernels
of size 3×3×1 and 1×1×5. The two kernels in a separable
43D convolutional block, which contains fewer convolutional
parameters than a traditional 3D convolutional block, do
three-dimensional convolution successively to extract spatial
features and spectral features respectively (Fig. 3(b)).
An encoder-decoder network is employed for HSI denois-
ing, seen in Fig. 2. With the separable 3D convolution and max
pooling, the input data goes through the encoding stage and
progressively outcomes embedded spatial-spectral features,
which afterward goes through the decoding stage to recon-
struct the clean HSI. Here, the number of convolutional layers
in the encoding block is double that of the decoding block
to favourably encode the data. Meanwhile, skip connections
between the encoder and decoder are employed.
C. SSTV Constrained DIP
Generally, the TV model maintains a powerful capability to
characterize the smooth prior of natural images. In particular,
for a three-way tensor X ∈ RH×W×B , its difference tensors
DvX ∈ R(H−1)×W×B , DhX ∈ RH×(W−1)×B , and DbX ∈
RH×W×(B−1) are determined by
DvX (i, j, k) = X (i+ 1, j, k)−X (i, j, k),
DhX (i, j, k) = X (i, j + 1, k)−X (i, j, k),
DbX (i, j, k) = X (i, j, k + 1)−X (i, j, k),
(4)
where X (i, j, k) denotes the (i, j, k)-th element of X , and
Dv, Dh, and Db denote the finite difference operators of the
vertical direction, horizontal direction, and spectral direction,
respectively. The TV of X is given by
TV(X ) = ‖DvX‖`1 + ‖DhX‖`1 . (5)
Further, considering the spatial-spectral piecewise-smoothness,
the spatial-spectral total variation (SSTV) [9] of X is written
as
SSTV(X ) = ‖Dv(DbX )‖`1 + ‖Dh(DbX )‖`1 . (6)
As a matter of fact, TV and SSTV are functionally com-
plementary to each other, where TV considers the spatial
local smoothness and SSTV delivers the spatial-spectral local
smoothness. To faithfully utilize both of their properties, we
introduce both TV and SSTV in the loss function to explore the
spatial and spatial-spectral local smooth prior of HSIs under
unsupervised conditions. By rewritten Eq. (3), the proposed
optimization model can be described as
Θ∗ = argmin
Θ
{ 1
N
‖fΘ(Z)−Y‖2`2+λSSTVh(fΘ(Z))}, (7)
where
SSTVh(·) = α1TV(·) + α2SSTV(·), (8)
and λ is the hyperparameter that needs to be regulated. α1
and α2 are the parameters in the SSTVh term that balance
the direct spatial piecewise-smoothness and spatial-spectral
piecewise-smoothness.
The setting of α1 and α2 is essential to the proposed
framework. We attempt different values and empirically set
α2 = 1 and α1 = 0.01, which preferably balances the spatial
and spatial-spectral local smoothness, i.e., emphasizes more
on the spatial-spectral local smoothness and avoids the spatial
over-smoothness.
D. The Automatic Stopping Criterion
As DIP needs the ground-truth (GT) or manual stop on
the iteration to ensure the quality of denoising results, in this
paper, we introduce an automatic stopping criterion based on
relative error
RelErr =
||Ok+1 −Ok||`2
||Ok||`2
(9)
and iteration step. Here, Ok ∈ RH×W×B denotes the k-th
network output. Specifically, we set parameters r and kmax
as the tolerance of RelErr and the maximum number of
iteration steps, respectively. The iteration will be terminated
if: 1) RelErr of the k-th iteration is lower than r, or 2)
the iteration number k exceeds kmax. Cooperatively, RelErr
evaluates the convergent degree of the optimization process
while kmax guarantees the final stopping of the iteration.
IV. EXPERIMENTS
Both simulation experiments and real data experiments
are involved to verify the validity of the proposed method.
Here, the competing methods are LRMR [14], LRTDTV [16],
DIP based on 2D convolution (DIP 2D) and DIP based on
traditional 3D convolution (DIP 3D) [1].
The hyperparameters of each method are set carefully. For
LRMR, the parameters recommended by the authors are used.
For LRTDTV, except for the parameters already recommended
by authors, we test every case with different parameters set-
ting, and to the best of our knowledge find the most promising
results in terms of PSNR values (simulation experiments) and
visual effects (real noise removal). For DIP and the proposed
S2DIP, we set the learning rate as 0.005 to prevent gradient
explosions that are occasionally happened during our testing.
Two programming languages including Python (DIP,
S2DIP) and MATLAB (LRMR, LRTDTV) are needed to
implement these methods. For fairness, all measurements
are conducted in MATLAB, where .npy files, which contain
the denoising results of DIP and the proposed method, are
transformed into .mat files without any compression.
A. Simulation Experiments
For simulation experiments, commonly adopted HSIs Wash-
ington DC mall (WDC mall) of size 256 × 256 × 191, Pavia
centre of size 200 × 200 × 80 and Indian pines of size
145 × 145 × 224 are involved to generate synthetic noisy
images, where all HSIs are selected with 32 bands, i.e., from
band 1 to band 32. Additionally, multispectral images (MSIs)
in CAVE [40] dataset of size 256× 256× 31 with all spectral
bands are adopted. The pixel values of images are normalized
to the range [0, 1] band-to-band. In the meantime, 5 different
noise levels are established, as can be seen in Table I. Based
on the settings in Table I, all noises are generated randomly.
The denoising results are numerically evaluated by peak
signal-to-noise ratio (PSNR), structure similarity (SSIM), and
spectral angle mapper (SAM) [41]. Conventionally, larger
5TABLE I
DATA USED IN EXPEIRMENTS AND THE NOISE SETTING IN SIMULATION EXPERIMENTS. σ DENOTES THE STANDARD DEVIATION OF THE GAUSSIAN
NOISE. p REFERS TO THE SAMPLING RATE OF THE IMPULSE NOISE. s1 AND s2 DENOTE THE NUMBERS OF STRIPES AND DEADLINES IN EACH CORRUPTED
BAND, RESPECTIVELY.
Synthetic data: WDC mall, Pavia centre, Indian pines, CAVE [40] dataset.
Noise setting
Cases
Gaussian noise Impulse noise Stripe Deadline
added band σ added band p added band s1 added band s2
Case 1 all bands 0.2 - - - - - - - - - - - -
Case 2 all bands 0.1 all bands 0.1 - - - - - - - -
Case 3 all bands 0.1 all bands 0.1 40% [6, 15] - - - -
Case 4 all bands 0.1 all bands 0.1 - - - - 50% [6, 10]
Case 5 all bands 0.1 all bands 0.1 40% [6, 15] 50% [6, 10]
Real data: Urban, Indian
TABLE II
THE METRICS OF THE DENOISING RESULTS BY DIFFERENT METHODS. (THE best VALUES ARE HIGHLIGHTED BY boldface. THE SECOND-BEST VALUES
ARE HIGHLIGHTED BY UNDERLINED.)
Data WDC mall Pavia centre Indian pines CAVE
Case Methods PSNR SSIM SAM PSNR SSIM SAM PSNR SSIM SAM PSNR SSIM SAM
Case 1
LRMR [14] 24.368 0.555 0.635 24.235 0.562 0.311 23.766 0.546 0.161 24.258 0.346 0.770
LRTDTV [16] 30.648 0.813 0.218 30.452 0.819 0.103 31.968 0.905 0.0505 32.372 0.852 0.351
DIP 2D [1] 27.797 0.693 0.265 27.833 0.731 0.118 27.110 0.786 0.0887 31.375 0.792 0.237
DIP 3D [1] 27.753 0.699 0.264 27.774 0.725 0.141 26.971 0.761 0.0925 31.169 0.763 0.286
S2DIP 30.965 0.843 0.199 31.030 0.853 0.0970 32.285 0.933 0.0471 35.297 0.924 0.140
S2DIP* 31.088 0.843 0.188 31.154 0.855 0.0886 32.407 0.933 0.0464 35.478 0.930 0.125
Case 2
LRMR 22.160 0.488 0.435 22.787 0.527 0.246 23.412 0.545 0.142 22.008 0.307 0.619
LRTDTV 25.657 0.695 0.203 26.794 0.768 0.0914 28.829 0.866 0.0605 25.577 0.603 0.455
DIP 2D 24.620 0.580 0.172 25.472 0.680 0.112 26.193 0.779 0.0788 25.884 0.601 0.373
DIP 3D 24.713 0.615 0.210 25.844 0.703 0.111 26.333 0.765 0.0761 25.917 0.605 0.369
S2DIP 26.090 0.746 0.139 27.531 0.840 0.0574 29.752 0.921 0.0528 26.502 0.662 0.342
S2DIP* 26.176 0.749 0.137 27.788 0.844 0.0573 30.280 0.922 0.0518 26.691 0.666 0.341
Case 3
LRMR 21.290 0.464 0.454 21.926 0.503 0.265 22.927 0.536 0.149 21.210 0.294 0.632
LRTDTV 24.280 0.671 0.253 25.351 0.741 0.113 27.691 0.851 0.0718 24.131 0.582 0.486
DIP 2D 22.752 0.474 0.240 23.797 0.587 0.124 24.699 0.717 0.122 24.288 0.565 0.423
DIP 3D 23.306 0.545 0.244 24.239 0.649 0.109 25.356 0.743 0.0895 24.435 0.566 0.402
S2DIP 24.421 0.655 0.159 25.617 0.783 0.0724 28.236 0.911 0.0547 24.984 0.622 0.381
S2DIP* 24.459 0.656 0.155 25.690 0.784 0.0716 28.503 0.912 0.0532 25.060 0.621 0.379
Case 4
LRMR 22.335 0.489 0.449 22.866 0.520 0.266 20.700 0.498 0.213 21.825 0.309 0.632
LRTDTV 26.024 0.690 0.208 27.327 0.752 0.110 24.661 0.784 0.110 25.571 0.599 0.456
DIP 2D 24.588 0.595 0.202 25.480 0.685 0.0988 25.886 0.766 0.0772 25.840 0.598 0.378
DIP 3D 24.553 0.591 0.199 25.571 0.684 0.106 26.159 0.779 0.0695 25.903 0.606 0.369
S2DIP 26.080 0.746 0.145 27.320 0.823 0.0607 29.280 0.912 0.0501 26.534 0.664 0.342
S2DIP* 26.153 0.747 0.143 27.555 0.822 0.0607 29.573 0.912 0.0463 26.716 0.666 0.341
Case 5
LRMR 21.422 0.463 0.466 22.026 0.491 0.287 20.705 0.494 0.210 21.032 0.295 0.647
LRTDTV 24.534 0.654 0.269 25.917 0.708 0.118 24.811 0.784 0.110 24.210 0.579 0.486
DIP 2D 22.607 0.439 0.221 23.738 0.587 0.128 24.433 0.714 0.112 24.234 0.567 0.422
DIP 3D 23.116 0.522 0.225 24.277 0.653 0.122 25.150 0.751 0.0903 24.413 0.568 0.404
S2DIP 24.540 0.677 0.149 25.782 0.802 0.0745 27.746 0.899 0.0563 24.886 0.618 0.381
S2DIP* 24.545 0.671 0.149 25.995 0.802 0.0748 27.946 0.899 0.0553 25.010 0.620 0.378
values of PSNR and SSIM represent higher qualities. However,
SAM, which determines the spectral similarity between two
HSIs, tends to have lower values if the two HSIs share more
similarity on spectral structures.
DIP 2D and DIP 3D are arranged with 7000 iteration steps.
The results of the highest PSNR value among all iterations
are reported. For the proposed method, we use the stopping
criterion to decide the stopping point of S2DIP, which avoids
the need for the GT. Specifically, the tolerance of RelErr r
is set as 0.01 and the maximum iteration number kmax is set
as 7000. For the hyperparameter λ, the cases with the same
noise level are set with the same values as 0.2N ,
0.4
N ,
1
N ,
0.4
N ,
6PSNR inf PSNR 16.058 dB PSNR 24.368 dB PSNR 30.648 dB PSNR 27.797 dB PSNR 27.753 dB PSNR 30.965 dB
PSNR inf PSNR 15.277 dB PSNR 24.235 dB PSNR 30.452 dB PSNR 27.833 dB PSNR 27.774 dB PSNR 31.030 dB
PSNR inf PSNR 14.547 dB PSNR 23.766 dB PSNR 31.968 dB PSNR 27.110 dB PSNR 26.971 dB PSNR 32.285 dB
GT Noisy LRMR [14] LRTDTV [16] DIP 2D [1] DIP 3D [1] S2DIP
Fig. 4. The denoising hyperspectral images by different methods for the Case 1. Each row from top to down lists WDC mall consisted of the 14th, 15th, and
19th bands, Pavia centre consisted of the 10th, 20th, and 30th bands, and Indian pines consisted of the 15th, 25th, and 29th bands.
PSNR inf PSNR 13.192 dB PSNR 21.422 dB PSNR 24.534 dB PSNR 22.607 dB PSNR 23.116 dB PSNR 24.540 dB
PSNR inf PSNR 13.594 dB PSNR 22.026 dB PSNR 25.917 dB PSNR 23.738 dB PSNR 24.277 dB PSNR 25.782 dB
PSNR inf PSNR 13.468 dB PSNR 20.705 dB PSNR 24.811 dB PSNR 24.433 dB PSNR 25.150 dB PSNR 27.746 dB
GT Noisy LRMR [14] LRTDTV [16] DIP 2D [1] DIP 3D [1] S2DIP
Fig. 5. The denoising hyperspectral images by different methods for the Case 5. Each row from top to down lists WDC mall consisted of the 7th, 17th, and
27th bands, Pavia centre consisted of the 10th, 20th, and 30th bands, and Indian pines consisted of the 15th, 25th, and 29th bands.
1
N for Case 1-5 respectively, where N denotes the number of
total pixels. In the following pages, we use “S2DIP” to denote
the stopping criterion-based approach, and “S2DIP*” denotes
the best PSNR value among all iterations.
The numerical results are illustrated in Table II. The metrics
of the CAVE dataset are calculated by averaging the results
of all 32 MSIs. One can discover that S2DIP* outperforms
competing methods for all cases, in terms of PSNR. The
proposed method based on the stopping criterion (S2DIP) is
also competitive between chosen methods, with PSNR index
a little lower than “S2DIP*” by 0.1-0.5 dB, which shows that
S2DIP has convergence property to stably handle the mixed
7PSNR inf PSNR 12.977 dB PSNR 20.786 dB PSNR 23.711 dB PSNR 22.806 dB PSNR 23.683 dB PSNR 24.122 dB
PSNR inf PSNR 12.921 dB PSNR 21.064 dB PSNR 24.153 dB PSNR 23.963 dB PSNR 24.106 dB PSNR 24.623 dB
PSNR inf PSNR 13.927 dB PSNR 22.195 dB PSNR 27.779 dB PSNR 27.705 dB PSNR 27.744 dB PSNR 28.863 dB
GT Noisy LRMR [14] LRTDTV [16] DIP 2D [1] DIP 3D [1] S2DIP
Fig. 6. The denoising multispectral images by different methods for the Case 5. Each row from top to down lists Toy images consisted of the 10th, 20th,
and 30th bands, Foods images consisted of the 7th, 25th, and 30th bands, and Cups images consisted of the 1st, 10th, and 20th bands.
      Toy image: Case 1         Toy image: Case 2                Toy image: Case 3                     Toy image: Case 4       Toy image: Case 5      
      Cups image: Case 1         Cups image: Case 2                Cups image: Case 3                     Cups image: Case 4       Cups image: Case 5      
      Cups image: Case 1         Cups image: Case 2                Cups image: Case 3                     Cups image: Case 4       Cups image: Case 5      
      Toy image: Case 1         Toy image: Case 2                Toy image: Case 3                     Toy image: Case 4       Toy image: Case 5      
Cups image: Case 5                            Toy image: Case 5                        foods image: Case 5
DIP 2D DIP 3D Ours
      Toy image: Case 1         Toy image: Case 2                Toy image: Case 3                     Toy image: Case 4       Toy image: Case 5      
      Cups image: Case 1         Cups image: Case 2                Cups image: Case 3                     Cups image: Case 4       Cups image: Case 5      
      Toy image: Case 1         Toy image: Case 2                Toy image: Case 3                     Toy image: Case 4       Toy image: Case 5      
      Cups image: Case 1         Cups image: Case 2                Cups image: Case 3                     Cups image: Case 4       Cups image: Case 5      
      Cups image: Case 1           Cups image: Case 2                 Cups image: Case 3                     Cups image: Case 4         Cups image: Case 5      
      Toy image: Case 1          Toy image: Case 2                 Toy image: Case 3                     Toy image: Case 4         Toy image: Case 5      
      Cups image: Case 1           Cups image: Case 2                 Cups image: Case 3                     Cups image: Case 4         Cups image: Case 5      
      Toy image: Case 1          Toy image: Case 2                 Toy image: Case 3                     Toy image: Case 4         Toy image: Case 5      
      Cups image: Case 1           Cups image: Case 2                 Cups image: Case 3                     Cups image: Case 4         Cups image: Case 5      
      Toy image: Case 1          Toy image: Case 2                 Toy image: Case 3                     Toy image: Case 4         Toy image: Case 5      
      Cups image: Case 1           Cups image: Case 2                 Cups image: Case 3                     Cups image: Case 4         Cups image: Case 5      
      Toy image: Case 1          Toy image: Case 2                 Toy image: Case 3                     Toy image: Case 4         Toy image: Case 5      
      Cups image: Case 1           Cups image: Case 2                 Cups image: Case 3                     Cups image: Case 4         Cups image: Case 5      
      Toy image: Case 1          Toy image: Case 2                 Toy image: Case 3                     Toy image: Case 4         Toy image: Case 5      
Fig. 7. Spectral curves of the selected pixels of clean images and denoising results on multispectral images Toy and Cups for Case 1-5.
noise removal under unsupervised conditions.
One limitation of DIP is the semi-convergence. In contrast,
S2DIP is able to automatically deliver well-denoised images
without any supervision. On the other hand, it proves that
the stopping criterion is well-designed and gives an effective
reference on the stopping point of the iteration.
It is notable that the SAM values of the proposed method
are superior to competing methods. This mainly attributes
to the spatial-spectral constraint of the proposed framework,
where high-quality spatial-spectral correlation reinforcements
are founded. In other words, the hand-crafted prior knowledge
is considered comprehensively and cooperates faithfully with
the deep priors to enhance the quality of spatial and spectral
recovery, leading to complete removal of the noise. Thus, the
denoising results of the proposed method display more spectral
similarity with GT images, i.e., have lower SAM values.
In Fig. 4, the denoising results for the Case 1 (Gaussian
noise only) are displayed. For this relatively low-level noise,
we see that LRTDTV and S2DIP can both handle it well
visually, while S2DIP achieves better PSNR values. We subse-
quently illustrate some denoising results for the Case 5 (Fig.
5), as it contains the most complex noise. For WDC mall,
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Fig. 8. The denoising hyperspectral images by different methods for Urban (The pesudo images consisted of the 139th, 150th, and 151th bands).
Noisy LRMR [1] LRTDTV [16] DIP 2D [1] DIP 3D [1] S2DIP
Fig. 9. The denoising hyperspectral images by different methods for Indian (The pesudo images consisted of the 1st, 2nd, and 3rd bands).
S2DIP manages to remove the complex noise and retains
image features to some degree. In contrast, LRMR, which
delivers the low-rankness by matrix, is hardly to recover the
HSI. LRTDTV considers the global tensor low-rank, thus it
achieves noise removal in partial bands, but fails to totally
remove the stripes and impulses. Besides, DIP methods find
difficulties fitting the signal part of the observation before
fitting the complex noise, resulting in the inability to handle
the removal of the complex noise. This phenomenon shows
that the DIP framework lacks extra guidances and constraints
on the unsupervised learning system, which causes weakness
in denoising ability. For Pavia centre, S2DIP accomplishes the
mixed noise removal while at the same time retains some
obvious edges and image details, while DIP 2D and DIP
3D both miss image details in the zoom-in area. Again, DIP
itself can hardly find a balance between fitting these details
and avoiding fitting complex noise. For Indian pines, the
proposed method could reconstruct the corrupted HSI and to a
great extent retain the image edges, while competing methods
couldn’t remove the color distortion, according to the zoom-in
figures.
Fig. 6 show some denoising results on toy, foods, and cups
images that are selected from the CAVE dataset. For the toy
image, LRTDTV and S2DIP both achieve good performance
on recovering image details, while S2DIP has a better PSNR
value. For the foods image, S2DIP successfully removes
the complex noise while preserving image details. For the
cups image, the color distortion is well-eliminated and the
image structure is significantly recovered by S2DIP, which
outperforms competing methods, according to the zoom-in
figures.
In Fig. 7, we show the spectral curves of the selected pixels
of the denoising results by DIP 2D, DIP 3D, and S2DIP.
The less oscillating spectral curves of the denoising results
by S2DIP verify that the spectral fidelity is well-preserved,
compared with those of DIP 2D and DIP 3D. Collectively, the
integration of the separable 3D CNN, which favorably exploits
spatial-spectral features, and the spatial-spectral constraint by
the SSTV loss contributes to this phenomenon.
B. Real Expeirments
In this section, real noisy images Urban of size 307×307×
210 with its band 134 to band 165 and Indian of size 145 ×
145 × 220 with its band 1 to band 32 are included for the
testing of real noise removal. As the GT is not available for
real data, the results of DIP 2D and DIP 3D are manually
chosen for their best performance. And the denoised quality
is visually evaluated. The proposed method continues to use
the stopping criterion, where r, kmax, and λ is set as 0.01,
7000, and 1N , respectively.
The denoising results for Urban are displayed in Fig. 8,
where S2DIP shows great performance to remove the complex
noise. DIP 3D and DIP 2D also accomplish decent results but
miss some image details, according to the zoom-in figures.
These image details, which only appear in adjacent bands,
are not likely to be exploited by 2D convolution where
2D kernels can only capture spatial information. For 3D
convolution, although it can obtain some of these details, it
ignores the spectral consistency by directly sums up spatial and
spectral features. In contrast, the proposed method employs
the separable 3D convolution to not only remove the complex
noise but commendably utilize the spatial-spectral information
from band-to-band.
The denoising results for Indian are illustrated in Fig. 9. The
displayed spectral bands contain strong noise, and the first
band is significantly corrupted. So the restorations of these
bands are with great difficulties. As can be seen, LRTDTV
and DIP 2D both remove the strong noise but LRTDTV
produces color distortion while DIP 2D suffers from over-
smoothness. In contrast, the proposed S2DIP successfully
and reasonably restores the spatial-spectral structure of the
corrupted images, showing outstanding performance compared
with the competing methods.
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THE AVERAGE METRICS OF THE DENOISING RESULTS BY DIP 2D [1], DIP
3D [1], AND DIP S3D.
Cases Method Parameters PSNR SSIM SAM
CAVE
Case 1
DIP 2D 2.1M 31.375 0.792 0.237
DIP 3D 1.6M 31.169 0.763 0.309
DIP S3D 0.8M 31.851 0.836 0.241
For real experiments, the stopping criterion takes full advan-
tage of the stable convergence of S2DIP, thus it is possible to
remove the mixed noise without manual selections. In contrast,
DIP 2D and DIP 3D still need manual selections to ensure
the denoising quality. Therefore, S2DIP maintains a higher
practical application value.
V. DISCUSSION
A. Effectiveness of SSTV Loss
In this subsection, we discuss the effectiveness of the SSTV
loss from two aspects. Firstly, the SSTV loss improves the
performance of the original DIP, in terms of the denoising
ability and stability. Specifically, the TV and SSTV in the
loss function provide spatial-spectral constraints so that the
spatial-spectral fidelity enhancement in higher qualities can
be ensured. Also, the SSTV loss determines the convergence
property of the proposed method to ensure the quality of
the auto-selected output image, which alleviates the semi-
convergence of DIP.
Secondly, we illustrate that employing SSTV in the loss
function improves the performance of the direct implementa-
tion of SSTV in traditional minimization problems. Here, we
consider the hybrid spatial-spectral total variation (HSSTV)
model [10] as another competing method. Generally, the
difference between HSSTV and the proposed method is that
we introduce TV and SSTV in the loss function while HSSTV
employs TV and SSTV regularizers in a traditional minimiza-
tion problem. Here, we attempt different parameter settings
and obtain the best denoising results by HSSTV on CAVE
dataset for the Case 5, in terms of PSNR values.
The average metrics of the 32 denoising MSIs by HSSTV
is 21.404 for PSNR, 0.441 for SSIM, and 0.482 for SAM. In
contrast, S2DIP achieves 24.886 for PSNR, 0.618 for SSIM,
and 0.381 for SAM, which considerably outperforms HSSTV.
Generally, the great representation ability of CNN contributes
to the high effectiveness of SSTV loss. Fig. 10 shows an
example of the denoising results, where S2DIP achieves high
qualities on ameliorating the visual effect of the corrupted
MSI, while HSSTV can not completely remove the impulse
noise and stripe.
Eventually, we demonstrate that the SSTV loss presents
an efficient technique for integrating the deep learning and
hand-crafted denoisers into a uniform framework, which takes
advantages of both the “deep prior” of CNN and the traditional
image priors, and leads to better performance against each one
of them.
PSNR inf PSNR 13.147 dB PSNR 22.440 dB PSNR 25.378 dB
GT Noisy HSSTV [10] S2DIP
Fig. 10. The denoising multispectral images balloons (the pesudo images
consisted of the 10th, 20th, and 30th bands) by different methods.
Noisy DIP 2D [1] DIP 3D [1] S2DIP
Fig. 11. Two denoising video frames by different methods.
B. Effectiveness of Separable 3D Convolution
The separable 3D convolution in the CNN provides effective
spatial and spectral features extraction to boost the perfor-
mance of the proposed unsupervised framework. Meanwhile,
the separable implementation of the 3D convolution reduces
the parameters in a 3D convolutional block which helps to
build a light-weight network.
To illustrate the effectiveness of separable 3D DIP, we
test the proposed method without TV and SSTV in the loss
function, i.e., the proposed method recovers DIP that driven
by separable 3D convolution. Here, the denoising results are
selected by the highest PSNR value, and we consider Case 1
(Gaussian noise only) because of the inability of DIP to handle
complex noise. The numerical results are displayed in Table
III. Conclusively, DIP S3D, which denotes the separable 3D-
driven DIP, outperforms DIP 3D in terms of network weights
and numerical evaluations, and also shows competitiveness
against DIP 2D whose network contains a large number of
convolutional parameters.
Noting that the traditional 3D convolution also uses 3D
filters to striding three directions to exploit spatial and spectral
features simultaneously, however, as the HSI spatial and spec-
tral components are structurally inconsistent, they would be
better handled by different kernels [39], [42]. The proposed
method uses separable 3D convolution, which employs two
kernels to successively exploit the spatial and spectral infor-
mation under the unsupervised condition, to provide efficient
features extraction, while simultaneously reducing network
parameters.
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C. The Generalization of S2DIP
In this subsection, we discuss the generalization of the
proposed method. Here, we consider video data1 which also
contains three dimensional information. In low light condi-
tions, the videos will be inevitably corrupted by dynamic noise
[43], as seen in Fig. 11.
Owing to the complexity and irregularity of the real noise,
the video denoising is extremely challenging. For the heavily
corrupted video frames, we tentatively utilize DIP and our
method for its restoration. Fig. 11 displays the denoising
results, where S2DIP reasonably recovers the clean video
and preserve the temporal fidelity, while the results of DIP
methods, which are selected manually, remain notable noise.
The aforementioned observations illustrate the generalization
of S2DIP to handle different types of data except for HSIs and
MSIs, e.g., video data.
In truth, the video data and HSIs are structurally homol-
ogous, as they both possess local smoothness in the spatial
domain as well as the spatial-temporal/spectral domain. Hence,
the SSTV in the loss function effectively constrains the learn-
ing process to faithfully handle the denoising of the video
data.
VI. CONCLUSION
In this paper, we propose the S2DIP for hyperspectral mixed
noise removal. The separable 3D convolution is employed to
preferably capture the spatial-spectral correlation with fewer
parameters, and the DIP framework is combined with the
SSTV loss to fully explore the HSI spatial-spectral local
smooth prior. Experimental results on synthetic data and real
data demonstrate the effectiveness of the proposed method,
which could lead to properly reconstructed output, hence
achieves high-quality denoising results. Moreover, the pro-
posed method alleviates the semi-convergence, which always
exists in the DIP framework. At last, the proposed method is
provided with strong generalization ability, thus it can be used
to deal with strong and mixed noise removal in different types
of data.
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