This paper puts forward a feasibility study on the use of Bayesian model updating and vibration prediction for structural diagnostic when the level of modeling error is relatively high. The proposed method consists of two parts. In the first part, the Markov chain Monte Carlo (MCMC)-based model updating is employed to calculate the posterior PDF of uncertain model parameters conditional a set of measurement and a given model class. Modeling error is the key problem to be addressed in the practical implementation of structural model updating or damage detection. Apart from very simple structures, model updating of real structures is usually not globally and locally identifiable. Therefore, MCMC simulation is employed in the proposed method in generating samples in the important region(s) for the approximation of the posterior PDF. In the second part, the probabilities for the vibrations of the structure to exceed a list of threshold limits (i.e., the failure probabilities) were calculated using the MCMC samples. It is believed that the failure probabilities for the damaged structure are higher than those for the undamaged one. A 3-dimensional scaled transmission tower model was tested under laboratory conditions for verifying the proposed method. To test the robustness in the detection of damage existence, artificial modelling error was introduced to the model class in the numerical case study. The numerical case study results were positive implying the feasibility of the proposed method.
INTRODUCTION
Due to rapidly aging and intense loading from earthquakes and typhoons, structures will be potentially damaged and structural failure may happen. Structural health monitoring (SHM) is critical to save human lives and prevent huge economic loss. One promising way to implement SHM is to carry out model updating of the target structure based on measured vibration data. For model updating, the mathematical model (i.e., the class of models) of the target structure is firstly established. The structural model parameters are then updated utilizing measured data. The structural properties and performance can be assessed with the updated structural model. Model updating can be categorized into deterministic (Titurus et al. 2003; Lee et al. 2014) and probabilistic (Katafygiotis et al.1998; Zhang and Mahadevan 2000; Beck 2010 ) approaches. Deterministic model updating tries to pinpoint one single solution. However, there are usually multiple equivalent solutions for model updating of complex systems (especially when the quality and quantity of measurement are not high). Under such situation, deterministic model updating needs to introduce some ad hoc constraints such that one single solution is kept and all others are discarded. The structural responses predicted from this kind of model updating result may be seriously biased. To avoid this problem, probabilistic model updating is followed in the proposed method. In order to address measurement noise and modeling error, uncertain model parameter vector θ of the structure is considered as a random variable and the posterior PDF of θ conditional on measured modal data D and the model class M, p (θ|D,M) , is derived following Bayesian theory. Instead of pinpointing the "true" model of the structure, the relative plausibility of a set of models (in M) is considered through updating p(θ|D,M) (Beck and Katafygiotis 1998) . Multiple models are included to perform the posterior prediction with each model weighted by p(θ|D,M).
Identifying the posterior PDF is a challenging task. If the uncertainty is small and θ is globally identifiable, the posterior PDF can be approximated by a Gaussian PDF centered at the optimal θ based on Laplace's method of asymptotic approximation (Beck and Katafygiotis 1998) . If the uncertainty is large and the posterior PDF is distributed in the neighborhood of an extended and usually highly complex manifold of the parameter space that cannot be calculated explicitly, the asymptotic approximation is not applicable (Katafygiotis and Lam 2002) . In the reference (Katafygiotis and Lam 2002) , the tangential-projection algorithm is developed to approximate the manifold and the posterior PDF can then be identified. However, the computational effort required grows tremendously with an increase in the number of uncertain model parameters. A newly developed Bayesian model updating method using MCMC Yang et al. 2015) can tackle this problem. The main idea of this MCMC-based Bayesian model updating method is to draw samples from the posterior PDF and the generated samples are properly weighted to approximate the posterior PDF. The high-dimension integrations involved in Bayesian inference can be efficiently evaluated using this algorithm.
The objective of this paper is to conduct SHM through robust predictive analysis (Papadimitriou et al. 2001 ) based on measured modal data. Firstly, Bayesian model updating using MCMC Yang et al. 2015) was conducted to identify p (θ|D,M) . MCMC was performed to sample a set of models in high probability regions for the representation (or approximation) of the posterior PDF. The sampling process was divided into multiple levels. At each level, a bridge PDF, which finally converged to the target posterior PDF in the final sampling level, was constructed. Secondly, the posterior predictive response analysis was carried out under specified excitation using the MCMC samples. To assess the target structure, failure in performance was defined as the maximum displacement of the target structure under a given excitation exceeding a pre-defined threshold value. Finally, the failure probabilities of the structure were calculated under a list of threshold limits. By continuously updating the failure probabilities of the target structure by newly measured modal data, SHM could be performed in an almost real-time basis.
METHODOLOGY

Bayesian Model Updating Based on MCMC Simulation
Considering the fractional errors of natural frequency and mode shape, the posterior PDF of the uncertain parameter vector θ conditional on measured modal parameters D and a given model class M is formulated as 2 , e x p 2
c is a normalizing constant; κ 2 is the variance of the fractional error as defined in ; a is the mode index; r is the number of modes included for model updating;ˆa f is the measured natural frequency (in Hz) of the a th mode; f a (θ) is the calculated natural frequency of the a th mode; ˆa ψ and a ψ θ are the measured and calculated mode shapes of the a th mode. p(θ|D,M) is usually not an easy-to-sample PDF (e.g., Gaussian PDF) in practice. MCMC is proposed in this paper to sample from p(θ|D,M). Because the parameter space is usually very complicated in practice, directly sampling in the whole parameter space will be inefficient. Sampling is thus divided into multiple levels. In each level, a bridge PDF which will finally converge to p(θ|D,M) is constructed as follows.
where g denotes the sampling level index. The important regions of the bridge PDFs are gradually reduced level by level through changing the variance of the fractional error. (Metropolis et al. 1953; Hastings 1970 ) is applied to generate the samples. By the connection of the bridge PDF in the parameter space, the samples can then smoothly explore the parameter space and finally reach the important region of p(θ|D,M). The sampling process continues until the bridge PDF approaches the target p (θ|D,M) . A stopping criterion is thus needed, which is crucial for model updating, especially in calculation of the posterior uncertainties. If the sampling process stops too early, the samples will be distributed in wide regions and the important region of the posterior PDF cannot be identified. If the sampling process stops too late, the samples will be concentrated in narrow regions and the size of the important region of the posterior PDF, and thus the posterior uncertainty, will be underestimated. A novel stopping criterion is developed by calculating the best estimate of the measure of prediction error, κ *2 , of the bridge PDF in the final sampling level.
where J * (θ * ) is the value of the goodness-of-fit function in Eq. (2) evaluated at the "optimal" point θ * . Because J(θ) is an implicit function of θ, the optimal point θ * is numerically obtained by the active-set algorithm (Nocedal and Wright 2006) 
where κ 1 2 = 1 is used to ensure that the bridge PDF in the first sampling level covers a wide region of parameter space. The proposed MCMC-based Bayesian model updating can efficiently evaluate the posterior marginal PDFs of the uncertain parameters without calculating high-dimension numerical integration.
Failure Probability
To assess the target structure, the structure is considered as fail when its vibration responses under a given excitation exceed the pre-defined threshold limit. The failure probability P(x d >x th |θ,M) can then be calculated, where x d denotes the maximum displacement at all degrees-of-freedom (DOFs) of the target structure during the considered time period and x th denotes the pre-defined displacement threshold limit. Note that P(x d >x th |θ,M) indicates that the failure probability is conditional on the model represented by θ for the given model class M. Instead of pinpointing only one model, multiple models in a model class must be considered and their relative plausibility is reflected by their posterior probabilities according to Bayesian theorem. The robust failure probability (Papadimitriou et al. 2001 ) is proposed to monitor the structure.
, ,
It is noted that the integral in Eq. (7) is usually in high dimension in practice. It is not analytically known and neither can it be evaluated straightforward by numerical integration. The integral in Eq. (7) can be evaluated through Monte Carlo approximation using samples of θ generated from the MCMC-based Bayesian model updating method.
H(u) is an indicator function defined on a set B. If u∈ B, H(u)=1. Otherwise, H(u)=0
. N s is the number of MCMC samples. θ (h) denotes the h th MCMC sample in the final sampling level. For SHM, the sample displacement of the structure x d (h) is computed under specified excitation (e.g., Gaussian-noise excitation) based on each sample θ (h) . All sample displacements {x d (h) : h=1,2, …, N s } are then included for evaluating the failure probability in Eq. (8). Following this framework, the failure probabilities of the target structure can be evaluated for various threshold limits. In the next section, a transmission tower is employed to illustrate the proposed SHM method.
CASE STUDY
The target structure, a scaled transmission tower model, is shown in Figure 1 . The measured modal parameters of the tower were simulated for Bayesian model updating. For illustration purpose, the simulated natural frequencies and mode shapes of the undamaged tower, which were used as measured modal parameters, are summarized in Table 1 and Figure 2. Unit: m. Figure 1 The scaled transmission tower model. 
Deterministic Model Updating of the Undamaged Transmission Tower
For model updating, uncertain parameters were assigned to monitor the stiffness of the 4 columns at different levels. For the first 5 levels, an individual parameter was assigned to monitor the stiffness of the 4 columns at each level. An additional parameter was used to monitor all columns in the upper 3 levels. Deterministic model updating was first conducted by numerically minimizing the goodness-of-fit function in Eq. (2). Finally, only a single solution θ m was determined by the deterministic model updating, and the results are summarized in Table  2 . By following the deterministic approach, prediction analysis would be carried out using only a single identified model, which is represented by θ m . Next section, model updating was conducted by the proposed method utilizing the same set of data and the same model class. The performance of the proposed method can be illustrated by comparing the result of deterministic method to that of the proposed method. 
MCMC-based Bayesian Model Updating of the Undamaged Transmission Tower
Instead of pinpointing a single solution, the proposed method extracts information from a given set of measured data and estimate the posterior PDF of uncertain parameters for a given class of models. In other words, the relative plausibility of multiple models is considered following Bayesian theorem conditional on the measured data. All the models are weighted by the posterior PDF and they are included for posterior prediction analysis. After Bayesian model updating using MCMC, the samples in the final sampling level are shown in Figure 3 . Based on the samples, the posterior marginal PDFs are constructed by kernel density estimation (Au and Beck 1999) and they are shown in Figure 4 . It is clear from the figure that in the parameter space, there are two almost equal-height peaks in the posterior marginal PDF of θ(5) and there are multiple important regions in a wide range of the parameter space for θ(2) and θ(6). By comparing the deterministic solution in Table 2 to the posterior marginal PDFs in Figure 4 , it is observed that the model identified by the deterministic method is only one of the models which possess relatively high plausibility. For example, at the neighborhood of θ m (2), there are multiple points with relatively high plausibility (see Figure 4 ). In fact, there is no justification for keeping only θ m (2) and discarding all other models. Moreover, θ m (5) is at one of the two peaks in the marginal-PDF of θ(5). The posterior analysis result considers only θ m (5) will be very misleading (a lot of information will lose). Therefore, pinpointing a single model to represent the updated model is not appropriate in this case. A more reasonable approach is to consider all models in the important regions of the parameter space. This can be approximated by a weighted sum of important models (i.e. MCMC samples in the proposed method).
To calculate the time responses of the transmission tower, Gaussian-noise forces were applied at nodes 2 to 9 (see Figure 1) along both x and y directions. These forces were treated as i.i.d. random processes with Gaussian PDF N(μ, σ). The mean μ is chosen to be 1 N and the standard deviation σ is chosen to be 0.3 N. 30 seconds of forces are applied. The time responses of the tower are calculated for each sample θ (h) using Newmark's method (Chopra 2011) with time step 0.01 s. The failure probabilities of the undamaged tower are calculated for different threshold limits using Eq. (8) and they are represented by blue circular markers in the figure. Note that the tower is considered as fail if the displacement at any one of the DOFs exceeds the threshold limit. 
MCMC-based Bayesian Model Updating of the Damaged Transmission Tower
To simulate the damage, the stiffness of the braces in face A (see Figure 1 ) in level 3 was reduced such that about 18% of the total brace stiffness of level 3 was lost. It must be pointed out that brace damages cannot be modeled directly by the selected model class as only the stiffness values of columns are considered as uncertain model parameters. With similar procedures, Bayesian model updating using MCMC was conducted for the damaged tower and the posterior marginal PDFs are presented in Figure 5 . The failure probabilities of damaged tower were calculated (see red square markers in Figure 6 ) and compared to those of the undamaged tower in Figure 6 . From this figure, one can read the probability, for which the displacement of the tower exceeds the threshold value. For example, for the undamaged tower in Figure 6 (a) (the blue line with circular markers), the probability for the displacement exceeds 0.07 mm is 0.448. It can be observed that the curve representing the damaged tower lies above the curve representing the undamaged tower and the gap between these two curves is increasing with large threshold limits. It is clear that the failure probabilities of the damaged tower are larger than those of the undamaged tower. Following this framework, failure probabilities of the target structure can be calculated at different time instances and the results at different time instances can be compared (as in Figure 6 ). In this way, the target structure can be monitored in an almost real-time basis. 
CONCLUSIONS
This paper carried out a feasibility study of SHM using MCMC-based Bayesian model updating and vibration prediction. Unlike the traditional damage detection methods which are sensitive to the chosen model classes, the proposed method applicable even when the level of modeling error is relatively large (as demonstrated in the numerical case study). The uncertainty from measurement noise and modeling error is explicitly addressed following the Bayesian theorem. The posterior PDF of the uncertain parameters was derived. Instead of identifying a "true" model, a set of important models (obtained by MCMC) in the parameter space of interest was considered in vibration prediction. The posterior PDF is used as a measure of the relative plausibility among various models. A newly developed MCMC-based method is applied to sample from the complicated posterior PDF. With the generated samples, the robust failure probabilities of the target structure can be computed. The health status of the target structure can be monitored on an almost real-time basis by calculating the failure probabilities at various time instances. The proposed SHM method is numerically verified by a scaled transmission tower model on undamaged and damaged status. The numerical case study showed that the failure probability obviously increased when the tower was damaged.
