In this work we present a novel method for tracking an unknown number of objects with a single camera system in realtime. The proposed algorithm is based on high-accuracy optical flow and finite set statistics. In this framework the target state is treated as a random vector and the number of possible objects as a random number, which has to be estimated correctly. We are able to deal with false alarms, clutter and object spawning. Since possible objects can appear or disappear in the scene we propose a probability model for these events, in order to obtain stable results in the case of missing detections. Additionally, we show how track labeling, based on color and state information, can improve the results. Since the method partly relies on color information, it can handle partial occlusion and is invariant to rotation and scaling. We verify the theoretical results on various scenes.
INTRODUCTION
Multi-object tracking using a monocular system is a challenging but very important problem in many computer vision applications. The aim is to estimate the number and the state information of every object for each time step in an image sequence. The problem becomes challenging when the number of objects is unknown and variable. The finite set statistics (FISST) proposed by Mahler [1] are a systematic treatment for multi-object tracking with an unknown and variable number of objects. To reduce the complexity Mahler proposed an approximation of the original Bayes multi-target filter, the Probability Hypothesis Density filter (PHD). In [2, 3] it was shown that the PHD filter outperforms the classical approaches like Kalman Filter, standard particle filters and the Multiple Hypothesis Tracking. Algorithms based on the Joint Probabilistic Data Association filter (JPDAF) [4] tend to merge tracking results produced by closely spaced objects. This drawback cannot be observed, when using the PHD filter. In [5, 6] the authors use a PHD filter for multi object tracking, with the drawback, that only position information, gained from a detector, is used, so that the filter must estimate the velocity indirectly, which reduces the robustness of the filter. In this work we extend the classical PHD filter to deal with image data and velocity information gained from optical flow. For every object tracking task some kind of measurement is needed. Using optical flow we directly obtain velocity measurements for every pixel. Unfortunately, this does not provide any information about the position of objects in the scene. Fortunately, recently there has been a rapid progress in the field of object detection strategies [7, 8] .
Since not all of these strategies are able to run in real-time we will present a fast strategy for moving object detection based on optical flow. The main idea of our tracking algorithm is to run an object detector and additionally compute the optical flow information. This gives us two kinds of measurements, which can be used for a stable and robust multi-object tracking, sample results can be seen in Figure 1 . This paper is structured as follows: Section 2 describes the main ideas of optical flow and the moving object detector. Section 3 introduces the PHD. The following Section 4 describes our proposed algorithm and Section 5 presents experimental results.
OPTICAL FLOW
The estimation of the optical flow between two images is a well-studied problem in low-level vision. A diverse range of optical flow estimation techniques have been developed and we refer to the survey [9] for a detailed review. Taking into account the so-called Middlebury dataset [10] the discontinuitypreserving variational models based on Total Variation (TV) regularization and L 1 data terms are among the most accurate flow estimation techniques. Because of this fact, we will use in this context the estimation technique proposed by Werlberger et. al. [11] . To make this paper self-contained we briefly reflect their work.
For two input images I 0 , I 1 : Ω ⊂ R 2 → [0, 1] the optical flow model can be stated as
Ω → R, the free parameter λ to balance the relative weight of data and regularization term and
is the optical flow constrained equation. To improve the results and the accuracy the authors extend this approach using anisotropic Huber regularization. This approach has several benefits: firstly, the energy functional is convex, which leads to globally optimal solutions, and, secondly, the minimization can be scheduled in parallel, so that a real-time application can use the results without massive time drawbacks. Using this approach we can compute for every pixel x ∈ Ω and each time step k the velocity
T of this pixel.
Moving Object Detector
In this subsection we present a fast object detector, which is designed to detect moving objects. Given the flow field u k at a given time step k, we can compute the probability, individually for every pixel, that it belongs to a moving object:
Here μ and σ correspond to a normal distribution indicating that a pixel does not move. Using a stationary camera μ would be 0. Using a flying platform with downward-looking camera μ would correspond to the actual velocity of the platform. A typical value for σ in our experiments is 0.5. Given this probability image p m : Ω → [0, 1] we can compute the center of gravity for every region with a high probability of movement. Examples of this detector can be seen in Figure 2 .
FINITE SET STATISTICS
In a single-object system, the state and measurement at time k are represented as two random vectors of possibly different dimensions. However, this is not the case in a multi-object system. Here the multi-object state and multi-object measurement are two collections of individual objects and measureframe: 41 61 86
Fig. 2. Moving object detection for different frames in the image sequence. Top row: smoothed probability image for pixel movement; bottom row: position measurement displayed as green points.
ments. The number of these may change over time. Furthermore, there exist no ordering for the elements of the multiobject state and measurement. Using the theory proposed in [1] , the multi-object state and measurement are naturally represented as random finite sets X k and Z k . For those the first moment, or probability hypothesis density, is the analog of the expectation of a random vector. The integral value of the PHD over a given region in state space leads to the expected number of objects within this region. We define D(x k |Z k ) as the PHD associated with the multi-object posterior p(X k |Z k ) at a time step k, with Z k denoting the accumulated measurement from the time steps 1 to k. The PHD filter consists of two steps: prediction and update. The prediction can be realized through the following equation:
where b(x k ) denotes the intensity function of spontaneous birth of new objects, b(x k |x k−1 ) describes the intensity function of the random finite set of objects spawned from the previous state
is the probability that the object still exists at the time step k given its previous state x k−1 , and p(x k |x k−1 ) is the transition probability density of the individual objects. The update equation can be written as
with p D (x k ) denoting the probability of the detection of the state x k . Furthermore, p(z|x k ) is the measurement likelihood, c(z) the probability distribution for every clutter point and λ is the average number of clutter points per scan.
MULTI-OBJECT TRACKING
We implemented the theory described in the last section with a sequential Monte Carlo method, also known as particle filter. The first attempt to implement this technique for a tracking system, using the random finite set theory, was presented in [12] . In the following the state of an individual object will be represented by x k ∈ R 4 , with two random entries for the position and two random entries for the velocities. Each measurement z k ∈ R 4 is represented analogous. For the sake of simplicity we assume that the object motion model of each target is linear with a constant velocity. Since we use a highaccuracy optical flow with a high frame rate (e.g. 30 fps) we do not need a more complicated motion model in our experiments. With this the object state prediction can be written as:
with s k a zero mean Gaussian white process noise, ΔT the time difference between step k and k − 1. I 2 denotes the identity matrix for two dimensions and 0 2 a 2x2 matrix with zeros. Using the particle filter we can model the birth process b(x k ) as a uniformly distributed set of new particles with small weights. The likelihood function is given by:
with Σ the covariance matrix of the measurement noise. At every time step k we have {x
as a particlebased approximation of the PHD. The prediction, update and resampling for every time step and new measurements is done following the work in [12] . This gives us a particle cloud. To estimate the correct object states from this cloud we have to perform a clustering. In our experiments we use adaptive resonance theory (ART) clustering [13] , which estimates the number of clusters automatically, with a distance parameter as predefined user input. With this kind of clustering we are robust against estimation errors in the number of objects.
To establish an individual object trajectory we have to label each object correctly. We use two kinds of information: object state and the color distribution of the object. For both information we will use a likelihood-type function measuring the confidence that two objects from consecutive time steps k − 1 and k are identical. The values of these likelihoods will be in the range of 0 (not identical) and 1 (identical). Let us assume that m is an object from the time step k − 1 and n is a object from the time step k: then we can predict the object state of m using (6), so that we getm. The distance is defined as d(m, n) = xm − x n 2 , with xm and x n the state vectors of the objectsm and n. The likelihood function is then
with σ d the standard deviation of the distance information. The likelihood function for the color measurement is based on the idea of similarity measures on color histograms, which has the benefit to be robust against non-rigidity, rotation and partial occlusions [14] . Suppose that the distribution is discretized into η bins. The color histogram p(x) = {p(x (c) )} c=1,...,η at position x is calculated as
In (9) f is a normalization factor, α is the scaling factor, N (x) denotes the neighborhood of pixel x, δ is the Kronecker delta function and g(.) is a weighting function given by
h(x) is a function, which assigns the color at location x to the corresponding bin. To measure the similarity between two color distributions, which are denoted by
..,η , we use the Bhattacharyya coefficient. Let pm and q n be the color distribution of the objectsm and n, then the likelihood is:
The likelihood that the objects m and n are identical, is a weighted sum over both likelihoods
Using this measurement (12) we can compute the similarity between every object from the time step k−1 and every object from the time step k. If the measurement exceeds a threshold value, then the objects are labeled as identical. If a new object does not match any other object from the previous time step, then a new object is added to the database. Objects that are not supported by new measurements over the time are deleted from the database, assuming that the object has left the scene.
RESULTS
In this section we present experimental results of our tracking algorithm. The image sequence used in Figure 3 was published in [15] . The top row of it shows the position measurement. In frame 61 the motion field of two persons merges (c.f. Figure 2 ), so that the detector measures only one moving object for a couple of frames. Because of the proposed labeling and the PHD filter we are able to track and label both persons correctly when the motion fields splits again. This can be seen in the bottom row. The center of the blue circle corresponds to the position information gained by the clustering step after the particle update. The radius of this circle is fixed and only used for presentation. The yellow number is the ID of a person. In frame 86 the ID of person 2 is still displayed to indicate the last known position of this person. For this scene we had a hand-labeled ground truth. The mean position error between the proposed algorithm and the ground through lies by 2.68 pixel with a standard deviation of 1.5 pixel. Tracking frame: 41 61 86 and labeling results for a different scene can be seen in Figure  1 . The image sequence used here was published in [16] . The challenge in this scene lies in the high false alarm rate of about 5-10%, which comes from additional noise produced through snowfall. Nevertheless, we could track and label all persons in this scene correctly. We computed the achieved runtime as frame rate means from the individual runtimes for each frame in the scenes from the Figures 3 and 1: 500 particles 61.74fps, 1000 particles 54.43fps and 1500 particles 31.85fps. The results were computed on a Intel Q8220 Qaud Core CPU with 4GB RAM using a single core implementation.
CONCLUSION
In this work we presented a novel multi-object tracking algorithm based on optical flow information and finite set statistics. Additionally we demonstrated that track labeling improves the results, in the case of occlusion and merged or missing detections (c.f Figure 3 ). The proposed multi-object tracking algorithm is able to deal with false alarms and clutter, so that a simpler detection strategy, based on velocity measurements, could be used. Furthermore we showed that the algorithm is able to track and label a unknown number of objects correctly. By combining an efficient implementation of the tracking algorithm with an optical flow running on the GPU, we were able to track and label objects in real-time.
A lower processing time for the tracking could be achieved through a parallel implementation of the particle filter on the GPU.
