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SECTION 1. INTRODUCTION 
Let Q C R” (n > 2) be the unbounded domain exterior to a compact Cs 
hypersurface l? r may have several components or be empty. Write r as a 
disjoint union r, u ra with each ri either empty or consisting of some of the 
components of r. Fix a number 01 with 0 < (II < 1. Let v be the unit normal 
to r which points into Q and let (T be a real-valued, uniformly or-Hijlder 
continuous function on r, . Consider constants a > 0 and E > 0 and define 
p(x) = $W(l + 1 x l)(l+n+dP* 
(1.1) 
Let q(x) be a real-valued function such that p(x) q(x) is bounded and uni- 
formly U-Holder continuous on Q u r. 
If the space dimension 12 is odd, let X be the subset {k : 1 Im k 1 > - a} 
of the complex plane and 3? its closure. If II is even, let S be the portion 
{k#O:IImkI<aand-co<argk<co} 
U{k # 0 : 0 < arg k -=c n} 
of the logarithmic Riemann surface {k # 0 : - co < arg k < CXJ} and S? 
the nonzero points in the closure of ST. Write X0 for the portion 
{k : 0 < arg k < TT and Re k f 0} of s?. 
* Research partially supported by N.S.F. Grants GP-13259 and GP-12026. 
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Consider functions 
fi E w-d, fi E c1+v2) and f3 E c”(J? U r) U-2) 
with e-alQ(x) fs(x) uniformly a-Holder continuous on Q U r and f3 satis- 
fying either 
1 fs(x)l < C(1 + / x I)-++ calzl = C(1 + 1 x I)(1-n)12 p(x)-’ ealzl 
or the weaker condition 
(1.3) 
Ifa( < cu + I x I)- (n+l+E)/8 plzl = qx)-l @PI (1.3’) 
for all x in Q u r. It is well-known that if f3 and q satisfy (1.3), then for 
each K in X0 , there is a unique solution U(X) ofr 
(G - 0) u(x + 04 =fl(x) on r,, 
4x + 04 = f2(x) on r2 , (1.4) 
( - A + q(x) - AZ) u(x) = f3(x) in 
with U(X) satisfying the Sommerfeld outgoing radiation conditions 
and 
u(x) = O( I x p--y 
(1.5) 
( a - - ik ai4 1 u(x) = o( / x Ic1-n)/2) as [XI-+03 
In this paper we study problem (1.4) f or any K in y and with U(X) subject 
to an outgoing radiation condition which is equivalent to (1.5) for 
0 < arg k < r and f3 satisfying (1.3) ( see Section 2). This radiation condi- 
tion was introduced by Reichardt [l] in the special case of n = 2, q = 0, and 
0 < arg k < 2~. Outgoing functions, for nonreal k not lying in the region 
0 < arg k < T, grow exponentially as I x 1 + co. 
We show that every outgoing solution u(x) of (1.4) may be represented as 
the sum of a single-layer potential on r, , a double-layer potential on r2 , 
and a volume potential over R*, 
44 = W4 [w 7, ~1 
= W 144 + W 44 + W) 44. 
‘f(x f 04 = lim, L J(x f 4. 
(l-6) 
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The distributions TV, 7, and r are obtained as a solution of an equation of the 
form 
(If Wk)) G-5 % 71 = M ,fi P Pfsl U-7) 
where M(K) is a compact operator in a Banach space B. 
This construction is an adaptation and extension of a procedure used by 
P. Werner [2, 31 to prove, in the special case of n = 3 and q of compact 
support, that for k in X0 the outgoing solution U(X) of (1.4) is an analytic 
function of k. 
The operators 42(k) and M(k) are analytic functions of k E X and continu- 
ous functions of k E y.2 M(k) is chosen so that for each solution b, 7, T] 
of (1.7), 44 = *(k) G, rl, I T is an outgoing solution of (1.4) and satisfies the 
auxiliary differential equation 
(- fl + q u(x) = f&) 
in the complement A of 52 u r. This auxiliary differential equation makes 
I + M(k) one-to-one for each k in the set 
X, = {k E LX? : outgoing solutions of (1.4) are unique}. (1.8) 
Since M(k) is compact, each k, in Zi has a neighborhood U such that 
(I + M(k))-l exists for k E U n 2 and is a continuous function of 
k E U n y and an analytic function of k E U n X. Therefore 
44 = @‘(k) [I + M(W [fi 9 fi 9 Pf31 (1.9) 
depends continuously on k E X1 and analytically on k E Xi n Z and is, 
for each k E X1 , the unique outgoing solution of (1.4). Since X0 C Xi , this 
yields Werner’s result that U(X) is an analytic function of k E X0 .3 
We let U(k) (k E 5) d enote the vector space of outgoing solutions of the 
homogeneous equations corresponding to (1.4). Thus O(k) = (0) if and only 
if k E Xl . 
For k in X/Xi , problem (1.4) does not have an outgoing solution for 
arbitrary { fj}. In fact, we show that (1.4) has an outgoing solution if and only 
if [ fi , f2 , pf3] is in the image of I + M(k) and that is the case if and only if 
I 
vfi dx - (1.10) 
J-1 I J-2 
g fi dx = j, vf3 dx 
for all v E O(k). 
2 We modify Werner’s definition of M(k) to make its values for 0 < arg k < n/2 
and r/2 < arg k < n analytic continuations of each other across {k : arg k = r/2}. 
3 If V(k) T(X) is taken to be an integral only over Sa, then singularities of U(X) occur 
at those (real) values of k for which k* is an eigenvalue of A with zero Dirichlet boundary 
condition in the interior of r, or of A with zero Neumann boundary condition in the 
interior of r,. Mizohata [4] and Wilcox [5] have given direct proofs that these sin- 
gularities are removable. 
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The functionfs(x) is given only for N in Q, and the third component of the 
Banach space B consists of functions defined on 52 u A. We definef,(x) to be 
zero for R in A. We show that, with this convention, 4(k) is an isomorphism 
between the finite dimensional space of solutions [cc, ‘I, T] of (1.7) and the 
space of outgoing solutions u(x) of (1.4). 
Since M(k) is compact and analytic for k E X, a general result of Stein- 
berg [6] implies that (I + M(k))- l is a meromorphic function of k E X. 
Therefore .XIZ1 is a discrete point set consisting of the poles of (1 + M(k))-r, 
and expression (1.9) provides a meromorphic extension of U(X) from X0 
to X which is, for each k E X, n X, the unique outgoing solution of (1.4). 
In the last section of this paper we construct the outgoing Green’s function 
for (1.4). We show that it is meromorphic on X and has the same poles as 
(1 + M(k))-l. W e a so 1 establish estimates on the Green’s function which are 
needed in [7] to derive eigenfunction expansions for the self-adjoint operator 
associated with (1.4). These special estimates are required only for n 2 4. 
They were given by Shenk [8] for the case of 4 = 0 and by Thoe [9] for the 
case of Q = R”. 
The meromorphic nature of (I + M(k))-l is used in [lo] to show that the 
scattering matrix associated with (1.4) h as a meromorphic extension to all of 
X and has the same poles as (I + M(k))-l. 
The meromorphic continuation from T0 of outgoing solutions of (1.4) and 
of the corresponding Green’s function was established by Dolph, McLeod, 
and Thoe [l l] for the case of .Q = R3, by Wilcox [5] for n = 3 and 4 = 0, 
and by Lax and Phillips [12] for n odd and Q of compact support. Lax and 
Phillips also showed that, for the case they treat, problem (1.4) has an outgoing 
solution for arbitrary { fj} if and only if outgoing solutions of (1.4) are unique. 
The necessity of condition (1.10) on { fj} for there to exist outgoing solutions 
of (1.4) has been established in the case of 4 = 0 by Reichardt [l] for n = 2 
(and r < arg k < 2~r) and by Schwartze [ 131 for n = 3. 
Ikebe [14, 151 has used Werner’s procedure to construct the outgoing 
solutions of (1.4) and the corresponding Green’s function in the case of 
n=3,r=r,,a=O,andImk>O. 
SECTION 2. OUTGOING RADIATION CONDITIONS 
Consider k in A? and a fundamental solution F(x, y) for - A - k2. Let x 
be a point in 9, choose N so large that x and r are contained in the sphere 
{y : I y I < N}, and set 
&,r={y~Q:~yI <N}. (2.1) 
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For any function u(y) in C1(Q u r) n Cz(sZ), Green’s formula shows that* 
44 = j, [U(Y) &F(x,Y) -JkY) jg U(Y)] dY Y 
- I [ IYI=N U(Y) &@, Y) - 0, Y> & U(Y)] dY 
+ jnnlp(.', Y) (- fl - k”) U(Y) dY. 
Letting IV--+ co in (2.2), we obtain 
44 = j, [u(Y) +(x9 Y> -J-(x, Y) j$ u(r)] dY 
II 21 
+ j,O, Y) (- d - 4 4~) 4, 
provided that the volume integral in (2.3) converges and that 
V-2) 
(2.3) 
I [ Il/l=N U(Y) &F(N,~) -~(x,y)&u(y)] dy+O as N+ ~0. 
(2.4) 
For each fundamental solution F for - A - IS, statement (2.4) is a radiation 
condition on U(X). 
For functions U(X) satisfying 
(- A - k2) u(x) = O(j x I-n-r/2 calzl) as IXI--t~, (2.5) 
fork # 0 with 0 < arg lz < rr, condition (2.4) is equivalent to the Sommerfeld 
radiation condition (1.5) if we take for F(x, y) the outgoing fundamental 
solution F,+(x - y), given by 
F,+(x) = + (&)%% I x I), 
n-2 
p=-. 
2 (2.6) 
Here I$‘) is the Hankel function of the first kind. This equivalence follows 
from Eq. (2.2) and the asymptotic form 
($$F,+(x) = (ik)m & ( 27rii; x , )‘n-1”2 ei”lrl(l + O(j x I-‘)) (2.7) 
(rn = 1, 2, 3,...) ofF,+(x) and its derivatives as 1 x 1 -+ co. 
4 In these and subsequent surface integrals, dy denotes the element of surface area. 
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Equation (2.7) is uniformly valid for all k if n is odd and is uniformly valid 
forIKIb6>Oand--++6argKd2n--ifniseven.(SeeEq.(3.8) 
below and [17], p. 198.) 
For odd n, zPH~‘)(z) is an entire function of z. For even II, p is an integer 
and Ha’(z) has a logarithmic singularity at z = 0 with its various branches 
related by the equations 
fp(zei”‘n ) = (- l)““H;‘(z) - 2m(- l)“J,(z) (2.8) 
for integers m (see [ 171, p. 75). C onsequently, F,+(x) is, for fixed nonzero 
X, an entire function of k if 12 is odd and a multiple-valued analytic function 
of k # 0 if n is even. In any case, Fk+(x) is a well-defined analytic function 
of k E y, and for every such value of k it is a fundamental solution for 
- A - P. Equations (2.7) and (2.8) and the asymptotic form of 1, give, for 
even n, the asymptotic form of the various branches of F,+(x). In particular, 
for any integer m >, 0, 
a 
( 1 
R1 
- Fk+(x) = O(l .y /(l--n)/2 elIm~ll4) 
alNl 
as 1x1-~, (2.9) 
uniformly for k in compact subsets of 5. 
We call the radiation condition (2.4), corresponding to F(x, y) = 
Fk+(x - y), outgoing. More specifically, we say that a function U(X) in Ca+Q(Q) 
satisfies the outgoing radiation condition, or, simply, is outgoing, for a value 
k in Y if 
(- A - k2) U(X) = O(l x /--(fl+l+c)P e-aI=I) as IXI--t~ (2.5’) 
and if for each x in Q, 
I [ I&N U(Y) &F$(s -Y) - Fk+(x - Y) & U(Y)] dY - 0 (2.10) 
asN-+co. 
Equation (2.2) with estimates (2.7) and (2.9) shows that, for a function 
u E C1(Q u r) n C2fa(Q) satisfying (2.5’), condition (2.10) is equivalent to 
Eq. (2.3) with F(x, y) = Fk+(x - y). Thus the outgoing radiation condition 
requires that u(x) be built up from the outgoing fundamental solution 
Fkt.6 
We show in Lemma 4.2 that iffa satisfies the stronger decay condition (1.3), 
then the outgoing solutions u of (1.4) satisfy (2.5) and hence satisfy, for 
0 < arg k < 7rIT, the Sommerfeld outgoing radiation conditions (1.5). 
6 See [l] and [16J for other formulations of this radiation condition for q(x) of compact 
support. 
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The incoming radiation condition is obtained by using the fundamental 
solution Fk-(x), given by (2.6) with Ha’) replaced by Hi2) and i replaced by 
- i. Equation (2.8), with m = 1, yields the equation 
Hid(z) = (- ~)s+l HF’(ze”i), (2.11) 
so that the incoming radiation condition at k is the outgoing radiation condi- 
tion at kerri. 
SECTION 3. POTENTIAL THEORY 
Let [I l/r denote the norm in the Banach space C(r,) of continuous func- 
tions p(x) on r, , and let 11 II2 denote the norm in the Banach space Ca(r2) 
of uniformly or-Holder continuous functions q(x) on r2 . Let B, be the space 
of those functions T(X), defined on Q u A, which have continuous extensions 
from 9 to Q u r and from A to A u r and for whit h 
T(X) = O(ealZI) as )Xj-+CO. (3.1) 
(Recall that Q is the unbounded domain exterior to the surface I’ and that A 
is the bounded open set interior to I’.) B, is a Banach space with the norm 
(3.2) 
Set B = C(r,) x Ca(r2) x B3, a Banach space with norm 
lib, 719 4 = II CL Ill + II 77 112 + II 7 II3 * 
For b, 7, T] in B, k in S?, and x in R”, we define the single-layer, double- 
layer, and volume potentials 
W) CL(X) = - 2 IT, P(Y) F,+(x - Y) dy, 
w 71(x) = 2 sr, T(Y) $&+(x - y) dy, Y 
V’(K) T(X) = j- Tb’)Fk+(x - Y> P(Y)-l dY 
Rn 
(3.3) 
with p given by (1.1). 
88 SHENK AND THOE 
This modification of the usual form of a volume potential enables us to 
allow for the exponential growth of F,+(x) as 1 x 1 + co when arg k is not 
between 0 and Z-. 
For x on r, , let S(k) p(x), D(k) q( x , and p(k) T(PZ) denote the expressions .) 
(3.3) for S(k) p(x), D(k) q(x), and I-‘(k) T(V), respectively, with the operator 
a/&, - u(x) applied under the integral sign. 
In this section we study the operators S, D, V, s, D, f. To state their 
properties we need to introduce some further notation. 
As in Section 2, we set Q, = {K E 52 : 1 x / < N}. For /3 2 0 and N > 0, 
we define the Banach spaces CB(fl) = {f Id1 : f E CO(/l U r)) and 
Ca(QN) = {f lRN : f E P(sZ, u r)} with the norm off In in CB(n) equal to 
the norm off in P(d u r) and the norm off Ia, in C(Qn,) equal to the norm 
off in Ca(QN U T). 
We let CBS(Q) denote the complete countably seminormed space of those 
functions f such that f IRN is in Cs(Q,) for each N > 0 and with topology 
determined by the norms in CB(sZN) (N = 1,2, 3,...). 
We say that a function f, defined on Q u (1, is in Co@ U (1) if f lzl is in 
Cs(/l) and if f l,1 is in e(Q), i.e. if f has P extensions from A to fl u r 
and from G to 5;! u r. e(Q U (1) . 1s a complete countably seminormed 
space with the norms in C”(n) and in P(Q,) (N = 1, 2, 3,...) determining 
its topology. 
We let B,' denote the space of those functions in B, A Co@ u ~4) such that 
e-alxl~(,) is uniformly N-Holder continuous in fl and in Q. B,' is a Banach 
space with norm equal to the norm in B, plus the expression 
(3.4) 
For any open subset U of Rn and any /3 > 0, P(U) is a complete countably 
seminormed space with the norms of P(K), for compact subsets K of U, 
defining its topology. The complete, countably seminormed space P(U) 
has its topology defined by the continuous seminorms of P(U) for 
/!? = 0, 1) 2 ,... . 
If X and X’ are Banach spaces with norms 11 11 and II I/‘, respectively, we let 
L(X, X’) denote the Banach space of bounded linear operators T from X to X 
with the uniform norm 
(3.5) 
If X is a Banach space with norm I/ II and x’ is a complete countably semi- 
normed space, we write L(X, X’) for the complete countably seminormed 
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space of continuous operators T from X to x’ with its topology defined by 
the seminorms (3.5) as I/ 11’ varies over the continuous seminorms of X’. 
In propositions 3.1 to 3.13, below, each statement of the form 
T(k) : X + X’ is to be interpreted to mean that T(k) is a continuous function 
from .T4? to L(X, X). 
PROPOSITION 3.1. S(k) : C(T,) + C”(D u (1 u T,). For p in C(I’,) and x 
in Sz V A V r2 , 
(- A - k2) S(k) p(x) = 0. (3.6) 
PROPOSITION 3.2. D(k) : CJ(r2) + Cm(Q u A u r,). For 77 in @(I’,) 
and x in Q U A U r, , 
(- A - k2) D(k) +) = 0. (3.7) 
Proof. F,+(x) is in the form 
1 x )2-n eiklzla(k 1 x 1) for n odd 
F,+(x) = (3.8) 
kn-“b(k / x 1) log(k 1 x 1) + 1 x 12--n c(k 1 x I) for n even, 
where a(z) is a polynomial of degree (n - 3)/2, while b(z) and C(Z) are even, 
entire functions (see [17] pp. 15, 62, 64, 73 and [18] p. 439). Hence F,+(x) 
is an infinitely differentiable function of x # 0, and it and each of its deriva- 
tives depend continuously on x # 0 and k E s?. Also for x f 0, 
(- A - k2) F,+(x) = 0. (3.9) 
For x 4 r, , S(k) p(x) may be differentiated under the integral sign, so that 
(3.9) implies (3.6). 
Let A be any compact subset of Q v A u T’, and m = (m, ,..., m,) an 
n-tuple of nonnegative integers. Set (a/ax), = @r/ax, *a. Pm/ax, . For 
xer,, 
1 (f-)” S(k) p(x) / G 2 1 
l-1 
1 dY) (&)“FG(~ - Y) 1 dY 
Because the integral on the right of (3.10) is uniformly bounded for x in A, 
this estimate establishes the continuity of S(k) : C(r,) -+ Cm@2 u A u r,). 
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To show that this operator depends continuously on k in 3, consider two 
nearby values k and K’ in S? and write 
( (&)” [W) - W’)I ~(4 1 
This last integral is, by the mean-value theorem and (34, bounded by a 
constant times 1 k - k’ ( for x in A. This completes the proof of proposition 
3.1. Proposition 3.2 may be verified by a similar argument. 
PROPOSITION 3.3. S(k) : C(l’,) -+ Co(P). 
PROPOSITION 3.4. S(k) : Cm(l’l) + Cl(f2 u A). 
PROPOSITION 3.5. S(k) : C(I’,) -+ O(r,). 
PROPOSITION 3.6. D(k) : Ca(Tz) -+ Cl+*(I’,). 
PROPOSITION 3.7. D(k) : C”(I’,) -+ P(Q u A). 
PROPOSITION 3.8. D(k) : cl+~(I’,) -+ Cl(.Q u A). 
PROPOSITION 3.9. For p in C(I’,) and x on r, , 
( 
a 
- - 0 S(k) Ax xt Ovz) = xt P(X) + s(k) P(X). 
av, ) 
(3.11) 
PROPOSITION 3.10. For 7 in Cm(Tz) and x on I’, , 
and 
; D(k) ‘r(x + 0~) = $ D(k) 7(x - 04 
z x 
(3.13) 
Proof. Propositions 3.3 to 3.10 are given, in a more general setting and for 
fixed k, on pages 26-35 of [19]. Their proofs show that each of the operators 
displayed in their statements is continuous and depends continuously on 
kEc%?. Q.E.D. 
PROPOSITION 3.11. V(k) : B, + B,‘. 
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Proof. The definitions of V(k), of p, and of the norm in B, yield, for 7 
in B3 and x in Rn, the estimate 
e-alrl 1 V(k) -r(x)1 < j 1 Fk+(x - y) T(Y)\ (1 + / y I)-(n+1+r)/2 e-a(121+21YI) f+ 
RR 
(3.14) 
< 11 T /I3 j I Fk+(x - y)j (1 + 1 y /)-(n+1+r)12 e-“(IzI+IyI) dy. 
Rn 
Since P’(k) T(X) may be differentiated once under the integral sign, a similar 
calculation yields for j = l,..., n, 
(3.15) 
G 11 T 11~ j 1 a~~+(~ -y) I(1 + 1 y l)-(n+1+r)j2 e-aclzl+lul) dy. 
R” 8x3 
Expression (3.8) for F,+(x) and the asymptotic estimates (2.9) show that for 
k in s, 
(3.16) 
where C(k) depends continuously on k E 5. elIrnkllzl may be replaced by 
exp[- min(a, Im k) 1 x 11 in (3.16) if 0 < arg k < T. 
Combining (3.14), (3.15), and (3.16), we obtain 
e+l [I WI M + i I& I/(k) 44 I] 
j-1 2 
(3.17) 
< C(k) II T II3 j [I x -y I1-n + I x - y l’1-n)/2] (1 + I y I)-(n+l+d)la dy. 
R” 
The next lemma gives an estimate on the last integral, as well as other esti- 
mates which will be required in the next section. 
LEMMA~.~. (i) Fornumbe~sO<b<nandc>Owitkb+c>n,set 
w = j I x -Y I-b (1 + I Y I)-” 4. (3.18) 
R” 
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For all x in RR 
I 
(1 + / .t’ I)+(b+c’ if c < n, 
I(x) < c (1 + 1 s: I)-blog(4 + I x I) if c = n, 
(1 + I s I)-” if c > n. 
(ii) For c > n and 0 < b < n, 
I 
~.t.--y~-b(l+ly~)-C~~g(4+Iyl)~y~~(~+I~~I~-b 
R” 
for all x in R”. 
Proof. I(x) is a continuous function of X, SO 
I(x) < c for Ix/ <I. 
(3.19) 
(3.20) 
(3.21) 
Consider first c < n. For x # 0, set x = I x I x and y = I x / w. Since 
(1 + ly I)-’ < Iy l-c, we have 
I(~) G j I .y -J, 1-b 1 y 1-c dy = / x In-(b+c) J a I 2 - w j-b I w 1-C dw. 
The last integral is independent of z with / z I = 1, so 
I(x) < c I x l’~-(bfC’ for x # 0. 
Estimates (3.21) and (3.22) yield (3.19) in this case. 
To handle the case of c = n we write R” = & Bj with 
(3.22) 
B,= ]y:lx-yl<,!, 1-u I( 
lXI( B,= )y:lyl G2\, 
B,= Iy:!+-~3’+<Iyj/, 
and 
\ Ll B,=j~:~<lyl<I.~-~l/, 
and we set 
IAx) = s,, I x - y lFb (1 + I y )-” 4’. 
1 
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ForyinB,,wehavel+lyl3l+lxl-lx--yl3l+lxl/2and 
consequently 
I,(~) < ~(1 + 1 x i)-” jr”‘~n-~-l dr d C(1 + I x I)-” 
for~xI>l.ForyinB,,wehaveIx-y~>~xI-~y~>~x~/2and 
hence 
Z,(x) < C I .v I-(, jr’;’ (1 + Y)-~ y--l dr 
< C(1 + I .x” I)-” log(4 + I x I) for !?El>l. 
On the other hand 
s 
70 
<C ~+l-~(l + Y)-” dr < C(l + I x j)-b, 
Irlk2 
and similarly, 
~~c.1~) G  I,,,,, / y I-~ (I + 1 y I)-” dy < C(l + I JC II-“. ,I ,,2 
The last four estimates yield (3.19) for c = n. 
Consider c > n. Since Z(x) is less than the integral in (3.20), we will 
complete the proof of (3.19) by verifying (3.20). The portion of the integral 
in (3.20) over (y : I x -y I >, I x l/2} is bounded by 
c I x I-~ j (1 + I y I)-” log(4 + I Y I) dy = C I x I-‘. 
Rn 
Forlx-yl ~Ixl/2,wehaveIx1/2dIyI <2lxI,sothattheremainder 
of the integral in (3.2) is bounded by 
log(4 + 2 I .x. I) (1 + y,-” s,,-,, ~,2,!2 I 6~ -Y IFb dr 
< c log(4 + 2 ( x I) (1 + ( x ()n-b--c < C(1 + I .‘c l)-b, 
The last two estimates yield (3.20). Q.E.D. 
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For later reference, we state the following consequence of estimate (3.16) 
and Lemma 3.1. 
COROLLARY 3.1. Let p(x) be a function de$ned on Q u A such that for some 
c > n, 
1 /l(x)1 < C(l + 1 x I)-’ e-Irmkl~z~ (3.23) 
for all x in Q v A. Then 
j jRn flcy) Fk+tx - .d dy 1 < C(1 + / x I)(l-n)!z el~m~ll~l (3.24) 
for all x. eiImh-l lx1 may be replaced by e--Imklxl zf 0 < arg k < r. 
Returning to our proof of proposition 3.11, we obtain from (3.17) and 
(3.18) 
< C(k) II 7 113 (1+ I x P2 for all X . 
This establishes the continuity of V(k) : B3 -+ B,‘. 
We now turn to the proof that V(k) : J? -+ L(B, , B,‘) is continuous. A 
short calculation using (3.8) shows that, for each N > 0, there is a function 
C(k, N), depending continuously on k E 3, such that 
Define 
Vh@) 44 = j,,, <2N T(Y)Fk+(x -Y> P(Y)-’ dr (3.27) 
and V,‘(k) T(x) = V(k) T(x) - V,(k) T(X). Then the mean-value theorem 
with estimate (3.26) yields, for I x I <N and k and k’ in a closed disk K C g, 
e-0’sl ~llYivV4 - Vdk’Il +)I + i j $ IYdk) - ~dk’)I 44 11 3 
(3.28) 
with the constant depending only on K and N. 
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For / x 1 < N and Iy 1 > 2N, we have 
1x1 &J 
2 
and I~--YI2lYI-lIxl2~ 2 * 
Consequently, estimates (3.16) yield for / x ) < N, 
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with C(k) a continuous function of k E 3. 
Given S > 0 and a closed disk KC 5, estimates (3.25) and (3.29) allow 
us to choose N > 0 such that 
pAzl [I w M + $I 1; w ‘(4 I] G 6 II 7 II3 (3.30) 
3 
for all k E K and all I x 1 > N, and so that 
e-alzl [ 1 L’N’(k) +)I + ,cl 1 &, I/,‘(k) T(X) I] < 6 11 T 113 (3.31) 
3 
for all k in K and all x in Rn. 
Combining (3.28), (3.30), and (3.31), we have, for all T in B, , all x in Rn, 
and all k and k’ in K with 1 k - k’ j < 6/C(K, N), 
e-al4 [IV’@) - WI +)I + iI j j$ P’(k) - W’)l +) I] G 36 II T 113. 3 
This proves that V(k) : s + L(B, , Ba’) is continuous. Q.E.D. 
PROPOSITION 3.12. V(k) : B, + C1fa(Rn). 
PROPOSITION 3.13. If T in B, is in Cm@ u A), then for x in Q u A, 
(- d - k*) V(k) T(X) = T(X) p(x)-l. (3.32) 
PROPOSITION 3.14. V(k) : B,’ -+ C2fa(Q u A). 
96 SHENK AND THOE 
Proof. Consider N > 0, and again write V(k) = V,(R) + V,‘(k) with 
I’,(k) defined by (3.27). Then, for / .x 1 < N, V,‘(K) T(K) is infinitely dif- 
ferentiable, each of its derivatives is bounded by a constant times Ij 7 1/a , and 
(- d - k2) I’,‘(k) T(.v) = 0. In particular, I,‘(R) is a bounded map of B, 
into C2fU((s : / < N}) for each /z in y. The mean-value theorem with esti- 
mates (3.26) shows that V,‘(k) : s+L(B, , P+“({x : 1 s 1 -< IV})) is con- 
tinuous. 
I’,(k) r is in the usual form of a volume potential over a bounded region. 
Hence VN(k) : B, -+ P+“({x : / m j < N}) and VN(k) : B,’ + C2+a(QN u A) 
are continuous, and for 7 in B, n C&(Q u A) we have l/,(k) E C2+*(LJN u A) 
and (- d - k2) IV,(k) T(X) = I p(x)l for s E Sz, u A (see [19], p. 23). 
The continuous dependence of these operators on k E .J? follows from the 
proofs of their continuity for fixed k E .f. Since N is arbitrary, propositions 
3.12, 3.13, and 3.14 follow. Q.E.D. 
A function A(k) of a complex variable k with values in a linear topological 
space S is analytic at k = k, if there exist an integer N >, 0 and elements 
aj (j > N) of X such that 
A(k) = 2 (k - k,)j aj 
j=N 
(3.33) 
in a neighborhood of k, and with the series converging in X. d(k) is mero- 
morphic in a region if, in a deleted neighborhood of each point k, in the region, 
it is of the form (3.33) with N > - CO. 
Define 
for x in J2, 
for s in /l, 
(3.34) 
and set 
(3.35) 
Define 
B’ = Ca(Tl) x Cl+=(T,) x B3’, (3.36) 
a Banach space contained in B = C(I’,) x C”(T,) x B, . 
LEMMA 3.2. M(k) : x -+L(B, B’) is continuous and M(k) : LX +L(B, B’) 
is analytic. 
Proof. We are considering q(x) such that p(x) q(x) is bounded and uni- 
formly a-Holder continuous in J2 U r. Consequently, h(x) is bounded and 
uniformly or-Holder continuous on J2 u (1, and the continuity of 
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W(k) : 2f%L(B,, I?;) . is a simple consequence of proposition 3.1 1.6 
Similarly, the continuity of AS(K) : 9 + L(C(r,), Bs’) and of 
AD(k) : Y -+qcyr*>, II;) f o 11 ows from propositions 3.3 and 3.7 and the 
asymptotic estimates (2.7) and (2.9) on Fk+(x). 
Because of the a-Holder continuity of U(X), propositions 3.5, 3.2, and 3.12 
imply that the operators s(K), B(K), and r(k) with values in Cd(rr) are 
bounded and depend continuously on k E 9. Propositions 3.1,3.6, and 3.12 
establish the boundedness and continuous dependence on k E S? of the 
three operators S(k), D(k), and V(k) with values in C1+u(r,). This completes 
the proof of the first statement of the lemma. 
We will show that hV(k) : X -+L(B, , Bs’) is analytic. The proofs of the 
analyticity of the other eight operators in M(k) are similar. 
Let k, be any point in X and 6 a positive number less than the distance 
from k, to the boundary of Y. Consider / k - k, ( < 6, T in B, , and x in 
Sz u A. Expression (3.3) for V(k) T(X), Fubini’s theorem, and Cauchy’s 
integral formula applied to xF,+(x -JI) yield 
(AL’)(k) T(X) = & I,,-,,=, (“‘,’ F);(‘) dK. 
Substitute a geometric series for (K - k)-l in this integral and switch the 
order of summation and integration to obtain 
hV(k) T(X) = f (k - k,)i V,T(X) 
j=o 
(3.37) 
(3.38) 
Let 1 1 be the norm in L(B, B’). Then (3.38) yields the estimate 
1 Vi 1 < CW j = 0, 1,2 ,..., 
where the constant C is the maximum of 1 hv(K)I for 1 K - k, 1 = 6 and is 
finite, since 1 XV( K )I is a continuous function of K. Therefore, for I k - k, I < 6, 
V(k) = f (k - k,)j vj 
j=o 
with the series converging absolutely in L(B, B’). Q.E.D. 
6 The case of q(s) which is uniformly c+Hijlder continuous only on compact subsets 
of J2 u A may be handled by taking B a/ to be the countably seminormed space 
B, n Ca(Q u A). 
409/31/I-7 
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LEMMA 3.3. For each k in 3, M(k) is compact. 
Proof. By the Ascoli theorem, bounded sets in C”(rl) and in C1+a(I1,) 
have compact closures in C(r,) and in @(r,), respectively. Hence the con- 
tinuity of M(k) : B + B’ implies that the six operators in M(k) with ranges 
in C(r,) and C”(rz) are compact. 
Pick a sequence {rS,> of functions in C”(W) with &i(x) = 1 for 1 x j < j, 
O</3j(x)~1forj~~.[~j+l,and/?j(~)=Ofor~.~>j+1.Since 
AS(k), AD(k), and XV(k) are bounded operators of C(r,), Ca(rs), and B, into 
B’, the Ascoli theorem shows that piAS( 1S,AD(k), and &AI/(k) are compact 
mappings of C(r,), col(ra), and B, into B, . Estimates (2.7), (2.9), and (3.25) 
and the boundedness of h show that these operators converge uniformly to 
AS(k), AD(k), and hV(k), respectively. Thus AS(k), AD(k), and hV(k) are 
compact mappings into B, . Q.E.D. 
LEMMA 3.4. (i) Suppose that k, E 3 is such that I + M(k,) : B + B 
is one-to-one. Then there is a neighborhood U of k, such that 
(I + M(k))-l : U n 3 + L(B, B) and (I + M(k))-’ : U n g --+ L(B’, B’) 
are continuous. 
(ii) If, in addition, k, is in S, then (I + M(k))-‘, as a function with values 
in L(B, B) or in L(B’, B’), is analytic at k, . 
(iii) (I + M(k))-l : X -+L(B, B) and (I + M(k))-l : A’” +L(B’, B’) are 
meromorphic. 
Proof. As M(k,) is compact on B, (I + M(k,))-l exists and is in L(B, B). 
Let 1 / denote the norm in L(B, B). Let U be a disk about k, such that 
I M(k) - M(k,)I < I(1 + WkW 1-l 
for k in U n 9. Then, for k in U n 2, 
(I + M(k))-l = (I + M(k,))-l f {(M(k,) - M(k)) (I+ fiJ(k,))W (3.3% 
j=O 
with the series converging absolutely in L(B, B). Equation (3.39) shows that 
(I + M(k))-1 exists for k in U n 3 and is a continuous function of k at 
k = k, . Then we may take k, to be any point in U n s to complete the 
proof of the continuity of (If M(k))-l : U n y +L(B, B). 
If k, is in X, then the analyticity of (I + M(k))-1 : U n X -+ L(B, B) 
follows from (3.39) and the analyticity of M(k). 
Since M(k) : B + B is compact and analytic, a result of Steinberg [6] 
implies that either the operator (I+ M(k))-1 exists for no value of k E .X or 
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(I + M(k))-1 : 3” -L(B, B) is meromorphic. We will show in Corollary 4.7 
that (I + M(k))-’ exists for k E X0 , so that the latter alternative is the case. 
This completes the proofs of the statements concerning (I + M(k))-r as a 
function with values in L(B, B). 
Since the norm in L(B, B’) dominates the norm in I@‘, B’), any function 
continuous, analytic, or meromorphic with values in L(B, B’) has the same 
property as a function with values in L(B’, II’). 
With Lemma 3.2, this shows that if (I + M(k))-l is a continuous [analytic 
or meromorphic] function at k, E .%?[ks E %I with values in L(B, B), then 
M(k) (I + M(k))-1 has the same property as a function with values in 
L(B, B’) and hence with values in L(B’, B’). The results concerning 
(I + M(K))-l as a function with values in L(B’, B’) therefore follow from the 
equation 
(I + M(k))-1 = I - M(k) (I + M(k))-1. Q.E.D. 
LEMMA 3.5. %2(k) : 5 + L(B’, Cl(sZ u A) n C2++2 u A)) de$ned by 
(1.6) is continuous, and 92(k) : X +L(B’, e(Q u A) n C2+u(Q u A)) is 
analytic. 
Proof. The first statement follows from propositions 3.1, 3.2, 3.4, 3.8, and 
3.14. The proof of the second statement is based on Cauchy’s integral formula 
and is similar to the proof of the corresponding result in Lemma 3.2. Q.E.D. 
SECTION 4. EXISTENCE, UNIQUENESS, AND REPRESENTATION OF SOLUTIONS 
Consider k in .%? and [CL, 7, 71 in B’. Define U(X) = 92(k) b, r], ~-1 (x) with 
e(k) given by (1.6). Then Lemma 3.5 and propositions 3.1, 3.2, 3.9, 3.10, 
3.13, and 3.15 show that U(X) is in er(G u A) n Cs+“(s2 u A) and satisfies 
the following three equations. 
( 
a 
- - CJ 
av, ) 
u(x f 0%) = f p(x) + $(x) + &(x) + VT(X) (4.1) 
for x on rr; 
for x on r,; and 
for x in 52 U A. 
(- A - k2) u(x) = T(X) &x)-l (4.3) 
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We now rewrite equation (4.3) employing the function h(x) given by (3.34). 
For x in Sz, we have 
(- Ll + q - k2) u(x) = &)-’ [+) + 49 u(x)] 
= p(x)-l [T + wp + 07 + I/i)] (x). 
Similarly, for x in A, 
(4.4) 
(- A + i) u(x) = p(x)-’ [7 + 4s~ + D7 + VT)] (x). (4.5) 
Equations (4.1), (4.2), (4.4), and (4.5) with definition (3.35) of M(K) show 
that U(X) will satisfy (1.4) and the auxiliary differential equation 
(- d + i) 44 =f&), for x in A, (4.6) 
provided that i$, 7, T] satisfies 
We now study this construction of U(X) more carefully. 
LEMMA 4.1. Consider k in 5. Let u(x) be a function in one of the forms 
(4 j, a(y) Fk+(x - Y) dY, 
(ii> j, a(y) g&+(x - Y) 4, or 
64 1,. b(y) Fk+(x - Y) dr 
with a(y) in Ll(I’) and 1 b(y)1 < C(l + 1 y I)--(n+1+e)/2 e-*lvl for ally in R”. 
Let u”(x) be either F,+(x - z) for a fixed z in Q or a function in one of the forms 
(i) to (iii) with a(y) in Ll(r) and 1 b(y)] < C(I + 1 y I)-n-6 e+Yl for ally in 
R”. Then 
dx+O as N-too. (4.8) 
Proof. We will only treat the most difficult case of 
44 = j b(y)F,+(x - Y) dy, ii(x) = j 6(z) F,+(x - z) dz 
R” R” 
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with 
1 b(y)1 < C(l + Iy I)+f1fr)12cal~l and 1 h(y)/ < C(l + 1 y I)-n-Ee-alvl 
for ally in Rn. The reader can easily modify the proof to treat the other cases. 
Notice that Green’s formula gives, for y # z, the equations 
- y) g&+(x - z) - F,+(x - z) &+(x - y)) dx 
z 
i 
Fk+(Y - 4 for IyI <N and IzI >A’ 
= - Fk+(Y - 4 for jyl >N and IzI <N 
0 for Irl,lzl<N or lyI,IzI>N. 
Hence the integral in (4.8) equals 
-J‘I I NY) b) F,+(Y - 4 4 dz- IYI<N.IzI~N 1~1 >N.lzI <N 
Introduce the estimates on b(y) and 6(s) and estimate (3.16) on Fk+(y - .z) 
to see that the absolute value of the integral in (4.8) is bounded by a constant 
times the sum of the two integrals 
. 
J (1 + 1 y I)--(n+1+E)/2 dy 1~1 >N 
X 
I 
(1 + I x I)-“-’ [I y - z l2-n + I y - x I(l-n)le] dz 
Rm 
and 
I (1 + I z I)-“-E dz IPI ZN 
X 
I 
(1 + 1 y pflfw [I y - z 12-” + 1 y - z I(1-n’12] dy. 
R” 
By applying Lemma 3.1 to each of the last integrals, we obtain 
<c I (1 + 1 y I)--n-3s/2 dy + 0 as N+ co. Q.E.D. 1~1 >N
LEMMA 4.2. (i) Consider u fixed k in 9. Suppose that fi , f2 , and f3 
satisfy conditions (1.2) and (1.3’), that f3 is in ca(A), and that [p, 7, T] E B 
satisfies (4.7). Then [fi , fz , pf3] and [p, 7, T] me in B’ while u(x) = 
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S(k) [t’, 7, T] (x) is in C1(Q U A) f3 C2+a(Q U A) and is an outgoing solution 
of (1.4) and (4.6). 
(ii) If, in addition, f3 satisfies (1.3), then 
] T(x)I < C(l + 1 x l)(1-n)/2 ea/zl for all x, (4.9) 
and u(x) satis$es (2.5). 
Proof. (i) The definition of B’ shows that [ fi , f2 , pf3] is in that space. 
Since M(K) maps B into B’, Eq. (4.7) implies that [II, 7, T] is in B’. 
As remarked above, b, 7, T] being a solution in B’ of (4.7) makes u(x) a 
solution in Cr(Q u /1) n C2+&(Q u (1) of (1.4) and (4.6). 
U(X) satisfies (2.5’) because (- d - /x2) u = up-l and 7 is in B, . Because 
U(X) is a sum of functions of the forms studied in Lemma 4.1, we can set 
G(x) =Fk+(.v - z) in (4.8) to obtain (2.10) and complete the proof that u is 
outgoing. 
(ii) Equation (4.7), estimates (2.7) and (2.9) on Fk+, and condition (1.3) 
on f3 yield 
I ‘(4 - m4 T(X)I = I w4 P(X) + hW 77(x) - ffd4l 
< Ce+l(l + I x I)“-n)12. 
We claim that 
edzt 1 T(x)1 < c(l + I x /)-j’!’ (4.11) 
for all nonnegative integers j < (n - 1)/c. 
(4.11) is true for j = 0 by the definition of B, . As in the proof of proposi- 
tion 3.11, we have 
e-alrl I hv(;(K) T(x)1 < c 1 [I *y - y 11-n + 1 x - y /u-~~~)/2] 
(4.12) 
x (1 + I y I)-(n+1+r)/2 e-alvl 1 Al dy. 
(4.11) follows by induction on j with (4.10), (4.12), and Lemma 3.1. 
Choose j to be the largest integer less than (n - 1)/c and set 
c = (n + 1 + (j + 1) 4 , n 
2 , * 
Then (4.11) and (4.12) give 
e--alrl 1 hv(k!) T(x)1 < c J [I Y - y 11- + 1 x - y I(l-+)lz] (1 + 1 y I)-” dy. 
(4.13) 
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If (n - 1)/e is not an integer, then c is greater than rz and Lemma 3.1 (i) 
applied to the last inequality yields 
I W(k) T(X)1 < C(1 + 1 x l)(r-n)/a l?Qlrl for all x. (4.14) 
If (n - 1)/e is an integer, then c = 1z and Lemma 3.1 (i) applied to (4.13) 
shows that 1 hV(K) T(x)I and hence 1 T(X)/ are bounded by 
C(l + 1 x I)(1-n)j2 log(4 + I x I) eOlsl. 
With this estimate and (4.12) Lemma 3.1 (ii) yields (4.14). Estimate (4.9) 
follows from (4.10) and (4.14). QED. 
Choose N so large that r is contained in {x : I x 1 < N}. For u in 
C2(QN U IJ, we set 
II u IN.2 = [ 
where m = (ml ,..., m,) denotes multiindices and j m I = m, + ... + m, . 
The norm II IIN.2 dominates the norm of (a/&~)~, u in L2(r) for 1 m 1 < 1 
and the norm of (a/&), u in L2(s2,) for I m j < 2 (see [20], p. 69). Each 
element u of the completion H2(9,) of C2(JJN u r) under the norm 11 IIN,2 
is determined by a sequence (uj} of functions in C2(sZN u r), Cauchy in 
11 11N.2. The functions (a/&), u E,?(T) and (a/&~)~ u EL~({x : I E I = N}) 
for / m I < 1 and (a/&~)~ u gL2(GN) for I m j < 2 are defined to be the limits 
of the corresponding Cauchy sequences, ((a/ax), ui}. The Schwarz inequality 
shows that Green’s formula 
=-I (u Au” - u Au) d.v QN 
is valid for u and li in H2(SZN). 
Set 
ax(Q) = {f:fl nNE H”(QN) for all N > O}. 
COROLLARY 4.1. Suppose that u E H&,(o) n C”+*(Q) satisfies (2.5’). Then 
u(x) is outgoing for the value k E LX?’ if and only if 
u(x) = s, (u(r) j&b+, - Y) -Fk+(x -Y>&U(Y)) dy 
(4.16) 
+ j-,&+(x -Y> (- d - k2) 4~) dr 
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for all x E Q. If u(x) is outgoing for k and satisjes (2.5), then 
1 u(x)/ < C(1 + 1 x ()(1-n)j2 e~Jmk~ls~ (4.17) 
for all x in s2. elrmkllzl may be replaced by exp[- min(a, Im k) 1 x I] in (4.17) 
if 0 < arg k < Z-. 
Proof. Condition (2.5) on U(X) and estimates (2.7) and (2.9) on Fk+(x) 
imply that the volume integral in (4.16) converges absolutely. Hence Eq. (2.2) 
with F(x, y) = F,+(x - y) s h ows that (4.16) is equivalent to (2.10). Estimate 
(4.17) for U(X) satisfying (2.5) and of the form (4.16) follows from corollary 
3.1. Q.E.D. 
COROLLARY 4.2. Suppose that u(x) and G(x) are functions in 
H&(J?) n C*+*(Q) which are outgoing for the same value of k and that 2i 
satisfies (2.5). Then 
u;-&)&=j, [u(- d - k*) ii - li(- d - k2) u] dx. (4.18) 
Proof. By Eq. (4.16), both u and S are sums of functions in the forms 
studied in Lemma 4.1. Hence Eq. (4.8) is valid, and it, with Green’s formula 
(4.15), yields (4.18). Q.E.D. 
We let Co(k) denote the space of outgoing solutions U(X) E H&(a) of 
(&-o)u(x)=O on r,, 
u(x) = 0 on r2 , 
(- d + p - k2) u(x) = 0 in Q. 
We let S(k) denote the space of those [ fi , f2 , pf3] in B such that 
(4.19) 
(4.20) 
for all z, in Q(k). 
COROLLARY 4.3. Image (I + M(k)) C S(k) for each k E 2. 
Proof. Consider first [CL, 17, T] in B’ with T(X) of compact support. Set 
(1 + M(k)) [ILL, r/, T] = [fr , fi , &a]. Then [fI , f2 , pf3] is in B’ and satisfies 
(1.3), so that by Lemma 4.2, u(x) = g(k) b, 7, T] is in cl(Q) n C*+“(SZ) and 
is an outgoing solution of (1.4). Equation (4.20) for such { fj} follows from 
(4.18). Since such elements b, 7, T] are dense in B, (4.20) holds for any 
[ fi , f2 , pf3] in the image of I + M(k). Q.E.D. 
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COROLLARY 4.4. The codimension in B of S(k) is finite and equals the 
dimension of O(k). 
Proof. The codimension in B of Image (I + M(k)) is finite because M(k) 
is compact. Hence corollary 4.3 implies that the codimension in B of S(k) 
is finite. 
Consider the integrand of the volume integral in (4.20). Because of esti- 
mate (4.17) on z, E 6(k), we have 
as I x I + co. Consequently, the expression on the left side of (4.20) is of the 
form T[ fi , f2 , pf3] where T is a linear functional on B, depending on z, E 0(k). 
Linearly independent functions ZI in O(k) obviously yield linearly independent 
linear functionals T. Therefore the codimension of g(k) in B equals the 
dimension of 0(k). Q.E.D. 
The next lemma generalizes the key calculation in Werner’s method of 
solving (1.4) for k E X,, . 
LEMMA 4.3. Let k be any value in z%? and let { fj> be functions satisfying 
(1.2) and (1.3’). Define f3( ) x to b e zero in A. Suppose that [ fi , fi , pf3} is in the 
image of I + M(k). Then the operator a’(k) is a one-to-one mapping of solutions 
[p, 77, T] of (4.7) into outgoing solutions U(X) of (1.4). 
Proof. If 1~~ , q1 , ~~1 and b s , rl a , us] are solutions of (4.7) which yield 
the same function u(x), then their difference 
b, ‘I, d = k‘l 9 71 3 T1l - [I-L2 3 rlz 9 %I 
is a solution of (I + M(k)) [p, r], T] = [0, 0, 0] with V(X) = @(k) [I.L, 7, T] (x) 
identically zero in Q. Propositions 3.1 to 3.12 yield 
v(x - OY&.) = v(x + OYJ = 0 
for x on r, , and 
$ v(x - OYJ = g- v(x + Oyz) = 0 
5 x 
for x on I’, . Lemma 4.2 and Eq. (4.3) show that v is in Cl(A) n C”+“(A) and 
that (- A + i) V(X) = 0 in A. Hence by Green’s formula, 
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The imaginary part of this equation implies that ZI is also identically zero in (1. 
The jump relations (4.1) and (4.2) h s ow that p and q are zero, and Eq. (4.3) 
shows that 7 is zero. Q.E.D. 
COROLLART 4.5. The linear map 
e(k) : Null space(Z + M(k)) --+ 8(k) 
is one-to-one. 
Proof. Lemma 4.2 shows that 9(k) maps the null space of Z + M(R) 
into B(k), and Lemma 4.3 shows that it is one-to-one. Q.E.D. 
The next result also follows easily from Lemma 4.3. 
COROLLARY 4.6. Zf outgoing solutions of (1.4) are unique for a value of k 
in 5, then Z + M(k) is one-to-one. 
We can now prove our main result concerning outgoing solutions of (1.4) 
for fixed k in G&?. 
THEOREM 4.1. Consider a fixed k E 9 and functions { fj} satisfying (1.2) 
and (1.3’). 
(i) Problem (1.4) h as an outgoing solution u E Z&(Q) f3 C?+“(Q) sf and 
only if the functions { fj} satisfy (4.20). 
(ii) Set f3(x) = 0 in A. Let Z(k) denote the (finite) dimension of the null 
space of Z + M(k). Then 4(k), given by (1.6), is an isomorphism between the 
l(k)-dimensional vector space of solutions of (4.7) and the space of outgoing solu- 
tions u E Z-Z&(@ I--J C~+Q(Q) of (1.4). In particular all such solutions are in 
e(Q) n c2+qq. 
Proof. Corollary 4.2 shows that condition (4.20) is necessary for (1.4) 
to have an outgoing solution. 
Corollaries 4.3 and 4.4 yield 
dim 0(k) = codim F(k) < codim Image(Z + M(k)). 
On the other hand, corollary 4.5 gives 
(4.21) 
dim Q(k) > dim Null space(Z + M(k)). (4.22) 
Since M(k) is compact, the two numbers on the right sides of (4.21) and (4.22) 
are equal and there is equality in (4.21) and (4.22). 
Consider { fj} satisfying (4.20). Set f3(x) = 0 in A. Then [ fi , f2 , pf3] is in 
B,’ A F(k). Corollary 4.3 and Eq. (4.21)imply that s(k) = Image(Z + M(k)). 
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Hence there exists [r-l, 7, T] in B satisfying (I + M(K)) b, v, 71 = [fr , fi , pfJ, 
and then by Lemma 4.2 u = 4(k) [p, q,~] is an outgoing solution in 
c’(G) n Cz+“(sZ) of (1.4). This completes the proof of (i). 
Corollary 4.5 and Eq. (4.22) show that 
e(k) : Null space(1 + M(k)) --f o(k) 
is an isomorphism. This establishes (ii). Q.E.D. 
The next lemma is the well-known result that outgoing solutions of (1.4) 
are unique for k in J& . 
LEMMA 4.4. Consider a fixed k in X0, and let u E H&Jn) n CZfa(SZ) be 
an outgoing solution of (1.4). Then u(x) is identically zero in Q. 
Proof. u(x) satisfies Sommerfeld’s radiation conditions (1.5). These with 
Green’s formula show that as N+ co, 
ik 
s ,l,=N I u 12 dx = I,.,=, + dx + o(l) 
r 
=s ud’ldx+ r av I R [udu + 1 Vu I”] dx + o(l) h 
= j u 1 u I2 dx + j [(q - k2) 1 u I2 + I Vu I”] dx + o(1). 
r1 RN 
The imaginary part of this equation yields 
CRe k, s,,,=, I u I2 dx + (Im K2) j,, 1 u I2 dx + 0 (4.23) 
as N-+ co. 
For real nonzero k, (4.23) states that JIZ~-N I u I2 dx tends to zero as N + co. 
By a uniqueness theorem of Kato [21], this implies that u is identically zero 
in J?. 
For nonreal k in X0 , Im k2 is not zero and has the same sign as Re k. 
Therefore, in this case also, (4.23) implies that u is zero. Q.E.D. 
COROLLARY 4.7. I + M(k) is one-to-one on B for k in X0 . 
Proof. This is a consequence of Lemma 4.4 and corollary 4.6. Q.E.D. 
Let X1 denote the set of points in &? for which I + M(k) is one-to-one. 
Lemma 3.4 shows that y\.& is a discrete set of points. Corollary 4.7 states 
that X0 is contained in X, . 
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THEOREM 4.2. Consider { fi} satisfying (1.2) and (1.3’) and set f3(x) = 0 
in A. Then 
4% 4 = Q(k) v + w4)-1 [fl ,fi , ff31 
is, for each k in X, , the unique outgoing solution of (1.4). Furthermore the func- 
tion 
u(x; k) : Xl + Cl@ u r) n C2+“(Q) 
is continuous, while 
u(x; k) : .X -+ Cl@ u r) n C2+“(Q) 
is meromorphic with its poles contained in X\X, . 
Proof. For k in Xi , 
is the unique solution of (4.7). H ence the first statement follows from Theo- 
rem 4.1. The second statement is an immediate consequence of Lemmas 3.4 
and 3.5. Q.E.D. 
SECTION 5. THE GREEN’S FUNCTION 
In this section we construct the outgoing Green’s function for problem 
(1.4) and derive the estimates on it which are needed in [7]. 
Let Y be a compact subset of J2. Write q(x) = q,(x) + q2(x) with Q&X) in 
Csa(s2) and with q2(x) identically zero in a neighborhood of Y. Let D be a 
compact subset of Sz containing Y and the support of ql(x). Define the ope- 
rator 
Nk) d-4 = - j-, g(4 d4 F,+(x - 4 dz (5.1) 
We will use R(k) first to separate the singularity from Fk+(x - y). 
For j = 0, 1, 2 ,..., for y E Y, and for k E 3?, set 
Ai(.,y, k) = R(k)jFk+(* -y). (5.2) 
Let N be the greatest integer in (n + 4)/2. 
In the following lemma C(k) is a function which depends continuously on 
k E g, and all estimates are uniform for 1 <<i < N and y E Y. 
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LEMMA 5.1. (i) A,(., y, K) is in C2+a(Rn\{y}) and 
(- ‘Z - k2) Aj(x, Y, k, = - Ql(x) Aj-l(x, y, k) for X # ys (5.3) 
(ii) For dist(x, D) < 1 and 1 = l,..., KZ, 
and 
& Aj(x, Ys k) / < C(k) I x - y l2-n- (5.5) 
(iii) A&, y, k) is in C2fa(Rn). For dist(x, 0) < 1 and 1 m 1 $2, 
1 (&)” 4,4x, Y, 4 / G C(k). (54 
(iv) For I m 1 < 2 and d&(x, D) > 1, 
/ ($)” 4Xx, YY k, 1 < C(k) (1 + 1 x pw elImu14 > for k E X, 
(5.7) 
with elrixkllrl replaced by exp[- min(a, Im k) 1 x I] if 0 < arg k < TT, 
Proof of (ii) and (iii). C onsider x with dist(x, 0) < 1 and x # y E Y. For 
71 = 2, expression (3.8) for Fk+ shows that 
IFk+(x-YY)I 6WIhIx--Yll, 
so that by the Schwarz inequality 
I4@,y,NI ~C(~)~DI~ogI~--zIlogl~-ylId~ 
< C(k) max 1 I log I s - z I I2 dz = C(k). 
dwt(x.D)<l D 
This yields (5.4) and shows that A2(*, y, k) is in Cl(P), so that 
A(*, Y, 4 = 4vt.s Y, k) 
is in C2fa(R2) and satisfies (5.6). 
For 71 3 3, (3.8) yields 
I Fk+(x - r)l < C(k) I x - Y 12+, 
from which we obtain 
I 4(Jc, ~9 k)I G C’(k) I, I x - z 12--n 1Aj-l(Z,y, k)I dz. (54 
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The following lemma gives the necessary estimates on the integral in (5.8). 
LEMMA 5.2, For each real number b < n there is a constant C such that 
r 
I x - y 12-b b > 2, 
s 
D I x - z I%-% / y - z I-b dz < C 1 log 1 x - y j j b = 2, (5.9) 
1 f or b<2 
for dist(x, D) < 1 and y E I’. 
Proof. Since the proof of this lemma is very similar to the proof of 
Lemma 3.1, we restrict our attention to the most difficult case, that of b = 2. 
We have R” = uf=r Bj with 
lx -Y I B,=‘z:is--zj< 2 
l I 
, 
B,= x:1x-yj< 
1 
lx--Y1 2 
I 
, 
B,= 1~: I*;” 
and 
Ix--Y1 
B,== /z: 2 <Iy--zI<Ix-21 * I 
For z in B, , we have I y - z / > I x - y //2 and consequently 
I B, I x - z 12-n 1 y - z I-* dz < C 1 .x - y j-2 ~‘s-v”2 r dr < C. 0 
Similarly . 
J I 
Iz-rlP 
/ x - z 12-n 1 y - z l-2 dz < C I x - y /2-n rn-3 dr < C . 
Jh 0 
On the other hand, 
jB nD 1 x - z 12- 1 y- z \-2 dz < 1 
a B nD ’ LX? - ’ Ikn dz s 
I 
6 
<C r-ldr<CIlogIx--yII 
Ia+WI12 
where 6 = diameter (D) + 1. Similarly 
s BnD/x-z~z-n(y-zI-2dz<CIlogIx-y11. 4 
These four estimates establish (5.9) for b = 2. Q.E.D. 
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We now return to the proof of Lemma 5.1. For odd 11, we have 
N = (n + 3)/2, and Lemma 5.2 with estimate (5.8) yields 
1 Ai(X, y, k)l < C(k) I x - y p-n+*j (5.10) 
forO<j,<N-3=((n-3)/2, and 
I b%L,(x, Y, 4 d C(k). (5.11) 
For even n > 2, we have N = (n + 4)/2, so that Lemma 5.1 with estimate 
(5.8) gives (5.10) for 0 <j < N - 4 = (n - 4)/2 and 
I AN-&, Y* 4 < w I log I .2* -Y I I * (5.12) 
Since / x - y j2-n log 1 x - y I is locally integrable, (5.12) shows that (5.11) 
is valid for all n > 2. 
Since R(k) is a volume potential over a bounded region, estimate (5.11) 
shows that AN-r( ., y, k) is in Cl(P), that A&., y, K) is in C2fa(Rn), and that 
estimates (5.6) hold. Equation (5.3) f o 11 ows from the form of R(k). Estimates 
(5.10) to (5.12) yield (5.4). Estimates (5.5) and (5.7) are obtained by differ- 
entiating under the integral signs and applying estimates (2.7), (2.9), and 
(3.16) to F,+. Q.E.D. 
LEMMA 5.3. (i) R(k) : 3 -tL(P(D), C2ta(D)) is ana[ytic. 
(ii) For each compact subset K of L%? and each y in Q the sets Y and D and 
the function ql(x) may be chosen so that y is in Y and so that the operator 
R(k) : f?(D) --f C*(D) has norm less than $ for k in K. 
(iii) With K, Y, D, and q1 as in (ii), the operator 
(I - R(k))-’ : K -L(C2+*(D), C2fa(D)) 
is analytic. 
Proof. A simplified version of the proof of proposition 3.14 gives (i). 
Estimate (3.16) yields (ii). A Neumann series expansion shows that 
(I - R(K))-l : K -L(Ca(D), O(D)) is analytic, and a proof similar to that of 
Lemma 3.4(iii) gives (iii). Q.E.D. 
Let K, Y, D, and q1 be as in the preceeding lemma. For y in Y and k in K, 
set 
ff,(., y, 4 = - (I- R(W &(., y, 4. (5.13) 
Then Lemmas S.l(iii) and 5.3(iii) show that H,(*, y, k) : K- C2”+(D) is 
analytic, and that for 1 m 1 < 2, x E D, y E Y, and k E K, 
(5.14) 
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Rewriting (5.13) we have 
ffh, Y, 4 = R(k) fu.9 Y, 4 (4 + Ai&, Y, 4 (5.15) 
for x in D, y in Y, and k in K. We use (5.15) to extend the definition of 
H,(x, y, k) to all x E RT1. Then we have for all x E Rn, y E Y, k E K, and 
Iml d2, 
(- A, - k2) ffl(X, y, 4 = - 41(x) [f&, y, 4 + 4v&, Y, 41 
and 
(5.16) 
elImkllsl may be replaced by e-lmPlzl in (5.17) if 0 < argk < 7r. 
Define, for y in Y, x # y in Rn, and k in K, 
Gl(x, y, k) = F,+(x - y) + 1 Aj(x, Y, k) + &(x, Y, k). (5.18) 
j=l 
LEMMA 5.4. (i) Consider k in K. G,(x, y, k) is an outgoing fundamental 
solution for - A + q1 - k2; i.e., Gl(x, y, k) is an outgoing solution of 
(- A, + ql(x) - k2) G,(x, y, k) = 0 for x # y, and if u E H&,,(@ n C”+“(G) 
is outgoing at k, then for y in Y, 
u(y) = 1, [44 2 G,(x, Y, k) - G,(x, Y, 4 2 u(x)] dx 
+ j-, WY, Y, k) (- A + q&4 - k2) 44 dx. 
(ii) 1 (g)“’ G,(x,Y, 4 1 G C 
forImI~2,xEr,yE~,andkEK; 
. 
J R I q(s) G,(x, y, 41 dx < C 
forycYandkEK; 
(5.20) 
(5.21) 
1 (&)” G,(s, y, k) 1 < C(l + I x I)(1-n)/2 elrmkllZl 
for 1 In I < 2, d&(x, Y) 3 6 > 0, y E Y, and k E K; and 
s 
1 Gl(x, y, k)l dy < C(l + I x ))(1-n)/2elrmklzl 
Y 
(5.22) 
(5.23) 
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forallxEQandkEK.el rmkl I21 may be replaced by exp[- min(a, Im k) j x I] 
in (5.22) and (5.23) if 0 < arg k < r. 
Proof. (i) Lemma 5.1(i) with equation (5.18) yields for x # y, 
= - q&4 G(x, Y, 4. 
Since G,(*, y, k) equals Fk+(. - y) plus a function in the image of R(k), it is, 
by Lemma 4.1, outgoing at k. 
Estimate (5.4) shows that as 1 x - y 1 + 0, 
G,(x y k) -F,+(x -y) = j’(l) 
if n < 3, 
I , lO(l x -y 13-y if n 34. 
(5.24) 
Hence G,(x, y, k) is a fundamental solution of - d + q1 - k2. 
Estimates (2.7), (2.9), (5.4), (5.7), and (5.17) imply that the volume integral 
in (5.19) converges absolutely. Therefore (5.19) follows from (2.2) and (2.10). 
(ii) These estimates follow immediately from estimate (3.16) on Fk+, 
estimate (5.17) on Hr , and estimates (5.4), (5.5), and (5.7) on Aj . Q.E.D. 
We now use the operator (I + M(k))-l to construct a function H,(., y, k) 
such that 
G(x, Y, 4 = G&G Y, k) + f&(x, Y, 4 (5.25) 
is, for y E Y, the outgoing Green’s function for problem (1.4). Thus, for 
each y E Y and k E X1 A K, we want Hz(x, y, k) to be the outgoing solution of 
(- A, + q(x) - k2) Hz(x, y, k) = - q*(x) G,(x, y, k) for x in Q, 
a 
t 
~ 
av, 
- 4x)j [&(x,Y, 4 -t Gdx& 41 = 0 for x on r,, 
(5.26) 
f&(x, y, k) + G(x, Y, 4 = 0 for x on r,. 
Because qB(x) is zero in a neighborhood of Y, q2(x) G,(x, y, k) has no singular- 
ities and we can use (I + M(k))-l to solve (5.26). 
Set 
f&r) = - ($ - 44) G,(x, Y, 4 
h(x) = - G(x,Y, 4, and f3(x) = - q&) G(x,Y, k). 
409/31/I-8 
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Let 11 1; , 11 12, and II& denote the norms in P(I’,), C1+a(r,), and in the space 
of uniformly a-Holder continuous on Q u r, respectively. Then estimate 
(5.20) show that 
llfllli + llfi II;. G c (5.27) 
for y E Y and K E K. Since p(x) pa( x is uniformly a-Holder continuous on ) 
on Q n r and zero in a neighborhood of Y, estimate (5.22) yields 
II e-a?44f( 3X III; G C (5.28) 
for y E Y and k E K. Finally, we use the hypothesis that p(x) q2(x) is uni- 
formly bounded on Q to obtain 
I f&4 I = I ~(4 c&) G(x,Y, 4 PW’ I 
< C(l + ( x I)-+rla e-“l”l , 
(5.29) 
for x in Q, y in Y, and k in K. 
Thus conditions (1.2) and (1.3) on fi , fi and f3 are satisfied and hence 
Hid’, Y, 4 = +W (I+ WW [fi ,fi 3 pfsl 
= - @(k) (I + M(k))-l 
is, for y E Y and k E 2, n K, the unique outgoing solution of (5.26). Because 
of this uniqueness and because K is an arbitrary compact subset of .x? while 
Y may be chosen to contain an arbitrary y E 9 in its interior, we can unam- 
bigously define G(x, y, k) by (5.25) for all y in Q, all x in Q\(y), and all k 
in %, . 
THEOREM 5.1. (i) G(x, y, k) is, for k E Xl and y E 8, the outgoing 
Green’s function for problem (1.4): G(x, y, k) is an outgoing solution of 
(- A, + q(x) - k2) G(x, y, k) = 0 in Q\(y); G(x, y, k) satisfies the boundary 
conditions (a/&, - U(X)) G(x, y, k) = 0 on I’, and G(x, y, k) = 0 on rz; and 
U(Y) = j, [u(x) & W, Y, 4 - ‘3~s Y, 4 & W] dx 
(5.30) 
+ s, G(x, Y, 4 (- A + n(x) - ka) 44 dx 
for y in 9 and all outgoing functions u E H&,(@ n Cz+u(Q). 
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(ii) For each cmpact subset Y of 9 there is a continuous function C(k) of 
k E XI such that 
I(&)” G(x, Y, k) 1 G C(k) (5.31) 
forImJ<l,xEr,andyEY; 
I I d-4 G(x, Y, k)I dx d C(k) 
(5.32) R 
for y E Y; and 
I 
) G(x, y, k)I dy < C(k) (1 + 1 x j)(l-n)/z elIrnlcllzl (5.33) 
Y 
for all x E 52. ellmkl Ix1 may be replaced in (5.32) by exp[- min(a, Im k) 1 x I] 
if 0 < arg k < T. 
(iii) For each y E Sz, G(x, y, k) : XI + Cl(Q u T) n C2+a(sZ) is continuous 
and G(x, y, k) : X + P(Q u r) r\ C*+“(SZ) is meromorphic. 
Proof. Part (i) is an immediate consequence of Lemma 5.4(i) and corollary 
4.2, Parts (ii) and (iii) follow from Lemmas 3.4, 3.5, and 5.4(ii) with estimates 
(5.27), (5.28), and (5.29). Q.E.D. 
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