Abstract: The growing maturity in WSNs technology is increasingly demanding for further effort to jointly consider functional effectiveness and non-functional constraints on the available energy and memory resources. A non-optimal configuration of the applicative layer, in fact, can neutralize the effort spent in enhancing the efficiency of the lower layers. This paper proposes an ILP model and a very fast and accurate heuristic for configuring the applicative domain of a WSN in order to maximize the lifetime of the network under both functional and non-functional constraints.
INTRODUCTION
Energy availability and power management are foremost concerns for almost every aspect of the research on Wireless Sensor Networks. Managing the trade-off between these non-functional requirements and the need for functional effectiveness and completeness is a very challenging issue, for which very few contributions can be found at the state-of-art. The lack of effort in this direction may be traced back to the great focus given in WSNs-related literature to networking, topology and protocols as well as dedicated hardware, Operating Systems and reprogramming mechanisms. Such contributions, while establishing the foundation of WSNs' technology, have often overlooked the definition of the applicative layer, whose incorrect or non-accurate configuration might frustrate all the efforts spent in maximizing the efficiency of the layers underneath. The growing maturity of WSNs is now demanding further commitment in integrating and jointly optimizing both functional and non-functional aspects, in order to achieve a good balance between energy efficiency and functional effectiveness. This integrated approach to the configuration of WSNs should satisfy the strict constraints on the available energy and resources, typical of small and widely-spreadable sensor nodes. In a previous works -Brandolese and Rucco (2010)-we proposed a model and a genetic algorithm for optimizing the network lifetime of cluster-based WSNs, which proved to be very promising in optimizing the energy consumption of a network, while assuring applicative completeness and effectiveness. Due to computational and memory requirements of its execution, the genetic algorithm hardly fits with the need for an in-network reconfiguration framework, whereas it constitutes a valid solution for a centralized optimization policy orchestrated by the base station. The present paper pursues the twofold goal of defining an ILP model-which This research activity has been supported by European Union funding within the IP 247999 Project "COMPLEX -COdesing and power Management in PLatform-based design space EXploration."
eliminates some restrictive hypotheses form the previous work and sets the golden reference for the allocation problem-along with a very fast heuristic, which proved to be lightweight and accurate enough to be embedded in cluster-heads and more powerful gateway-nodes. In perspective, the proposed heuristic is expected to enable the development of an in-network and distributed optimization framework.
The paper is structured as follows. Section 2 provides a summary of the related work; Section 3 presents the proposed approach, its mathematical formalization and an overview of the implementation; Section 4 reports the results obtained on experimental data. Finally, Section 5 summarizes the ideas, models and results presented.
RELATED WORK
The optimization of the functional configuration in a WSN is still in a very embryonic phase and-to the best of our knowledge-very few contributions can be found in literature. Early proposals concerning optimal resource allocation in WSNs focused on the appliacation of a utilitybased approach to the sets of nodes. A very first contribution in this direction has been presented in Byers and Nasser (2000) , while a more refined approach is described in Bian et al. (2006) . These proposals, however, only consider simple single-application and single-resource scenarios, while neglecting more complex and realistic configurations in which a set of applications have to be mapped under multiple resources constraints. Another proposal for maximizing the lifetime of a WSN by allocating a singletask application under energy constraints is presented in Mainland et al. (2005) . Younis et al. (2003) developed a very complete and formal characterization of the problem. This work is mainly focused on task allocation to extend the lifetime of gateway nodes or cluster heads, that, in general, are more exposed to energy consumption due to the overhead of forwarding information from and to the nodes of the cluster. The constraints considered concern accessibility of sensors, capability of meeting applicationrelated deadlines and availability of required communication bandwidth. The model, however, only considers cluster heads and does not perform a network-wide optimization. Moreover, this model does not encompass dynamic allocation and deallocation of functions on nodes by means of a suitable reprogramming mechanism and does not allow to distribute the execution frequency of a single function over multiple nodes of the same cluster. Other multi-application allocation approaches are discussed in Bhattacharya et al. (2010) ; Frank and Römer (2005) ; Yu et al. (2006) ; Horey et al. (2007) ; Xu et al. (2010) . In the first paper, the authors present a framework for allocating multiple applications in a shared WSN with the goal of maximizing the Quality of Monitoring (QOM). Quality of monitoring is also the objective of an optimization problem presented in Xu et al. (2010) , where a sub-modular optimization function and a fractional relaxation greedy algorithm are shown, under the constraints of available memory and bandwidth. This work, however, does not consider important factors for the applicative domain of a WSN, such as functional completeness, fault resilience and dynamic software update. The work reported in Frank and Römer (2005) shows a configuration framework for defining application tasks and deploying the WSN, based on a formal abstraction and a description language that enable the applicative configuration of the network through the assignment of generic "roles" to the nodes. Finally, in Yu et al. (2006) , a virtual-machine based mechanism supporting concurrent applications at node-level is implemented. This approach introduces an abstraction for dynamic grouping of nodes executing a given application, leading to better flexibility and scalability.
MODEL
This section firstly presents the problem and its mathematical formulation in the form of an integer linear programming model, then discusses the theoretical and algorithmic foundation of an heuristic approach to the solution of the ILP problem, in a more computationallyefficient way.
Problem Statement
We consider a network consisting of a set F = {f 1 , ..., f F } of F = |F| functions and a set N = {n 1 , ..., n N } of N = |N | nodes. Functions must be mapped onto nodes, optimizing and balancing the remaining energy on the nodes in such a way to maximize the overall lifetime of the system. Nodes of the WSN are grouped into cluster, defined as disjoint sets of nodes that constitute a partition ensuring an optimal coverage of the area being monitored. Moreover, each node is characterized by the set of parameters reported in Table 1 , in particular the available energy and memory and the routing information. We also suppose that clusters have a routing tree without link redundancy, i.e. having a single path for the connection of each pair of nodes. Functions are grouped into tasks, defined as a set of functions that completely determine the applicative behavior of a given cluster. It is always possible for a programmer to define a coherent set of functions to be assigned to a given cluster, such that the 
Minimum redundancy required network can accomplish all the operations to monitor the relevant parameters of a certain area. Moreover a task can theoretically be assigned to more than one cluster. On the contrary, by definition of task, one and only one task can be assigned to a cluster. Functions also are described by a set of parameters, summarized in Table 2 , and in particular the different energy costs, the required overall execution frequency and the function's binary memory footprint. Furthermore, we assume that each function of a task can be run indifferently by each of the nodes of cluster: this hypothesis is based on the observation that in most real applications a cluster covers only a sub-area of the overall perimeter being monitored and the physical nature of phenomena under observation does not change amongst nodes in the sub-area. Without loss of generality, thus, the rest of the paper will consider a single cluster to which a single task is assigned. By optimizing the allocation of each task to each cluster individually, in fact, it is possible to obtain a global optimization of the network, provided that routing paths from the base station to cluster heads and among cluster heads are given as input parameter.
Mathematical Formulation
The formulation of the proposed optimization problem, in the form of an integer linear programming, requires defining an objective function and a set of constraints.
Objective Function
The problem requires four sets of variables. For each combination of function and node (f, n) ∈ F × N , the binary variable s f,n = {0, 1} is equal to 1 if function f is statically allocated on node n, while the binary variable d f,n = {0, 1} equals 1 if function f is dynamically allocated on node n. Moreover, the integer variable φ s f,n , indicates the frequency of execution for function f when it is statically allocated on node n, while φ d f,n represents the execution frequency of function f when dynamically allocated on node n.
1 The goal is to maximize the lifetime of the entire cluster, i.e. to maximize the minimum remaining energy on nodes. The objective function can thus be defined as follows:
where q is the remaining energy on each node. In particular this formulation tries to maximize q, providing, as a side effect, a load-balanced allocation of functions on nodes from a remaining-energy point of view. In Equation (1) the difference E i − E cons,i represents the remaining energy on node i, E i being the initially available energy and E cons,i the consumed energy, defined as: E cons,i = E sys,i + E sta,i + E dyn,i + E route,i + E oh,i (2) where:
The meaning of these contributions is the following.
• E sys,i -Energy consumed on node i by the operating system and low-level services.
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• E sta,i -Energy consumed by the execution of functions statically allocated on node i. It equals the cost E ex,j of one execution of function j, times its execution frequency on that node, summed over all statically allocated functions.
• E dyn,i -Energy consumed by the execution of functions dynamically allocated on node i. The form of this contribution is identical to that of Equation 3, taking into account also the contribution E ld,j to dynamically load the function j.
• E route,i -Energy consumed for forwarding (receiving and retransmitting) the code of dynamic functions on the routing path, every time a dynamic function needs to be loaded on a node whose routing path passes through node i.
• E oh,i -Energy due to overhearing from neighboring nodes, which are nodes in the radio range of node i. This energy is due to useless data receiving contributions E rx,j , every time the dynamic function j has to be loaded on a neighbor node or on one of its children. In this last case, in fact, the neighbor has to forward the function along its routing path.
The energy terms E ex,j , E ld,j , E fw,j , E rx,j are input parameters for the problem and are derived through an energy characterization phase performed by the application developer at compile-time.
Constraints
The model is subject to the multipleresources constraints expressed by Equations (7) - (16). First of all, we must impose that the consumed energy is bound by the available energy on each node, that is:
The constraint:
ensures the resilience of the cluster against node losses for the most critical functions, whose redundancy parameter R j ∈ {0..N } is specified by the developer and constrains the function j to be statically allotted on at least R j nodes to guarantee its availability. The constraint:
enforces task completeness by imposing that each function is allocated at least on one node, either statically or dynamically. Another constraint concerns available memory:
This equation limits the allocation within the available memory M i of each node i. This constraint states that the sum of the footprints S j of all the statically allocated functions s j,i on a node i plus the footprint of each dynamic function allocated to the node, individually taken, must not exceed the available memory on the node. This array of constraints is dominated, for each node, by the instance that corresponds to the dynamic function with the biggest footprint. In considering each dynamic function individually, we assume that they are loaded on-the-fly before their execution: practically, this may not be the case, since, if enough memory is available on the node, multiple dynamic functions can be stored at the same time. Mutual exclusion, however, allows to account for the worst case in which the number of functions in the task and their cumulative memory requirements exceed by far the available memory in the cluster, such that many functions should be dynamically allocated and, thus, run in mutual exclusion. The additional constraint:
guarantees that the optimal frequencies determined by the model satisfies the overall required execution frequency Φ j specified for function j. To ensure that the frequencies φ 
Finally, we must ensure that a function is allocated on a node either statically or dynamically, but not both:
We omitted constraints on bandwidth availability to lighten the model. The observation of real cases, in fact, suggested that the band utilization for the dynamic reprogramming is far below the available bandwidth provided by the nodes, even in correspondence to the bottleneck at the cluster head (see Section 4 for more details).
We observed, furthermore, that also the radio-communications for data exchange in normal operation among nodes is far below, in average, than the available bandwidth, especially for ambient-monitoring applications in which the sampling and reporting rates present very low frequencies. Particular cases of real-time and sensing-intensive applications could be handled by re-introducing the bandwidth constraints, but in such cases allocating dynamic functions makes no sense, since the high sampling frequencies require all the functions to statically reside on nodes.
Heuristic
The heuristic we defined acts in three steps. The first step generates a feasible allocation compliant with the constraints on available memory, redundancy and task completeness. The second and the third steps perform optimization of frequency distribution and load-balancing, respectively. A feasible initial solution with a minimumcost allocation is determined as follows: nodes, stored in the set N , are first grouped into levels L according the to their depth in the routing tree R and an initial allocation A r,l is found one level at a time, starting from the deepest. The set F r contains all functions with redundancy greater than 1, and the list F e r is an expansion of F r where each redundant function is repeated as many times as required. The allocation function operates on this list by filling nodes of a given level in a balanced way and removing the allocated functions from the list F e r . The allocation function terminates when the current level cannot fit more functions. If at the end of the loop the list F e r = ∅, it means that it was not possible to satisfy redundancy constraints with the available set of nodes. Such a problem is thus unsolvable. After this first pass, the algorithm tries to statically allocate the remaining functions F nr starting from those that have a higher loading energy. The allocation process again operates one level at a time, starting from the deepest. This approach will thus tend to statically allocate functions with a higher loading energy on nodes far from the root of the routing tree. The idea behind this choice is to favor dynamic allocation of smaller functions, and to try to locate such functions as close to the root as possible. In case of all the functions have been suitably allocated according to constraints on redundancy, completeness and memory, the algorithm moves to the next step. If some functions still have to be allocated, the algorithm tries to allocate them dynamically, this time in top-down fashion, starting from the root till the leaves. In doing this, at higher levels, the allocation of functions with the highest value of execution and loading energy is prioritized. After this step either all the functions have been allotted statically/dynamically (i.e. F d = ∅) and the algorithm moves to the next step, or the problem is unsolvable.
The second step tries to optimize the solution found so far by scattering the frequency of the functions with highest execution and loading costs among a greater number of nodes. This step operates similarly to the previous, with
the only difference that, at this stage, all the functions have already been allocated according to the required redundancy and guaranteeing the completeness of the task. Clearly, by allocating more instances of a given function its execution costs decreases, since the execution is distributed on a larger number of nodes and also the loading costs of dynamic functions is reduced because these functions have to be loaded for a smaller number of cycles.
After the second step, the number of allocated functions is compliant with the constraints and also distributes the execution frequency among the largest possible number of nodes. What remains is to shift the view from an allocation perspective to a merely energy optimization one. Here comes the third step of the heuristic which sorts the nodes according to the remaining energy (after one unit time) and balances the workload from nodes with less remaining energy to nodes with more remaining energy. This balancing is performed by moving-if enough memory is available on the destination node-some functions from the nodes with less remaining energy, until the remaining energy on each node is close to the average remaining energy E avg :
RESULTS
Following we present the experimental setting and the results obtained in validating the proposed ILP model and the heuristic.
Experimental setting
To set-up the experimental environment we defined a completely integrated flow based on GNU Octave, which integrates a first phase for the generation of test instances, a second phase in which the ILP model and the heuristic are run in parallel and, finally, a validation phase that takes as input the results from the ILP model and from the heuristic and checks their feasibility. Finally, results are statistically analyzed and compared. The generation of test cases starts from a real dataset of 32 functions, ranging from simple data computation to complex sensing activities, with significant differences in memory footprint, energy consumption and frequencies. All the energy consumption parameters have been estimated combining the pure software execution cost, through the methodology described in Brandolese et al. (2011) , with devices characterization figures found in Polastre et al. (2005) . In our experiments we used nodes of the TelosB family, powered by batteries with 1,150 mAh at 1.8 V. The available memory and energy on nodes have been varied to furnish stronger validation test cases for the ILP model and the heuristic. The parameter E sys,i , representing the energy consumed for OS, synchronization protocols and other low level system activities, has been estimated in 600 µJ per hour, corresponding to an average active duty cycle of the nodes of about 1% of the considered time period.
3 The experimental results demonstrated that the average bandwidth consumption on the "band bottleneck"
4 , is less than the 0.006% of the available bandwidth. This confirms the initial assumption that the available bandwidth is, on average, very likely to be sufficient-for each time instant, and for all nodes-and thus allows omitting explicit constraints on the bandwidth that would increase the complexity of the the model. 5 .
A random process selects a subset or a superset (depending on the size of the test case) of functions and nodes instances on the real dataset above described, possibly repeating more than once a given instance. In this way, all the test cases turn out to be coherent with the real estimations performed. Another random process generates a casual routing tree, and all the related routing tables, starting from the set of nodes provided in the test case.
The ILP model has been implemented and solved trough the GLPSOL suite, while the heuristic has been coded in C language: both are orchestrated by the GNU Octave flow and take as input the same configuration files reporting functions, nodes and routing parameters. The validation module has been embedded directly in GNU Octave.
3 This value for the duty cycle is considered reasonable for most real applications, especially ambient monitoring, for which the nodes must be alive for period of times in the order of months or years. 4 The cluster head is considered a bandwidth bottleneck in the cluster, since it is the node more exposed to communication flow, both to forward dynamic functions from the base station to the nodes and data from the nodes to the base station. 5 Since average values only have been considered, peaks of activity are not accounted for. To overcome this limitation a precise scheduling should be calculated and considered.
Results
Following we show the results obtained on a test session performed on two clusters:
• a cluster of 5 nodes, on which three tasks of respectively 10, 15 and 20 functions have been allocated; • a cluster of 10 nodes, on which three task of respectively 15, 20 and 25 functions have been allocated.
For each of the two sessions above described, 5 instances have been run, for a total of 30 instances. The entire test flow has been run on an Intel Quad-Core I7 workstation. Table 3 summarizes the results of the tests. It should be noted that both the ILP model and the heuristic demonstrated very good performances in balancing the functional allocation to uniformly distribute and maximize the remaining energy for each node in the cluster. In particular the metric "Bal Gap", defined as:
where α ∈ {ILP, heuristic}, shows that, for each analyzed test case, the relative difference between the best and the worst result for the remaining energy on the nodes of the cluster always places under the 3% for the ILP model and under the 7% for the heuristic. In the latter, moreover, the maximum gap is registered in correspondence of the test case {5 nodes,20 functions} and, with a comparable magnitude, on the test case {10 nodes, 25 functions}: both these test cases represent the most challenging problems, i.e. those with the highest ratio between the number of functions and the number of nodes. The relative error between the ILP model and the heuristic, calculated as:
demonstrates that the solution provided by the heuristic differs from the optimal solution with a relative error of at most the 3.3%, which is a very good target, considering the gain in execution time of about 6 orders of magnitude.
Figures 1, 2 and 3 show the remaining energy on each node of the cluster, for the test cases {5 nodes, 10 functions},{5 nodes, 20 functions} and {10 nodes, 20 functions} respectively, obtained by running the ILP model and the heuristic. The balancing obtained in percentage on the remaining energy is very near and in some cases the heuristic perform even better, as the ILP solver was stopped once reached the 300s time limit. 
CONCLUSIONS
In this paper we presented an ILP model and a very fast and accurate heuristic, for energy-efficiently configuring the functional allocation on a cluster-based WSN. Both the ILP model and the heuristic proved to be effective in optimizing the energy consumption against constraints enforcing both functional and non functional requirements, in particular: available memory and energy, task completeness, fault resilience and optimal frequency distribution.
