Abstract We present strong convex relaxations for high-dimensional piecewise linear functions that correspond to trained neural networks. These convex relaxations can be used for a number of important tasks, such as verifying that an image classification network is robust to adversarial inputs, or providing optimality guarantees for decision problems with machine learning models embedded inside (i.e. the "predict, then optimize" paradigm). Our convex relaxations arise from mixed-integer programming (MIP) formulations, and so they can be paired with existing MIP technology to produce provably optimal primal solutions, or to further strengthen the relaxations via cutting planes. We provide convex relaxations for networks with many of the most popular nonlinear operations (e.g. ReLU and max pooling) that are strictly stronger than other approaches from the literature. We corroborate this computationally on image classification verification tasks on the MNIST digit data set, where we show that our relaxations are able to match the bound improvement provided by state-of-the-art MIP solvers, in orders of magnitude less time.
Introduction
Deep learning has proven immensely powerful at solving a number of important predictive tasks arising in areas such as image classification, speech recognition, machine translation, and robotics and control [28, 39] . The workhorse model in deep learning is the feedforward network NNpx 0 q " x s , where
for each layer i P s def " t1, . . . , su and j P m i . Note that the input x 0 P R m0 might be high-dimensional, and that the output x s P R ms may be multivariate. In this recursive description, NL i,j is some simple univariate nonlinearity such as the rectified linear unit (ReLU), defined as ReLUpvq " maxt0, vu, and w i,j and b i,j are the weights and bias of an affine function which is learned during the training procedure. Each equation in (1) corresponds to a single neuron in the network, coupling together a high-dimensional affine function and a simple univariate nonlinearity.
Many standard nonlinearities NL : D Ă R η Ñ R, such as the ReLU, are piecewise linear : that is, there exists a partition tS i Ď Du In this work we are interested in modeling high-dimensional piecewise linear functions of the form NN that appear inside of optimization problems. Such optimization problems arise in numerous contexts. For example, they are found in deep reinforcement learning problems with high dimensional action spaces and where any of the cost-to-go function, immediate cost, or the state transition functions are learned by a neural network [2, 19, 45, 51, 65] . Alternatively, there has been significant recent interest in verifying the robustness of trained neural networks deployed in systems like self-driving cars that are incredibly sensitive to unexpected behavior from the machine learning model [15, 48, 55] . Relatedly, a string of recent work has used optimization over neural networks trained for visual perception tasks to generate new images which are "most representative" for a given class [47] , are "dreamlike" [46] , or adhere to a particular artistic style via neural style transfer [27] .
Convex relaxations and MIP formulations
We model piecewise linear functions PWL : R η Ñ R r through their graphs:
grpPWL; Ωq def " t px, PWLpxqq | x P Ω u , which couples the input with the output of the function. In its simplest form, we will consider optimization problems like ω " max xPΩ c¨PWLpxq " max px,yqPgrpPWL;Ωq c¨y,
though we can easily modify this scheme to incorporate additional complexity, such as additional variables or multiple piecewise linear functions in the objective or constraints. We are primarily interested in producing dual bounds on this optimization problem, i.e. upper bounds on ω in (2) . To do this, we relax (2) to max px,yqPR c¨y by replacing the graph with a convex outer approximation R Ě grpPWL; Ωq. Dual bounds of this form are essential components of algorithms that aim to produce provably optimal solutions to the original problem (2) . Additionally, dual bounds are sometimes the object of primary interest, as is the case of the verification problem, where tight dual bounds can serve as certificates that NN is robust to adversarial inputs. To produce convex relaxations for grpPWL; Ωq, we construct a mixed-integer programming (MIP) formulation for it. To do this, we introduce auxiliary variables z P r0, 1s q (and optionally additional continuous variables u P R p as well) and construct a linear programming (LP) relaxation Q Ď R η`r`p`q such that Proj x,y pQ X pR η`r`pˆt 0, 1u" grpPWL; Ωq,
where Proj x,y p¨q is the orthogonal projection onto the px, yq variables. Typically, a MIP formulation would be used as an exact representation for the nonconvex set grpPWL; Ωq. However, its LP relaxation Q also readily offers an "extended" convex relaxation for grpPWL; Ωq, in the sense that if we take R " Proj x,y pQq, then R Ě grpPWL; Ωq. In this way, our work connects to the long line of work on extended formulations [25, 50, 68] , though in our setting the auxiliary variables introduced have a very particular interpretation. Intuitively, if our convex relaxation R is smaller, it will provide stronger dual bounds, with the strongest possible relaxation when R " ConvpgrpPWLqq, where Convp¨q is the convex hull operator. This geometric notion of strength has a natural interpretation in the MIP formulation setting as well.
Definition 1 Take a set S Ď R
η`r , along with the LP relaxation Q Ď R η`r`p`q for a MIP formulation of S. The formulation is ideal if its extreme points are integral: extpQq Ă R η`r`pˆt 0, 1u q .
Ideal formulations are interesting in our context as they offer the tightest possible convex relaxation: Proj x,y pQq " ConvpSq [59, Proposition 2.4] . Note that the converse is not necessarily true, and that the (stronger) integrality property in Definition 1 tends to lead to superior computational performance in the MIP setting.
Our contributions
In this work, we present strong MIP formulations for substructures of the form grpNL˝f ; rL, U sq;
a single nonlinearity a la (3), taking as input an affine function f pxq " w¨x`b over a high-dimensional box constrained domain. 1 We focus on these particular substructures as analysis of the entire network is intractable, and because we can produce a MIP formulation (and therefore a convex relaxation) for the entire network readily as the composition of formulations for each individual neuron.
Our contributions are as follows.
1. For the ReLU, the leaky ReLU, and the maximum of two affine functions: ‚ New ideal formulations. ‚ A simple linear-time separation routine to generate the most violated inequality from the exponential family of (non-redundant) constraints describing the ideal formulations. 2. For the clipped ReLU, the hard tanh unit, and the maximum of d affine functions: ‚ New strengthened big-M formulations. ‚ Families of strengthening valid inequalities, and efficient separation routines for them. 3. Strengthening inequalities for two consecutive layers of ReLU nonlinearities, and an efficient separation routine. 4. An exact characterization for the convex hull of the graph of a ReLU in the "original space" of input/output variables x and y.
Computational experiments on image classification problems for the MNIST
digit data set, where we observe that our new formulations, along with just a few rounds of separation over our families of cutting planes, can match the dual bound improvements of Gurobi in orders of magnitude less time.
We also would like to highlight at the start a number of compelling advantages of our MIP formulation approach.
‚ Our formulations serve not only as convex relaxations, but also offer exact representations when used in a branch-and-bound framework to solve the original optimization problem (2) directly. ‚ Even if the MIP formulation is not used in a branch-and-bound algorithm, it still stands to benefit from the host of strengthening techniques available in MIP solvers, such as presolve reductions and cutting planes. In particular, even if we do not impose integrality on the z variables, the solver can still use the knowledge that those variables must be integral at any feasible solution to compute strengthening cutting planes, potentially using global logic involving many neurons throughout the network. ‚ For the price of a single auxiliary variable for each neuron, the MIP formulations produced in this work will be substantially simpler and more interpretable than comparable convex relaxations in the original px, yqspace.
Relevant prior work
In recent years a number of authors have used MIP formulations to model trained neural networks [14, 16, 20, 26, 34, 42, 51, 53, 54, 56, 65, 66] , mostly applying big-M formulation techniques to ReLU-based networks. When applied to a single nonlinearity of the form (3), these big-M formulations will not be ideal or offer an exact convex relaxation; see Example 1 for an illustration. Additionally, a stream of literature in the deep learning community has studied convex relaxations in the original space of input/output variables x and y (or a dual representation thereof), primarily for verification tasks [8, 22, 23] . It has been shown that these convex relaxations are equivalent to those provided by the standard big-M MIP formulation, after projecting out the auxiliary integer variables. Additionally, some authors have investigated how to use convex relaxations within the training procedure in the hopes of producing neural networks with a priori robustness guarantees [21, 63, 64] . Beyond MIP and convex relaxations, a number of authors have investigated other algorithmic techniques for modeling trained neural networks in optimization problems, drawing primarily from the satisfiability, constraint programming, and global optimization communities [6, 7, 36, 41, 52] . Another intriguing direction studies restrictions to the space of models that may make the optimization problem over the network inputs simpler: for example, the class of binarized [37] or input convex [1] neural networks.
Broadly, our work fits into a growing body of research in prescriptive analytics and specifically the "predict, then optimize" framework, which considers how to embed trained machine learning models into optimization problems [10, 11, 17, 18, 24, 31, 44] . Additionally, the structures studied below have connections with existing structures studied in the MIP and constraint programming community like indicator variables and on/off constraints [3, 9, 12, 32, 33 ].
Starting assumptions
We will assume that L i ă U i for each input component i. Additionally, for the entirety of the paper besides Section 6.3, we will presume that the domain rL, U s Ă R η is bounded. The bounded input domain rL, U s makes the formulations and analysis considerably more difficult than the unbounded setting; this phenomena has been observed elsewhere in the MIP literature, for example by Atamtürk and Gómez [3] . However, variable bounds are natural for many applications (for example in verification problems), and are absolutely essential for ensuring reasonable dual bounds.
The ReLU nonlinearity
The ReLU is the workhorse of deep learning models: it is easy to reason about, introduces little computational overhead, and despite its simple structure is nonetheless capable of articulating complex nonlinear relationships.
Standard formulations for the ReLU
Take the two-dimensional set grpReLU; rl, usq, where rl, us is some interval in R containing zero. It is straightforward to construct an ideal formulation for this univariate ReLU.
Proposition 1 If l ă 0 ă u,an ideal formulation for grpReLU; rl, usq is:
Proof Follows from inspection, or as a special case of Proposition 3 to be presented in Section 2.2.
[ \ Additionally, this formulation for the univariate ReLU grpReLU; rl, usq can be used to construct a formulation for the multivariate case grpReLU˝f ; rL, U sq as:
where M`pf ; Ωq def " maxx PΩ f pxq and M´pf ; Ωq def " minx PΩ f pxq. This is the approach taken recently in the bevy of papers referenced in Section 1.3. Unfortunately, after the composition with the affine function f over a hypercube input domain, this formulation does not offer the tightest convex relaxation (and hence is also not ideal).
Example 1 Take f pxq " x 1`x2´1 .5. The formulation (5) for grpReLUf ; r0, 1s 2 q is y ď x 1`x2´1 .5`1.5p1´zq (6a)
The point px,ŷ,ẑq " pp1, 0q, 0.25, 0.5q is feasible for the LP relaxation (6a-6e); however, px,ŷq " pp1, 0q, 0.25q is not in ConvpgrpReLU˝f ; r0, 1s 2 q, and so the formulation does not offer an exact convex relaxation. See Figure 1 for an illustration.
Moreover, the integrality gap of this formulation can be arbitrarily bad, even in fixed dimension η. 2 qq, and (Right) the projection of the big-M formulation (5) to px, yq-space, where we mark the point px, yq " pp1, 0q, 0.25q that is not in the convex hull, but is valid for the projection of the big-M LP relaxation (6a-6e).
Proposition 2 Take Q as the LP relaxation for the formulation (5), and rangepS, xq def " t y | Dz s.t. px, y, zq P S u as the range of possible y values in the set S, given the fixed domain point x. For each even η and γ ą 0, there exists an affine function f pxq " w¨x`b, hypercube bounds rL, U s, and a point x P rL, U s, such that all data is bounded in ||¨|| 8 by γ, and max yPrangepQ,xq y´f pxq ě 1 2 γη, whereas for R " ConvpgrpReLU˝f ; rL, U sqq,
y´f pxq " 0.
Proof Take f pxq " ř η i"1 x i , rL, U s " r´γ, γs η , andx " γ¨p1,´1,¨¨¨, 1,´1q as a scaled vector of alternating ones and negative ones. We can check that f pxq " 0, M´pf q "´γη, and M`pf q " γη. The first statement follows as px, 1 2 γη, 1 2 q P Q. Furthermore, asx is an extreme point of the hypercube input domain rL, U s, it follows that rangepR,xq " t0u, giving the second result. [ \ Intuitively, this suggests that the big-M formulation is particularly weak around the boundary of the input domain, as it cares only about the value v " f pxq and not the particular value for x.
A second approach produces an ideal formulation for the ReLU nonlinearity by introducing auxiliary continuous variables (an extended formulation). For example,
is the so-called "multiple choice" formulation (see Appendix A for more details). Although the multiple choice formulation offers the tightest possible convex relaxation for a single neuron, each of them requires its own copy of the input variables. This means that when the multiple choice formulation is applied to every neuron in the network to formulate NN, the number of variables required is m 0`ř r i"1 pm i´1`2 qm i (using the notation of (1), where m i is the number of neurons in layer i). In contrast, the big-M formulation requires only m 0`ř r i"1 2m i variables to formulate the entire network. As we will see in Section 7, this quadratic growth in size can quickly become burdensome. Additionally, a folklore observation in the MIP community is that multiple choice formulations tend to not perform as well as expected in simplex-based branch-and-bound algorithms, likely due to degeneracy introduced by the block structure [61] .
An ideal MIP formulation without auxiliary continuous variables
We now present a non-extended ideal formulation for the ReLU nonlinearity, stated only in terms of the original variables px, yq and the single additional variable z. Put another way, it is the strongest possible tightening that can be applied to the big-M formulation (5) , and so matches the strength of the multiple choice formulation without the quadratic growth in the number of variables. Notationally, for each i P η takȇ
We can interpret hpIq as evaluating the function f at a corner point of the input domain rL, U s corresponding to the set I, i.e. hpIq " f pxq forx i "L i if i P I andx i "Ȗ i otherwise. In particular, hp∅q " M`pf ; rL, U sq, whereas hp η q " M´pf ; rL, U sq.
We say that a given ReLU nonlinearity grpReLU˝f ; rL, U sq is strictly active if M´pf ; rL, U sq ă 0 ă M`pf ; rL, U sq, or in other words, if grpReLU˝f ; rL, U sq is not equal to either grp0; rL, U sq or grpf ; rL, U sq.
Proposition 3 Take some affine function f pxq " w¨x`b over input domain rL, U s. The following is a valid formulation for grpReLU˝f ; rL, U sq:
px, y, zq P rL, U sˆR ě0ˆr 0, 1s (8c)
Furthermore, if the ReLU nonlinearity is strictly active, (8) is ideal, and each inequality in (8a) and (8b) is facet-defining.
Proof The results in this proposition follow as a special case of a series of more general results that will be presented in Section 4. In particular, the idealness result follows as a special case of Theorem 1, and the inequalities (8a) and (8b) are facet-defining by Proposition 10 and Proposition 13, respectively. Alternatively, in Appendix B we present a constructive proof of validity and idealness using Fourier-Motzkin elimination.
[ \ We note that the assumption that each piece of the ReLU nonlinearity is strictly active is not onerous, as when this is not the case, the nonlinearity can be replaced by an affine function (either 0 or w¨x`b). Moreover, strict activity can be verified or disproven in time linear in the input dimension η.
A linear time separation procedure
Formulation (8) has a number of constraints exponential in the input dimension η, so it will not be useful directly as a MIP formulation. However, it is straightforward to separate the exponential family (8b) dynamically, asneeded.
Proposition 4 Take a point px,ŷ,ẑq P rL, U sˆR ě0ˆr 0, 1s, along with the setÎ
then the constraint in (8b) corresponding toÎ is the most violated in the family. Otherwise, no inequality in the family is violated at px,ŷ,ẑq.
Proof Follows from Proposition 14, to be presented in Section 4.
[ \ This suggests an iterative scheme to produce strong relaxations for ReLU neurons: start with the big-M formulation (5) , and use Proposition 4 to separate strengthening inequalities from the exponential family (8b) as they are needed.
Other univariate nonlinearities
In this section we generalize results from the previous section, producing MIP formulations and strengthening inequalities for three other univariate nonlinearities used in the deep learning community.
The leaky ReLU
We start with the leaky ReLU nonlinearity: Leakypv; αq " maxtαv, vu for some constant 0 ă α ă 1. Instead of fixing any negative input to zero, the leaky ReLU scales it by a (typically quite small) constant α. This alteration has been empirically observed to help avoid the "vanishing gradient" problem during the training of certain deep learning models [43, 67] . We present a simple big-M formulation for the leaky ReLU, followed by an ideal formulation in the same fashion as the ReLU formulation (8).
Proposition 5 Take some affine function f pxq " w¨x`b over input domain rL, U s. The following is a valid formulation for grpLeaky˝f ; rL, U sq:
Moreover, if the leaky ReLU nonlinearity is strictly active, then an ideal formulation is given by (9), along with the constraints
Finally, each inequality in (9a-9d) and (10) is facet-defining.
Proof The proposition follows from more general results presented in Section 4. In particular, validity of (9) follows from Proposition 9, idealness from Theorem 1, and the facet-defining result for (9a-9d) and (10) follow from Propositions 10 and 13, respectively.
[ \ Note that (9c) and (9d) are special cases of (10) when I " η and I " ∅, respectively. Furthermore, we note in passing that the family of inequalities (10) can be separated in time linear in η via Proposition 14.
The clipped ReLU
The clipped ReLU nonlinearity is a modification of the standard ReLU unit which caps its output at some constant positive value C:
Clipped ReLUs were introduced in the deep learning community as a technique to avoid oversaturation during the training procedure, particularly for recurrent networks [30] . The relu6 activation function in TensorFlow is a special case where C " 6. Additionally, clipped ReLUs are attractive in our convex relaxation framework, as the cap C allows bound propagation through deep networks to be regulated, which in turn can lead to tighter convex relaxations.
We also observe that the clipped ReLU is very similar to the hard tanh nonlinearity HardTanhpvq " mint1, maxt´1, vuu, a piecewise linear approximation of the popular tanh activation function. The formulations and cutting planes presented below for the clipped ReLU can be adapted in a straightforward way to the hard tanh nonlinearity, so we omit explicit statements for brevity.
A big-M formulation
We start by presenting a big-M formulations for the clipped ReLU nonlinearity.
Proposition 6 Take some affine function f pxq " w¨x`b over input domain rL, U s. The following is a valid formulation for grpClipped˝f ; rL, U sq:
px, y, zq P rL, U sˆR ě0ˆr 0, 1s
Proof If z " p1, 0, 0q, then the (11a-11c,11e) reduces to
, .
-.
If z " p0, 1, 0q, then the (11a-11c,11e) reduces to
If z " p0, 0, 1q, then the (11a-11c,11e) reduces to
-. This exhausts all feasible values for z with respect to (11d,11f). Furthermore, grpClipped˝f ; rL, U sq "
Strengthening inequalities
We present two exponential families of strengthening inequalities for the unary clipped ReLU formulation (11) in the same vein as those previously presented for the ReLU and the leaky ReLU.
Proposition 7
The following inequalities are valid for (11):
Now assume that all three pieces of the clipped ReLU nonlinearity are strictly active, i.e. that M´pf ; rL, U sq ă 0 ă C ă M`pf ; rL, U sq. Then (12) is facet-defining if and only if hpIq ă C, and (13) is facet-defining if and only if hp η zIq ą 0.
Proof Fix some subset I Ď supppwq.
Validity of (12) Follows by case analysis: when z " p1, 0, 0q, the inequality reduces to y ď ÿ iPI w i px i´Li q, whose validity follows as w i x i ě w iLi for all i. If z " p0, 1, 0q or z " p0, 0, 1q, then y ď w¨x`b is a valid inequality, and (12) reduces to
whose validity follows from the bounds w i x i ď w iȖi for all i.
Validity of (13) Consider the case when z " p1, 0, 0q or z " p0, 1, 0q, in which case the inequality y ě w¨x`b is valid, and the inequality (13) reduces to
whose validity then follows from the bounds w i x i ě w iLi for all i. If z " p0, 0, 1q, then y " C is valid, and the inequality (13) reduces to
"Only-if " direction To show the only-if direction for (12), we observe that when hpIq ě C, we can express (12) as a conic combination of other constraints in the following way:
and then simplifying using the equation z 1`z2`z3 " 1.
To show the only-if direction for (13), we observe that when hp η zIq ď 0, we can express (13) as a conic combination of the other constraints in the following way:
"If " direction To show that each inequality in the family (12) with hpIq ă C (resp. (13) with hp η zIq ą 0) is facet-defining under the strict activity assumption, presume w.l.o.g. that w ě 0; if this is not the case, in the argument below replace L and U withL andȖ , respectively, and take care to either add or subtract ǫ perturbations appropriately to maintain feasibility. Take the points p 1 " px, y, zq " pL, 0, e 1 q and p 3 " px, y, zq " pU, C, e 3 q, which are both feasible for (11) under our assumptions, and satisfy any inequality (12) or (13) at equality. Take some sufficiently small ǫ ą 0, and define the points p 1,i " pL`ǫe i , 0, e 1 q for each i R I. By strict activity, such an ǫ exists such that each point is feasible for (11) , and satisfies the inequalities in (12) and (13) corresponding to I at equality.
Take somex P rL, U s where: 0 ă w¨x`b ă C,x i " U i (resp.x i " L i ) for each i R I, and L i ăx i ă U i for each i P I. For example, in the case of (12), the pointx exists as it can be found as a convex combination between the point U (where f pU q ą C by strict activity and w ě 0) and the pointx given byx i " L i for i P I andx i " U i for i R I, for which f pxq " hpIq ă C. The analogous is true for (13) with hp η zIq ą 0. Take the points p 2 " px, f pxq, e 2 q and p 2,k " px`δe k , f pxq`w k δ, e 2 q for each k P I. For sufficiently small δ, each point is feasible for (11) , and satisfies the inequalities in (12) and (13) corresponding to I at equality.
To finish, we must show that the η`3 points constructed thus far are affinely independent. Presume w.l.o.g. that I " κ for some κ P η .
. . .
Now subtract the p 2´p1 row from rows p 2,k´p1 to yieldx´L
If we permute the last three columns (corresponding to the z variables) to the first three columns, we observe that the resulting matrix is upper triangular with a nonzero diagonal, and so has full row rank. Therefore, the starting matrix also has full row rank, as we only applied elementary row operations, and therefore the η`3 points are affinely independent, giving the result.
[ \ The families of inequalities (12) and (13) may be separated in time linear in η.
Proposition 8 Take some point px,ŷ,ẑq P rL, U sˆR ě0ˆr 0, 1s 3 , along with the setÎ "
then the constraint in (12) corresponding toÎ is the most violated in the family. Otherwise, no inequality in the family is violated at px,ŷ,ẑq. Similarly, takê
then the constraint in (13) corresponding toÎ 1 is the most violated in the family. Otherwise, no inequality in the family is violated at px,ŷ,ẑq.
Proof Follows immediately from the descriptions of (12) and (13) .
[ \
The maximum of d affine functions
We turn our attention to a simple multivariate nonlinearity that computes the maximum of d inputs:
We will study the composition of this multivariate nonlinearity with different affine functions (over a shared variable set) for each input to the Max unit:
where each f i pxq " w i¨x`bi is a different affine function over the same input domain. This nonlinearity is extremely prevalent in modern deep neural networks, for example in the max pooling neurons often used in convolutional networks for image classification tasks [13] , or in maxout networks [29] . In addition, it generalizes the ReLU and the leaky ReLU.
In this section we present two big-M formulations for the Max nonlinearity that trade off between strength and the computational cost needed to derive them. Additionally, we present a family of inequalities that can be used to strengthen these formulations, along with an efficient procedure to separate them as-needed.
A tight big-M formulation
We start with a big-M for the maximum nonlinearity that is small and potentially stronger than existing big-M formulations in the literature. This formulation can be viewed as an application of Proposition 6.2 of Vielma [59] , and is also similar to the big-M formulations for generalized disjunctive programs of Trespalacios and Grossmann [58] .
Proposition 9 For each k P d , take an affine function f k pxq " w k¨x`bk and the subset X k " x P rL, U sˇˇk P arg max
The following is a valid formulation for grpMax˝pf 1 , . . . , f d q; rL, U sq:
Proof We enumerate each value z may take subject to (15c,15e). Consider the case where z " e ℓ ; this corresponds to the case where the ℓ-th input function is the maximum, and so px,ŷ, e ℓ q satisfying (15) implies thatx P X ℓ and that
The validity of this inequality follows from
where the inequality follows asx P X ℓ . Similarly, (15b) for k ‰ ℓ reduces to y ď f k pxq`N k,ℓ,`, whose validity follows by an analogous argument:
[ \ There are number of noteworthy observations about the formulation (15). First, the tightest possible big-M coefficients N k,ℓ,´a nd N k,ℓ,`c an be computed by solving an LP for each pair of input affine functions k ‰ ℓ. While this might be exceedingly computationally expensive if d is large, it is potentially viable if d is a fixed constant. This is indeed the case, for example, in a standard 2ˆ2 or 3ˆ3 max pooling neuron, where d " 4 or d " 9, respectively. Second, we observe that if the set X ℓ is empty, then we can infer that the ℓ-th input function is never the maximum, and can safely prune it. In particular, if we attempt to compute the tightest possible coefficient N and it is proven infeasible, we can prune the ℓ-th function.
Third, in the case where d is sufficiently large that we cannot compute the tightest possible coefficients N , we can readily produce suboptimal coefficients by relaxing the constraintx P X ℓ tox P rL, U s. We can then readily compute the corresponding coefficients by inspecting the values of the input functions at the corners of the domain rL, U s:
for each k ‰ ℓ. All coefficients for each pk, ℓq pair can then be computed in time Opd 2¨η q. Although potentially suboptimal, they may still lead to a big-M formulation that is substantially stronger than those in the literature. For example, the formulation of Tjeng and Tedrake [56] is equivalent in our framework to selecting
Note in particular that the values do not change with ℓ, the inner max and min are completely decoupled. Fourth, we observe that the formulation (15) is valid even if the f i are arbitrary functions, though of course we must restrict them to be affine functions if we would like a LP convex relaxation.
Finally, we show that if the set of points where the ℓ-th function is the maximum is full-dimensional, then the inequalities (15a) and (15b) are facetdefining.
Proposition 10 Presume that each set X ℓ is nonempty, and take some k P d . If X k is full-dimensional (i.e. has dimension η) and the coefficients N k,ℓ,á re as large as possible for each ℓ, then the corresponding inequality in (15a) is facet-defining. Similarly, if the coefficients N k,ℓ,`a re selected to be as small as possible, then the corresponding inequality in (15b) is facet-defining.
Proof We prove the result for (15a); the argument for (15b) follows in the same manner, merely interchanging an arg min for an arg max below.
Note that, under the nonemptiness assumption, the feasible region for (15) has dimension η`d. In order to show that the constraint is facet-defining, we identify η`d affinely independent feasible points that satisfy the given constraint at equality.
Fix a pointx in the interior of X k , which exists since X k has dimension η. Denote the feasible point p 0 " px, f k pxq, e k q. Sincex is in the interior of X k , there exists a sufficiently small ǫ ą 0 such that the points p i " px` (15) , and satisfies the given constraint at equality.
To finish, we must show that the η`d points constructed thus far are affinely independent. Presume w.l.o.g. that k " 1. The result follows by showing the following matrix has full row rank:p 2´p0 . . .
If we permute the last d´1 columns (corresponding to the z 2 to z d variables) to the first d´1 columns, we observe that the resulting matrix is upper triangular with a nonzero diagonal, and so has full row rank. Therefore, the starting matrix also has full row rank, as we only applied elementary row operations, and therefore the η`d points are affinely independent, giving the result.
[ \ Additionally, we present a family of strengthening inequalities for (15) .
Proposition 11
For each partition tI k u d k"1 of η , the following is a valid inequality for (15):
where for each
Proof Take any px,ŷ,ẑq satisfying (15). Necessarilyẑ " e k for some k P d , in which casex P X k andŷ " w k¨x`bk ě w ℓ¨x`bℓ for each other ℓ P d . Then inequality (18) 
The validity then follows aŝ y "
where the inequality follows asx P X k .
Fix
where the first equality follows from the equation ř d k"1 z k " 1, the second from the definition of N k,ℓ,`, and the third from the stipulation that N k,k,`" 0. In other words, the inequalities (18) contain (15b) as a special case.
Unfortunately, separating constraints from the family (18) is not as straightforward as it was for the univariate nonlinearities in previous sections. Therefore, we propose a class of (potentially weaker) strengthening inequalities which will be easier to separate. In particular, we introduce a family of tightening inequalities from which the most violated inequality can be computed in time Opd¨ηq.
Proposition 12 Consider the family of inequalities (18) with the coefficient values
Take some point px,ŷ,ẑq P rL, U sˆRˆr0, 1s. If any constraint in the family is violated at the given point, a most violated constraint can be constructed by selecting
or each i P supppwq, and taking
Proof The most violated inequality corresponds to tI k u d k"1 that minimizes the quantity
our construction of the partition tI k u d k"1 attains the minimum.
An ideal formulation for the maximum of two affine functions
We now construct an ideal formulation for the maximum of two affine functions, which we previously used to construct ideal formulations for the ReLU and leaky ReLU in Proposition 3 and Proposition 5, respectively.
Theorem 1 Take two affine functions f 1 pxq " w 1¨x`b1 and f 2 pxq " w 2ẍ`b 2 . The following is a valid formulation for grpMax˝pf 1 , f 2 q; rL, U sq, and ideal when both pieces are strictly active:
where
Proof This formulation is valid as it is a special case of the Max formulation (15) for two functions, along with the tightening (18) . In particular, (19a) and (19b) are equivalent to (15a) for the case of two functions (note that N k,ℓ,´" 0 when X k X X ℓ ‰ ∅). Moreover, (19c) is equivalent to (18) (which dominates (15b)) if we take the sets I 1 " I and I 2 " η zI, in addition to the values
. Constraint (15c) is implicit by letting z 1 " z and z 2 " 1´z, and constraints (15d) and (15e) are present.
Applying [60, Proposition 1], this formulation is ideal if its linear relaxation is contained in the convex hull of all (integer) feasible points for (19) . In other words, we show that R " t px, y, zq | p19a´19dq u is contained in
where X 1 " x P rL, U sˇˇf 1 pxq ě f 2 pxq ( and X 2 " x P rL, U sˇˇf 2 pxq ě f 1 pxq ( . Consider some px, y, zq P R. If z P t0, 1u, then the validity of (19) immediately gives the result; therefore, presume that 0 ă z ă 1. Our goal is to produce two points px,ŷ, zq, px,y, zq P S withy ď y ďŷ. This verifies that px, y, zq P S, as we can express it as a convex combination of the two.
To produce the first point, we construct pointsx
2 and y ďŷ def " zf 1 px 1 q`p1´zqf 2 px 2 q. For each i P η , take
, in which case the above values are ill-defined, choosex
Lemma 1
The following hold:
Proof The first condition holds as, for each i P η such that w
and the condition is directly true when w
as the set of components where C i px, zq is uniquely attained by the first term in its definition. Then summing (19b) with the constraint in (19c) corresponding toÎ yields the valid inequality
where the first equivalency follows from the definitions ofÎ and C i , the second from rearranging terms and z ě 0, the third from the definition ofx 1 , and the fourth from rearranging terms. An analogous result shows that f 2 px 2 q ě f 1 px 2 q by summing instead (19a) and the constraint in (19c) corresponding toÎ.
Next, we show that L i ďx
, as otherwise this is directly true. In other words, we show that
The value C i px, zq is a minimum of two terms and we consider each case separately. If the second term is the minimum, (21) becomes
is true by the definition of B 1 . Consider now the case that the first term is C i px, zq is the minimum, that is,
Then (21) becomes
or equivalently,
which holds due to (22) and (19d). From this, we conclude thatx 1 P X
1 . An analogous argument shows that L ďx 2 ď U , and so thatx 2 P X 2 . Finally, it remains to show that y ďŷ. To see this, rewrite the inequality from (19c) using the setÎ defined in (20) as
where the first line follows from (19c), the second from the definition ofÎ, the third from the definition of the C i , the fourth from the definitions ofx 1 and x 2 , the fifth by rearrangement and the definition ofŷ.
[ \ To close the proof, presume w.l.o.g. that f 1 pxq ě f 2 pxq. We show that there existsx
2 . Then we may takey def " zf 1 px 1 q`p1´zqf 2 px 2 q " zf 1 px 1 q`p1´zqf 1 px 2 q " f 1 pxq, and (19a) then verifies that y ě f 1 pxq "y. The result follows from the following geometric lemma.
Lemma 2 Take a convex set Ω, an affine function g : Ω Ñ R, along with the sets X´" t x P Ω | gpxq ď 0 u and X`" t x P Ω | gpxq ě 0 u. Take points x, x´P X´and x`P X`such that x " λx´`p1´λqx`for some fixed scalar λ P r0, 1s. Then there exist some pointsx´P X´andx`P X´X X`such that x " λx´`p1´λqx`.
Proof Assume w.l.o.g. that x " 0, as we can translate Ω and g otherwise. Suppose also that gpxq ă 0 ă gpx`q, else the result is trivial. Take the dilation factor δ " gp0q gp0q´gpx`q ; it is straightforward to see that δ P p0, 1q from the signs of gpxq ă 0 and gpx`q ą 0. Takex`" δ¨x`; noting that 1´δ "´g px`q gp0q´gpx`q , we can inspect that gpx`q " δgpx`q`p1´δqgp0q " gp0qgpx`q gp0q´gpx`q´g px`qgp0q gp0q´gpx`q " 0.
Therefore,x`P X´X X`.
Select the second pointx´" δ¨x´. First we see that
Therefore, it just remains to show thatx´P X´. As 0, x´P Ω, it follows that x´" δx´P Ω, as δ P p0, 1q and Ω is convex. Furthermore,
where the final inequality follows as gp0q ă 0, gpx´q ă gpx`q, and gp0q ă gpx`q. Therefore,x´P X´, completing the proof.
[ \ Furthermore, we can show that each inequality in the exponential family (19c) is facet-defining.
Proposition 13 If Max˝pf
1 , f 2 q is strictly active (i.e. M´pf 1´f 2 ; rL, U sq ă 0 ă M`pf 1´f 2 ; rL, U sq), then (19c) is facet-defining for each I Ď η .
Proof We fix I " t1, . . . , κu; this is without loss of generality by permuting the rows of the matrices presented below. Additionally, we presume that w 2 ě w 1 ; this is also without loss of generality by interchanging`and´in the definition of thep k below. Take the two points p 0 " px, y, zq " pB 2 , f 2 pB 2 q, 0q and p 1 " pB 1 , f 1 pB 1 q, 1q. Each point is feasible with respect to (19) and satisfies (19c) at equality. Then for some ǫ ą 0 and for each i P I, takep i " px, y, zq " pB . . .
If we then add the first row to each of row κ`2 to η`1 (i.e. those corresponding top i´p0 for i ą κ), we produce the matriẍ
If we permute the last column (corresponding to the z variable) to the first column, we observe that the resulting matrix is upper triangular with a nonzero diagonal, and so has full row rank. Therefore, the starting matrix also has full row rank, as we only applied elementary row operations, and therefore the η`2 points are affinely independent, giving the result.
[ \ Furthermore, there is straightforward procedure to separate the most violated inequality from the family (19c) in time linear in η. Proposition 14 Take some point px,ŷ,ẑq P rL, U sˆR ě0ˆr 0, 1s, along with the set
then the constraint in (10) corresponding toÎ is the most violated in the family. Otherwise, no inequality in the family is violated at px,ŷ,ẑq.
Proof Follows by observing that minimizing the right-hand side of (19c) is a separable problem for each component i, and the setÎ is constructed exactly by performing this minimization in a component-wise fashion.
Cutting planes for multiple neurons
Up to this point we have strived to build the strongest possible MIP formulations and cutting planes for single neurons. However, in actuality deep neural networks consist many neurons connected together through a network topology. Unfortunately, it will not be the case that composing ideal formulations for single neurons will result in an ideal formulation for the entire network. Therefore, in this section we will present cutting planes that link together multiple ReLU neurons in the network. Consider the two layer set
rL j , U j sq @j P d px, y, zq P grpReLU˝f ; r0, U sq * that corresponds to d parallel ReLU neurons in one layer that are fed as inputs into a ReLU neuron in the subsequent layer. Note that as each x i is the output of a ReLU nonlinearity, its lower bound in the second layer is zero.
We would like to strengthen the exponential family of valid inequalities (8b) for the ReLU in the second layer, using the global information that the inputs fed into this ReLU are themselves outputs of ReLU nonlinearities. We do so by lifting in the binary variables v j from the previous layer into the inequalities.
Proposition 15
For each I Ď supppwq, J Ď t i P I | w i ă 0 u, and K Ď t i P supppwqzI | w i ą 0 u, the following inequality is valid for X:
Proof Fix some px,ŷ,ẑ,û 1 , . . . ,û d ,vq P X. For each i P J Y K, ifv i " 0, we can infer thatx i " 0. Take J 0 " t j P J |v j " 0 u and
We perform a case analysis on the possible values forẑ. Ifẑ " 0, the inequality in (23) corresponding to pI, J, Kq reduces tô
where the first set of terms is nonnegative from the bounds w i x i ě w iLi for each i, the second set of terms is zero as i P J 0 implies thatx i " 0, and the third set of terms is nonnegative as w k ě 0,Ȗ k ě 0, andv k ě 0 for each k P K. Furthermore, asŷ " 0 necessarily whenẑ " 0, validity of the inequality then follows. If insteadẑ " 1, then (23) The validity of this inequality then follows as, whenẑ " 1,
where, in the second inequality, we use the fact thatv k " 0 implies thatx k " 0, and the last inequality holds sincev j ě 0, w j ă 0, andL j ě 0 for each j P J.
[ \ Next we show a way to select the sets J and K in order to strengthen single neuron cuts from the family (8b). In particular, observe that if we fix J " K " H, the family (23) is equivalent to (8b).
Proposition 16
Take some point px,ŷ,ẑ,û 1 , . . . ,û d ,vq feasible for a relaxation of X. Define I def " η zI. For each component i P supppwq, take the quantities
then the constraint in (23) corresponding to pÎ,Ĵ,Kq is the most violated in the family. Otherwise, no inequality in the family is violated at the given point.
Proof Given that J Ď I and K Ď I, start by rewriting (23) as
In particular, the four sums in the expression partition the input components η into the sets IzJ, J, p IqzK, and K. Note also that the values β
, and β K i , respectively, correspond to the contribution to the righthand side that results from placing component i in the corresponding set of the partition. SinceÎ,Ĵ, andK are defined so that each i is assigned to the set that minimizes its contribution to the right-hand side, the resulting constraint is the most violated.
[ \ We note in passing that it is also possible to strengthen single neuron inequalities by lifting in binary variables associated with ReLU neurons in the same or subsequent layers in the network. However, the inequalities are signficantly more difficult to compute, so we omit them from this work.
Convex relaxations in the original space of variables
In this section, we focus on how the MIP formulations in this paper compare to convex relaxations that work directly in the original px, yq-space (i.e. without introducing auxiliary integer variables z). First we show that the projection of the relaxation for the big-M formulation (5) is equivalent to existing convex relaxations derived in the deep learning literature. Next, we project the ideal MIP formulation (8) to produce a tighter convex relaxation in the original space. Unfortunately, we will see that the inequalities (and the separation procedure) are considerably more complex in the original space. We take this as further justification for using MIP formulations to construct convex relaxations, despite the single additional variable required for each neuron. We close the section by studying the limitations of the MIP formulation relaxation approach when the input domain Ω is unbounded.
The big-M formulation projects to existing convex relaxations
Ehlers [23] and Wong and Kolter [63] present the following convex relaxation for grpReLU˝f ; rL, U sq in the original px, yq-space:
This relaxation is equivalent to the projection of the big-M formulation (5).
Proposition 17
Presume that the ReLU is strictly active. The projection of the LP relaxation of (5) onto the px, yq variables is equal to (24) .
Proof Follows from Fourier-Motkzin elimination applied to the z variable.
[ \ This result is quite similar to Lemma 1 of Serra and Ramalingam [54] , which shows that (24) is equivalent to (5) in the transformed pw¨x`b, yq space of variables.
Additionally, Dvijotham et al. [22] and Wong et al. [63, 64] present Lagrangian relaxations for the dual of the optimization problem max xPrL,Us cN Npxq, where NNpxq : R η Ñ R mr is a piecewise linear function composed of a number of ReLU layers. Both show that their relaxations are equivalent to the dual produced by the combining the relaxation (24) for each ReLU nonlinearity, and is therefore also equivalent to the projection of the big-M MIP formulation (5).
An exact convex relaxation for grpReLUq
Below we project out the binary variable z from the ideal formulation (8), producing an exact linear inequality description for ConvpgrpReLU˝f ; rL, U sq. However, we will see that both the descriptions for the inequalities, as well as the separation procedure, become considerably more complex.
Proposition 18
Take some affine function f pxq " w¨x`b over input domain rL, U s, and presume that the the corresponding ReLU is strictly active. The following is a linear inequality description for ConvpgrpReLU˝f ; rL, U sqq:
for V " t pI, Jq P I`ˆI´| I Ď J u, where I`" t I Ď supppwq | hpIq ą 0 u and I´" t I Ď supppwq | hpIq ă 0 u.
Proof Apply Fourier-Motzkin elimination to the LP relaxation of formulation (8) to project out the z variable. This leaves us with the linear system
The result then follows from the following lemmas.
Lemma 3 Each inequality (26d) with I Ę J is redundant.
Proof Take I P I`and J P I´such that IzJ ‰ ∅. We can rearrange constraint (26b) as follows:
We want to show that the above constraint is redundant. The last term of the right-hand side above is negative, since hpJq ă 0, hpIq´hpJq ą 0, and w j px j´Lj q ě 0 for all j. Therefore, the constraint (26d) with sets I 1 " I X J and J 1 " J, which satisfies I 1 Ď J 1 and is equivalent to removing the last term above, dominates the above constraint.
It is left to show that I 1 P I`and J 1 P I´. The latter is directly true since J 1 " J P I´. Moreover, inspecting the definition of h shows that hpIq ď hpI 1 q for any I 1 Ď I, and so hpIq P I`implies that hpI X Jq P I`as well.
Lemma 4
The family of inequalities (26b) are redundant.
Proof To show that (26b) is redundant, we take any I P I`such that I Ď J and start from the following form of (26d):
Observe that:
The last inequality comes from the fact that hpIq ą 0, hpIq´hpJq ě 0, and w jȖj´wj x j ě 0 for all j.
Lemma 5 The family of inequalities (26c) are redundant.
Proof To show that (26c) is redundant, we start from the original form of (26d). Note that: The last inequality comes from the fact that´hpJq ą 0, hpIq´hpJq ě 0, and w j x j´wjLj ě 0 for all j.
[ \ Separation over the family (25b) appears much more complex than separation over the family (8b). Additionally, while every inequality in (8b) is facet-defining under very mild conditions, this is not necessarily the case for the inequalities in (25b). However, we can offer a simple sufficient condition for when these inequalities will be facet-defining.
Proposition 19
If the ReLU nonlinearity is strictly active, then each constraint (25b) where J " I Y tku for some k P JzI is facet-defining. In this case, we can write the constraint as follows:
Proof Take some I and J satisfying the desired conditions. Presume w.l.o.g. that w ě 0, and soL " L andȖ " U . We prove the result by providing η`1 affinely independent feasible points that satisfy the constraint at equality. Takē p 0 " px, yq " pL, 0q
These points are all feasible given the strict activity assumption. The points p satisfy the corresponding inequality (27) at equality since the right-hand side evaluates to zero, matching the y component ofp. To show that p 0 satisfies the corresponding inequality (27) at equality, observe that the right hand side, evaluated at p 0 , is
A analogous argument holds for the p i .
To finish, we must show that the η`1 points constructed thus far are affinely independent. Presume w.l.o.g. that k " 1 and I " t2, . . . , κu for some κ. The result follows by showing the following matrix has full row rank: 
This matrix is upper triangular with a nonzero diagonal, and so has full row rank. Therefore, the starting matrix also has full row rank, as we only applied elementary row operations, and therefore the η`1 points are affinely independent, giving the result.
[ \ We conjecture that the subset of inequalities considered in Proposition 19 are the only facet-defining inequalities in the family (26d).
Convex relaxations for the unbounded case
Sometimes it is not possible to impose a priori bounds on the input variables. Unfortunately, there are fundamental existential results that prevent MIP formulations from modeling such structures (i.e. the union of sets with differing recession directions, see Jeroslow and Lowe [35] ). However, it may still be possible to give a simple description for the convex hull in the original space of variables.
Proposition 20 For d ě 2 and any affine functions f k pxq " w k¨x`bk for i P d , if at least two of the f k are active in Maxpf 1 , . . . , f d q, then
Proof From the definition of gr, the Ď inclusion direction follows immediately. For the Ě direction, select some px, yq P R η`1 where y ě f k pxq for each k P d . Presume w.l.o.g. that x " 0 and that
The result follows by convexity as we will show that there exist two points p0,yq, p0,ŷq P ConvpgrpMax˝pf 1 , . . . , f d q; R ηwithy ď y ďŷ. For the first, takey " f 1 p0q. It follows thaty ď y from linearity, as y ě f 1 pxq is a valid inequality for any px,ỹq P grpMax˝pf 1 , . . . , f d q; R η q. For the second, start with the assumption that at least two segments are active. This implies that there exists some direction v P R η such that max
Evaluating ρp0q " b 2´b1 ď 0 and then ρp1q " pw 2´w1 q¨d`b 2´b1 ą 0 allows us to infer that pw 2´w1 q¨v ą 0, and that therefore that we can make ρpγq arbitrarily large by selecting some sufficiently large γ. In particular, select γs uch that ρpγ˚q " 2y. This selection implies that [ \ Note that this description provides no upper bound on y. While this convex relaxation is simple to describe and as tight as possible if the input domain truly is unbounded, it is extremely weak if there are, in fact, valid variable bounds that can be deduced.
In the case where some (but not all) of the variables are upper or lower bounded, the situation is more complex. For example, there are simple cases where the convex hull of the graph is not closed.
Example 2 Consider the univariate function f pxq " x´1, and the corresponding graph G " grpReLUpx´1q; R ě0 q. Observe that y ď x is valid for G. Moreover, the infinite sequence px i , y i q " p1´1 i qp0, 0q`1 i pi, i´1q P ConvpGq grows arbitrarily close to satisfying y ď x at equality as i increases. However, inspection shows that there do not exist any points in G that satisfy y ď x at equality. Therefore, ConvpGq is not closed.
In certain contexts, it may be possible to infer valid upper bounding constraints on y, or even characterize the convex hull (see, for example, [57, Lemma 3.3] or [49, Theorem 1] ). However, it is still the case that (even weak) a priori bounds on all the input variables will allow to construct much stronger convex relaxations than otherwise possible. Additionally, the MIP formulation approach does not encounter the existential barriers in the case where the input domain is bounded.
Computational experiments
To conclude the work, we study the strength of the dual bounds provided by our new formulations and valid inequalities. We study the verification problem on image classification networks trained on the canonical MNIST digit data set [40] . We train a neural network f : r0, 1s 28ˆ28 Ñ R 10 , where each of the 10 outputs correspond to the logits for each of the digits from 0 to 9. Given a training imagex P r0, 1s 28ˆ28 , our goal is to prove that there does not exist a perturbation ofx such that the neural network f produces a wildly different classification result. If f pxq i " max input = placeholder(float32, shape= (28, 28) ) conv1 = conv2d(input, filters=16, kernel_size=4, strides=(2,2), activation=relu, use_bias=True) conv2 = conv2d(input, filters=32, kernel_size=4, strides=(2,2), activation=relu, use_bias=True) flatten = reshape(conv2, [ i. To evaluate robustness aroundx with respect to class j, we can solve the following optimization problem for some small constant ǫ ą 0: max a:||a||8ďǫ f px`aq j´f px`aq i .
If the optimal solution (or a valid dual bound thereof) is less than zero, this verifies that our network is robust aroundx in the sense that we cannot produce a small perturbation that will flip the classification from i to j.
We train three models, testing the ReLU, clipped ReLU, and max pooling nonlinearities. Each has two convolutional layers feeding into a dense layer of nonlinearities and then a final dense linear layer. For the third variant, we include a 2x2 max pooling layer between the last convolutional layer and the first dense layer. We include TensorFlow pseudocode in Figure 2 specifying the architectures.
We train each network using the Adam algorithm [38] , running for 15 epochs with a learning rate of 10´3. Each model attains 100% training accu-racy and ą 98% test accuracy. We generate 100 adversarial instances for each network by randomly selecting a test imagex with actual label i, along with a random target adversarial class j ‰ i. We select a perturbation ball radius of ǫ " 10{256, which constrains the adversarial image to differ in each pixel by at most 10 values on the 256-bit grayscale used in the MNIST data set. Note that we make no attempts to utilize recent techniques that train the networks to be verifiable [21, 63, 64] .
For all experiments, we use the Gurobi v7.5.2 solver, running with a single thread on a machine with 128 GB of RAM and 32 CPUs at 2.30 GHz. We perform our experiments using the tf.opt package for optimization over trained neural networks; tf.opt is under active development at Google, with the intention to open source the project in the future. We turn off heuristics in Gurobi as we are concerned primarily with dual bounds, and set a time limit of 30 minutes (1800 s) for each run.
As Gurobi does not reliably produce feasible primal solutions for these instances, we compare the approaches based on the "verification gap", which measures how far the dual bound is from proving robustness (i.e. an objective value of 0). To evaluate the quality of a dual bound, we measure the "improvement percentage"
, where our baseline for comparison, big-M-bound, is the bound from the LP relaxation of the big-M formulation without any cutting planes, and other-bound is the dual bound being compared.
To connect with the developments in Section 6, we reiterate that the convex relaxations of Ehlers [23] and Wong and Kolter [63] produce bounds that are no better than the big-M LP relaxations used below. Indeed, they may be strictly worse, even without cutting planes, if Gurobi is able to exploit integrality information in its presolve routine to strengthen the formulation. Additionally, we presented strengthening inequalities (25b) that operate in the original px, yq-space. However, we do not have an efficient separation procedure for these inequalities, and so we leave a computational comparison of these inequalities to future work.
ReLU network
We start by evaluating the ReLU network in Figure 2a . We test the extended formulation 7 applied to each neuron in the network; however, we are unable to solve the LP relaxation of any of the 100 instances in the allotted 30 minutes, due to the quadratic growth in formulation size mentioned in Section 2.1. For the other configurations, we pair the big-M formulation (5) with some combination of cutting planes provided automatically by Gurobi, and violated inequalities from the family (8b). We report aggregated results over 100 instances in Table 1 . We observe that the big-M LP relaxation can be solved very quickly, and that adding separated inequalities from the family (8b) strengthens the bound by over 15% on average, and only takes roughly 2.5ˆas long. This is because when Gurobi's cutting planes are turned off, the callback separating over (8b) is only called a small number of times, as determined by Gurobi's internal cut selection procedure, and the separation runs very quickly. Therefore, this 15% improvement is the result of only a very small number of separation rounds, not an exhaustive iterative procedure. We may compare these results against Gurobi's cutting plane separation at the root node, which is able to provide a modestly better bound (roughly 18% improvement), but requires almost two orders of magnitude more time to produce the bound. For another comparison, we set a smaller time limit of 15 seconds on Gurobi, which is a tighter upper bound on the maximum time used by the approach that separates over (8b) without Gurobi's cutting planes. In this short amount of time, Gurobi is not able to improve the bound substantially, with less than 4% improvement. This suggests that the inequalities (8b) are not trivial to infer by generic cutting plaen methods, and that it takes Gurobi many rounds of cut generation to achieve the same level of bound improvement we derive from restricting ourselves solely to those cuts in (8b).
Clipped ReLU network
We repeat similar experiments on the clipped ReLU network depicted in Figure 2b , presenting the results in Table 2 . For each configuration, we use our new big-M formulation (11), optionally paired with Gurobi's cutting planes and/or the families of valid inequalities (12) and (13) . We observe that the cap value used, C " 3, leads to smaller dual bounds in an absolute sense than observed with the ReLU network, as bound propagation throughout the layers of the network is more controlled. Additionally, it appears much more difficult to strengthen the formulation, with all average improvement gaps less than 4% across all approaches. We observe the same relative performance between the approaches we saw previously: restricting cutting planes to the families (12) and (13) is able to produce much of the bound tightening as Gurobi, in over an order of magnitude less time. Additionally, when a comparable time budget is imposed on Gurobi, it is only able produce roughly half of the average improvement as our separation over (12) and (13) . (12, 13) Gurobi Finally, we turn to the network in Figure 2c that adds a 2x2 max pooling layer to a ReLU-based network. We compare three big-M formulations for the max pooling units, each produced from (15) with different choices of coefficients:
1. original big-M : Uses coefficient values (17) (equivalent to the formulation of Tjeng and Tedrake [56] ). We use this as the baseline for the improvement percentage computations. 2. tightened big-M : Uses coefficient values (16). 3. optimal big-M : Uses the tightest possible coefficient values in (14) by solving a series of LPs.
In Table 3 , we observe that both the tightened big-M and the optimal big-M formulations offer a modest improvement in the dual bound. Interestingly, the two seem to produce the same bounds, suggesting that the coefficients computed via (16) may be exact, at least for a large portion of the neurons in the network. If we add separation over the family of valid inequalities (8b) and (18) for the ReLU and max pooling neurons in the network, respectively, we observe a substantial bound improvement of over 16% on average. This is greater than the bound improvement offered by Gurobi's cutting plane procedures, and runs in orders of magnitude less time. Additionally, if we set the time limit on Gurobi's cuts to a comparable amount of time, we see that the improvement is much less than the other cutting plane approaches. Finally, if we combine our cutting planes with those provided by Gurobi, we observe an improvement of over 23% on average, and can compute this bound in roughly half of the time used by Gurobi without access to our cutting planes. This suggests that Gurobi's bound improvement on these instances is "hard earned" and can take a substantial amount of time. In contrast, the structured families of inequalities presented in this paper provide a simple way to improve the dual bounds, quickly. If we repeat this procedure for each remaining component of x 0 , we produce the linear system y ě w¨x`b (30a)
px, y, zq P rL, U sˆR ě0ˆr 0, 1s.
Moreover, we can show that the family of inequalities (30c) is redundant, and can therefore be removed. Fix some I Ď η .
Case 1: hp η zIq ě 0 We observe that we can express the inequality in (30c) corresponding to the set I as a conic combination of the remaining constraints: To complete the proof, for any components i where we introduced an auxiliary variablẽ x i , we use the corresponding equationx i "´x i to eliminate x i and replace itx i , giving the result.
