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CONSTRUCTING ELUSIVE FUNCTIONS
WITH HELP OF EVALUATION MAPPINGS
HOˆNG VAˆN LEˆ
Abstract. We develop a method to construct elusive functions
using techniques of commutative algebra and algebraic geometry.
The key notions of this method are elusive subsets and evalua-
tion mappings. We also develop the effective elimination theory
combined with algebraic number field theory in order to construct
concrete points outside the image of a polynomial mapping. Us-
ing the developed methods, for F = C or R, we construct exam-
ples of (s, r)-elusive functions whose monomial coefficients are al-
gebraic numbers, which give polynomials with algebraic number
coefficients of large circuit size.
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1. Introduction
In computational algebraic complexity theory we investigate differ-
ent complexity classes of sequences (fn) of polynomials over a field
F. We also search lower or upper bounds of complexities on a given
polynomial.
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Two most important complexities of a multivariate polynomial f are
the circuit complexity L(f) and the formula size Le(f). These com-
plexities measure the minimal size of certain arithmetic circuits com-
puting f . Arithmetic circuits are the standard computational model
for computing polynomials. An arithmetic circuit, as defined, e.g., in
[14, §1.1], is a finite directed acyclic graph whose nodes are divided
into four types: nodes of in-degree 0 (input gates) labeled with an in-
put variable or the field element 1, nodes labelled with + (sum gates),
node labeled with × (product gates), and nodes of out-degree 0 (output
gates) giving the result of the computation. Every edge (u, v) in the
graph is labeled with a field element α. It computes the product of α
with the polynomial computed by u. A product gate (resp. a sum gate)
computes the product (resp. the sum) of polynomials computed by the
edges that reach it. We say that a polynomial f ∈ F[X1, · · · , Xn] is
computed by a circuit if it is computed by one of the circuit output
gates. If a circuit has m output gates, then it computes a m-tuple of
polynomials f i ∈ F[X1, · · · , Xn], i ∈ [1, m]. In what follows we con-
sider only ordered m-tuples of polynomials resulting from a numeration
of the output gates of an arithmetic circuit; so an m-tuple is under-
stood as an ordered m-tuple. Further, assuming in this note that F is
a field of characteristic 0, we also identify an m-tuple of polynomials in
n variables with a polynomial mapping from Fn to Fm. Let us denote
by Polr(Fn,Fm) the space of all polynomial mapping of degree at most
r from Fn to Fm and set Pol(Fn,Fm) := ∪∞r=0Polr(Fn,Fm).
We define the size of a circuit as the number of its edges, and the
circuit complexity L(f) of a polynomial mapping f to be the minimum
size of an arithmetic circuit computing f [14]. The formula size Le(f) of
a polynomial mapping f is defined as the minimum size of an arithmetic
circuit computing f , which is a directed tree, i.e., all vertices have out-
degree at most 1.
The formula size and the circuit complexity of polynomial mappings
do not have clear geometric or algebraic structure. In [18] Valiant
suggested to “approximate” the formula size of a polynomial by the
determinantal complexity, observing that on the one hand, the deter-
minantal complexity is a lower bound for the formula size, and on the
other hand, the determinantal complexity has a clear algebraic and geo-
metric interpretation. Geometric and algebraic properties of the deter-
minantal complexity of a polynomial have been employed by Mignon-
Ressayre [12] and by Mulmuley-Sohoni [13] to study lower bounds on
the determinantal complexity, and to attack the problem V P versus
V NP .
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In [14] Raz proposed a geometric approach to obtain a lower bound
on the circuit complexity of a polynomial by introducing a polynomial
mapping associated with a universal graph of a given arithmetic cir-
cuit. Using his method Raz has constructed explicit polynomials whose
constant depth circuit size is large [14, Lemma 4.1], see also Remark
4.10.
Raz’s method of constructing elusive functions is combinatorial, and
it is not clear how to apply his method to find other examples of elusive
functions. In this paper we develop an algebraic-geometric method for
construction of elusive functions. The key notion of this method are
elusive subsets and evaluation mappings.
The structure of our paper is as follows. In section 2 we recall the
notion of a (s, r)-elusive function introduced by Raz in [14]. To study
(s, r)-elusive functions we introduce the notion of a (s, r)-elusive subset
(Definition 2.2) and we characterize polynomial mappings whose image
contains an (s, r)-elusive subset consisting of k points (Corollary 2.5).
This construction leads to the notions of a (s, r, k)-elusive function and
of a strong (s, r)-elusive function (Definitions 2.2, 2.9). We compare
these notions, using an interpolation formula for polynomial mappings
(Proposition 2.6, Remark 2.10). In section 3 we develop the method
invented by Kumar-Lokam-Patankar-Sarma [9] that uses the effective
elimination theory combined with algebraic number field theory in or-
der to find concrete points b which lie outside the image of a polynomial
mapping g, if g is defined over Q, such that the coordinates of b are
algebraic numbers (Proposition 3.5). Note that our method is close to
the Strassen-Schnorr-Heintz-Sieveking method of constructing polyno-
mials with algebraic coefficients which are hard to compute, but our
method and their method yield different polynomials which are hard
to compute in different complexity classes (Remark 3.8.1). In section
4 we construct examples of (s, r)-elusive functions (Proposition 4.5).
Using this, for F = R or F = C, we construct explicit examples of
sequences of polynomials fn : F
2n → Fn of degree 5r + 1 whose coeffi-
cients are algebraic numbers such that any depth r arithmetic circuit
for fn is of size greater than n
2/50r2 (Proposition 4.7). We compare
our results with previously obtained results (Remark 4.10). We also
construct (s, r)-elusive functions whose monomial coefficients are alge-
braic numbers, which give polynomials of large circuit size (Proposition
4.12, Corollary 4.14).
Finally we note that our results in effective elimination theory are
applicable for similar complexities of the same nature, e.g. the deter-
minantal complexity, the rank of tensors and the rigidity of matrices.
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2. Elusive functions and associated polynomial mappings
In this section we recall the notion of a (s, r)-elusive function intro-
duced by Raz in [14] for constructing sequences of multivariate polyno-
mials of high circuit complexity (Definition 2.1). To study (s, r)-elusive
functions we introduce the notion of a (s, r)-elusive subset (Defini-
tion 2.2) and we find a condition for a polynomial mapping whose
image contains a (s, r)-elusive subset (Corollary 2.5). We also intro-
duce the notion of a (s, r, k)-elusive function (Definition 2.2) and the
notion of a strongly (s, r)-elusive functions (Definition 2.9). We com-
pare (s, r)-elusive functions with (s, r, k)-elusive functions and strongly
(s, r)-elusive functions, using an interpolation formula for polynomial
mappings over F and an evaluation mapping (Proposition 2.6, Remark
2.10).
Definition 2.1 ([14], p. 2). A polynomial mapping f : Fn → Fm is
called (s, r)-elusive, if for every polynomial mapping Γ : Fs → Fm of
degree r, we have f(Fn) 6⊂ Γ(Fs).
Using the existence of elusive functions Raz has constructed poly-
nomials of large circuit size [14, §3.4]. Raz’s construction of elusive
functions is based on a certain combinatoric property of the coeffi-
cients of a special polynomial mapping [14, Lemma 4.1]. Our approach
to elusive functions is based on the concept of an (s, r)-elusive subset.
Definition 2.2. A k-tuple Sk of k points in F
m is called (s, r)-elusive,
if for every polynomial mapping Γ : Fs → Fm of degree r, we have
Sk 6⊂ Γ(Fs). A polynomial mapping f : Fn → Fm is called (s, r, k)-
elusive, if there is a k-tuple of points in the image f(Fn) which is
(s, r)-elusive.
Clearly any (s, r, k)-elusive function is (s, r)-elusive.
Example 2.3. (cf. [14]) A polynomial mapping f : Fn → Fm is
(m − 1, 1)-elusive, if and only if the image f(Fn) does not belong to
any hyperplane in the affine space Fm. Equivalently, a (m−1, 1)-elusive
polynomial is (m−1, 1, m+1)-elusive. For example, the moment curve
f : C → Cm, t 7→ (t, t2, · · · , tm) is (m − 1, 1)-elusive, since the image
of the moment curve contains m + 1 points b0 := f(0) = 0, · · · , bi :=
f(ai) ∈ Cm, 1 ≤ i ≤ m, satisfying the following condition. The val-
ues ai ∈ Fn are chosen to be distinct such that b1, · · · , bm are linear
independent vectors in Cn. Clearly the (m+ 1)-tuple (0, b1, · · · , bm) is
(m− 1, 1)-elusive, which implies that f is (m− 1, 1, m+1)-elusive, see
Corollary 2.7 for a detailed explanation.
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To treat (s, r)-elusive k-tuples we consider the following evaluation
map
Evkr,s,m : Pol
r(Fs,Fm)× (Fs)k → (Fm)k,(2.1)
(f1, · · · , fm)(a1, · · · , ak) 7→ (f1(a1), · · · , fm(ak)),
where fj ∈ Polr(Fs) for 1 ≤ j ≤ m and ai ∈ Fs for 1 ≤ i ≤ k.
We identify a k-tuple Sk = (b1, · · · , bk), bi ∈ Fm, with the point
Sk ∈ (Fm)k whose coordinate Ski,j, 1 ≤ i ≤ k, 1 ≤ j ≤ m, is equal to
the i-th coordinate bij of bj ∈ Fm.
Lemma 2.4. A k-tuple Sk ⊂ Fm is (s, r)-elusive, if and only if Sk does
not belong to the image of Evkr,s,m.
Proof. Assume that Sk belongs to the image of Ev
k
s,r,m. Then there are
a polynomial mapping f ∈ Polr(Fs,Fm) and a point a ∈ Fsk such that
(2.2) Evkr,s,m(f, a) = Sk.
We write Sk = (b1, · · · , bk), bi ∈ Fm, and a = (a1, · · · , ak), ai ∈ Fs.
The equation (2.2) implies
(2.3) f(ai) = bi.
Thus Sk ⊂ f(Fs). This proves the “only if” assertion of Lemma 2.4.
Conversely, assume that Sk ⊂ f(Fs) for some f ∈ Polr(Fs,Fm).
Then there are points ai ∈ Fs, i = 1, k, such that (2.3) holds for all
i. Since (2.3) is equivalent to (2.2), it follows that Sk belongs to the
image of Evkr,s,m. This completes the proof of Lemma 2.4. 
Corollary 2.5. A polynomial map f : Fn → Fm is (s, r, k)-elusive, if
and only if the subset fˆk := f(Fn)× · · ·k times × f(Fn) ⊂ Fmk does not
belong to the image of the evaluation mapping Evks,r,m.
Now we are going to find a sufficient condition for a polynomial
mapping f : Fn → Fm to be (s, r, k)-elusive using an interpolation
formula for a polynomial mapping.
Interpolation of a function in many variables by a polynomial map-
ping has been investigated for a long time, but there are many inter-
esting and unsolved questions [8]. One of the main differences between
interpolation of a function in one variable and interpolation of a func-
tion in many variables is that in the former case an interpolable set,
i.e., the set at which the value of an interpolating polynomial function
(resp. a polynomial mapping) must coincide with the value of a given
interpolable function, can be arbitrary, but in the later case cannot be
arbitrary. The interpolation formula given below is likely unknown,
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though possibly, there are some similar formulas. Our interpolable set
is a lattice in a simplex in Fn.
Note that a monomial X i11 · · ·X iss ∈ Polr(Fs) can be identified with
an ordered s-tuple (i1, · · · , is) of non-negative integers ij , 1 ≤ j ≤ s,
such that i1 + · · ·+ is ≤ r. The following formula is well-known
(2.4) dimPolr(Fs) =
(
s+ r
s
)
.
By (2.4) there exists a 1-1 mapping Hrs from the set Mon
r
s of all
monomialsX i11 . . .X
is
s ∈ Polr(Fs) to the set Ss,r of
(
s+r
r
)
points (i1, · · · , is) ∈
Fs. (The mappingHrs induces a linear isomorphismH
r
s,m : Pol
r(Fs,Fm)→
(Fs)m, k = m
(
s+r
r
)
.) For a set Ss,r,m of
(
s+r
r
)
points in Fm we enumerate
the points in Ss,r,m by bi1,··· ,is, where is ∈ N and
∑
s is ≤ r.
Now we are ready to prove
Proposition 2.6. Given a tuple Ss,r,m of
(
s+r
r
)
points bi1,··· ,is in F
m,
ij ∈ N and
∑s
j=1 ij ≤ r, there exists an algorithmically constructed
polynomial mapping fSs,r,m : F
s → Fm of degree r such that
(2.5) fSs,r,m(i1, · · · , is) = bi1,··· ,is,
for all (i1, · · · , is) ∈ Ns ⊂ Fs satisfying
∑s
j=1 ij ≤ r.
Proof. Let f i (resp. bi) denote the i-th coordinate of a polynomial
mapping f : Fs → Fm (resp. of a point b ∈ Fm), i.e., f = (f 1, · · · , fm).
Note that (2.5) is equivalent to the following system of equations
(2.6) f iSs,r,m(i1, · · · , is) = bii1,··· ,is, for i ∈ [1, m]
and for all (i1, · · · , is) ∈ Ns ⊂ Fs satisfying
∑
s is ≤ r. Since the system
(2.6) consists of independent subsystems each of which corresponds to
an upper index i ∈ [1, m], it suffices to prove Proposition 2.6 for the
case m = 1.
We construct fSs,r,1 by induction on s. Note that the case s = 1
is well-known. Given an (r + 1)-tuple (b0, · · · , br) of elements bi ∈ F,
there is a polynomial fS1,r,1 ∈ F[X ] taking values in (b0, · · · , br). The
Newton interpolation formula defines fSs,r,1 by the following formula
(2.7) fS1,r,1(X) := λ0+λ1X+λ2X(X−1)+· · ·+λrX(X−1) · · · (X−r),
where the coefficients λk ∈ F are defined inductively on k by solving
the system of the following linear equations with coefficients in N
λ0 = b0,
λ0 + λ1 = b1,
· · ·
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(2.8) λ0 + λ1 · k + · · ·+ λk · k! = bk,
etc.
Next, let us assume that s0 ≥ 2 and Proposition 2.6 is valid for
s ≤ s0 − 1. Now we show how to construct the required polynomial
fSs0,r,1 . Recall that fSs0,r,1 : F
s0 → F is required to satisfy the following
equation
fSs0,r,1(i1, i2, · · · , is0) = bi1,···is0 ∈ Ss0,r,1 ⊂ F(2.9)
for all (i1, · · · , is0) such that X i11 · · ·X is0s ∈Monrs0 .
We set
fSs0,r,1(X1, · · · , Xs0) := P r(X1, · · · , Xs0−1) +Xs0P r−1(X1, · · · , Xs0−1) + · · ·
+Xs0(Xs0 − 1) · · · (Xs0 − r + 1)P 0(X1, · · · , Xs0−1).(2.10)
To determine the polynomials P k(X1, · · · , Xs0−1) entered in (2.10)
for 0 ≤ k ≤ r we exploit the following canonical injective map
(2.11) Monrs−1 → Monrs, X i11 · · ·X is−1s−1 7→ X i11 · · ·X is−1s−1 ,
as well as the following canonical inclusions
(2.12) Monrs−1 ⊃Monr−1s−1 ⊃Monr−2s−1 ⊃Monr−3s−1 ⊃ · · · .
Using (2.11) and (2.12) we denote the restriction of Hrs to Mon
r−k
s0−1
by Hr−ks0−1. The image H
r−k
s0−1(Mon
r−k
s0−1) is a set Ss0−1,r−k of
(
s0−1+r−k
r−k
)
elements in Fs0−1 ⊂ Fs0. Clearly, for 0 ≤ k ≤ r
Ss0−1,r−k = {(i0, · · · , is0−1, k)| ij ∈ N and
s−)∑
j=1
ij ≤ r − k} ⊂ Ss0,r.
Next we decompose
Ss0,r,1 := {bi0,i1,··· ,is0 | ij ∈ N and
s0∑
j=1
ij ≤ r} ⊂ F
as a union of its disjoint subsets
Ss0,r,1 = Ss0−1,r,1 ∪ Ss0−1,r−1,1 ∪ · · · ∪ Ss0−1,0,1,
where for 0 ≤ k ≤ r
Ss0−1,r−k,1 := {bi0,··· ,is0−1,k| ij ∈ N and
s∑
j=1
ij ≤ r − k} ⊂ Ss0,r,1.
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Substituting Xs0 = 0 into (2.10), taking into account (2.9), we ob-
serve that the polynomial P r(X1, · · · , Xs0−1) satisfies the following
equation
P r(i1, · · · , is0−1) = bi0,··· ,is0−1,0 ∈ Ss0−1,r,1 ⊂ F(2.13)
for all (i1, · · · , is0) such that (X i11 · · ·X is0−1s0−1 ) ∈Monrs0−1.
The induction assumption implies that P r(X0, · · · , Xs0−1) can be de-
fined algorithmically such that (2.13) holds.
Now we will construct polynomials P r−1, P r−2, · · · , P 0 inductively
from (2.9), (2.10) and (2.13). Assume this has been done for all
P r, · · · , P r−k+1, 1 ≤ k ≤ r + 1. Substituting Xs0 = k into (2.10) and
comparing this with (2.9), we obtain the following defining equation
for P r−k : Fs0−1 → F
fSs0,r(i1, · · · , is0−1, k) = P r(i1, · · · , is0−1) + kP r−1(i1, · · · , is0−1) + · · ·
+k!P r−k(i1, · · · , is0−1) = bi1,··· ,is0−1,k.(2.14)
⇐⇒ P r−k(i1, · · · , is0−1) = βr−ki1,··· ,is0−1 ∈ F(2.15)
for all(i1, · · · , is0−1) such that (X i11 · · ·X is0−1s0−1 ) ∈Monrs0−1 and for
βr−ki1,··· ,is0−1 :=
1
k!
[bi1,··· ,is0−1,k − (P r(i1, · · · , is0−1) +
+kP r−1(i1, · · · , is0−1) + · · ·+ k!P r−k+1(i1, · · · , is0−1))].
By the induction assumption P r−k can be algorithmically constructed
using (2.15). This completes the induction step. Hence Proposition 2.6
is valid for all s. 
Corollary 2.7 (cf. Example 2.3). Assume that {b1, · · · , bm} are lin-
early independent vectors in Fm. Then there exists a polynomial map
f : F→ Fm of degreem whose image contains the points b0 = 0, b1, · · · , bm.
In other words, f is is (m− 1, 1)-elusive.
Let us consider the interpolation problem for homogeneous polyno-
mial mappings. Since each homogeneous polynomial f ∈ Polrhom(Fn+1,Fm)
⊂ Polr(Fn+1,Fm) is defined uniquely by the value of its restriction to
the hyperplane bn+1 = 1 in Fn+1, we get immediately from Proposition
2.6
Corollary 2.8. 1. Given a tuple Ss,r,m of
(
s+r
r
)
points bi1,··· ,is in F
m,
where ij ∈ N and
∑s
j=1 ij ≤ r, there exists an algorithmically con-
structed homogeneous polynomial mapping fSs,r,m : F
s+1 → Fm of degree
r such that
(2.16) fSs,r,m(i1, · · · , is, 1) = bi1,··· ,is
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for all (i1, · · · , is) satisfying ij ∈ N and
∑s
j=1 ij ≤ r.
2. Let us abbreviate
(
s+r
r
)
by b(s, r). Proposition 2.6 and the formulas
in its proof give a linear isomorphism
(2.17) Ib(s,r)m : F
mb(s,r) → Polr(Fs,Fm),
which associates any point Ss,r,m ∈ Fmb(s,r) with a polynomial mapping
fSs,r,m ∈ Polr(Fs,Fm).
Proposition 2.6 motivates the following
Definition 2.9. A mapping f ∈ Polp(Fn,Fm) is called strongly (s, r)-
elusive, if the set {f(i1, · · · , in)|ij ∈ N and
∑n
j=1 ij ≤ p} is (s, r)-
elusive.
Remark 2.10. 1. By Lemma 2.4, a polynomial mapping f ∈ Polp(Fn,Fm)
is strongly (s, r)-elusive, if and only if the point in Fmb(s,r) associated
with the tuple (f(i1, · · · , in)|ij ∈ N and
∑n
j=1 ij ≤ p) does not belong
to the image of the evaluation mapping Ev
b(p,n)
r,s,m .
2. A strongly (s, r)-elusive polynomial mapping f ∈ Polp(Fn,Fm) is
(s, r, k)-elusive for any k ≥ (n+p
p
)
, and, hence, it is (s, r)-elusive.
3. If f ∈ Polp(Fn,Fm) is (strongly) (s, r)-elusive, then it is (strongly)
(s′, r)-elusive for any s′ ≤ s.
3. Zariski closure of the image of a polynomial mapping,
effective elimination theory and algebraic number
field theory
Remark 2.10 asserts that a verification of the strong (s, r)-elusiveness
of a polynomial mapping f can be reduced to the following problem.
Given a polynomial map f˜ : Fn → Fm and given a point b ∈ Fm, verify
whether b belongs to the image f˜(Fm). This problem is in fact a part
of the elimination theory, which we discuss in this section (Lemma 3.1,
Corollary 3.2). We develop the method invented by Kumar-Lokam-
Patankar-Sarma [9] that uses effective elimination theory combined
with algebraic number field theory in order to get concrete points b
which do not belong to the Zariski closure of the image of a polyno-
mial mapping f˜ , if f˜ is defined over Q, such that the coordinates of b
are algebraic numbers (Proposition 3.5). This result will be used in the
next section to find a sufficient condition for a polynomial mapping f
to be strongly (s, r)-elusive. As a consequence, we will construct in the
next section concrete polynomial mappings and multivariate polyno-
mials whose circuit size is large. We note that the idea to use algebraic
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numbers to construct polynomials which are hard to compute first ap-
peared in the works by Strassen-Schnorr and Heintz-Sieveking (Remark
3.8.1).
Given a polynomial mapping f ∈ Pol(Fn,Fn+k), where F = R or F =
C and k ≥ 1, we are interested in the image f(Fn) ⊂ Fn+k. There are
also several available methods to detect whether a point b belongs to the
Zariski closure f(Fn) of f(Fn) ⊂ Fn+k, based on algebraic description
of the ideal of the sub-variety f(Fn). The polynomial mapping f =
(f 1, · · · , fn+k) induces a ring homomorphism
f ∗ : F[Y1, · · · , Yn+k]→ F[X1, · · · , Xn], Yi 7→ f i(X1, · · · , Xn).
Denote by I(f(Fn)) the ideal of f(Fn) (i.e. the ideal of all polynomials
on Fm which vanish on f(Fn)).
Lemma 3.1. ([4, Proposition 15.30], [7, Lemma 1.8.16]) Assume that
f is a polynomial mapping from Fn to Fn+k. Then
1. ker f ∗ = I(f(Fn)) = I(f(Fn)).
2. Let I be the ideal in F[X1, · · · , Xn, Y1, · · · , Yn+k] generated by {Y1−
f 1, · · · , Yn+k − fn+k}. Then
ker f ∗ = I ∩ F[Y1, · · · , Yn+k].
Remark 3.2. Let f : Fn → Fm and g : Fs → Fm be two polynomial
mappings. Clearly, f(Fn) 6⊂ g(Fs), if f(Fn) 6⊂ g(Fs), equivalently by
Lemma 3.1, if ker f ∗ 6⊃ ker g∗.
In general it is hard to find explicitly an element in ker f ∗. We
know only algorithms for determining the generators of ker f ∗ = I ∩
F[Y1, · · · , Yn+k] based on Gro¨bner’s basis or on resultants for determin-
ing a special element of ker f ∗ of the corresponding system of polyno-
mials, see e.g. [7]. These algorithms are time-consuming, and they do
not give us any partial knowledge of the generators of ker f ∗ at the
first glance. In [9] Kumar, Lokam, Patankar and Sarma used a result
in effective elimination theory to get partial knowledge of an element
in ker f ∗ and combining this knowledge with algebraic number field
theory they obtained concrete matrices with high rigidity. Our exten-
sion of their method also uses the same result in effective elimination
theory, namely the following
Lemma 3.3. ([3, p.6 Theorem 4]) Let I = 〈f 1, · · · , f s〉 be an ideal in
the polynomial ring F[Y1, · · · , Ym] over an infinite field F. Let d be the
maximum total degree of the generators f i. Let Z = {Yi1 , · · · , Yil} be
a subset of indeterminates {Y1, · · · , Ym}. If I ∩ F[Z] 6= 0 then there
exists a non-zero polynomial g ∈ I ∩ F[Z] such that g = ∑si=1 gif i
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with gi ∈ F[Y1, · · · , Ym] and deg(gif i) ≤ (µ+ 1)(m+ 2)(dµ + 1)µ+2 for
i ∈ [1, s], where µ = min{s,m}.
Set D(m, r) = (m+ 1)(m+ 2)(rm + 1)m+2.
Remark 3.4. Applying Lemmata 3.1 and 3.3 to the ideal I = 〈Y1 −
f 1, · · · , Yn+k − fn+k〉, and to Z = {Y1, · · · , Yn+k}, observing that I ∩
F[Z] 6= 0 if k ≥ 1, we obtain the existence of a polynomial g ∈ ker f ∗ =
I ∩F[Z] whose degree is less than or equal D(n+ k, deg f). Here deg f
is the total degree of the generators f i. Thus, to prove that a point
b ∈ Fn+k does not belong to the image f(Fn) ⊂ Fn+k it suffices to show
that g(b) 6= 0 for any g ∈ PolD(n+k,deg f)(Fn).
To find such a point b ∈ Fn+k we use the algebraic number field
theory, assuming F = R or F = C, and that f is defined over Q,
i.e., all polynomials f i in question are defined over Q. The following
Proposition is a generalization of [9, Theorem 8].
Proposition 3.5. Let s ≤ m − 1 and f : Fs → Fm be a polynomial
mapping over Q of degree r.
1. Assume that p1, · · · , ps+1 are distinct prime numbers such that
pi ≥ D(m, r) + 2 for all i. Set
bi := e
2pi
√
−1
pi and b˜i :=
i∑
j=1
aijb
j
where aij ∈ Q and aii 6= 0. Then b˜ = (b˜1, · · · , b˜s+1, as+2, · · · , am) ∈ Cm
does not belong to the image of f for F = C and for any (as+2, · · · , am) ∈
Qm−s.
2. Assume that p1, · · · , ps+1 are distinct prime numbers such that
pi ≥ 2D(m, r) + 3 for all i. Set
bi := e
2pi
√−1
pi and b˜i :=
i∑
j=1
aij(b
j + bj)
where aij ∈ Q and aii 6= 0. Then b˜ = (b˜1, · · · , b˜s+1, as+2, · · · , am) ∈ Rm
does not belong to the image of f for F = R and for any (as+2, · · · , am) ∈
Qm−s.
Proof. Proposition 3.5 is a consequence of Lemmas 3.1, 3.3, Remark
3.4 and Proposition 3.6 below. 
Proposition 3.6. Assume that p1, · · · , pm are distinct prime numbers
such that pi ≥ D + 2 for all i. Set bi := e
2pi
√
−1
pi and b˜i :=
∑i
j=1 a
i
jb
j,
where aij ∈ Q and aii 6= 0.
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1. Then for all g ∈ PolD(Qm) ⊂ PolD(Cm) we have
g(b˜1, · · · , b˜m) 6= 0.
2. Then for all g ∈ Pol⌊D+12 ⌋(Qm) ⊂ Pol⌊D+12 ⌋(Rm) we have
g(Re(b˜1), · · · , Re(b˜m)) 6= 0,
where ⌊D+1
2
⌋ denotes the integral part of D+1
2
, and Re(a) denotes the
real part of a ∈ C.
Proof. 1. Let us prove Proposition 3.6.1 by induction on m. For m = 1
this is trivial, since [Q(b˜1) : Q] = p1 − 1 ≥ D + 1.
Now suppose that the statement is true when the number of variables
of a polynomial g is strictly less than m. Assume that the statement is
not true for m, i.e. there exists g ∈ PolD(Qm) ⊂ PolD(Cm) such that
(3.1) g(b˜1, · · · , b˜m) = 0.
Let us write
g(Y1, · · · , Ym) =
d∑
i=0
gi(Y1, · · · , Ym−1)Y d−im ,
where gi ∈ Q[Y1, · · · , Ym−1], since g is defined over Q. If g does not
depend on Ym, or equivalently gi = 0 for i ∈ [0, d − 1], the induction
assumption implies that the induction statement is also valid for m,
since g = gd ∈ PolD(Qm−1) ⊂ PolD(Cm−1) satisfies
g(b˜1, · · · , b˜m) 6= 0.
Thus, we can assume that Ym enters in g. Hence
g(b˜1, · · · , b˜m−1)(x) 6= 0 ∈ Q(b˜1, · · · , b˜m−1)[x].
Clearly, (3.1) implies that b˜m is a root of a non-zero polynomial in one
variable of degree D over the extension Q(b˜1, · · · , b˜m−1).Thus
(3.2) [Q(b˜1, · · · , b˜m) : Q(b˜1, · · · , b˜m−1)] ≤ D.
Since b˜i =
∑i
j=1 a
i
jb
j , where aij ∈ Q and aii 6= 0, we have
Q(b˜1, · · · , b˜k) = Q(b1, · · · , bk) for all k ≤ m.
Thus (3.2) implies that
(3.3) [Q(b1, · · · , bm) : Q(b1, · · · , bm−1)] ≤ D.
Since Q(bm) is a Galois extension of Q, applying [10, Theorem 1.12 p.
266] we obtain
[Q(b1, · · · , bm) : Q(b1, · · · , bm−1)] = [Q(bm) : Q] = pm − 1 ≥ D + 1.
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Thus, (3.3) does not hold. The contradiction implies that Proposition
3.6.1 is also valid for m. This completes the proof of Proposition 3.6.1.
2. Now let us prove Proposition 3.6.2. Repeating the argument in
the proof of Proposition 3.6.1 we derive Proposition 3.6.2 from the
following
Lemma 3.7. For 1 ≤ i ≤ m, Q(Re(b˜i)) is a Galois extension of Q
and [Q(Re(b˜i)) : Q] ≥ ⌊D+1
2
⌋.
Proof. SinceQ(Re(b˜i)) is a subfield of the Galois extension Q(bi), whose
Galois group is cyclic, Q(Re(b˜i)) is also a Galois extension. Note that
the Galois group GQ(Re(b˜i)) of Q(Re(b˜
i)) is Zpi−1/Z2. Hence
[Q(Re(b˜i)) : Q] ≥ #(GQ(Re(b˜i))) =
pi − 1
2
≥ ⌊D + 1
2
⌋.
This proves Lemma 3.7. 
This completes the proof of Proposition 3.6. 
Remark 3.8. 1. One of the main ideas of the Kumar-Lokam-Patankar-
Sarma method, adapted and developed to our case, is to relate the
separable degree of the field extension Q(α1, · · · , αn), where αi are al-
gebraic numbers, with the complexity of polynomials and polynomial
mappings whose monomial coefficients are αi. This idea has been in-
vented before by Strassen-Schnorr and Heintz-Sieveking. We refer the
reader to [2, Chapter 9] for exposition of their methods. Their tech-
nique is used to construct polynomials Pn in one variable of degree n
of multiplicity complexity with lower bound of type na, a < 1, where
the coefficients of Pn are algebraic numbers. Our technique is used,
in particular, to construct (poly(n)-definable) multivariate polynomial
mappings and polynomials of constant degree, whose (constant-depth)
circuit size is high (Propositions 4.7, 4.12, Corollaries 4.9, 4.14).
2. Let f : Fn → Fm be a mapping. The question whether f is a
polynomial mapping defined over Q depends on the choice of a basis
(V1, · · · , Vn) of Fn as well as on the choice of a basis (W1, · · · ,Wm) of
Fm. Assume that f : Fn → Fm is a polynomial mapping defined over
Q with respect to a basis (V1, · · · , Vn) of Fn and a basis (W1, · · · ,Wm)
of Fm. Then f is also a polynomial mapping defined over Q with
respect a basis (V ′1 , · · · , V ′n) of Fn and a basis (W ′1, · · · ,W ′m) of Fm, if
V ′i =
∑
j AijVj, W
′
i =
∑
Bi′lWl and Aij , Bi′l are rational numbers. In
other words, the basis (V ′i ) (resp. (W
′
j)) is obtained from the basis (Vi)
(resp. (Wj)) by a linear transformation over Q.
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3. The set of all transformations (aij) ∈ Matn(Q) with aij = 0 if
j > i and aii 6= 0, which enter in Proposition 3.5, forms the solvable
group Bn(Q).
4. Examples and applications
In this section, using the methods developed in the previous sections,
we construct concrete examples of (s, r)-elusive functions (Proposition
4.5, 4.12). As a result, we construct a sequence of poly(n)-definable
polynomial mappings Pn : F
2n → Fn of constant degree 5r + 1 whose
depth-r circuit size is greater than n2/(50r2), and consequently, a se-
quence of multivariate poly(n)-definable polynomials of constant degree
5r+2 whose depth-⌊r/3⌋ circuit size is greater than n2/250r2 (Propo-
sition 4.7, Corollary 4.9). We compare this result with similar results
(Remark 4.10). We also construct a sequence of elusive polynomial
mappings, whose monomial coefficients are algebraic numbers, which
give polynomials with algebraic number coefficients such that their cir-
cuit size is very large (Corollary 4.14).
To apply the effective elimination theory to elusive functions, we
need to estimate the degree of the evaluation mapping.
Lemma 4.1. The evaluation map Evkr,s,m, defined in (2.1), is of total
degree r + 1, it is also defined over Q.
Proof. Let us compute the degree of the evaluation map Evkr,s,m. Let
{Vj, 1 ≤ j ≤ s} be a basis of Fs. Let {(X i11 · · ·X iss )|
∑s
j=1 ij ≤ r} be
the basis consisting of monomials in Polr(Fs). Let f = (f 1, · · · , fm) ∈
Polr(Fs,Fm) where
f l :=
∑
0≤i1+···+is≤r
ai1···is,l(X
i1
1 · · ·X iss ).
Let b = (b1, · · · , bk) ∈ (Fs)k where
bi =
∑
j
bjiVj ∈ Fs.
Then
(4.1) Evkr,s,m(f, b) = (f(
s∑
j=1
bj1Vj), · · · , f(
s∑
j=1
bjkVj)) ∈ (Fm)k.
Clearly Evkr,s,m is a polynomial mapping, whose degree does not depend
on k or on m. Note that for k = 1 and m = 1 we have
(4.2) Ev1r,s,1(f, b) =
∑
0≤i1+···+is≤r
ai1···is(b
1
1)
i1 · · · (bs1)is ∈ F.
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(4.2) implies that Ev1r,s,1 is of degree 1 on f and of maximal degree r
on b. This proves the second assertion of Lemma 4.1. 
Next, we need a choice of a basis of the space Polr(Fn) which is not
monomial.
Definition 4.2. A polynomial (X − i)(X − i + 1) · · ·X ∈ F[X ] is
called a pseudo-monomial, if i ∈ N. A constant is also called a pseudo-
monomial. A polynomial f ∈ F[X1, · · · , Xn] is called a pseudo-monomial,
if f = f 1 · · ·fn, where, for 1 ≤ i ≤ n, f i ∈ F[Xi] and f i is a pseudo-
monomial.
Remark 4.3. 1. According to the lexicographical ordering in Polp(Fn)
the linear transformation Polp(Fn)→ Polp(Fn) sending the basis con-
sisting of pseudo-monomials to the standard basis of monomials is an
element of the solvable group B(n+pp )
(Q). In particular, any polynomial
f ∈ Polp(Fn) can be written in a unique way as a linear combination
of pseudo-monomials.
2. The notion of pseudo-monomials is motivated by the interpolation
formulas (2.7), (2.8), (2.9), (2.15), (2.16) for polynomial mappings.
Using these formulas we have defined the coefficients λii1,···in of the
pseudo-monomials (X1−i1)(X1−i1+1) · · ·X1(X2−i2) · · ·X2 · · · (Xn−
in) · · ·Xn in the component f i of a polynomial mapping f : Fn → Fm
as a rational linear combination of the coordinates of the given points
bi1···im ∈ Fm.
Next, we need the following
Lemma 4.4. Assume that 1 ≤ s < m. Then there exists a (s, r)-
elusive K-tuple in Fm, if
(4.3) K ≥ m
(
s+r
s
)
+ 1
m− s .
Proof. Note that
dim(Polr(Fs,Fm)× (Fs)K) = m
(
s+ r
s
)
+ sK.
It follows that the image of the evaluation map EvKs,r,m is a proper
subset of co-dimension at least 1 in FmK if K satisfies (4.3). Taking
into account Lemma 2.4, we obtain immediately Lemma 4.4. 
Using the interpolation formula in Proposition 2.6 we shall construct
from (s, r)-elusive K-tuples in Fm (s, r)-elusive polynomial mappings
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f : Fn → Fm. Given K satisfying (4.3), let us assume that two positive
integers n, p satisfy the following conditions
(4.4)
(
n + p
n
)
≥ K ≥ m
(
s+r
s
)
+ 1
m− s .
By Proposition 2.6, the first inequality in (4.4) is a sufficient condition
for the existence of a polynomial mapping f ∈ Polp(Fn,Fm) such that
the image f(Fn) contains a given K-tuple in Fm.
Proposition 4.5. Assume that n, p satisfy (4.4) with K =
(
n+p
n
)
. Let
B be either the monomial basis or the pseudo-monomial basis of the
space Polp(Rn) ⊂ Polp(Cn).
1. Assume that f 1, · · · , fm are polynomials in Polp(Cn) such that the
coefficients of each f j w.r.t. the basis B, according to the lexicographical
ordering, and beginning with the smallest term, are
e
2pi
√
−1
p
j
1 , · · · , e
2pi
√
−1
p
j
K
where {pji , 1 ≤ i ≤ K, 1 ≤ j ≤ m} are distinct prime numbers such
that pji ≥ D(m, r)+2. Then the polynomial mapping f = (f 1, · · · , fm) :
Cn → Cm is (s, r)-elusive.
2. Assume that f 1, · · · , fm are polynomials in Polp(Rn) such that the
coefficients of each f j w.r.t. the basis B, according to the lexicographical
ordering, and beginning with the smallest term, are
Re(e
2pi
√−1
p
j
1 ), · · · , Re(e
2pi
√−1
p
j
K ),
where {pji , 1 ≤ i ≤ K, 1 ≤ j ≤ m} are distinct prime numbers
such that pji ≥ 2D(m, r) + 3. Then the polynomial mapping f =
(f 1, · · · , fm) : Rn → Rm is (s, r)-elusive.
Proof. It suffices to show that the polynomial mappings f defined in
Proposition 4.5 are strongly (s, r)-elusive. Equivalently, we need to
show that the set
SK := {f(i1, · · · , in)| ij ∈ N and
n∑
j=1
ij ≤ p} ⊂ Fm,
F = C or F = R, is a (s, r)-elusive K-tuple. We will show that the
associated point SK ∈ (Fm)K does not belong to the image of the
evaluation map EvKr,s,m. By Lemma 4.1 the evaluation map Ev
K
r,s,m is
a polynomial mapping of degree (r+1), moreover it is defined over Q.
Remarks 3.8 and 4.3.2 imply that Lemma 4.1 also holds with respect to
the basis of (Fm)K = (FK)m = Polp(Fn,Fm) that is induced from the
basis of pseudo-monomials in Polp(Fn). Now we will apply Proposition
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3.5 to show that SK does not belong to the image of Ev
k
r,s,m; more
precisely, we will verify that the coordinates of SK with respect to the
pseudo-monomial basis in (FK)m = Polp(Fn,Fm) satisfy the conditions
of Proposition 3.5. Using Remarks 3.8.2 and 4.3.1 it suffices to consider
the case of f ∈ Polp(Fn,Fm) whose pseudo-monomial coefficients are
given by the recipe in Proposition 4.5.
By the assumption of Proposition 4.5 the first m coordinates of SK ∈
(FK)m = Polp(Fn,Fm) are the smallest pseudo-monomials according to
the lexico-graphical ordering, i.e., they are field elements. These field
elements are numbers
e
2pi
√
−1
p11 · · · , e
2pi
√
−1
pm1 ,
if F = C. (The case F = R is similar). Now assume that the conditions
of Proposition 3.5 hold for the first lm-coordinates of SK ∈ (FK)m =
Polr(Fn,Fm), for l ≥ 1. The interpolation formula (2.15) for the (l+1)j
coordinate (SK)
j
l+1 of SK , 1 ≤ j ≤ m, if F = C, has the following form
(SK)
l+1
j = a
l+1
j e
2pi
√
−1
p
j
l+1 +
∑
1≤k≤l
al+1,kj e
2pi
√
−1
p
j
k ,
where al+1,kj ∈ Q and al+1j 6= 0. (The case F = R is similar). Thus the
conditions in Proposition 3.5 also hold for first (l+1)m-coordinates of
SK ∈ (FK)m = Polr(Fn,Fm). This completes the proof of Proposition
4.5. 
In [14, §3.4] Raz proposed a method for constructing polynomials
of large complexity using (s, r)-elusive functions. Propositions 4.6, 4.7
below are sample applications of Raz’s method.
Given a tuple of n2 function fij ∈ F[X1, · · · , Xn], 1 ≤ i, j ≤ n, we
define an n-tuple of polynomials f˜i ∈ F[X1 · · · , Xn, Z1, . . . , Zn], i ∈
[1, n], as follows (cf. [14, §3.3])
(4.5) f˜i(X1, · · · , Xn, Z1, · · · , Zn) :=
n∑
j=1
fji(X1, · · · , Xn)Zj
Proposition 4.6. [14, Proposition 3.11] Let n, r ≤ s be integers. Let
f : Fn → Fn2 be a polynomial mapping. If f is (s, r)-elusive, then any
depth-r arithmetic circuit over F for the n-tuple {f˜i : F2n → F, i ∈
[1, n]} of polynomials defined by (4.5) is of size greater than s.
Using Proposition 4.6 and our construction of (s, r)-elusive functions
in Proposition 4.5, we shall construct sequences of polynomials with
large constant-depth circuit size.
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Proposition 4.7. Let F = C or F = R, and 1 ≤ r ∈ N a con-
stant. There are infinitely many sequences of poly(n)-definable poly-
nomial mappings f˜n,r ∈ Pol5r+1(F2n,Fn), which satisfy the following
properties. All the coefficients of f˜n,r are algebraic numbers, and any
(unbounded fanin) depth-r arithmetic circuit over F for f˜r,n is of size
greater than n
2
50r2
.
Proof. Let n′ ≥ r2 be an integer, and set
n := 5n′r, p := 5r, m := (n′)2, s := ⌊(n′)2/2⌋.
First we will show that the chosen values (n, p,m, s) satisfy Condition
(4.4). Since (m− s) ≥ m/2 it suffices to show
(4.6)
(
5n′r + 5r
5r
)
≥ 2(n
′)2
(⌊ (n′)2
2
⌋+r
r
)
+ 1
(n′)2
.
Clearly (4.6) is a consequence of Lemma 4.8, which we now prove.
Lemma 4.8. We have
(4.7)
(
5n′r + 5r
5r
)
≥ 2[
(⌊ (n′)2
2
⌋ + r
r
)
+ 1].
Proof. We rewrite the LHS of (4.7) as
(4.8) Πr−1k=0
(5n′r + 5k + 1)(5n′r + 5k + 2) · · · (5n′r + 5k + 5)
(5k + 1)(5k + 2) · · · (5k + 5) ,
and RHS of (4.7) as
(4.9) 2(Πrk=1
⌊ (n′)2
2
⌋+ k
k
+ 1).
Using (4.8) and (4.9), taking into account the following inequalities
2(Πrk=1
⌊ (n′)2
2
⌋+ k
k
+ 1) ≤ Πrk=1(
(n′)2 + 2k
k
+ 2) ≤ ((n′)2 + 4)r,
(5n′r + 5k + 1)(5n′r + 5k + 2) · · · (5n′r + 5k + 5)
(5k + 1)(5k + 2) · · · (5k + 5) ≥ (
5n′r + 5k + 5
5k + 5
)5
≥ ((n
′ + 1)r
r
)5 (since k + 1 ≤ r),
to prove Lemma 4.8 it suffices to establish the following inequality
(4.10) (n′ + 1)5 ≥ (n′)2 + 4.
Clearly (4.10) holds, since n′ ≥ 1. This completes the proof of Lemma
4.8. 
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Since (4.6) is fulfilled, Proposition 4.5 implies that there exists a
(s, r)-elusive function f ′n,r ∈ Polp(Fn,Fm).
We extend f ′n,r to a polynomial mapping, denoted by fn,r, from F
n
to Fn
2
by composing fn,r with the canonical embedding F
(n′)2 → Fn2.
Clearly fn,r is also (s, r)-elusive. Since r is fixed and all the coefficients
of fn,r are given, fn,r is poly(n)-definable. Let f˜n,r : F
2n → Fn be the
polynomial mapping obtained from fn,r : F
n → Fn2 by recipe (4.5). Set
f˜n,r := ((f˜n,r)
1, · · · , (f˜n,r)n),
where (f˜n,r)
i, i ∈ [1, n], is the i-th coordinate of the polynomial map-
ping f˜n,r. Since fn,r ∈ Pol5r(Fn,Fn2), we have f˜n,r ∈ Pol5r+1(F2n,Fn).
Furthermore, (f˜n,r)
i, 1 ≤ i ≤ n, is poly(n)-definable, since r is fixed.
Taking into account Proposition 4.6 this completes the proof of Propo-
sition 4.7. 
Corollary 4.9. Let f˜n,r := ((f˜n,r)
1, · · · , (f˜n,r)n) ∈ Pol5r+1(F2n,Fn) be
the polynomial mappings defined in Proposition 4.7. Let fˆn,r : F
2n ×
Fn → F be defined by
fˆn,r(X1, · · · , Xn, Z1, · · · , Zn, Y1, · · · , Yn) :=
n∑
i=1
(f˜n,r)i(X1, · · · , Zn)Yi.
Then any depth-⌊r/3⌋ arithmetic circuit for fˆn,r is of size greater than
n2
250r2
.
Proof. We use Raz’ argument in [14, Corollary 4.6]. Baur and Strassen
proved that if a polynomial fˆ can be computed by an arithmetic circuit
of size s and depth d, then all partial derivatives of that polynomial
can be computed by one arithmetic circuit of size 5s and depth 3d. 
Remark 4.10. In [14, Lemma 4.1] Raz proposed a combinatoric method
to construct a ([n1+1/(2r)], r)-elusive function of degree 5r from F5nr to
Fn
2
, if n is prime and 1 ≤ r ≤ (log2 n)/100. As a result, Raz obtained
a lower bound n1+1/(2r) for the size of any depth-r arithmetic circuit
computing f˜n ∈ Pol5r+1(Fn(5r+1),Fn) [14, Corollary 4.5] and a lower
bound n1+1/(2r)/5 for any depth-⌊r/3⌋ arithmetic circuit computing
fˆn ∈ Pol5r+1(Fn(5r+2)) [14, Corollary 4.6]. Note that his polynomials
f˜i have coefficients taking values in {0, 1}. Raz’s results is an improve-
ment of Shoup’s and Smolensky’s result [16], which gives a lower bound
of Ω(dn1+1/d) for depth d arithmetic circuits, for explicit polynomials
of degree O(n) over C. Shoup and Smolensky used algebraic indepen-
dent numbers and a sequence of rapidly growing integers of the form
2, 2n, · · · , 2nn−1 to construct such polynomials. We also like to mention
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better lower bounds for depth four homogeneous circuits, see e.g. [5],
but these constant deep circuits have lower bound on the fanin at the
bottom layer of product gates (and ours do not have such a bound).
Raz also generalized his construction of polynomials of large circuit
size in Proposition 4.6 as follows [14, §3.1, 3.3]. We fix m′ to be the
number of monomials of total degree exactly r in n variables, that
is, m′ =
(
n+r−1
r
)
and we fix m = m′ · n. Let M be the set of all
monomials of total degree exactly r in the variables {z1, · · · , zn}. Let
h :M → [1, m′] be the lexicographic order of monomials. Let us denote
by Polphom(F
n,Fm) the space of homogeneous polynomial mappings of
degree p from Fn to Fm. Given a homogeneous polynomial mapping
f = (f1,1, · · · , fm′,n) ∈ Polphom(Fn,Fm) = (Polphom[x1, · · · , xn])m we
define an n-tuple of polynomials f˜1, · · · , f˜n ∈ F[x1, · · · , xn, z1, · · · , zn]
as follows (cf. (4.5))
f˜i(x1, · · · , xn, z1, · · · zn) :=
∑
g∈M
fh(g),i(x1, · · · , xn) · g =
=
m′∑
j=1
fj,i(x1, · · · , xn)h−1(j).(4.11)
Now we define a polynomial f˜ ∈ F[x1, · · · , xn, z1, · · · , zn, w1, · · · , wn]
using (4.11) and the following formula (cf. the formula in Corollary
4.9)
(4.12) f˜ =
n∑
i=1
wi · f˜i.
Lemma 4.11. ([14, Corollary 3.8]) Let 1 ≤ r ≤ n ≤ s, and m =
n · (n+r−1
r
)
be integers. Let f ∈ Polp(Fn,Fm) be a polynomial mapping.
If f is (s, 2r−1)-elusive, then any arithmetic circuit for the polynomial
f˜ : F3n → F constructed by recipe (4.12) is of size ≥ Ω(√s/r4).
In [14] Raz did not specify the value Ω(
√
s/r4) but it is not hard to
find that value using Raz’s results in [14]. In [11] we developed Raz’s
method, in particular we specified the lower bound for the circuit size
of f˜ , see e.g. [11, Proposition 4.3] for a slightly generalized assertion.
Now we shall apply Lemma 4.11 and our methods to construct poly-
nomials with algebraic number coefficients with large circuit size. First
we need the following
Proposition 4.12. Given 4 ≤ r′ ∈ N, for n ∈ N set
s(n) := (⌊ n
(r′ − 1)r′⌋)
r′−3, m(n) := n·
(
n− 1 + r′
r′
)
, p = (r′−1)(2r′−1).
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Then, for F = C or F = R, if n ≥ 2(r′ − 1)r′ and (n + r − 4)4 ≥ r!
there exists a polynomial mapping f ∈ Polp(Fn,Fm(n)) such that f
is (s(n), 2r′ − 1)-elusive, moreover the monomial coefficients of f are
algebraic numbers.
Proof. Set r := 2r′−1. We will show that (n, p,m = m(n), s, r) defined
in Proposition 4.12 satisfy (4.4) for K :=
(
n+p
p
)
, i.e., we need to verify
that
(4.13)
(
n+ p
n
)
≥ m
(
s+r
s
)
+ 1
m− s .
Since (n + r − 4)4 ≥ r! we get
(4.14) (r′)! ·nr′−4 ≤ (n+ r−4)4 ·nr′−4 < n · (n+1) · · · · · · (n+ r′−1).
Since 4 ≤ r′ and n ≥ 2, taking into account (4.14), we obtain
(4.15) s(n) < nr
′−3 ≤ n
2
nr
′−4 ≤ n
2
·
(
n− 1 + r′
r′
)
≤ m+ 1
2
.
Abbreviating s(n) as s, we deduce from (4.15)
(4.16)
m
(
s+r
s
)
+ 1
m− s ≤
(m+ 1)
(
s+r
s
)
m− s <
(m+ 1)
(
s+r
s
)
m− m+1
2
≤ 2(1 + 2
m− 1)
(
s+ r
s
)
.
Clearly (4.13) follows from (4.16) and the following inequality
(4.17)
(
n+ p
n
)
≥ 2(1 + 2
m− 1)
(
s+ r
s
)
,
which we now prove. We rewrite the LHS of (4.17) as
(4.18)
Πr−1k=0
(n + (r′ − 1)k + 1)(n+ (r′ − 1)k + 2) · · · (n+ (r′ − 1)(k + 1))
((r′ − 1)k + 1)((r′ − 1)k + 2) · · · (r′ − 1)(k + 1) .
Since p = (r′− 1)(2r′− 1) = (r′− 1)r, we rewrite the RHS of (4.17) as
(4.19) 2(1 +
2
m− 1)Π
r
k=1
s+ k
k
.
Lemma 4.13. For all 0 ≤ k ≤ r − 1 we have
(4.20)
(n + 1)r
′−1
(k + 1)r′−1
≥ 2s+ k + 1
k + 1
.
Proof. To prove Lemma 4.13 it suffices to establish the following in-
equality
(4.21) (n+ 1)r
′−1 ≥ 2 · rr′−2 · (s+ 2r′ − 1).
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Since r ≥ 7 we have
s+ 2r′ − 1
r
<
s
2
=
1
2
(⌊ n
(r′ − 1)r′ ⌋)
r′−3 <
1
2
(
n
(r′ − 1)r′ )
r′−1 <
1
2
(
n+ 1
r
)r
′−1.(4.22)
Clearly (4.22) implies (4.21). This completes the proof of Lemma
4.13. 
Using (4.18) and Lemma 4.13 we obtain
(4.23)
(
n+ p
n
)
≥ Πr−1k=0
(n + 1)r
′−1
(k + 1)r′−1
≥ Πrk=1(2
s+ k
k
).
Taking into account (4.19), we obtain (4.17) from (4.23). This proves
(4.13).
Since (4.13)holds, we can apply Proposition 4.5 to get a (s, r)-elusive
mapping f ∈ Polp(Fn,Fm), whose monomial coefficients are algebraic
numbers are exp(2pi
√−1
pij
) or its real part.
This completes the proof of Proposition 4.12. 
Lemma 4.11 and Proposition 4.12 yield immediately
Corollary 4.14. Assume that r′ grows much slower than n, e.g. r′ =
const or r′ = ln lnn. Let p = (r′−1)(2r′−1). Then there are sequences
of polynomials fn ∈ Polp+r′+1(F3n), whose coefficients are algebraic
numbers, such that
L(fn) ≥ Ω(
⌊ n
r′(r′−1)⌋
r′−3
2
(r′)4
).
Proof. Taking into account Lemma 4.11 and Proposition 4.12, it suffices
to prove that if r′ = ln lnn and n is sufficient large, then (n+r−4)4 ≥ r!.
Clearly, (n + r − 4)4 ≥ r! follows from r ln r < lnn. Since r > ln r for
sufficiently large r, it suffices to show that r2 < lnn, or equivalently
2 ln r < ln lnn. The last inequality holds for large r, since 2 ln r < r =
ln lnn. 
Note that Corollary 4.14 yields a much better lower bound than
that in Proposition 4.7, whose assertion we have compared with a sim-
ilar result by Raz and with that one by Shoup and Smolensky. This
demonstrates the effectiveness of our methods.
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