INTRODUCTION:
Modern computing is based on sequential logic, in which the state of a circuit depends both on the present inputs as well as the input history (memory). Implementing sequential logic inside a living cell would enable it to be programmed to progress through discrete states. For example, cells could be designed to differentiate into a multicellular structure or order the multistep construction of a material. A key challenge is that sequential logic requires the implementation of regulatory feedback, which has proven difficult to design and scale.
RATIONALE : We present a quantitative method to design regulatory circuits that encode sequential logic. Our approach uses NOT gates as the core unit of regulation, in which an input promoter drives the expression of a repressor protein that turns off an output promoter. Each gate is characterized by measuring its response function, in other words, how changing the input affects the output at steady state. Mathematically, the response functions are treated as nullclines, and tools from nonlinear dynamics (phase plane and bifurcation analyses) are applied to predict how combining gates leads to multiple steady states and dynamics. The circuits can be connected to genetic sensors that respond to environmental information. This is used to implement checkpoint control, in which the cell waits for the right signals before continuing to the next state. Circuits are built that instruct Escherichia coli to proceed through a linear or cyclical sequence of states.
RESULTS: First, pairs of repressors are combined to build the simplest unit of sequential logic: a set-reset (SR) latch, which records a digital bit of information. The SR latches can be easily connected to each other and to sensors because they are designed such that the inputs and outputs are both promoters. Each latch requires two repressors that inhibit each other's expression. A total of 11 SR latches were designed by using a phase plane analysis. The computation accurately predicts the existence of multiple steady states by using only the empirical NOT gate response functions. A set of 43 circuits was constructed that connects these latches to different combinations of sensors that respond to small molecules in the media. These circuits are shown to reliably hold their state for >48 hours over many cell divisions, only switching states in response to the sensors that connect to the set and reset inputs of the latch. Larger circuits are constructed by combining multiple SR latches and additional feedback loops. A gated data (D) latch, common in electronic integrated circuits, is constructed where one input sets the state of the circuit and the second input locks this state. Up to three SR latches (based on six repressors) are combined in a single cell, thus allowing three bits to be reversibly stored. The performances of these circuits closely match those predicted by the responses of the component gates and a bifurcation analysis.
Circuits are designed to implement checkpoint control, in which cells wait indefinitely in a state until the correct signals are received to progress to the next state. The progression can be designed to be cyclical, analogous to cell cycle phases, during which cells progress through a series of states until returning to the starting state. The length of time in each state is indefinite, which is confirmed by demonstrating stability for days when the checkpoint conditions are not met.
CONCLUSION: This work demonstrates the implementation of sequential logic circuits in cells by combining reliable units of regulation according to simple rules. This approach is conducive to design automation software, which can use these rules to combine gates to build larger circuits. This provides a designable path to building regulatory networks with feedback loops, critical to many cellular functions and ubiquitous in natural networks. This represents a critical step toward performing advanced computing inside of cells.
T he most complex processes in biology use checkpoint control to synchronize cells in the face of noisy and asynchronous conditions (1) . Checkpoints are implemented between stages of a cascade via a gene regulatory network that integrates environmental and cellular information before triggering a switch instructing the cell to proceed. Checkpoints are ubiquitous across eukaryotic and prokaryotic processes, such as the cell cycle (2-4), cell development pathways (5, 6) , inflammation (7), stress response (8) (9) (10) (11) , pathogenesis (12) , and the assembly of molecular machines (13) . From the perspective of cellular engineering, a generalizable method for implementing checkpoint control would allow the division of complex tasks into stages from which cells only proceed when the proper conditions are met (nutrient or precursor availability, cell-cell signaling, environmental niche recognition, etc.).
A progression of events can be implemented via a cascade in which one transcription factor regulates the next. Cycles are formed when the last transcription factor regulates the first in the cascade. To study these regulatory features in isolation, synthetic cascades and cycles have been constructed with heterologous transcription factors (14) (15) (16) (17) (18) . Once initiated, the cascades and cycles progress continuously through each transcription factor in series, either concluding at the end of a cascade or oscillating via a stable limit cycle.
By contrast, checkpoints use bistable switches to control the transitions between discrete stages. This allows the cell to stop and wait until signals that regulate progression cross a threshold. When multiple environmental and cellular signals are required, they can be integrated by regulation encoding Boolean logic operations (AND, OR, etc.) (19) . A bistable switch introduces hysteresis into the transition, which stops the cells from reversing to the prior state when the stimuli are removed, and it waits for the necessary signals to progress forward (20) (21) (22) . Checkpoint control leads to variability in the time spent in each stage but synchronizes the requirements for progression across cells and buffers against fluctuations (1). The switch acts as a form of memory to keep track of the cell state during this period.
In electronics, circuits containing logic and rewritable memory are referred to as "sequential logic." Nearly universal across microprocessors, sequential logic is necessary to control the timing and order of processing steps within algorithms (23) . Information is stored regarding the past state of the circuit, and this is integrated with input signals to determine the circuit's next state transition. The input signals are integrated by "combinational logic," whose output is only a function of the inputs. Latches are analogous to bistable switches and have two stable states that are used to store one digital bit of information. The simplest is a set-reset (SR) latch, composed of cross-coupled NOR gates that integrate two inputs to switch the latch between two states, which are read by two outputs. This architecture suffers from having a forbidden state (both inputs on), which can lead to instabilities in the circuit due to timing effects. More complex latches store a bit of information without having a forbidden combination of inputs. A common example is the data (D) latch used in microprocessors for temporary data storage and to synchronize asynchronous signals (24, 25) .
Synthetic genetic circuits have been built that encode the core functions required for sequential logic. Combinational logic has been implemented inside cells through a variety of biochemical mechanisms (26) (27) (28) (29) (30) (31) (32) . Here we focus on logic gates that are implemented on the level of transcription, in which the inputs and outputs of the gates are promoters regulated by transcription factors. This defines RNA polymerase (RNAP) flux as the common signal carrier, which facilitates the implementation of more complex circuits by layering simpler gates (33) . It also simplifies the connection of genetic sensors to the circuit when the sensor responds to a stimulus by activating a promoter. Following this paradigm, we have shown that a library of repressor-based NOR gates can be rationally connected in different permutations to apply arbitrary combinational logic operations to up to four sensors (34) . Central to this approach are the empirical gate response functions (how the output changes as a function of input at steady state) that are used to computationally identify those gates that can be functionally connected.
Rewritable memory has also been implemented as a transcriptional circuit (35) (36) (37) (38) (39) . One implementation is a "genetic toggle switch" that consists of a pair of repressors that regulate each other's promoter (40) (41) (42) (43) (44) . The resulting crossrepression leads to the bistability required for an SR latch. The inputs of the original implementation (40) are the small molecule inducers of the repressors, which complicates the connection of latches to each other, to combinational logic, or to sensors. The toggle switch has been connected to a single sensor by having the output promoter drive the expression of one repressor, and this has been used to remember transient exposure to a sugar, quorum signal, or an antibiotic (45) (46) (47) . SR latches with two promoter inputs have been built based on DNA-inverting enzymes and sigma: anti-sigma factor sequestration, but we avoided these architectures because of toxicity, a dearth of orthogonal variants, or the absence of hysteresis (35, 48, 49) . No more than a single SR latch has been shown to operate in a cell. More complex switches, such as the D latch, have been proposed and studied computationally but have not been implemented (50) (51) (52) (53) .
Here we present a theory-guided approach to building complex sequential logic circuits. Repressor-based NOR gates are connected to each other and sensors by signal matching their response functions. Latches are designed by recognizing that these empirical functions can serve as nullclines to identify gate combinations that will exhibit bistability (54) . Further, the latch quality can be predicted quantitatively by the separation of the stable and unstable steady states. This is used to design 11 SR latches, a D latch, and circuits with up to three latches in a single cell. We demonstrate sequential logic that encodes a series of circuit states, separated by checkpoints, where progression is controlled by up to four sensors responding to different signals.
Design of SR latches
Bistability is a necessary criterion for building an SR latch. This is achieved by arranging two repressors to regulate each other's expression. For the latch to be extensible, it must have two promoter inputs and two promoter outputs. If these are characterized with the same units, the information can be used to connect the latch to genetic sensors (Fig. 1A) , other circuits, and cellular responses. Previously, we characterized insulated NOR gates that have two input promoters in series driving the expression of a repressor that turns the output promoter off (55, 56) . Because the promoters are arranged in series, their activity is summed, and the gate response function is treated as a single-input NOT gate (Fig. 1B) . Our latch design uses this gate type, in which one of the NOR inputs is the set input promoter (S) to the latch and the other is a promoter regulated by a second NOR gate (Fig. 1C) . In turn, the two inputs to the second NOR gate are the reset input promoter (R) to the latch and a promoter repressed by the first gate.
The response function of a NOT gate captures how the gate's output changes as a function of its input at steady state. Because the input and output promoter activities of the gates are measured in relative promoter units (RPUs) (see 2 of 10 methods), the two NOT functions can be plotted as nullclines on the same phase plane (Fig. 1D ) (see the supplementary materials for the biophysical model) (54) . The circuit is monostable when the nullclines only intersect once, meaning it does not exhibit the bistability necessary for a latch. When there are three intersections, the latch has two stable states separated by an unstable steady state. An exemplar is shown in Fig. 1C , where gates based on two repressors (AmtR and PhlF) are combined to design an SR latch. These gates use repressors that are Tet repressor (TetR) homologs and orthogonal; in other words, they do not bind to each other's operators (34, 55) . The ribosome binding site (RBS) that controls repressor expression can be used to change the threshold of a gate. Thus, by changing the RBS, the response function can be shifted in relation to the second gate in the latch until bistability is achieved (Fig. 1E) (57) .
A full bifurcation analysis was performed for the AmtR-PhlF SR latch from an ordinary differential equation (ODE) model (methods and supplementary files). This demarcates the boundaries of the SET, RESET, and HOLD regions within phase space (Fig. 1F ). Note that there is also a FORBIDDEN region corresponding to the simultaneous activation of both inputs where the output signals degrade to an intermediate value. This bifurcation graph fully characterizes the SR latch and can be used to quantitatively predict the response obtained from connecting any two sensors, provided that their dynamic range is known in RPUs. Each sensor performs the SET and RESET functions and alternating their activity switches the latch repeatedly between the two stable states. Once in either state, the reduction of the input (e.g., input A when in the SET state) is not able to switch the latch state without turning on the other input. Thus, this acts as memory, where the state is held indefinitely (Fig. 1G ) (58, 59) .
The AmtR-PhlF SR latch design was constructed by using a two-plasmid system, one carrying the circuit and the other carrying an output promoter fused to yellow fluorescent protein (YFP) (fig. S1). The sensors that respond to anhydrotetracycline hydrochloride (aTc) (sensor A) and isopropylb-D-1-thiogalactopyranoside (IPTG) (sensor B) were used as inputs (Fig. 1A) . Two output plasmids were constructed that independently report the Qa and Qb outputs (separate strains and experiments). Cells containing the circuit and one output plasmid were initialized by growing them to exponential phase in the absence of inducer and then diluting them into fresh media with either 2 ng/ml aTc or 1 mM IPTG (methods). Every 8 hours, the samples were analyzed by flow cytometry to measure YFP, and an aliquot was diluted into fresh media containing the same or different inducers. Figure 1H shows the response of the outputs of the circuit to changes in the activity of the sensors, shown as the square waveform. By alternating between inducers, the circuit can be switched back and forth repeatedly for 2 days and more than 60 generations without breaking. When one inducer is pulsed, the circuits hold their state over this period. Notably, the model quantitatively predicts the level of both outputs (dashed lines in Fig. 1H ), including when the circuit is in an intermediate FORBIDDEN state and the steady state that is reached after the inducers are removed ( fig. S4) .
A library of SR latches was then designed by combining gates based on 10 orthogonal repressors from the TetR repressor family that cooperatively bind their respective operator DNA sequence (34, 55) . Each gate has a different response function that, when combined in a phase plane analysis, can be analyzed for bistability ( Fig. 2A) . Forming a bistable switch requires that nullclines intersect at three points. Of the 45 combinations, 23 are predicted to exhibit bistability (blue boxes in Fig. 2A) ; however, not all are expected to behave equally. In some cases, the distance between the stable and unstable steady states (d 1 and d 2 in Fig. 2B ), referred to as the equilibria separation, is small (60) . Another measure is transversality or, in other words, the degree to which the nullclines do not overlap. Switches with short equilibria separation and poor transversality are sensitive to fluctuations, which can drive the switch into the opposite state ( fig. S5 ). As expected, cooperative gates with steeper thresholds are more likely to lead to bistable switches; for example, the PhlF gate (Hill coefficient n = 4.2) is predicted to form a bistable switch with all other repressors. The cooperativity of each repressor was measured empirically in the context of the gate. Cooperativity could arise from the formation of multimers and/or the binding to multiple sites in a promoter.
We built the 15 SR latches that were predicted to be bistable, including some with short separation and poor transversality (Fig. 2C ). These were constructed and evaluated, as described above (methods). Each latch was initialized in the first state (SET or RESET) by growing cells with the appropriate inducer. To test the latch's memory, the cells were then grown in the absence of inducer (HOLD), and, after 8 hours, the outputs were assayed by flow cytometry. The measurements are compared to the predicted outputs in Fig. 2D . Eleven of the SR latches exhibited at least a 10-fold dynamic range and held both latch states. Four had one state that spontaneously flipped during the memory assay (red arrows in fig. S5 ), which could be predicted from the equilibrium separation (Fig. 2E) . Intriguingly, the cutoff separation corresponds to the standard deviation of the cytometry population when converted to RPU ( fig. S2 ). For functional SR latches, the average dynamic range is 162-fold repression.
An additional 26 SR latch circuits were constructed by permuting the sensors connected to the latches and RBS variants of the component gates. Because the sensors are measured in standardized units, in theory, it can easily be determined whether they can be functionally connected to a particular latch (Fig. 1F) . For the AmtR-HlyIIR SR latch, six permutations of sensors were tested, and all were able to functionally connect as predicted (Fig. 2F ). This was repeated for different permutations of sensors connected to latches comprised of different pairs of repressors ( fig. S5) . Out of this set of 26 SR latches, 19 latches were functional, and the measured outputs agreed with the predictions (fig. S6A ). The latches that did not hold both states correlated with poor predicted equilibria separation ( fig. S6B ).
Genetic D latch and memory registers
We sought to construct larger circuits containing multiple latches and feedback using the principles of signal matching and nonlinear dynamics (54) . First, we designed a gated D latch, which has two inputs corresponding to the set (S) and lock (L) inputs (Fig. 3A) . The latch state is determined by whether S is low or high when the lock is off. When locked, the state of the latch is stored irrespective of the input S. In contrast to the SR latch, this architecture has no FORBIDDEN state and associated instabilities. As such, it is commonly used in electronics to synchronize multiple latches to record at the same time through a shared clock signal that serves as the L input.
The D latch contains four NOR gates, two of which are cross-coupled to introduce positive feedback that results in cross-repression (Fig. 3A) . The other two gates provide the upstream logic to control locking and unlocking of the latch and relaying the input S. Signal matching was performed to assign repressors to each gate by using a modified version of the Cello software (34) that used a hill-climbing algorithm to identify an assignment with the designed response by simulating all state transitions and applying a circuit score cutoff of at least 10-fold for valid assignments (methods). After selecting the repressors for each gate, a bifurcation analysis was performed by using the corresponding model to determine how the latch switches between states (Fig. 3B ) (supplementary materials). The activation of the S input switches between the outputs (Qa and Qb) that are active. When the lock is off, the transition between the two is bistable. The bistable region expands as the lock signal increases, until it encompasses the entire range of S, thus storing the bit of memory. It is noteworthy that the bifurcation diagram differs substantially from that of the SR latch (Fig. 1F) , and this complex behavior can be predicted by using the simple gate response functions.
The design for the D latch was constructed with the aTc-inducible sensor A serving as the S signal and the arabinose-inducible sensor C serving as the lock L (Fig. 3C) . The circuit was constructed by using the same two-plasmid system as before, with two versions of the output plasmid to measure Qa and Qb by using separate strains. The D latch was evaluated by the same protocol as the SR latches, except no inducer was used during the initialization step (methods). The transitions between all combinations of states were evaluated, and they closely matched the predicted outputs (Fig. 3, D and E, and fig. S9 ). The D latch switched states over six cycles, correctly recorded in response to the lock signal, and maintained the memory states for longer than 2 days. Multibit rewritable memory registers were then constructed by combining multiple parallel SR latches in a circuit (Fig. 3F) . To operate together in a cell, each latch requires two repressors orthogonal to the others in the circuit. From the set of 11 functional SR latches (Fig. 2C) , up to three are fully orthogonal to each other. Based on this set, we constructed five circuits containing different combinations of two latches (figs. S10 and S11) and one containing three latches (Fig. 3F) . The quantitative response of all the outputs to changes in the activity of the three sensors was predicted by extending the approach used for individual SR latches. A phase plane analysis was performed on the basis of an ODE model parameterized by the response functions of the repressor-based gates (supplementary materials).
Three sensors for IPTG, aTc, and arabinose serve as the inputs to multiple latches, following an architecture similar to memory-register design in electronics. The construction of the circuit is based on the same two-plasmid system as before, except that there are six possible output plasmids so that the circuit outputs (Qa, Qb, Qc, Qd, Qe, and Qf) can be measured by using separate strains 4 of 10 (Fig. 3G) . Growth and induction were performed as before. All six outputs were found to be quantitatively correct for input pulses of each sensor (Fig. 3F) . Different patterns of square waveforms for each input were tested over 2 days, and the circuit performed quantitatively as predicted, except for one trajectory after 2 days (Fig. 3H) . After a single pulse, the memory could be held over a day, after which at least one output became unstable ( fig. S11) . We also tested five simpler circuits containing different combinations of two SR latches and sensors, and these were found to function quantitatively as predicted (figs. S10 and S11).
Designing checkpoint control
Sequential logic circuits were designed to implement checkpoint control. This requires that genetic circuits remain in their current state until they receive the necessary sensory inputs to transition to the next state. In computer science, this is referred to as a finite-state machine, which is defined as being able to exist in one of a finite number of circuit states at a given time and where external inputs control state transitions. In this context, a state diagram is used to enumerate the states (s 0 , s 1 indicated by arrows that are labeled by the status of the inputs required (sensors A, B, C, and D) and the state of the output (Y) during the transition, assuming an instantaneous response (Fig. 4) . The current state is maintained until signals are received to transition to a different state. Three circuits were designed to have two, three, and four states, respectively. They are all based on a core circuit containing two SR latches whose outputs are integrated by a final gate that implements OR, NOR, or three-input NOR logic. The two-latch register can exist in four possible states ( 2 2 ); however, the state diagram can be simplified by collapsing equivalent states that have the same output and transitions. For each circuit, repressors were assigned to the gates via signal matching, and the DNA sequence was designed and constructed as before (methods).
The circuit shown in Fig. 4A has two states (s 0 and s 1 ). The checkpoint for the s 1 → s 0 transition is controlled by sensor A (aTc). The checkpoint for the s 0 → s 1 transition is controlled by the logic B OR C (the presence of either IPTG or arabinose). Pulses of the inducer(s) switch the cells between states (Fig. 4A) (methods) . The cells can be made to oscillate between the circuit states by adding the appropriate inducers back and forth between states. However, unlike a limit cycle oscillator, the cells remain in the current state in the absence of the checkpoint signals or when inputs are pulsed that do not participate in the checkpoint (see Fig. 4A and fig. S12 for additional trajectories). We demonstrate that the states can be held stably for days.
The addition of a NOR gate to the circuit expands the number of states to three (s 0 , s 1 , and s 2 ) (Fig. 4B) . This can be viewed as a cycle in which the transitions between states are controlled by checkpoints: s 0 → s 1 (arabinose), s 1 → s 2 (IPTG), and s 2 → s 0 (aTc). The cycle cannot proceed in the reverse direction because there is no transition from s 2 returning to s 1 . All state transitions showed the predicted circuit output for all experiments, including repeatable switching and stable memory propagation (Fig. 4B and fig. S13 ).
To increase the number of circuit states to four, an additional sensor (sensor D) that responds to acyl-homoserine lactone and a three-input NOR gate were added (Fig. 4C) . The three-input NOR gate was constructed by placing a third input promoter upstream of a NOR gate (fig. S15 ). The resulting state diagram is complex and cannot be reduced to a simple cycle. The SR latches act to store the past history of three inputs (A, B, and C), and A serves as the shared reset signal for the register. The circuit was tested with pulses of each input, and the output response behaved as expected over 2 days (Fig. 4C and fig. S14 ).
Discussion
Natural regulatory networks are rife with complex interconnected feedback loops that implement multistable switches and dynamical behaviors (61) . For engineering purposes, it would be valuable to be able to recreate these functions (62) . To be designable, the approach must be based on reliable units of regulation that can be combined by following simple rules. Here we demonstrate the core functions of sequential logic that are central to computation and representative of the simplest units of feedback control. Surprisingly, we can predict how to build complex multilatch circuits with feedback using only the steadystate response functions of the underlying NOT gates. These functions are simple to measure and report in standard promoter activity units. Circuitdesign software can use these functions to automate the combination of gates to build userdefined sequential logic. Now, this is specified by using structural Verilog to define the desired circuit (supplementary files). However, this work provides the groundwork for implementing higherlevel tools that will allow a user to specify the desired sequential logic or finite-state machine behavior with a state table or state diagram (63) (64) (65) .
This designability is not intrinsic to biology, but rather comes from intense prior engineering efforts to design gates that are modular and insulated, such that the underlying function is context independent (34, 56, 66) . These gates need to have cooperative thresholds to build circuits that exhibit multistability and complex dynamics. Our gates are based on TetR homologs that exhibit cooperativity, and we have found that having at least one gate with a Hill coefficient n ≥ 2.4 is required to consistently build a robust bistable switch. By contrast, other means of repression, including transcription activatorlike (TAL) effector proteins and CRISPR interference (CRISPRi), offer the possibility of many orthogonal gates but are noncooperative (n ≅ 1) (67-69). Incorporating positive feedback into the latch design is a means by which the bistable region could be expanded (43, (70) (71) (72) , but this would complicate design automation.
There are many potential applications for programmable sequential logic that can be modularly connected to sensors. The sensors in this work respond to small molecules, but others could respond to diverse signals, such as dissolved gases, light or color, environmental stresses, and temperature (73) . The outputs of the circuits are also modular and can be used to control metabolic pathways (74) , regulate host gene expression using CRISPRi (68), or implement permanent memory to irreversibly record the state (75) . This work demonstrates the programmable ability to implement checkpoint control as a state machine. Importantly, this is not an irreversible progression for a sequence of signals; the cycle of states can be repeated in a single cell and its progeny. This enables the design of cycles and developmental networks for engineering applications that require that cells exist in a particular state for an unspecified amount of time. For example, therapeutic cells could be built to sense transient stimuli, such as throughout the gastrointestinal tract, and switch to a new state when the next signal is encountered. There are similar applications for diagnostic cells (48, (76) (77) (78) (79) (80) (81) , pathways to complex chemicals and materials that require cycles of ordered operations (82) , and sentinel plants and microbes with responsive traits (31, 83, 84 ).
Materials and methods
Strains, media, and inducers E. coli NEB 10-beta [D(ara-leu) 7697 araD139 fhuA DlacX74 galK16 galE15 e14-f80dlacZDM15 recA1 relA1 endA1 nupG rpsL (Str R ) rph spoT1 D(mrr-hsdRMS-mcrBC)], which is a derivative of E. coli DH10B (85), was used for experimentally measuring circuits. E. coli was cultured in LB Miller medium (Sigma-Aldrich, L3152) for routine cloning and propagation of plasmids. Genetic circuits were assayed in M9 minimal media (SigmaAldrich, M6030; 6.78 g/liter Na 2 HPO 4 , 3 g/liter KH 2 PO 4 , 1 g/liter NH 4 Cl, 0.5 g/liter NaCl final concentration) with 0.34 g/liter thiamine hydrochloride (Sigma-Aldrich, T4625), 0.2% Casamino acids (Acros, AC61204), 2 mM MgSO 4 (SigmaAldrich, 230391), 0.1 mM CaCl 2 (Sigma-Aldrich, 449709), and 0.4% D-glucose (Sigma-Aldrich, G8270). Antibiotics used to select for circuit plasmids were 100 mg/ml carbenicillin (Corning, 46-100), 50 mg/ml kanamycin (Sigma-Aldrich, K4000), and 50 mg/ml spectinomycin (SigmaAldrich, S9007). The inputs used for the sensor promoters were isopropyl b-D-1-thiogalactopyranoside (IPTG; Sigma-Aldrich, I6758), anhydrotetracycline hydrochloride (aTc; Sigma-Aldrich, 37919), L-arabinose (L-ara; Sigma-Aldrich, A3256), and N-(3-oxohexanoyl)-L-homoserine lactone (3OC6-HSL; Sigma-Aldrich, K3007).
Genetic circuit assembly
Genetic circuits were built using the repressor gates, three-input circuit backbone, and output plasmid as in the Eco1C1G1T1 UCF file (34) . Genetic circuits were constructed by hierarchical Type IIS assembly in two sequential assembly reactions ( fig. S1B ). In the first assembly reaction, transcriptional unit constructs were assembled by joining the input promoter fragment(s) to the fragment containing the insulated repressor (ribozyme, RBS, repressor gene, terminator). A BsaI Type IIS Assembly reaction was performed for this step. The promoter and repressor fragments were supplied to the reaction as purified plasmid DNA, and the destination vector was supplied as a purified PCR product. These Type IIS assembly reactions were performed in 5 ml total volume containing 20 fmol of each purified part plasmid, 10 fmol of the purified destination vector PCR product, 5 U BsaI enzyme (New England Biolabs, R0535), and 2.5 U T4 DNA ligase (20 U/ml HC; Promega, M1794) in 1X T4 DNA Ligase Buffer (Promega). The reaction mixture was incubated in a thermal cycler (Bio-Rad C1000 thermal cycler, 80°C lid) with the protocol: 37°C for 5 hours, followed by 50°C for 30 min, and inactivated at 80°C for 10 min. Then, 1 ml of the assembly reaction was transformed into 5 ml chemically competent cells (E. coli NEB 5-alpha, New England Biolabs, C2988J). After recovery in SOC, the cells were plated on LB agar containing carbenicillin. Colonies were grown, and the constructed transcriptional unit plasmids were sequenced by Sanger sequencing. In the second assembly reaction, these transcriptional unit constructs were assembled together into the circuit backbone containing the sensors to generate the Plasmids for the four-input circuit are shown in figs. S16 and S17. For sequential circuits in all panels, two experimental trajectories are shown, performed on different days. Additional waveforms were evaluated for all the circuits (figs. S12 to S14). The inducer concentrations used were 2 ng/ml aTc, 1 mM IPTG, 5 mM L-arabinose, and 10 mM 3OC6-HSL.
final circuit plasmid constructs. For these Type IIS assemblies, the 5-ml reaction volume contained 20 fmol of each purified transcriptional unit plasmid (one plasmid for each gate in the circuit design), 10 fmol of the purified circuit backbone plasmid (three-input or four-input backbone, fig. S19 ), 5 U BbsI enzyme (New England Biolabs, R0535), and 2.5 U T4 DNA ligase (20 U/ml HC; Promega, M1794) in 1X T4 DNA Ligase Buffer (Promega). The reaction mixture was incubated in a thermal cycler for 6 hours at 37°C, followed by 30 min at 50°C, and then 10 min at 80°C. Then, 2 ml of the assembly reaction was transformed into 8 ml chemically competent cells (E. coli NEB 10-beta, New England Biolabs, C3019I). After recovery in SOC, the cells were plated on LB agar containing kanamycin and X-gal. Plasmid DNA was purified from clonal cultures, and the constructed circuits plasmids were sequenced by Sanger sequencing.
Part plasmids (86) and destination vectors were assembled by Type IIS restriction-ligation (also referred to as Golden Gate assembly) using the SapI, BsaI, or BbsI restriction enzymes or constructed by PCR site-directed mutagenesis (also referred to as inverse PCR or round-the-horn PCR) using Q5 polymerase (New England Biolabs, M0493). Repressor part plasmids were constructed by Type IIS assembly. Promoter part plasmids and destination vectors were prepared by inverse PCR. For Type IIS assembly of part plasmids, fragments were PCR amplified with Q5 polymerase, digested with DpnI (New England Biolabs, R0176), purified (Qiagen QIAquick column or Agencourt AMPure XP beads), and assembled in a 5-ml reaction containing 10 fmol each purified fragment, 5 U Type IIS enzyme, and 2.5 U T4 DNA ligase (20 U/ml HC; Promega, M1794) in 1X T4 DNA Ligase Buffer (Promega) with the protocol: 37°C for 6 hours, 50°C for 20 min, and 80°C for 15 min (Bio-Rad C1000 thermal cycler, 80°C lid). Type IIS enzymes used were BsaI (New England Biolabs, R0535), BbsI (New England Biolabs, R0539), and SapI (New England Biolabs, R0569). PCR site-directed mutagenesis was used to construct small parts ≤80 bp (e.g., promoters, terminators, and spacers) with half of the part to be inserted added to the 5′ end of the forward and reverse primer. PCR was performed with Q5 polymerase according to manufacturer's recommended protocol using NEB Tm Calculator, followed by DpnI digestion, purification, and simultaneous phosphorylation and ligation with T4 polynucleotide kinase (New England Biolabs, M0201) and T4 DNA ligase (New England Biolabs, M0202) in 1X ligase buffer at room temperature for 1 hour and inactivation 65°C for 10 min before chemical transformation. Part plasmids contained the ColE1 high-copy origin of replication and a standard antibiotic resistance cassette (Kan R or Amp Circuit induction assays Circuit plasmids were cotransformed with an output plasmid containing YFP expressed by the circuit output promoter ( fig. S19D : pPAmeR-YFP, pPAmtR-YFP, pPBetI-YFP, pPBM3R1-YFP, pPHlyIIR-YFP, pPIcaRA-YFP, pPLitR-YFP, pPPhlF-YFP, pPQacR-YFP, pPSrpR-YFP, or pPAmtR-PHlyIIR-YFP). When a circuit contains multiple output promoters, these were measured independently in multiple strains, where each strain contains a reporter for one output. To cotransform the circuit and output plasmids, 0.5 ml of the purified circuit plasmid and 0.5 ml of the purified output plasmid were transformed into 5 ml chemically competent cells (E. coli NEB 10-beta, New England Biolabs, C3019I) and plated on LB agar containing kanamycin and spectinomycin. One colony was inoculated into 200 ml M9 minimal media with appropriate antibiotics in a V-bottom 96-well microtiter plate (ThermoFisher Scientific, 249952) sealed with a breathable seal (WorldWide Medical Products Inc., 41061023) and incubated for 16 hours (overnight) at 37°C with shaking (1000 rpm) in an Elmi DTS-4 Digital Thermostatic Microplate Shaker (Elmi Ltd., Riga, Latvia). After overnight incubation, cells were diluted with two serial dilutions of 15 ml culture into 185 ml M9 minimal media with antibiotics (178-fold total dilution) and incubated for 3 hours at 37°C with shaking (1000 rpm) in a V-bottom plate (ThermoFisher Scientific, 249952). Then cells were diluted by two serial dilutions (resulting in 658-fold dilution), the first with 15 ml culture into 185 ml M9 minimal media with antibiotics, and then 15 ml diluted culture into 145 ml M9 minimal media with antibiotics and inducers. The inducer concentrations used for the sensors were 2 ng/ml aTc, 1 mM IPTG, 5 mM L-arabinose, and 10 mM 3OC6-HSL. The cells were incubated for 8 hours at 37°C with shaking (1000 rpm) in a V-bottom plate with a breathable seal. To measure cell fluorescence, a 5-ml aliquot of the cell culture was diluted into 195 ml phosphate buffered saline (PBS, pH 7.4) with 2 mg/ml kanamycin and incubated for 1 hour at room temperature before flow cytometry analysis.
To change the inducers or continue growing the cells, the cells were diluted (658-fold total) by two serial dilutions: (i) 15 ml culture into 185 ml M9 minimal media with antibiotics, then (ii) 15 ml diluted culture into 145 ml M9 minimal media with antibiotics and inducer inputs as needed. For media containing 3OC6-HSL, the cells were washed by pelleting and resuspending in fresh media before carrying out the two dilutions. The diluted cells were then incubated for 8 hours at 37°C with shaking (1000 rpm) in a V-bottom plate with a breathable seal. Then to measure cell fluorescence, an aliquot of cells was diluted into phosphate buffered saline (PBS, pH 7.4) with 2 mg/ml kanamycin and incubated at room temperature for 1 hour before flow cytometry analysis.
Flow cytometry analysis
Fluorescence was measured using an LSRII Fortessa flow cytometer (BD Biosciences, San Jose, CA) and the BD FACSDiva software. The settings used were: 437-V FSC voltage, 289-V SSC voltage, and 425-V green laser (488 nm) voltage. For each culture, fluorescence was measured on the FITC channel, and the data for all events were collected with a cutoff of 20,000 gated events. A flow rate of approximately 1000 events/s or less was used for analysis. The cells were gated with a rectangular gate for cell-sized particles using the FlowJo software (TreeStar Inc., Ashland, OR). The median cell fluorescence was calculated in FlowJo using the geometric median statistical tool.
Conversion of fluorescence AU to RPU
The arbitrary units of fluorescence from the cytometry measurements were converted to relative promoter units, as described previously (34, 87) . The conversion follows: RPU ¼ ðhYFPi ÀhYFP 0 iÞ= ðhYFP RPU i À hYFP 0 iÞ, where hYFPi is the median fluorescence of the promoter, hYFP 0 i is the median fluorescence of white cells (E. coli NEB 10-beta lacking plasmids), and hYFP RPU i is the median fluorescence of the standard promoter. The standard plasmid that we use for RPU measurements is pJSBS_RPU_standard in fig. S19 . In this manuscript, we used either pAN1717 or pAN1730, depending on whether the circuit contained 2 or ≥3 sensors to measure the standard fluorescence (because of a concern over the potential impact of the burden of expressing additional regulators). In theory, we could convert the fluorescence values to that of the standard plasmid, pJSBS_RPU_ standard. However, in our hands, all three plasmids produced statistically indistinguishable fluorescence measurements, so the conversion factor is unity.
Construction and characterization of four-input circuit backbone
The circuit shown in Fig. 4C required that four sensors be carried on a single plasmid backbone. Therefore, we constructed four-input circuit backbones by adding the LuxR regulator to the threeinput circuit backbone (pAN871). Permutations of the sensor operons were constructed ( fig. S16 ). For each circuit backbone, the sensors were characterized, and the toxicity of the backbone was tested by measuring the growth (OD600) in a plate reader (Biotek H1 Synergy Hybrid MultiMode Reader) with shaking at 37°C (fig. S16 ). Sensor characterization was performed to determine the dynamic range of each sensor on the circuit backbone (34) . The ON and OFF activity of each sensor input promoter (P Tet , P Tac , P BAD , or P Lux ) was measured in RPU by growing the cells with and without the appropriate inducer (2 ng/ml aTc, 1 mM IPTG, 5 mM L-arabinose, or 10 mM 3OC6-HSL) ( fig. S16 ). Cells containing each sensor characterization plasmid were grown as described above for the circuit assays and measured by flow cytometry. The pLW555 plasmid was selected as the best four-input circuit backbone. The plasmid map is shown in fig. S16 . The sensor response functions for pLW555 were measured by testing additional inducer concentrations ( fig. S17 ). The sensor input promoter values for the three-input circuit backbone pAN871 were P Tet (ON = 3.66 RPU, OFF = 0.0078 RPU), P Tac (ON = 2.96 RPU, OFF = 0.011 RPU), and P BAD (ON = 2.25 RPU, OFF = 0.022 RPU). The measured sensor input promoters for the fourinput circuit backbone pLW555 were P Tet (ON = 3.16 RPU, OFF = 0.0097 RPU), P Tac (ON = 1.61 RPU, OFF = 0.0072 RPU), P BAD (ON = 1.48 RPU, OFF = 0.020 RPU), and P Lux (ON = 1.32 RPU, OFF = 0.0056 RPU).
Computational analysis of circuits
The ODE models for the SR latch, D latch and three-latch memory register are provided as supplementary files in the .ode input file format that was used. Numerical analysis of the ODE models was performed using the XPP AUTO software (XPPAUT 8.0 version) with the RungeKutta numerical method for the phase plane analyses and bifurcation analyses (88) . The numeric parameters were set as follows: step size dt = 0.001, nullcline grid size = 40, output storage integration steps n = 1, and total time = 500. To simulate state transitions, the initial conditions were set to the previous state's steady-state output values, and the sensor input values were updated corresponding to the inducer inputs present. The measured sensor input promoter values from the sensor characterization were used for the inputs to the model. The previously measured gate response functions were used (34) . The bifurcation analyses were performed using the AUTO interface and starting at a steady-state point. The AUTO numeric parameters were the default values, except: the maximum number of steps = 1000, the initial step size = 0.01 (sign was changed to represent increasing or decreasing inducer input), minimum step size = 0.001, and maximum step size = 0.01. To account for the experimentally measured copy-number difference between the circuit backbone and the output plasmid, the XPPAUT predictions were multiplied by a scaling factor e = 0.25. The equilibria separation was calculated as the distance d between the x-y coordinates of the unstable equilibrium U and a stable equilibrium (S1 or S2) in log-log scale on the phase plane plot as:
Transversality was calculated as the area between the nullcline curves between the three intersecting points in log-log coordinate space using trapezoidal numerical integration in Matlab. A modified version of the Cello software (34) was used to assign gates to the D latch. The Cello software and code is available open source (https://github.com/CIDARLAB/cello). In this version, the hill-climbing assignment algorithm was selected for the gate assignment. To specify the sequential logic, we split the D latch's state table into a time series of truth tables that sampled all state transitions. We used structural Verilog to specify how the NOR gates are wired together (supplementary files). Cello was run locally using the Cello API, and the growth score cutoff was changed to 0.10. The input UCF file was the Eco1C1G1T1.UCF.json file (34) with the LmrA and PsrA gates removed. The Cello code is written in Java (version 1.8.0_31) and uses the Apache Maven (version 3.2.1) software project management.
