Proposed Model
The cervical cancer dataset, which is used in this proposed model, was collected at Hospital Universitariode Caracas in Caracas, Venezuela [12] . It contains medical records of 858 patients. Out of these patients, number of the healthy women is 803 and on the other hand number of patients with cervical cancer diagnosis is 55. This dataset has 32 risk factors, including patient habits, past medical records etc. and four target classes. Target labels or classes are Hinselmann, Schiller, Cytology and Biopsy. Some patients do not answer all the questions for individual privacy reason. The proposed method is divided into three parts-1) preprocessing 2) classification and 3) generating the association rules. Figure 1 shows the structure of the model. In this model there are three phases. 
Preprocessing
Cervical cancer dataset need to be preprocessed to discover hidden information. So, in first phrase, we preprocess the dataset by handling missing values and imbalanced class levels.
Classification
In the second step, prediction of how many patients are affected by cancer is found by imposing the dataset into the data mining techniques. At first, classification process is applied on randomly split dataset. Later, to detect the model does overfit or not, K-fold validation method is applied. Results are analyzed by accuracy, kappa, precision and recall.
2.3.Associations
Association process helps to find the strongly connected attributes in the dataset. In our last phase, associations among the attributes and class levels is determined for recognizing which attributes are positively connected with the cancer.
Research Method
This section describes the implementation of the proposed method.
Preprocessing
Cervical cancer dataset has 32 feature and 4 class levels. It contains many missing values. 27 and 28 number attributes (STDs: Time since first diagnosis and STDs: Time since last diagnosis) have more missing data than other attirbutes. These two columns will have no better impact on the classification and associations. We drop these two attributes. After dropping, there are 30 attributes. Some other columns also have few missing cells. Among those columns, some are categorical and some are discrete values. To overcome this curse, missing values of categorical columns and discrete columns are replaced by the mode and the mean values of that columns respectively. Class levels are imbalanced. Number of instances belongs to "no" class is very high than the number of instances which belongs to "yes" class. Because of this situation, result might be inaccurate. So, for getting the accurate result, we balance our dataset using resample filter of WEKA tool. Table 1 descrives numerical description of attributes of the dataset. 
Classification:
ANN and tree models were perfectly implemented for healthcare system [13] . Because of this successful implementation, we used ANN, Decision Tree, Random Forest in our model for classification purpose.
ANN
Concepts of Artificial Neural Network comes from the idea of working of human brains. The network is collection of three different layers: input layer, hidden layer and output layer. Each layer consists of multiple single processing units named perceptron. These units perform complex computations parallelly. The signals given to the neural network are propagated through the layer by layer. Units of the input layer takes input feature vectors and this layer is connected to the hidden layer. The output layer provides predictions of the class levels. Perceptron does computations by three steps. a. All the inputs (i1, i2, …, in) are multiplied by the weights (w1, w2, …, wn). c. Later, the weighted sum is imposed to the activation function. Table 2 presents the information about parameters that are were in the implemented ANN. 
Decision Tree
Decision tree is a supervised algorithm. This creates a training model based on decision rules. This model can predict class labels by building a tree structure. It has one root, multiple internal nodes and leaf nodes. Internal nodes and leaf nodes correspond to attributes and class levels respectively. After building the tree structure, when a new instance comes, it is matched with extracted rules from the decision tree. We use J48 decision tree. Details of implemented Decision Tree model are shown in Table 3 . 
Random Forest
Random forest is ensemble of decision tree. Simply, random forest creates multiple decision trees and merge them to find the overall best results. It is a supervised algorithm like decision tree. At a time, it can do classification and regression. When splitting a node, it generally searches for the best attribute among random features. This process makes the model better. Threshold can be used to make the model more random. Details properties of implemented Random Forest in proposed method as shown in Table 4 . 
Association Rules
Apriori is a popular data mining technique. It is used to find correlations, patterns from the dataset. A huge dataset can provide many rules including unwanted associations. Different types of constraints such as Support, Confidence, Lift, Conviction are applied for extracting only important rules. Support indicates of the frequency of items in the dataset. Confidence represents the number of times the if/then rules become true. Lift is used to find the positively correlated rules. Details properties of implemented Apriori Algorithm in proposed method as shown in Table 5 . 
Results and Analysis
This section deals with the analysis of results. The proposed methodology was implemented on a system having 8GB RAM and 3.5 GHz Intel Core i-7 processor using WEKA 3.8 tool. During the preprocessing, cervical cancer dataset was divided into 4 individual datasets according to 4 classes. So, each dataset had one class attribute: Hinselmann, Schiller, Citology and Biopsy. On cervical cancer preprocessed datasets, two types of analysis had been performed. In the first part, classification of cancer patients had been done by 4 different data mining techniques. In the second study, association rules among the attributes had been generated by apriori algorithm. K-fold cross validation technique widely works to analyze the performance of data mining models [14] . In this approach, k is the number of parts of the dataset. k-1 folds and kth fold are used as the training set and testing set respectively. This method is very much helpful to avoid overfitting problem.
Classification Performance
To evaluate the results of algorithms, here five methods were used which are accuracy, precision, recall, f1-score and kappa. These parameters are used to judge the techniques based on actual result and predicted outcome. Actual result is true level of the instance and predicted outcome is what model predicts the class level of that instance. High values of these mean a good prediction of the data mining models. Accuracy: It is one of the simplest performance measures and simply the ratio of correctly predicted observation and total observation. Accuracy is calculated as the summation of true positive and true negative divided by total number of subject in the study.
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Precision: Refers to the ability of a classification model to identify only the relevant points. Precision is calculated as the number of true positive divided by the summation of the number of true positive and true negative.
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Recall: It refers to the ability of a model to find all the relevant cases within a dataset. Recall is calculated as the number of true positive divided by the summation of the number of true positive and false negative.
Kappa: Kappa is an important measure of classifier performance on imbalanced dataset. It compares an observed accuracy with an expected accuracy (random chance). Kappa is calculated as total accuracy minus random accuracy divided by one minus random accuracy. 
Analysis of model performance on randomly split training-testing dataset
Interpretation: On Biopsy dataset, DT, RF and LMT each claims accuracy over 99% and precision of 99.6. The best recall giving classifier is RF and the lowest accuracy reporting classifier is ANN. RF claims the best kappa and f1-score value among the classifiers which is 97 and 99.8 respectively. For this dataset, RF performs better than any other classifier. Performance comparison of four classifiers on Biopsy dataset shown in Figure 2 . Comparison of Accuracy, Recall, Precision, Kappa, F1-score of different algorithms on Biopsy dataset as shown in Table 6 .
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13 Interpretation: On Citology dataset DT reports better accuracy than others which is 97.94, best f1-score of 98.9 and claims the best precision of 97.8. All of the classifiers give same recall value of 100 and LMT gives the best kappa value. Performance comparison of four classifiers on Citology dataset shown in Figure 3 . Comparison of Accuracy, Recall, Precision, Kappa and F1-score of different algorithms on Citology dataset as shown in Table 7 . Table 8 . Interpretation: On Schiller dataset, though all the classifiers claim best recall value of 100 but LMT gives the highest value for all other factors. Therefore, LMT performs better than any other classifiers used on this dataset. Performance comparison of four classifiers on Schiller dataset shown in Figure 5 . Comparison of Accuracy, Recall, Precision, Kappa and F1-score of different algorithms on Schiller dataset as shown in Table 9   Table 9 . Comparison of Accuracy, Recall, Precision, Kappa and F1-score of different algorithms on Schiller dataset Accuracy (100) Precision (100) Recall (100) Kappa (1) 
Analysis of model performance on 10-fold cross validation
Interpretation: RF showed better performance over other models. Interpretation: Both RF and LMT having maximum possible value of each factors perform better than other two classifiers. Performance comparison of four classifiers on Biopsy dataset shown in Figure 6 . Performance comparison of four classifiers on Citology dataset shown in Figure 7 . Comparison of Accuracy, Recall, Precision, Kappa of different algorithms on Biopsy dataset as shown in Table 10 . Comparison of Accuracy, Recall, Precision, Kappa of different algorithms on Citology dataset as shown in Table 11 . Table 12 . Interpretation: The RF performs best having maximum score in all the comparison parameters. Performance comparison of four classifiers on Schiller dataset shown in Figure 9 . Comparison of Accuracy, Recall, Precision, Kappa of different algorithms on Schiller dataset as shown in Table 13 . Figure 9 . Performance comparison of four classifiers on Schiller dataset.
Association Rules Analysis:
So many rules have been established from implementation of apriori algorithm on four (4) dataset. As research aim is to extract the rules that contain class level "yes", the rules which consist of class level "no" and the rules which only contain attributes (no class levels) are dropped. Women who have become pregnant 3 times and used to take Hormonal Contraceptives e. Women whose first sexual intercourse was at age 17 and if they take Hormonal Contraceptives are at risk of cervical cancer.
Conclusion
In this paper, classification and associations of cervical cancer risk factors are performed. Several approaches are performed for avoiding missing values. Later, based on the risk factors, data mining techniques-DT, RF, LMT and ANN are trained for classification of cervical cancer patients from healthy patients. Their performances are discussed by recall, precision, f1-score and kappa parameters. These models provide reasonable accuracy and these accuracies are close to each other. On average, RF proved to be better than others. Associations among class level 'yes' and the attributes, are inducted using Apriori algorithm. These rules contain the most important risk factors that are truly considered by medical science as dangerous factors for building cervical cancer. This proposed model can be used for recognition of cervical cancer before it develops and necessary precautions can be taken to avoid this. 
