We study non-supersymmetric extremal black hole excitations of 4d N = 2 supersymmetric string vacua arising from compactification on Calabi-Yau threefolds. The values of the (vector multiplet) moduli at the black hole horizon are governed by the attractor mechanism. This raises natural questions, such as "what is the distribution of attractor points on moduli space?" and "how many attractor black holes are there with horizon area up to a certain size?" We employ tools developed by Denef and Douglas [1] to answer these questions.
Introduction
The attractor mechanism [2] [3] [4] is a ubiquitous phenomenon in gravitational theories with moduli whereby the moduli take on values at the horizon of an extremal 1 (zero temperature) black hole that are independent 2 of their values at infinity. It can be heuristically motivated (see, e.g., [7] ) by noting that the entropy of such a black hole -being the logarithm of an integer -should vary discretely, while the moduli vary continuously. Alternatively, it can be understood geometrically from the fact that extremal black holes have an infinite throat so that the physical distance to the horizon is infinite, and variations of the moduli over this distance wash away any dependence on the moduli at infinity [8] . Ultimately it follows from an analysis of the solutions of the equations of motion [2] [3] [4] [7] [8] [9] [10] .
The discussion thus far has made no reference to supersymmetry, but of course the latter is intimately connected to the attractor mechanism. One reason is that the very existence of moduli is generically unnatural without supersymmetry. Another is that the study of BPS attractors is greatly simplified by the first-order Killing spinor equation. However, one can study non-supersymmetric but extremal black holes arising as excitations of supersymmetric vacuum solutions. This makes it natural to study extremal but non-BPS attractors in supergravity.
A particularly natural setting for such a study is in the context of string theory [11] . One important reason is that the attractor mechanism implies a sort of nonrenormalization theorem which, under certain conditions, allows one to compute the entropy of a weakly-coupled collection of microscopic ingredients and reliably continue the result to strong coupling where these ingredients form a black hole [12] . This allows one to generalize the fantastic success of string theory in counting microstates of BPS black holes [13] to the extremal but non-BPS case. Another good reason is that one can hope to generalize the observations of [14] relating arithmetic, geometry, and attractors in string theory, those of [15] [16] [17] which pertained to geometric aspects of attractor flows, and those of [18, 19] on special cycles. Finally, one might reasonably argue that it is especially interesting to study black holes in a theory with a known UV completion.
First questions one might ask are 'How are attractor moduli distributed in moduli space?' and 'How many attractors exist with entropy below some cutoff S * ?' Denef and Douglas [1] attacked these problems in the BPS case, using tools (reviewed in [20] ) that they had developed for studying flux compactifications (and which were recently applied in another context in [21] ). They concluded that attractors are uniformly distributed in moduli space and that their count grows as a particular power of S * that depends only on the dimension of the moduli space. In particular, their results agreed with those of [14] , which related the growth of BPS attractors on K3 × T 2 to the Smith-Minkowski-Siegel mass formula. Indeed, as in [21] , these tools enabled the prediction of a previouslyunknown constant.
The purpose of this paper is to generalize this approach to non-BPS attractors. As one might expect from the analogous results of [1, 22] for non-supersymmetric flux vacua, our results are less elegant than in the BPS case. However, we can nevertheless make non-trivial progress. In particular, the growth of attractors with S * proves to be the same as in the BPS case. Furthermore, after restricting our attention to the simple case of one-modulus models (such as the mirror quintic), we can analytically characterize the distribution of attractors in various regions of moduli space. In contrast to the BPS case, we find a non-trivial dependence on the curvature of moduli space. We verify these predictions with numerics.
An outline of the rest of this paper is as follows. In section 2, we review the attractor mechanism in the context of type IIB Calabi-Yau compactifications. In section 3, we then analytically study the distribution of attractors. We numerically verify our predictions in the case of a one-modulus model in section 4. We conclude in section 5.
The attractor mechanism in type IIB Calabi-Yau compactifications
Consider a 4d gravity theory with U (1) gauge fields and moduli φ i coupled to the gauge fields via axio-dilaton-like couplings:
The authors of [7] studied ansätze parametrized by choices of electric and magnetic charges that determine extremal black holes in such a theory. They found that solutions are associated to local minima of an effective potential, V ef f (φ i ). Denoting the attractor moduli that determine such a minimum by φ i 0 , they showed that the horizon radius and entropy of the black hole are respectively given by
In general, there will be multiple such minima [14, 15, 23] . In these cases, we refer to the multiple basins of attraction as 'area codes.' In addition, it is possible for the effective potential to be independent of some moduli. In this case, these moduli will not be attracted, and the entropy of an extremal black hole will not depend on them. We now specialize in two steps. Our first specialization is to N = 2 theories with an n-complex-dimensional vector multiplet moduli space M. (Hypermultiplet scalars do not appear in the effective potential.) M is a special Kähler manifold; we denote its Kähler potential by K and its metric by g i = ∂ i ∂K. In addition, there is a central charge, Z, which is a holomorphic section of a line bundle L → M whose covariant derivative is
where f is a holomorphic function on M, Z and D i Z transform as
The effective potential is then [24] 
BPS attractors not only minimize this, but also satisfy
Said another way, they minimize the rescaled central charge [4] 
in the sense that
So, they separately minimize the two terms of (2.5). In contrast, extremal attractors need only minimize (2.5). Another important difference is that for BPS attractors critical points of |Z| 2 in the interior of M are automatically local minima [24] , since ∂ i ∂ log |Z| 2 = g i implies that the Hessian of |Z| 2 at a critical point is a positive definite matrix, whereas for non-BPS critical points of V ef f this positive definiteness is not automatic. Finally, we note the following relationships between the central charge, entropy, horizon area, and mass of a BPS black hole:
These follow from (2.2)-(2.7) and the BPS bound M = |Z|. We now further specialize to N = 2 theories obtained via compactification of type IIB string theory on a Calabi-Yau threefold X. The moduli space of such a theory locally factors 3 as a product of (complexified) Kähler and complex structure moduli spaces, and the vector multiplet moduli φ i of interest are the complex structure moduli. The complex dimension of the complex structure moduli space is n = h 2,1 . A black hole corresponds to a D3-brane wrapping a 3-cycle of X, and its electric and magnetic charges correspond to the homology classγ ∈ H 3 (X, Z) representing this 3-cycle, or equivalently its Poincaré dual γ ∈ H 3 (X, Z). We identify L → M with the Hodge line bundle H 3,0 (X) → M; importantly, the holomorphic 3-form Ω is then a holomorphic section of this line bundle, which is unique up to multiplication by a nowhere-vanishing holomorphic function of the φ i . The Kähler potential is given by
Finally, for a black hole with charge γ ∈ H 3 (X, Z), the central charge is
Importantly, D i Ω comprise a basis for H 2,1 (X). Noting that
we find that the BPS attractor equation (2.6) (and its conjugate) states that the projection of γ onto
Writing this as
where S is a constant, provides an interesting reformulation of the BPS attractor condition. For, it consists of b 3 /2 = h 2,1 + 1 complex equations for the same number of unknowns (namely S and φ i ), whereas we started with the h 2,1 equations (2.6) in h 2,1 unknowns. However, for the price of this extra complexity, we have eliminated all derivatives from the equations. We can recover the original equations by studying (2.15) in the basis for H 3 (X, C) spanned by Ω, D i Ω, and their conjugates. However, in some circumstances it might be more convenient to study this equation in another basis, such as an integral symplectic basis. An analogue of the formulation (2.14) of the attractor equations for non-BPS black holes was obtained in [8] . 4 We now introduce an integral symplectic basis C I , I = 1, . . . , b 3 = 2h 2,1 + 2 for H 3 (X, Z) and the Poincaré dual 3-forms C I . These satisfy
Expanded in this basis, a charge vector γ ∈ H 3 (X, Z) has integral coefficients, which are the electric and magnetic charges: γ = Q I C I , where
Another important function of this basis is to provide convenient coordinates on M, namely the periods of Ω:
The electric periods Π a , a = 1, . . . , h 2,1 + 1, provide a set of projective coordinates on M. The magnetic periods are then functions of the electric ones.
We will also find it convenient to have a third set of coordinates on M (besides φ i and Π a ), namely an orthonormal basis. We define this via a vielbein e i A , A = 1, . . . , h 2,1 , which satisfies g i e i A eB = δ AB .
Distributions of attractors
The quantity of interest in this paper is the count N (S * , R) of attractor black holes with entropy at most S * and whose attractor moduli lie in the region R ⊂ M. We study this by mimicking the approach of [1] to the analogous problem for BPS attractors. We write
Then, we introduce the Laplace transform representation of the theta function:
2) Now, we input the attractor equations (using the notation |dz| 2 ≡ i 2 dz ∧ dz = dx ∧ dy for the integration measure for a complex variable z = x + iy):
the final theta function schematically indicates that we require the Hessian of V ef f to be positive definite so that our critical points are minima. The Jacobian cancels the one for the change of variables φ → dV ef f . Strictly speaking, these expressions require d 2 V ef f to be the Hessian obtained by differentiating with respect to the real and imaginary parts of φ i . Equivalently, we can use a unitary change of basis (in order to preserve the eigenvalues of d 2 V ef f ) in order to write
The second equality holds when ∂ i V ef f = 0; it makes use of ∂ i V ef f = D i V ef f and the fact that when ∂ i V ef f = 0 we can replace partial derivatives of ∂ i V ef f by covariant derivatives.
(Note that these covariant derivatives include appropriate Christoffel symbols, to account for cotangent space indices.) We similarly write
With this, we have specified all of the ingredients in (3.3). We now make a continuum approximation, which should be accurate in the regime of interest where S * is large:
Rescaling 5 Q → Q/ √ α rescales V ef f → V ef f /α and allows us to easily determine the scaling with S * :
where
(To perform the α integral yielding this answer, one can either close the contour to the left and use the Cauchy integral formula or use repeated integration by parts until the integral reduces to the Laplace transform representation of θ(S * /π) = 1.) We have thus answered one of our questions: the growth with S * is identical to that found in [1] for the BPS case. In order to study the distribution of attractors in moduli space, we would now like to simplify ρ. To do so, we re-write γ in the Hodge decomposition basis:
These coefficients are chosen so that
5 More precisely, we consider our integrals over Q I -which parametrize R 2n+2 -as integrals over the sliceQ = Q of the space C 2n+2 . We then rescale Q → Q/ √ α, so that V ef f → V ef f /α. Finally, we rotate the integration contours so that we again localize to the sliceQ = Q. Upon doing so we can again think of Q I as being real and running from −∞ to ∞. Note that when we first regard Q as a complex variable, we must be careful to continue the integrand so that it depends holomorphically on Q. In particular, we must take Q outside of the absolute values defining V ef f before regarding it as complex. Otherwise, we would need to introduce another set of integration variables Q * parametrizing another copy of C 2n+2 and regard the integral as being over the slice Q * =Q = Q. We would then rescale Q → Q/ √ α, Q * → Q * / √ α and then analytically continue. Finally, we address the presence of the theta and delta functions, which are non-analytic distributions, and which indeed are only defined when V ef f is real. (For the theta function, this is obvious; for the delta function, a naïve definition for complex V ef f would yield 4n real conditions for the 2n real integration variables φ to satisfy.) First, we use the homogeneity of these distributions under multiplication of their arguments by a non-negative number to divide these arguments by V ef f , while simultaneously multiplying the integrand by the appropriate power of V ef f to leave the integral invariant. Then, we write the Q integral in spherical coordinates, with radial coordinate q = |Q|. The theta and delta functions are now independent of q and are not affected by the rescaling q → q/ √ α. The analytic continuation of q now is unaffected by the theta and delta functions. Finally, once we are done with analytic continuation, it is again the case that V ef f is non-negative, so we can again use the homogeneity of the theta and delta functions to return them to their original forms. and
In terms of these variables, we have
Derivatives of the effective potential may be simplified via the special geometry identities
We have the following derivatives of V ef f at a local minimum:
We will shortly employ these to flesh out the expressions in (3.8) more fully. Finally, we adopt the orthonormal basis, where the Jacobian for the change of variables from Q I to (X,X, YĀ,Ȳ A ) is 2 n+1 and det g = 1 [1] . So,
In the BPS case the delta function sets Y A = 0, the theta function is unnecessary, the determinant simply contributes |X| 2n , and the integrals are easily evaluated to give πn!. That is,
So, ρ is independent of moduli, meaning that attractors are uniformly distributed in moduli space [1] . We will soon see that this conclusion is altered in the non-BPS case. In order to make progress in this more general setting, we now specialize to the case n = 1, which includes the famous mirror quintic studied in [28] , as well as the more general one-parameter manifolds studied in [29] [30] [31] [32] . We write Y ≡ Y 1 , and similarly F ≡ F 111 and D 1 F ≡ DF (where components refer to the orthonormal basis). We then have
To deal with the theta function, we notice that positivity of both eigenvalues of d 2 V ef f is equivalent to positivity of both the trace and the determinant. But, the trace is clearly positive, since (3.23) is, so the theta function simply requires positivity of the determinant.
Setting aside the BPS solutions Y = 0 to ∂V ef f = 0, we have 24) which allows us to perform the X integrals. We thus find
and
As promised, we see that the non-BPS attractors are not uniformly distributed in moduli space. We now specialize further to special loci in moduli space.
DF ≈ 0
We first restrict to regions where we can approximate DF ≈ 0. 6 Then, (3.26) is positive, and the theta function is extraneous. So, we are left with rather simple integrals over Y which yield
Furthermore, we can study corrections to this approximation by continuing to neglect the theta function, but retaining the entirety of (3.26), and again performing the integral over Y . The result is
In the model that we consider in section 4, we have DF ≈ 0 near the Landau-Ginzburg point and in the large complex structure locus.
Conifold
We now study an example of a region where the theta function eliminates all candidate attractors. Our analysis closely follows that of [1] . A natural place to look for such nontrivial behavior is near the conifold singularity common to the moduli spaces of many one-parameter threefolds. (On the other hand, since stringy effects become important at such points, this might be viewed as more of a mathematical exercise, or a proof of principle that the theta function is, in general, important.) A natural modulus to employ in the conifold region is the period, v, of the vanishing cycle. The metric takes the form
where µ is a constant and c = e K 0 /2π, with K 0 = K(v = 0). We also have
where → 0, ξ → ∞ as we approach the degeneration. We then have
Since this is negative, the theta function eliminates all candidate attractors. It would be interesting to study attractors at conifold loci of multi-parameter models, as the large curvature of the moduli space may lead to an enhanced density of attractor points (as happens with the somewhat analogous case of flux vacua).
Numerical verification
We turn now to numerical verification of these formulae. We focus on the mirror of an octic in WP 4 1,1,1,1,4 (corresponding to k = 8 in [29] ; throughout this section, we utilize the periods and other geometric quantities determined in this reference, as well as the approximations thereto employed in [33] ). As we discussed in §3.2, the conifold is not a good place to look for attractors. Similarly, one does not find attractors in the large complex structure locus, as the contribution to (3.7) is suppressed by det g ≈ 0 7 (and, furthermore, the 4d supergravity approximation breaks down). However, we do find attractors near the Landau-Ginzburg point. As we now explain, DF ≈ 0 in this region, and so we can compare with (3.28) and (3.29) .
Using the formula Γ i jk = g i¯ ∂ j g k¯ for the Christoffel symbols of a Kähler manifold, and defining
φ Ω (with φ the standard coordinate on the complex structure moduli space of the mirror octic), we have
7 Of course, this statement is not coordinate-independent. More invariantly, |φ|>R |dφ| det g ∼ 1/ log(4R) at large R; in particular, this integral is finite.
where the final line employed formulae from [29] . (4.3) explains why DF ≈ 0 is a good approximation near the Landau-Ginzburg point φ = 0. In order to numerically test (3.28) and (3.29), we scanned over all (2Q max + 1) 4 charge vectors Q ∈ Z 4 whose components satisfied |Q I | < Q max ≤ 20 and searched for local minima of the effective potential associated to each of these charges with |φ 0 | < 0.5. The homogeneity of S as a function of Q makes it clear that this charge cutoff corresponds to an entropy cutoff. (More precisely, we searched for local minima in the fundamental domain 0 ≤ arg φ < 2π/8, as well as each of its images under a rotation by a power of e iπ/4 , and then translated all attractors to the fundamental domain. We acted with the appropriate symplectic monodromy matrix on the charges as we did so and eliminated any duplicate attractors -i.e., attractors with the same charge and moduli. This was computationally efficient, as it produced attractors whose charges did not satisfy |Q I | ≤ Q max , but whose entropies were nevertheless comparable to attractors whose charges did satisfy this constraint.)
On the other hand, our analytic formulae hold under the assumption that the entropy cutoff S * is large. Fortunately, as we will see, our Q max is large enough that these constraints are simultaneously satisfied in a window of intermediate entropies, and in this range our analytic formulae agree with the data. (As a test of the fact that the Q max cutoff is responsible for the failure of our analytic results at large S * , we confirmed that lowering Q max shrank this range. We note that our choice of Q max was not large enough for our analytic formulae for BPS attractors to agree with the data over a sizeable window of entropies.) We discarded unphysical solutions with vanishing entropy (discussed in [15] ), which we characterized as having S < 0.1, although since our formulae do not apply in this regime this is mostly for aesthetic purposes. Finally, in order to separate BPS and non-BPS attractors, we employed the cutoff |D φ Z| = 0.1.
Having said all of this, we now present figures 1, 2, and 3. Figure 1 : Scatter plots of attractor moduli near the Landau-Ginzburg point. Our φ is the complex structure modulus of [29] , for which a fundamental domain is 0 ≤ arg φ < 2π/8. , with ρ in that equation replaced by (3.28) , and where R is the set |φ| < 0.5. We have added a yintercept of 250 to our theoretical prediction in order to account for the fact that it is only applicable at large S * . Said another way, our theoretical prediction is really for dN (S * )/dS * , and we must numerically determine the integration constant. After doing so, we find that the data fits our analytic predictions in an intermediate regime of S * . . The latter two predictions are indistinguishable. In order to focus on entropies to which our predictions apply, we only include non-BPS attractors with S min = 225 < S < S max = 275, where S min and S max are estimated from figure 2; correspondingly, our theoretical plot is of N (S max , R) − N (S min , R), where R = {φ 0 : |φ 0 | < |φ|}. We suspect that inclusion of attractors at the edges of the range [S min , S max ] is responsible for the evident small systematic errors. As evidence for this, we constructed analogous plots with different choices of S min and S max and observed that the agreement between the numerics and analytic predictions worsened as we increased the size of the interval [S min , S max ].
Conclusion
In this paper, we have studied the distribution of non-BPS attractor points in the complex structure moduli space of Calabi-Yau threefolds. Growth of attractors with the entropy cutoff S * was found to be identical to that of the BPS case studied in [1] , owing to the fact that in both cases the effective potential is homogeneous of degree 2 in the charges. However, our results differed in that attractors were not found to be uniformly distributed in moduli space. We illustrated this curvature dependence concretely by focusing on the mirror octic, for which we analytically determined the distribution of attractors in various regions of moduli space. Finally, we tested our predictions near the Landau-Ginzburg point with numerics and found very satisfying agreement. It would be nice to see some of the geometric and arithmetic connections of BPS attractors generalized to this more physical non-supersymmetric situation. For instance, BPS attractors on K3 × T 2 enjoy a close relationship to class groups and class numbers: the U-duality classes of BPS black holes can be placed in correspondence with binary quadratic forms with discriminant related to the entropy, and the numbers of inequivalent attractor points at a fixed value of the entropy are governed by the class numbers [14, 34] . Finding a similar arithmetic interpretation of non-BPS attractors on K3 × T 2 is a natural direction to pursue. We hope that the study of attractors (both BPS and non-BPS) will in some sense provide a natural analogue of the mathematical notion of special cycles for moduli spaces which are not locally symmetric. On the geometric front, the problem of needing to continue weakly-coupled D-branes to a black hole which emerges at stronger coupling is an important obstacle to connecting aspects of Calabi-Yau geometry with gravity solutions, but the successes of string theory in accounting for the entropy of extremal but non-BPS black holes in special cases, as well as those of supergravity in accounting for subtle aspects of BPS spectra in string theory [15, 35] , seem to provide reason for optimism. Furthermore, mathematical tools that might be useful for studying non-BPS extremal cycles have begun to seep into the physics literature [36] .
