Western Kentucky University

TopSCHOLAR®
Honors College Capstone Experience/Thesis
Projects

Honors College at WKU

6-28-2017

Numerically Solving a System of PDEs Modeling
Chronic Wounds Treated with Oxygen Therapy
Stefan Stryker
Western Kentucky University, stefan.stryker@windstream.net

Follow this and additional works at: http://digitalcommons.wku.edu/stu_hon_theses
Part of the Analytical, Diagnostic and Therapeutic Techniques and Equipment Commons,
Medical Biophysics Commons, Partial Differential Equations Commons, and the Physics Commons
Recommended Citation
Stryker, Stefan, "Numerically Solving a System of PDEs Modeling Chronic Wounds Treated with Oxygen Therapy" (2017). Honors
College Capstone Experience/Thesis Projects. Paper 705.
http://digitalcommons.wku.edu/stu_hon_theses/705

This Thesis is brought to you for free and open access by TopSCHOLAR®. It has been accepted for inclusion in Honors College Capstone Experience/
Thesis Projects by an authorized administrator of TopSCHOLAR®. For more information, please contact topscholar@wku.edu.

NUMERICALLY SOLVING A SYSTEM OF PDES MODELING CHRONIC
WOUNDS TREATED WITH OXYGEN THERAPY

A Capstone Project Presented in Partial Fulfillment
of the Requirements for the Degree Bachelor of Science
with Honors College Graduate Distinction at
Western Kentucky University

By
Stefan Matthias Stryker
May 2017

*****

CE/T Committee:
Dr. Richard Schugart, Chair
Dr. Wieb VanDerMeer
Dr. Thomas Richmond

Copyright by
Stefan Matthias Stryker
2017

I dedicate this thesis to my parents, Jeff and Barbara Stryker, who have always been an
immense support. This piece is also dedicated to Jan Stryker, who’s influence cannot be
quantified.

ACKNOWLEDGEMENTS
This research would not have been possible without the passionate support of my
mentor Dr. Richard Schugart. His guidance and assistance in assigning this particular
research problem is the foundation of this work. This research was also supported by
Western Kentucky University through a Capstone Experience/ Thesis Excellence Grant
and by The Center for Undergraduate Research in Mathematics through a CURM Minigrant. These people and organizations have made this work and publication possible.

iv

ABSTRACT
Chronic wounds such as diabetic foot ulcers are the leading cause of nontraumatic amputations in developed countries. For researchers to better understand the
physiology of these wounds, a mathematical model describing oxygen levels at the
wound site can be used to help predict healing responses. The model utilizes equations
that are modified from work by Guffey (2015) that consists of four variables – oxygen,
bacteria, neutrophils, and chemoattractant within a system of partial differential
equations. Our research focuses on numerically solving these partial differential
equations using a finite volume approach. This numerical solver will be important for
future research in optimization of treatments; it has the potential to be incorporated into
an optimal control model for chronic wounds.
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INTRODUCTION
Chronic wounds are a medical complication for inflicted patients. These wounds
can take months to heal, while still having the possibility of reoccurring. There are several
biological factors that play a role in the bodies wound-healing process.
The presence of bacteria in the wound is a key factor that can prevent healing; with
bacteria present it is difficult for cells to regrow to close the wound (Kirketerp-Møller et
al., 2008). According to Edwards et al. (2004), bacteria can live within biofilm
communities that protect the bacteria from the antibiotic treatments. Bacteria in the wound
is removed by inflammatory cells capable of killing the bacteria at the wound site.
Neutrophils are drawn to the wound to act as the first responders for the healing process.
The neutrophils are attracted to areas with bacteria by chemical mediators, such as formyl
methionyl peptides that are released by bacteria (Martin, 1997). These neutrophils are the
primary cells that remove bacteria. Throughout this process, the presence of oxygen in the
wound is needed to support the neutrophils in oxidatively killing the bacteria. When
treating patients with chronic wounds, supplemental oxygen can be added through
hyperbaric oxygen therapy, serving as a supplement to the naturally available oxygen in
the wound to improve healing (Kranke et al., 2004). Supplemental oxygen may be
necessary due to the hypoxic environment of the cell caused by a lack of blood supply as a
consequence of the injury. This supplemental oxygen is obtained due to the hyperbaric
oxygen chambers ability to increase the air pressure by triple the normal amount, allowing
for patient’s lungs to collect the supplemental oxygen. According to Gordillo et al. (2009),
topical oxygen therapy can utilize coating the wound with emulsions that are
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superoxygenated, as another method for providing supplemental oxygen to the chronic
wound.
It is these variables – bacteria, chemoattractant, neutrophils, and oxygen that are
used as the state variables in our system. It is the current concentration and the changing
rates with respect to time and position that dictate the trends of our model. The model we
will use is known as a system of partial differential equations. These types of equations are
used to model many real-world interactions from heat diffusion to nuclear interactions. It
is important to use the PDE model to handle the heterogeneous nature of oxygenated tissue
within chronic wounds (Schreml et al., 2010). This type of model is important for handling
the bacteria too, since their biofilm organize can be spatially complex (Thomsen et al.,
2010). Given that our model is complex, we will need a method of solving the system of
equations that can numerically converge to provide consistent results that are physically
significant. It is for this reason that we are developing a numerical algorithm that can solve
the partial differential equations describing the treatment of a chronic wound by oxygen
therapy.
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NUMERICAL METHODS
For our numerical solution, we will solve for spatial values on a radial cross section.
The length of the wound will be normalized on the scale 0-1; the center of the wound will
be at 0 while the edge of the wound will occur at 1. Once the solution is found on the radial
cross section, it can be rotated around the center of the wound, providing an axisymmetric
solution modeling the wound. The thickness of the wound is neglected. The
nondimensionalized model that we will be using for the chronic wound site has four
equations. These equations will depend on the state variables of bacteria, chemoattractant,
neutrophil, and oxygen. What follows by subsection is each of these variables equations
with their varying conditions.
Bacteria Equation
The nondimensionalized equation for bacteria that we are working with is identical
to the one utilized by Guffey (2015) and appears in the form
𝜕𝑏
𝜕 2𝑏
𝐾3 + 𝐾4 𝑛
𝑤
= 𝐷1 2 + 𝐾1 𝑏(1 − 𝑏) − 𝐾2 𝑏 −
∙
𝑏
𝜕𝑡
𝜕𝑥
𝐾5 𝑏 + 1 𝐾6 + 𝑤
For this equation, it is noted that we will have the boundary conditions of
𝜕𝑏(1,𝑡)
𝜕𝑥

𝜕𝑏(0,𝑡)
𝜕𝑥

= 0 and

= 0. These conditions state that for our model we desire the rate of change of the

bacteria at the center of the wound and at the edge of the wound to be 0. This will allow
for a smooth solution once the radial cross section is rotated around the center. The initial
𝑥 2

condition or expected distribution of the bacteria is 𝑏(𝑥, 0) = (1 − 𝑥)2 𝑒 −(𝜖) . This initial
condition is chosen to localize the bacteria at the center of the wound and to be consistent
with the boundary conditions.
Chemoattractant Equation
3

The nondimensionalized equation that models the chemoattractant in the wound is
equivalent to the chemoattractant equation in Guffey (2015) and is of the form
𝜕𝑐
𝜕 2𝑐
= 𝐷4 2 + 𝐾13 𝑏 − 𝐾14 𝑐
𝜕𝑡
𝜕𝑥
The boundary conditions for the chemoattractant equation are

𝜕𝑐(0,𝑡)
𝜕𝑥

= 0 and

𝜕𝑐(1,𝑡)
𝜕𝑥

= 0.

These conditions are the same as for bacteria, and they allow for a smooth solution when
radially rotated. The initial condition for the chemoattractant equation is taken as 𝑐(𝑥, 0) =
𝑥 2

(1 − 𝑥)2 𝑒 −(𝜖) .
Neutrophil Equation
The neutrophils in the model are the white blood cells that are attracted to the
wound site due to the presence of the chemoattractant. The equation used for modeling the
neutrophils is
𝜕𝑛
𝜕
𝜕𝑛
𝜕𝑐
𝐾7 ℎ(𝑤)𝑛
=
(𝐷2
− 𝜒𝑛𝐻(1 − 𝑛) ) −
𝜕𝑡 𝜕𝑥
𝜕𝑥
𝜕𝑥
𝐾8 𝑏 + 1
One of the boundary conditions for the neutrophil equation varies relative to the previously
given conditions for bacteria and chemoattractant. While at the center of the wound the
condition

𝜕𝑛(0,𝑡)
𝜕𝑥

= 0 is maintained, at the edge of the wound the condition is 𝑛(1, 𝑡) = 1.

This condition maintains that at the edge of the wound, the present neutrophil should have
a maximum concentration. The initial condition for the neutrophils is taken as 𝑛(𝑥, 0) =
𝑥−1 2
)
𝜖

𝑥 2 𝑒 −(

. This initial condition models that the initial concentration of neutrophils should

be at the edge of the wound. The function H(x) is a Heaviside function taken as
𝐻(𝑥) = {

1,
0,
4

0<𝑠
𝑠<0

The Heaviside function ensures that the neutrophil concentration does not grow above its
carrying capacity. The function h(w) is defined as
0,
ℎ(𝑤) = { −4000𝑤 3 + 36000𝑤 2 − 107970𝑤 + 107911,
2,

𝑤 ≤ 2.95
2.95 < 𝑤 < 3.05
𝑤 ≥ 3.05

h(w) is of this form to provide a smooth transition between the values of 0 and 2; h(w) and
h’(w) are continuous functions. As in Xue et al. (2009), h(w) is incorporated to have the
death rate triple when the oxygen level becomes 3 times the normal level. This h(w) is
simplified to 3 instead of 5 functions when compared to the h(w) of the Guffey model.
Another difference between our model and the Guffey model is that we eliminated the
recruitment term, since it was redundant in light of the chemoattractant term
𝜕𝑐

−𝜒𝑛𝐻(1 − 𝑛) 𝜕𝑥 that serves as recruitment in the model.
Oxygen Equation
The oxygen in the system is modeled by the equation from Schugert et al. (2008):
𝜕𝑤
𝜕 2𝑤
= 𝐷3 2 + 𝑢1 (𝑡) + 𝑢2 (𝑡) + 𝐾9 − 𝐾10 𝑛𝑤 − 𝐾11 𝑏𝑤 − 𝐾12 𝑤
𝜕𝑡
𝜕𝑥
We use the boundary conditions of

𝜕𝑤(0,𝑡)
𝜕𝑥

= 0 and 𝑤(1, 𝑡) = 1 + 𝑢2 (𝑡) for the above

oxygen equation. In this equation the function 𝑢1 is defined as
1, when oxygen is administered,
𝑢1 (𝑡) = 𝑢2 (𝑡) = {
0,
otherwise.
This function in the model is used for describing the oxygen behavior when supplemental
oxygen is being administered to the wound. The initial condition for the oxygen equation
is taken as 𝑤(𝑥, 0) = 1 + 𝑢2 (0). This is the only initial condition that is not taken to have
an exponential behavior. The function 𝑢1 (𝑡) represents treatment with topical oxygen
5

therapy, while 𝑢2 (𝑡) represents treatment with hyperbaric oxygen therapy. This oxygen
equation differs from the one used by Guffey by the addition of the 𝑢1 (𝑡) to model topical
oxygen therapy.
Numerical Solution Methods
Our approach for numerically solving the system utilizes a varity of numerical
methods. In order to use Finite Volume Method to numerically solve our system, we need
our equations in the form
𝜕𝜙⃗ 𝜕𝐽
+
− 𝑓(𝜙⃗) = 0
𝜕𝑡 𝜕𝑥
For this equation we define the following variables in vector notation:
𝜙⃗ = [𝑏, 𝑛, 𝑤, 𝑐]𝑇
𝐽 = [−𝐷1

𝜕𝑏
𝑑𝑛
𝑑𝑐
𝑑𝑤
𝑑𝑐 𝑇
, 𝐷2 (−
+ 𝜒𝑛 ), −𝐷3
, −𝐷4 ]
𝜕𝑥
𝑑𝑥
𝑑𝑥
𝑑𝑥
𝑑𝑥

𝐾3 + 𝐾4 𝑛
𝑤
∙
𝑏
𝐾5 𝑏 + 1 𝐾6 + 𝑤
𝐾7 ℎ(𝑤)𝑛
𝑓(𝜙⃗) =
−
𝐾8 𝑏 + 1
(𝑡)
(𝑡)
𝑢1
+ 𝑢2
+ 𝐾9 − 𝐾10 𝑛𝑤 − 𝐾11 𝑏𝑤 − 𝐾12 𝑤
[
𝐾13 𝑏 − 𝐾14 𝑐
]
𝐾1 𝑏(1 − 𝑏) − 𝐾2 𝑏 −

The value of 𝜒 has been set to 0 for simplification. For our system with 𝜒 =0, we define
𝜕𝜙

the flux as 𝐽 = −𝐷 𝜕𝑥 . The discretization we will construct will depend on different spatial
values given the pressence of the spatial rate of change of the flux J. In order to evaluate
this term we use Finite Volume Method. Our solution will be formed on a spatial mesh
evenly distributed between 0 and 1. At each point on the mesh, we will define variables for
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adjacent spatial positions and time positions. The spatial integration is taken for each term
in the equation:
1 𝑥𝑝+12 𝜕𝜙⃗
1 𝑥𝑝+12 𝜕𝐽
1 𝑥𝑝+12
∫
+
∫
−
∫
𝑓(𝜙⃗) = 0
Δ𝑥 𝑥 1 𝜕𝑡 Δ𝑥 𝑥 1 𝜕𝑥 Δ𝑥 𝑥 1
𝑝−
2

𝑝−
2

𝑝−
2

The spatial integration of the flux will be preformed on our definition of flux:
𝑥

𝐽=∫
𝑥

1
𝑝+
2

1
𝑝−
2

𝜕𝐽
𝜕𝜙⃗
= −𝐷𝑛
|
𝜕𝑥
𝜕𝑥 𝑥

+ 𝐷𝑛
1
𝑝+
2

𝜕𝜙⃗
|
𝜕𝑥 𝑥

1
𝑝−
2

We also replace ⃗⃗⃗
𝜙𝑖 with its average value by computing the average value between the
faces of the control volume defined around each point
1

1 𝑥𝑖 + 2
𝜙𝑖 =
∫
𝜙
Δ𝑥 𝑥𝑖 −1 𝑖
2

⃗⃗
𝜕𝜙

We approximate the derivates as 𝜕𝑥 |

𝑥

≈

⃗⃗ 𝑝+1 −𝜙
⃗⃗ 𝑝
𝜙
Δ𝑥𝑝

1
𝑝+
2

and

⃗⃗
𝜕𝜙

|
𝜕𝑥

𝑥

≈
1
𝑝−
2

⃗⃗ 𝑝 −𝜙
⃗⃗ 𝑝−1
𝜙
Δ𝑥𝑝

for the values

of the control volume at the faces that are between each spatial point. An integration with
respect to time is the last step to discretize our model into a solvable form:

0≈∫

𝑡𝑘+1

𝑡𝑘

𝜕𝜙𝑖+1
𝜕𝜙
𝑡𝑘+1
𝜕𝜙𝑖
𝐷𝑛
𝐷𝑛 𝑖−12
2
𝑑𝑡 − ∫
[
−
− 𝑓(𝜙𝑖 )] 𝑑𝑡
𝜕𝑡
Δ𝑥 𝜕𝑥
Δ𝑥 𝜕𝑥
𝑡𝑘

With this integration completed, Finite Volume Method has been undergone and the
resulting system of equations can be used for our numerical algorithm. While solving for
𝑡𝑘+1

∫𝑡

𝑘

[−𝑓(𝜙𝑖 )] 𝑑𝑡, we will utilize a 𝜃-method to approximate this value; our 𝜃 will equal

1

, allowing for a scheme that is a equally weighted explicit/implicit method. The discretized

2

model with the bars indicating average value removed for notational simplicity is taken as:
7

0 ≈ 𝑏𝑝𝑘 − 𝑏𝑝𝑘−1 − ∆𝑡 ∙ (𝜃
∙ [𝐷1 ∙

∙

𝑘
𝑘
𝑏𝑝+1
− 2𝑏𝑝𝑘 + 𝑏𝑝−1
𝐾3 + 𝐾4 𝑛𝑝𝑘
𝑘
𝑘
𝑘
+
𝐾
𝑏
(1
−
𝑏
)
−
𝐾
𝑏
−
1 𝑝
𝑝
2 𝑝
(∆𝑥)2
𝐾5 𝑏𝑝𝑘 + 1

𝑤𝑝𝑘
𝐾6 +

∙ [𝐷1 ∙

−

𝑤𝑝𝑘

∙ 𝑏𝑝𝑘 ] + (1 − 𝜃)

𝑘−1
𝑘−1
𝑏𝑝+1
− 2𝑏𝑝𝑘−1 + 𝑏𝑝−1
+ 𝐾1 𝑏𝑝𝑘−1 (1 − 𝑏𝑝𝑘−1 ) − 𝐾2 𝑏𝑝𝑘−1
(∆𝑥)2

𝐾3 + 𝐾4 𝑛𝑝𝑘−1

∙ [𝐷4 ∙

0≈

−

𝑛𝑝𝑘−1

∙ [𝐷2 ∙

𝑤𝑝𝑘−1

𝐾5 𝑏𝑝𝑘−1 + 1 𝐾6 + 𝑤𝑝𝑘−1

0 ≈ 𝑐𝑝𝑘 − 𝑐𝑝𝑘−1 − ∆𝑡 ∙ (𝜃 ∙ [𝐷4 ∙

𝑛𝑝𝑘

∙

∙ 𝑏𝑝𝑘−1 ])

𝑘
𝑘
𝑐𝑝+1
− 2𝑐𝑝𝑘 + 𝑐𝑝−1
+ 𝐾13 𝑏𝑝𝑘 − 𝐾14 𝑐𝑝𝑘 ] + (1 − 𝜃)
(∆𝑥)2

𝑘−1
𝑘−1
𝑐𝑝+1
− 2𝑐𝑝𝑘−1 + 𝑐𝑝−1
+𝐾13 𝑏𝑝𝑘−1 − 𝐾14 𝑐𝑝𝑘−1 ])
(∆𝑥)2

𝑘
𝑘
𝑛𝑝+1
− 2𝑛𝑝𝑘 + 𝑛𝑝−1
𝐾7 ℎ(𝑤𝑝𝑘 )𝑛𝑝𝑘
− ∆𝑡 ∙ (𝜃 ∙ [𝐷2 ∙
−
] + (1 − 𝜃)
(∆𝑥)2
𝐾8 𝑏𝑝𝑘 + 1
𝑘−1
𝑘−1
𝑛𝑝+1
− 2𝑛𝑝𝑘−1 + 𝑛𝑝−1
𝐾7 ℎ(𝑤𝑝𝑘−1 )𝑛𝑝𝑘−1
−
])
(∆𝑥)2
𝐾8 𝑏𝑝𝑘−1 + 1

0 ≈ 𝑤𝑝𝑘 − 𝑤𝑝𝑘−1 − ∆𝑡 ∙ (𝜃
𝑘
𝑘
𝑤𝑝+1
− 2𝑤𝑝𝑘 + 𝑤𝑝−1
∙ [𝐷3 ∙
+𝑢1 (𝑡 𝑘 ) + 𝑢2 (𝑡 𝑘 ) + 𝐾9 − 𝐾10 𝑛𝑝𝑘 𝑤𝑝𝑘
(∆𝑥)2

− 𝐾11 𝑏𝑝𝑘 𝑤𝑝𝑘 − 𝐾12 𝑤𝑝𝑘 ] + (1 − 𝜃)
𝑘−1
𝑘−1
𝑤𝑝+1
− 2𝑤𝑝𝑘−1 + 𝑤𝑝−1
∙ [𝐷3 ∙
𝑢1 (𝑡 𝑘−1 ) + 𝑢2 (𝑡 𝑘−1 ) + 𝐾9
(∆𝑥)2

− 𝐾10 𝑛𝑝𝑘−1 𝑤𝑝𝑘−1 − 𝐾11 𝑏𝑝𝑘−1 𝑤𝑝𝑘−1 − 𝐾12 𝑤𝑝𝑘−1 ])
8

For our discritization we note that superscripts on the state variables represent the time
step, k being the current time being solved for, while the subscripts represent the spatial
point, p being the central point being solved for.
While iteratively solving this model for each time step, starting with our intial
conditions, we will utilize Newton’s Method to find values that are within a set desired
level of convergance. Newton’s Method follows the form
𝑥 𝑘+1 = 𝑥 𝑘 −

𝜙(𝑥 𝑘 )
𝜙′(𝑥 𝑘 )

Where 𝑥 𝑘 represents the values for the state variables at the previous iteration of Newton’s
Method, and 𝜙(𝑥 𝑘 ) represents our discretized model. The unknowns we are solving for
𝑘
𝑘
𝑘
are the 𝜙 𝑘 values; at a given point 𝑥𝑝 , there are the twelve unknowns 𝑏𝑝+1
, 𝑏𝑝𝑘 , 𝑏𝑝−1
, 𝑐𝑝+1
,
𝑘
𝑘
𝑘
𝑘
𝑘
𝑐𝑝𝑘 , 𝑐𝑝−1
, 𝑛𝑝+1
, 𝑛𝑝𝑘 , 𝑛𝑝−1
, 𝑤𝑝+1
, 𝑤𝑝𝑘 , and 𝑤𝑝−1
.

Difficulty arises when we consider how we will handle the 𝜙′(𝑥 𝑘 ), as our function
is actually a system of equations, all of which have more than one variable that we can take
the derivative with respect to. In order to utilize Newton’s Method we introduce using the
Jacobian of the system. In our system the Jacobian will be a 4m x 4m matrix where m is
the size of the mesh we are currently solving for. For the Jacobian, our rows represent the
functions in our system, while the columns are the variables that we take the derivative
with respect to. An example of the Jacobian for one spatial point is provided below
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𝜕𝜙𝑏
𝜕𝑏
𝜕𝜙𝑛
𝜕𝑏
𝜕𝜙𝑤
𝜕𝑏
𝜕𝜙𝑐
[ 𝜕𝑏

𝜕𝜙𝑏
𝜕𝑛
𝜕𝜙𝑛
𝜕𝑛
𝜕𝜙𝑤
𝜕𝑛
𝜕𝜙𝑐
𝜕𝑛

𝜕𝜙𝑏
𝜕𝑤
𝜕𝜙𝑛
𝜕𝑤
𝜕𝜙𝑤
𝜕𝑤
𝜕𝜙𝑐
𝜕𝑤

𝜕𝜙𝑏
𝜕𝑐
𝜕𝜙𝑛
𝜕𝑐
𝜕𝜙𝑤
𝜕𝑐
𝜕𝜙𝑐
𝜕𝑐 ]

When considering additional spatial points, more rows and columns are added that
represent the functions at the additional spatial point and the variables at the additional
spatial points. Ordering of the equations can effect the computation time required when
working with the Jacobian. In the paper by Thackham et al. (2008) the ordering went
through each variable at a spatial point, and then continued for all spatial points. It may be
noted that this Jacobian’s size has the potential to grow rapidly. For a solution built on a
spatial mesh made of 30 points, the Jacobian is of size 120 x 120. In order for more effiecent
computation within MATLAB, our Jacobian is formatted as a sparse matrix – for matrices
in this format values of 0 are not stored, only points in the matrix with non-zero values are
stored along with data in the form of (row, column) that notates where in the matrix this
value belongs. This is useful since functions with respect to one spatial point will at most
have variables one space adjacent to the current position – the matrix will have a diagonal
trend with zeros at all positions that are not near the main diagonals. Our Jacobian with its
diagonal bands will be in the form
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Values for our case will also occur on the diagonals adjacent to the main diagonal values,
given that each spatial equation depends on values in the adjacent points. Since 8 of the 12
unknown values for the equations at each spatial point are dependent on adjacent points,
there is overlap of the unknowns at multiple points. Adjacent points at the boundary values
are problematic since they do not exsist, so ghost point values are selected that maintain
the boundary conditions while providing values for the algorithm.
In order to solve for the

𝜙(𝑥 𝑘 )
𝜙′(𝑥 𝑘 )

term within Newton’s Method, we rearrange this

term in the following manner
𝜙(𝑥 𝑘 )
𝑠= ′ 𝑘
𝜙 (𝑥 )
𝜙 ′ (𝑥 𝑘 )−1 ∙ 𝑠 = 𝜙(𝑥 𝑘 )
Once in this form we are able to use LU factorization of matrices to solve for the s matrix
in this equation. With the s value found, we can solve for x at the new iteration in Newton’s
Method.
This process of Newton’s Method is repeated until a desired convergance level has
been satisfied; The process continues until the change in values from an additional iteration
is lower than a user specified value. With the new value for all spatial points found at the
next time step, the value is stored as the new current value, and the process repeats. The
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new value is used in Forward Euler, which in turn is used in our finite volume scheme that
utilizes Newton’s Method to improve the new value. Our numeric process is repeated until
the solution is found for the user requested length of time; the amount of times the total
loop occurs is dependent on the set step-size for the change in time.
Newton’s Method has the condition that the intial guess value must be a sufficiently
“good” approximation of the value being found. This is accomplished by using Forward
Euler method to obtain the first guesses for the values of the solution at the next time step.
Forward Euler Method is in the form
𝑓(𝑥𝑛𝑒𝑤 ) = 𝑓(𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ) + ∆𝑡 ∙ 𝑓′(𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 )
This method takes a current value and a given time step size multiplied by the derivative
of a function at the current value to find an approximate value for the function at the new
time step.
The values found by Newton’s Method can be improved by reducing the
propogated error in Forward Euler Method. In order to accomplish this we utilize an
implicit method Backward Euler Method. Backwards Euler method varies from Forward
Euler method in that it uses the point forward in time to find a point at an earlier time. The
general equation for Backwards Euler can be taken as
𝑓(𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ) = 𝑓(𝑥𝑛𝑒𝑤 ) − ∆𝑡 ∙ 𝑓′(𝑥𝑛𝑒𝑤 )
From this equation, it can be observed that it requires knowledge of the new time point
values to solve for the old time values. This implicit nature is combined with Forward Euler
method with equal weighting to from a numeric method that is half explicit and half
implicit, this is known as a Crank-Nicholson sheme. This scheme takes the form
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𝑑𝑥 1
= [𝜃 ∙ 𝐹𝐸(𝑥) + (1 − 𝜃) ∙ 𝐵𝐸(𝑥)]
𝑑𝑡 2
The initial values are provided by the Forward Euler step that is not coupled with Backward
Euler. For the Crank-Nicholson sheme the value of  is taken to be ½. This scheme is used
within Newton’s Method to reduce error.
When we started solving the system of equations we worked with only the reaction
terms; the spatial terms in form 𝐷𝑛 ∙

𝑥 𝑘+1 −2𝑥𝑘 +𝑥 𝑘−1
(∆𝑥)2

were set to 0. Values for the models

parameters 𝐾1 − 𝐾14 were collected from past data used by members of the research group.
Once results were obtained for the simplified model, the advection terms were introduced
and the solution on the spatial mesh was obtained.
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RESULTS
When our solution started as using Forward Euler Method on the ODE system
obtained by neglecting terms with spatial variation, there was an interested in observing
how decreasing the step size of time would affect the solution. Data was collected using
four varying step sizes, and this created the following figure

Figure 1: Forward Euler Method for Varying Time Steps
At the initial time step size of 1 nondimensionalized unit of time in Figure 1(a), the curve
is sharp, having many peaks across the curve. We expect smooth behavior from our
solution, so this top-left graph is not desirable. For each of the following graphs as the time
step is cut approximately in half, we can observe the curves of the solution smoothing out.
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By the last graph with a time step size of 0.1, the curve appears to have obtained the
smoothness we desire from our solutions.
After gaining an understanding of what scale we want our time step to be on, we
moved towards utilizing Newton’s Method to aid in eliminating propagated error in our
results. After each time step, Newton’s Method works on adjusting the current iterations
value until a desired level of convergence has been met. Having seen that Forward Euler
Method by itself could provide values that were 0.002 different from the ODE45 solver
within MATLAB, a convergence value of 0.001 was chosen to observe if our method could
obtain values that were twice as accurate. With this accomplished, it was necessary to
compare the numeric solution to the solution found by a commonly used ODE solver. We
compared our solution to one calculated by ODE45 that is available in MATLAB, and the
results were as follows

Figure 2: Comparison of Forward Euler, Newton’s Method, and ODE45
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The solution curve for using only Forward Euler and for using Forward Euler followed by
Newton’s Method have been provided in Figure 2. It can be observed in Figure 2(a), there
is not a discernable difference between the solutions found by the three methods. But, once
we zoom into the figure, we note that there is a difference in the values in the thousandths
place. For the other three graphs in the figure, it can be observed that the addition of
Newton’s Method after Forward Euler does shift our solution closer to the one provided by
ODE45. This is not to say that ODE45 is the more accurate solution, this may not be the
case, but it does show that using Newton’s Method provides solutions closer to what is
commonly expected. On the bottom figures, it can be noted that the solution for ODE45 is
jagged, and this occurred because of a required interpolation. ODE45 uses varying time
steps, where our method utilized a set time step. To be able to compare the two values
directly, we interpolated the ODE45 solution onto the points used for our time solution.
With all solutions on the same time scale, we could calculate the average difference
between our methods and ODE45

Step Size

Forward Euler Only

Newton’s Method

0.01

3.2064 × 10−4

4.9470 × 10−5

0.001

7.5635 × 10−5

4.8460 × 10−5

0.0001

5.1173 × 10−5

4.8454 × 10−5

0.00001

4.8727 × 10−5

4.8455 × 10−5

Table 1: Average Difference of Forward Euler and Newton’s Method from ODE45
Solution at Varying Time Step Sizes
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From this comparison, utilizing Newton’s Method allows for solutions closer to ODE45 at
a time step of 0.01 that Forward Euler by itself does not reach until using a time step of
0.00001. It was also noted that step sizes lower than 0.001 for Newton’s Method do not
provide smaller differences from ODE45, it appears that the numeric solver has a limit on
the smallest difference from ODE45 solutions that it can obtain. This is informative, as it
suggests using step sizes smaller than 0.01-0.001 will likely not provide more accurate
results. The default value of ODE45 absolute error tolerance is 10−6, so value comparisons
of solutions smaller than this scale between our method and ODE45 do not reflect on how
well the algorithm is working.
Finding solutions that are accurate is important, but we are also concerned on
computation time with our solution. If in the future this work is incorporated into finding
optimal treatments for patients, it will be required that our numerical solver does not take
days to arrive at a solution. Knowing this, data was collected on runtime for Forward Euler
method and for Forward Euler followed by Newton’s Method

Step Size

FE Runtime (sec)

NM Runtime (sec)

0.01

.036

0.542

0.001

0.443

4.245

0.0001

34.928

81.409

0.00001

6928.350

8158.555

Table 2: Run Times for Forward Euler and Newton’s Method at Varying Time Step Sizes
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Observing the data in Table 2, it is consistently shown that using Newton’s Method does
add computation time to finding the solution. This difference is not actually a negative for
the method when we compare Table 1 and Table 2. Utilizing Newton’s Method allows for
a solution that is less different from ODE45 at a time step size of 0.001 than is obtained by
using only Forward Euler Method at a time step size of 0.00001. If we compare the run
times, it takes Newton’s Method only 4.245 second to obtain this solution, while Forward
Euler takes 6928.350 seconds to find its solution. For this case, it takes ~1/1732 of the time
using Newton’s Method to find a solution more accurate to ODE45 than it would using
only Forward Euler Method.
After having constructed this solver for the ODE simplified system of our model,
it was time to consider the spatial terms and view the model as a PDE system again. With
the addition of the discretized spatial terms, our solution was set to be built upon a mesh
of spatial points. For each iteration, for all equations and all spatial points we sought the
next time point. Our previous numeric solver was adjusted to handle the spatial variation,
and numeric solutions were obtained.
Values for the parameters 𝐾1 − 𝐾14 were needed for our model, and these were
obtained from work by Guffey (2015). Values for the parameters within Guffey’s work
were selected since they allowed for convergence to be obtained by MATLAB’s pdepe
solver; they are ideal values for numerically solving the system, so we utilize them for our
initial testing of the algorithm. The parameters used are included in the Table 3:
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Parameter Non-dimensional Value
𝐾1

1.26

𝐾2

5

𝐾3

0.7992

𝐾4

2

𝐾5

3.73

𝐾6

0.75

𝐾7

5

𝐾8

30

𝐾9

0.2284

𝐾10

37

𝐾11

22.7872

𝐾12

2.4667

𝐾13

10

𝐾14

0.9

𝐷1

0.0001

𝐷2

0.02

𝐷3

1

𝐷4

1.5

Table 3: Guffey Parameters
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The values from Table 3 were used within our code as we computed solutions for the PDE
system.
With solutions found, we wanted to compare them to a commonly used PDE solver
to check if our results were reasonable. It was decided that our solutions would be
compared to MATLAB’s built in PDE solver: pdepe. Our system of equations was run
through this solver, and solutions were obtained. For each equation in the system a solution
built on a spatial and time mesh was obtained. The solutions for our bacteria equation were
as follows

Figure 3: Comparison of Bacteria Solutions
From Figure 3 it can be observed that both solutions from our pdepe and our finite volume
method produce solutions with similar trends. It should be noted that the pdepe solution
was found from 0-1 on a normalized spatial axis, while for the finite volume method the
solution is shown from 0-30, since for this data it was found using a spatial mesh that had
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30 points. Both solutions were found for 5 units of nondimensionalized time. At time 0 we
can see that the bacteria solution has an exponential trend, with the main concentration of
bacteria at the center of the wound (0 on space axes). For both solutions, the concentration
of bacteria in the wound is nearly eliminated after 1 unit of the nondimensionalized time.
The solution for the neutrophil equation found by both methods is shown below

Figure 4: Comparison of Neutrophil Solutions
Both solutions depict similar trends. It can be observed that the initial concentration of
neutrophils follows an exponential behavior as required by our initial conditions, and these
neutrophils at the starting time are concentrated on the edge of the wound. As time moves
forward and the bacteria in the wound is eliminated, the neutrophil can be seen even more
focused on the edge of the wound. The sharper transitions of the color on the finite volume
solution is due to the spacing of the mesh the solution is built on. If we increased the mesh
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size, there would be a smoother transition – though even on the 30-point sized mesh the
solution follows the same trend found by the pdepe solver.
The oxygen solution was also found by both our Finite Volume Method and by the
pdepe solver in MATLAB. The solutions that were found are as follows

Figure 5: Comparison of Oxygen Solutions

As observed in the bacteria and neutrophil solutions, the solution found by our finite
volume numerical solver follows the same trend as in the pdepe solver solution. At the
beginning time point there is an equal amount of oxygen for all spatial points on the wound.
As we move forward in time, it is observed that the amount of oxygen at the center of the
solution drops down, depicting the cell consumption of oxygen as it is fighting the bacteria
concentrated in the center of the wound. As we move past the point when most of the
bacteria has been eliminated, the amount of oxygen increases again, and maintains constant
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higher levels for the rest of the solved time. For both solutions, the boundary condition that
the edge of the wound should have a value of maximum oxygen (value of 1) is maintained.
The last equation in our model is the chemoattractant equation. The comparison of
the solutions for this equation are shown below

Figure 6: Comparison of Chemoattractant Solutions

The trends followed by both the pdepe solution and our finite volume solution are similar
in nature. Both show the concentration of chemoattractant peaking after one unit of
nondimensionalized time has passed. The concentration of chemoattractant is only slightly
higher at the center of the wound, with a similar distribution across time noticed for all
spatial points within the wound. It can be noted that the concentration of chemoattractant
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at the center of the wound is higher for the finite volume solution than is observed within
the pdepe solution.

DISCUSSION
The combination of Forward Euler Method, Crank-Nicholson Scheme, Finite
Volume Method, and Newton’s Method have allowed us to develop a numerical algorithm
that can find solutions to our partial differential equation model of the chronic wound being
healed by oxygen therapy. By utilizing the different methods to improve our
approximation, we can obtain numerical solutions similar to those found by commonly
used numerical solvers, but by a method that is not a black box. With our numerical solver,
we can find solutions while being aware what processes are being utilized to reach our
numeric solutions.
Future directions on this research could focus on a variety of aspects of the numeric
solver itself or on its application in the research question at large. Allowing for adaptive
time stepping could improve the convergence and computation time of our solver. In
regions where there is little change, the solver would increase the time step after observing
that few iterations in Newton’s Method were needed to find the solution, while if in a time
region it is observed many iterations of Newton’s method are required, the time step could
be shortened for this region with a higher gradient. This would allow for more computation
to occur only where it is needed to find an accurate solution.
Another aspect of the solver that should be tested is its convergence. This could be
impacted by different sizes of the mesh, different time step sizes, or by the parameters in
the model that depend on the patient. This work could test which of these factors affect the
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convergence the most, and could find what ranges of mesh size and patient parameters
provide consistently convergent results. For our results, it was found that using a mesh size
of 30 and a time step size of 0.001 allowed our numerical solver to find a solution within
15 minutes, but there could be other combinations of these values that produce a solution
with less computation time or with higher accuracy.
This numerical solver in future work will be incorporated in an optimal control
problem. With this solver that can find numerical solutions, work should be conducted that
finds optimal treatments that will eliminate the bacteria while minimizing the time and
amount of oxygen required to achieve this goal. This will allow for crafting optimal
treatments for patients that require less of their time while not putting them at risk of excess
oxygen exposure during their treatment for their chronic wounds.
Developing this numerical solver is important for the research that will continue
within my research group. With different sets of patient data, the parameters within our
model can change, causing the solution of the system to not be constant for each patient. It
is important to have this solver available so we can accurately solve the system to formulate
a numerical solution of the system that can be used for optimization of the patient treatment.
This work will have the potential to positively impact these patients lives while moving the
practice of medical treatment in this field towards one that driven more by data and less by
assumption and perceived patterns.
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