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Introduction and Motivation
Much of molecular dynamics today concentrates on biomolecules. One particular challenge is the computation of electrostatic forces with included solvent effects. Typically the experimentalist is interested in the dynamics of the solvated protein molecule or DNA strand. Surrounding water molecules must be simulated to properly deal with shielding of columbic interactions within the biomolecule. However, neglecting the larger aqueous environment outside the simulation box results in poor simulation of water molecules at the box boundaries (i.e. there is a non-physical vacuum there), ultimately compromising the results of the simulation. Periodic boundary conditions are perhaps the best approach to address this problem. The atoms within a unit cell feel forces due to near neighbors within the cell, as well as forces due to a lattice of periodic copies of the unit cell.
Early work on simulation of particle systems with periodic boundary conditions was developed by condensed matter physicists in their simulation of materials with repeated latticelike properties. In crystals and other solids, a unit cell of particular symmetry is the building block of the material. Once the unit cell is specified, the structure of the solid can be described in terms of these building blocks except for small deviations due to atomic vibrations. Thus, for the purposes of simulation, an arrangement of the n charged particles within the unit cell need only be simulated, and long-range forces from a suitably large number of replicas of the unit cell simulate the bulk phase behavior of the system. The Ewald Sum technique is the most widely used method for computing electrostatic potential due to an infinite lattice of repeated unit cells [9] . Various algorithms have been developed to compute the Ewald sum. The fastest exact algorithm runs in O(n 3 2 ) time [14] , where n is the number of particles in the unit cell. The fastest algorithm to date runs in O(n log n) time [7] , but has a cutoff in the real space sum which contributes some error. It should be noted, that the so-called N -body problem of computing the forces within the unit cell itself must be dealt with by another method. Early work dealt with small systems where a brute force O(n 2 ) all-pairs computation was sufficient. However, as simulation sizes have increased, some algorithms have resorted to cutoffs where interactions outside of a given radius are neglected. A large amount of work has been done on the N -body problem, culminating in the O(n) Fast Multipole Algorithm [10] . Both the FMA and Ewald algorithms were coupled together in [17] , where they use the FMA to compute the forces within the unit cell and 26 surrounding cells, and the O(n 3 2 ) algorithm of [14] to compute the forces due to the rest of the infinite lattice.
The Ewald Sum is increasingly being used in the biochemical community for solvent simulation, especially as truncation of the long range electrostatic contributions has been shown to cause problems [11, 18] . Some examples of molecular dynamics simulations incorporating the Ewald sum include [3, 16] .
CHAPTER 1. INTRODUCTION AND MOTIVATION
One difficulty with the Ewald sum technique is that the unit cell must be net neutral, or else the infinite sum of potential over all copies of the unit cells approaches either positive or negative infinity. In liquids that are not at absolute zero, there is bound to be enough motion from timestep to timestep in a simulation that this blowup will occur. This is particularly true of initial configurations of particles that are far from electrostatic equilibrium.
A new and efficient algorithm based on multipole expansions is presented for computing the forces due to a finite but extremely large lattice of periodic unit cells. The method is first illustrated in 2D, and is then extended to 3D systems of particles. In 2D, we obtain an algorithm to compute forces and potential due to a 3 k × 3 k lattice of n-particle unit cells in O(nk + k 2 log k) time. In 3D our algorithm computes a 3 k × 3 k × 3 k lattice of unit cells in O(nk 2 + k 3 log k) time. For biological systems, k will always be a small constant, certainly less than 20, making our algorithms linear time in n.
Mathematics of Potential Energy in 2D 2.1 Introduction
Potential energy is the ability to do work. In two dimensions, the potential at (x, y) ∈ ℜ 2 due to a point charge of intensity q at (x 0 , y 0 ) is given by:
That is, the potential in space is the negative logarithm of the distance to the point charge, times the charge intensity.
Potential Using Complex Arithmetic
If we express the point (x, y) as the point in the complex plane, z = x + ı y, we may express the potential at z due to a single point charge of strength q at z 0 as:
where Re() is the real part of a complex number. Note that the complex log is defined as:
where x and y respectively denote the real and imaginary parts of z, and ı ≡ √ −1. Now that we have an expression for the potential in a single complex variable, we may develop a useful series expansion for it.
Multipole Expansions
Lemma 2.1 [10] Let a point charge of intensity q be located at z 0 ∈ C. Then for any z such that |z| > |z 0 |,
Let w = z 0 z and the lemma follows from the expansion
which is valid for any w such that |w| < 1. Note that this series is expanded about the origin. For a point charge z 0 at a distance |z 0 | from the origin, we can compute a series expansion of the potential of any point z outside the disk of radius |z 0 |.
We can make our equation more general by centering our disk at any point c. We then obtain convergence outside the disk of radius z 0 − c with the equation
Theorem 2.2 (Multipole Expansion) (Adapted from [10] ) Suppose that n charges of strengths {q i , i = 1, . . . , n} are located at points {z i , i = 1, . . . , n}, with |z i − c| < r Then for any z ∈ C with |z − c| > r, the potential Φ(z) induced by the charges is given by
Furthermore, for any p ≥ 1, the error of truncating the infinite summation to p terms is given by
In particular if
z−c r ≥ 2, then the error is less than
Proof: Follows from Lemma 2.1 as made more general by equation 2.4. See [10] . Let us use some words to describe what this theorem is saying. We have n charges inside a disk of radius r, centered at c. Theorem 2.2 provides a series description (henceforth to be called a multipole expansion) of the potential at any point outside that disk. The multipole expansion is exact right up to, but not including the boundary of the disk. However for practical computational purposes we are going to truncate the series at some constant number of terms, p. In order to have a reasonable error bound, for Φ(z), z must be 2r or further away from the center of the disk, c. In this case, the error is bounded by the sum of the absolute values of all charges in the disk, times (
Computationally, when we speak of a multipole expansion, we are referring to an array of p + 1 complex numbers, {a 0 , . . . , a p } where a 0 is real and is the sum of all of the charges,
and complex elements a k , for k = 1, . . . , p are given by
which is the multipole expansion of theorem 2.2 with the 1 (z−c) k terms factored out. Then we may evaluate the potential at any given position in space, z (outside the expansion radius) due to those n charges via:
Since the terminology is confusing, we shall henceforth describe the array a 0 . . . a p as the multipole coefficients.
If we wish to evaluate the force on a particle of charge q at a point in space, z due to the charges in a multipole expansion, we can take the gradient of the expression above w.r.t x = Re(z) and y = Im(z) to obtain:
Lemma 2.3 (Multipole Expansion Translation)(Adapted from [10] ) Suppose that a k is the multipole coefficients obtained from a multipole expansion due to n charges in a disk of radius r centered about c as in theorem 2.2. Then we can shift the center of the expansion to a new center, c ′ and have the resulting multipole expansion converge outside a radius of r ′ = r + |c − c ′ |. The equation for this translation is:
with l k the binomial coefficients. This creates another multipole coefficient array, and the error bounds of theorem 2.2 apply, except our circle is of larger radius radius r ′ , and to obtain good convergence we must only evaluate points at a radius greater than 2r ′ from c ′
The main consequence of this lemma for this work is that multipole expansions for several regions can be grouped together into a single multipole expansion describing the potential due to the larger region. One simply translates the multipole expansion for each small region in turn to a common center and then then adds the multipole coefficients, a k componentwise. The resulting multipole expansion converges outside of a circle centered at the given center with radius enclosing all of the smaller regions.
Lemma 2.4 (Multipole to Local Expansion Conversion) [10] Suppose that n charges of strengths q 1 , q 2 , . . . , q n are located inside the circle D 1 with radius r and center at z 0 . Let s = z r , and |z 0 | > (s + 1)r with s > 1. Then the corresponding multipole expansion converges inside the circle D 2 of radius r centered about the origin. Inside D 2 , the potential due to the charges at a given point z is described by a power series:
Furthermore, for any p ≥ max(2, 2s s−1 ), an error bound for the truncated series is given by:
where A = n i=1 q i , and e is the base of natural logarithms.
Picture a set, S 0 of n particles that are affected by several distant sets of particles S 1 . . . S j . These distant sets S 1 . . . S j can be described by j separate multipole expansions. To find the potential inside of S 0 at each of the particle positions would require the evaluation of j multipole expansions at each of n positions, costing work proportional to jnp. What the above lemma allows us to do is convert the multipole expansion to another series form which is good at every point in S 0 . This in and of itself gains us nothing. However if we get a local expansion for each set S 1 . . . S j about the center of S 0 , we may first componentwise add these expansions at a cost pj to get a net local expansion describing all j sets, and then evaluate that expansion at each of the n points in S 0 at a cost of np. This will give us a significant savings in running time, though the complexity of the equations above make for extra implementation difficulties.
Chapter 3
Multipole Expansions and Periodic Cells
Aggregate Multipole Expansions
The following theorem provides the insight into how to efficiently compute the potential of repeated unit cells.
Theorem 3.1
The multipole coefficients due to a set of points z 1 , . . . , z n centered at c are identical to the multipole coefficients due to a set of points (z 1 + y), (z 2 + y), . . . , (z n + y) centered at (c + y), for any y ∈ C.
Proof: The coefficient a 0 defined by equation 2.5:
remains the same, and elements a 1 , . . . , a p of equation 2.6 are given by
That is, the multipole coefficients for a cell with a given arrangement of particles is independent of the position of the cell. So the multipole coefficients for the unit cell are identical to those of all of its copies. Furthermore, because we can translate and add multipole expansions via Lemma 2.3, we can group sets of identical adjacent boxes together to form a larger area described by a single new multipole expansion. This can be repeated with the new larger area with corresponding expansion to form still larger areas. Figure 3 .1 illustrates this process, where 3 × 3 cells are grouped to form a 9 cell aggregate expansion. We use a 3 × 3 arrangement (rather than say 2 × 2) because we shall see later that it is a more natural way of encircling a central unit cell.
Given this tool, we devise a scheme for grouping together unit cells into larger cells, in order to quickly evaluate the repeated unit cells in a large radius about the central unit cell.
Scheme 1: Fast box-growth with slowly growing p
We present an algorithm for computing the long-range potential within the unit cell due to all repeated unit cells in a surrounding 3 k × 3 k square lattice of unit cells. For now we exclude the The multipole coefficients for the unit cell at left are the same as for each of the 9 at right. The 9 at right can be shifted and added together to form a single multipole expansion, and the process can be repeated. Thus if there are n particles in the unit box, we can form a multipole expansion for a box of 9 k unit boxes containing 9 k n particles in 9k steps of shifting and adding multipole expansions. That is, it is not necessary to compute the multipole expansion directly for all 9 k n particles.
close interactions of the unit cell with itself, and its 8 immediate near neighbors. We need some notation to describe our algorithm.
S i is defined recursively as follows: S 0 is a positionless square identical to the unit cell. We normalize the dimensions of S 0 to 1 × 1. S 0 can be enclosed in a circle of radius
2 . S i is formed of 9 copies of S i−1 in a square of length 3 i with enclosing radius
2 . M i , the multipole coefficients array for S i , is defined recursively as follows: M 0 is the multipole coefficients array for the set of charges in the unit square, centered about (0, 0). M i is formed by shifting multipole coefficients M i−1 centered about all 9 (x, y) positions, for (x, y) ∈ {−3 i , 0, 3 i } to (0, 0) and adding them together via Lemma 2.3. Figure 3 .2 is useful for understanding the geometry of the algorithm:
1. Compute a p-term multipole coefficients array centered at (0, 0) for the n particles in the unit cell, S 0 . Store this multipole array, M 0 in a table of multipole arrays, M , at position M 0 . The next section describes how to choose p.
2. Fill each multipole coefficients array element M i , for i = 1 . . . k − 2 using the recursive definition of M i above.
3. Now observe figure 3.2. Note that there are 9 · 8 = 72 unit sized boxes in a 9 · 3 0 × 9 · 3 0 square surrounding the unit square, and 72 boxes of size 3 1 × 3 1 surrounding the 9 × 9 square to form a 9 · 3 1 × 9 · 3 1 square and so on. Let us denote the square ring of 72 boxes of side 3 i by R i . There are two methods of evaluating the potential due to the macroscopic expansions.
(a) The simplest method is similar in flavor to the Barnes-Hut algorithm [1] . Simply evaluate the multipole expansions of the 72 boxes at each of the n points in the unit cell. Do this Figure 3 .2: Scheme 1 spatial decomposition Boxes get exponentially larger as they are exponentially further from the unit cell, in concentric square "rings" of 72 boxes. Illustrated is a decomposition with k = 4, giving a 3 4 × 3 4 grid of unit boxes. There are k − 1 = 3 concentric rings of 72 boxes, R 0 , R 1 , R 2 . A box in R i can be enclosed in a disk of radius
, and the error of evaluating its corresponding multipole expansion, M i , at any particle position in the unit box is less than 9 i A
The unit box is the small black box in the center. The 8 boxes surrounding the unit box have to be further subdivided into sub-boxes.
for every R i , for i = 0 . . . k − 2.
(b) The second method is more in the spirit of the Fast Multipole Algorithm. If, instead of evaluating every multipole expansion with every particle, we convert multipole expansions in every ring to local expansions about the unit cell via lemma 2.4 and sum them together, it is only necessary to evaluate a single local Taylor expansion for each particle to get the net potential. This gives the asymptotically best complexity, but is a bit more involved to implement.
Section 3.4 describes how to compute the forces due to the innermost 9 boxes.
Notes on the Algorithm and Error Analysis
By doing multipole expansions of expanding rings of 72 boxes, we are exponentially increasing both the area covered by the expansions, as well as the distance from the expansions to the unit box. It turns out we need two sets of error bounds, depending on whether multipole expansions are evaluated directly, or if local expansions are used.
Multipole Evaluation
Consider the closest box to the unit box in R i . There are 4 equally closest boxes, the North, South, East, and West neighbors of the unit box. Each box can be enclosed in a disk of radius r i =
2 , and the distance from the center of this disk to the edge of the disk enclosing the unit box (of radius
2 . Let there be n charges in the unit box, and A = n j=1 |q j |. Using theorem 2.2, we can bound the error of evaluating within the unit square a p-term multipole expansion of a box in R i by:
Now for a given precision ǫ, we must choose p satisfying
The maximal values occur for the innermost and outermost rings, R 0 and R k−2 . We thus obtain
In general, the former will be the maximum. Boxes in the the outermost ring will have the most error if k is large because the number of particles increases swiftly, while the separation ratio approaches a constant
. However, if k is small, and ǫ is small, there can be more error in the expansions of ring R 0 than R k−2 , and the latter term will be the maximum. The reason is that the 1 3 i term in the error bounds makes for slower series convergence for the closer rings. As i becomes large, that term becomes negligible, and the error bound approaches Table 3 .1: Expansion terms for given accuracy Illustrated are the number of terms, p, needed in the multipole expansions to attain a given error ǫ for a 3 k × 3 k area of unit cells using equation 3.3.
For k = 20, in order for the error in R 0 to be greater than the error in R k−2 , ǫ would have to be chosen at less than about 1.7e − 24. For comparison, double precision machine epsilon on a Sun-4 is about 2.2e − 16. For that epsilon, the break-even point is approximately k = 14. Table 3 .1 shows the number of terms, p theoretically necessary in the multipole expansions for some representative values of ǫ and k.
The key thing to note is that with fixed ǫ,
. We obtain only a linear increase in p for an exponential increase in number of repeated unit cells.
Multipole to Local Expansions
If the method of converting to local expansions is used, it has recently been discovered [8] that the error bounds of Greengard have to be revised. The error of converting a p-term multipole expansion of radius b to a local expansion of radius a whose centers are separated by a distance R, and evaluating the local expansion is bounded by:
Thus the equations analogous to 3.1, 3.2, and 3.3 are respectively:
and
Asymptotically, with large k, p still grows as log (9) log(
k.
Computational Complexity
The multipole to local conversion, as well as the multipole translation needed to compute the initial log p) . See also [13, 15] . The cost of computing the table of expansions, M i for i = 0 . . . k − 2 is proportional to np + kp log p as it takes np steps to compute the initial multipole expansion, M 0 , and 9p log p steps each time 9 multipole expansions are shifted and added to create successive entries M 1 . . . M k−2 via FFT techniques. In practice, FFT techniques are unlikely to be used for this step, however, as it represents a very minor proportion of the running time, and it is difficult to implement.
The cost of computing the forces or potentials by directly evaluating multipole expansions is proportional to knp. There are a constant 72 boxes per ring, k − 1 rings and it takes p operations to evaluate these 72(k − 1) rings at each of n points in the unit box.
If, instead of evaluating every multipole expansion with every particle, we convert multipole expansions to local expansions about the unit cell via lemma 2.4, then we can compute the macroscopic expansions in time proportional to kp log p + np. It costs p log p operations to do a multipole to local conversion via FFT techniques, which has to be done for a constant 72 boxes in each of (k − 1) rings. It then costs a final np steps to evaluate the resulting local expansion at all n points in the unit cell.
Because p grows as a constant times k, we may replace p in the above equations with k. This gives us our asymptotically best running time of:
Note that practically, k will be a small constant, certainly less than 20, making the algorithm of order n.
Scheme 2: p chosen independent of k
The previous algorithm can result in a large number of terms, p, in the multipole expansions. It is possible that a very large p is impractical either due to runtime speed, numerical, or storage considerations. Because scheme 1 gives us exponential area in k, it is likely that practical simulations will only require small k, say less than 20 or so. It is for this purpose that we devise an algorithm that allows us to choose p independent of k. The drawback is that rather than keeping a constant number of boxes in each ring R i , we will see an exponential growth in the number of boxes of size S i as we go outward from our unit box. The exponent will be shown to be small, however, and this will allow us a practical algorithm for small k:
1. Compute the multipole coefficients array elements, M i for i = 0 . . . k − 2 as in scheme 1.
However, choose p = − log 2 ǫ A (3.11)
2. Take the full repeated particle assembly of 3 k × 3 k cells, with the unit cell at (0, 0). Let i = k and invoke the following recursive routine: if the current region of side 3 i × 3 i is too close to the unit square (or contains it), then recursively subdivide it into 9 squares of side 3 i−1 ×3 i−1 , corresponding to 9 copies of S i−1 . Otherwise, either evaluate the multipole expansion, M i at all points in the unit square, or perform a multipole to local conversion as in scheme 1. All Figure 3 .3: Scheme 2 spatial decomposition We illustrate scheme 2 for k=4, giving us a 3 4 × 3 4 lattice of unit cells. The unit cell is at the center in black. Circles of radius given by equation 3.13 are drawn with A = 1, ǫ = 1e − 6, and p = 16. For i = 0, 1, 2 we have respective radii of 2.38, 6.48, and 20.57. Squares S i must be subdivided if their center is within circle i. S 3 and S 4 are too large to draw in the figure. squares the size of the unit cell, S 0 that are too close, we denote the innermost boxes and these will be dealt with in the following section.
Again, we must differentiate between the case of evaluating a multipole expansion, or doing a multipole to local conversion when assigning separation criteria. If we simply evaluate multipole expansions, we say a square is too close if the following holds:
where r i =
is the circle radius enclosing the given box, and z ′ i is the distance from the center of the box to the center of the unit square at (0,0). This gives us that the box is too close if
Similarly to scheme 1, the error bounds of the multipole to local conversion result in a less favorable criteria for closeness. If we wish to apply the multipole to local conversion techniques, we say a box is too close if the following holds:
This gives us that the box is too close if
Computational Complexity
We can come up with a rough upper bound on the number of boxes of size 3 i × 3 i , S i , given the separation criteria of equation 3.13. Consider the disk of radius z ′ i+1 . We can determine the number of boxes that span 2 z ′ i+1 : 16) and then square that to obtain the number that will fill a square of length 2 z ′ i+1 and simplify:
In general, as you go away from the center, the number of boxes of a given size 3 i × 3 i increases exponentially, and then drops off as i approaches k For instance, in figure 3 .3, for a 3 4 × 3 4 region there are 96, 176, and 60 boxes of respective sides 3 0 , 3 1 , and 3 2 . The dropoff phenomenon is due to the fact that you can only fit so many boxes of size 3 i × 3 i in a 3 k × 3 k box. The upper bound is simply
Looking at larger simulations, if we plug in values of p = 16, i = 15, ǫ = 1e − 6, and A = 1 into equation 3.17, we find that the number of multipole expansions of box size 3 15 is less than 8200. When a real simulation was done, we saw our estimate was conservative, as only 5900 boxes of size 3 15 had to have multipole expansions evaluated for a k >> 15 simulation. We must sum over all sizes of boxes to get the total running time, and find it will be approximately bounded by:
A similar analysis could be done for the case when multipole expansions are converted to local expansions using equation 3.15. In this case, the leading factor of n drops away.
Of course, asymptotically, the algorithm is O((9 k ) 2 ) = O(81 k ) for any fixed p, but the assumption is that a good balance can be struck between p and k to make the algorithm efficient in practice.
The innermost boxes
In both schemes, a certain constant number (dependent on ǫ) of unit cells will be too close to the central unit cell to perform multipole expansion evaluations there. We denote these cells, the innermost boxes.
One can think of these algorithms as variants of the FMA, where the interaction lists within the unit cell and its sub-boxes are augmented to include macroscopic cells. Scheme 1 and scheme 2 differ in what comprises the macroscopic interaction list.
In the FMA, the unit cell is composed of sub-cells; in 2D the unit square is recursively subdivided into 4 sub-squares, which in turn are split into 4, recursively down to a depth where a small number of particles are within each square. The FMA consists of an upward pass and a downward pass. The upward pass repeatedly translates the multipole expansions of sets of 4 children together to form larger parent multipole expansions, until multipole expansions for every sub-cell up to the unit cell are computed. The downward pass then computes the net potential due to all boxes in a given parent's interaction list before shifting the local expansion down to its 4 children.
The entire algorithm for macroscopic multipole expansions comes in before the downward pass. All macroscopic cells that are far enough away, will be in the interaction list of the highest level parent. These are converted to local expansions and shifted on top of the central unit cell. When an innermost box is found to be too close to the central unit cell, however, both squares must be subdivided into 4 children, and multipoles for the 4 children in the distant square are shifted onto the 4 children in the unit cube if they are not too close. If they are, recursively subdivide whatever pairs of children in the near and far cells are too close, until either all children have had their multipole expansions shifted, or else the deepest level of the recursive decomposition is reached. At the deepest level, if two cells are too close, then compute the forces directly. Once all macroscopic cells are dealt with, the downward pass of the FMA can proceed.
The computational complexity of this operation may not be entirely obvious, as it involves recursive partitioning of the innermost boxes to various depths. Greengard's original FMA is O(n). One may think of the innermost boxes as just an extra constant number of charges, c, times n. Because our decomposition is identical in from to that of Greengard's FMA, one may think of it as an FMA on cn particles, still resulting in an O(n) algorithm. There is less actual work than a full FMA on cn particles, as the forces are only 1-way for the periodic boxes.
Another Analysis
It has been found in practice that the number of terms p does not have to be chosen as large as the error bounds would suggest. It turns out that the worst-case error bounds of evaluating a multipole expansion arise only in the case when all of the charge has the same sign and is placed at a point on the outermost edge of a box. Although this may happen within the unit square, it will never happen with the macroscopic expansions. That is, however nonuniform the distribution within the unit square is, the macroscopic expansions end up having uniformly spaced charges, due to the spacing within the lattice.
It is easy to see that as we approach larger and larger expansions, that corresponding macroscopic squares approach a uniform density of ρ = n i=1 q i . Thus, we are in effect using a multipole expansion to approximate the potential due to a solid plate of density ρ at a given separation. Let us reexamine theorem 2.2 in that context. Suppose our square is centered at (0, 0), and we evaluate the multipole expansion at a point z outside the radius of the expansion. The potential at z is given by
where w i denotes the particle positions. Say our square has boundaries from −c . . . c. We can then replace the sum over the positions of the n particles with an integral over the square:
where ρ = n i=1 q i , ı = √ −1, z ≡ x + ı y, and w ≡ u + ı v. Once evaluated, this expression simplifies to:
Fascinatingly, we see that (cos( This actually has a profound implication for error in general in multipole-based algorithms that use square or cubic decompositions (which is nearly all of them). It is often wondered why a given number of terms gives much better error bounds than expected in a simulation. All simulations done as part of this work used uniform distributions of particles, which, to a crude approximation can be considered as solid plates/cubes with uniform density. The difference between say, 7 terms and 16 terms approaches the difference between 7 and 19 terms in 2D. (The 3D case hasn't been examined yet, but it is reasonable to suspect that all except every 8th term vanishes; or perhaps every 6th). Typically p is chosen as a power of 2 in our 3D simulations due to convenience in implementing FFT-based multipole routines. This gives p = 8 for a medium accuracy simulation and p = 16 for a high accuracy simulation. Because of the above result, in the very best case if all but every 8th term vanishes, we are attaining 15 and 23 respective terms of accuracy in 3D.
This cancellation of terms was verified computationally in 2D. The contribution of terms 4, 8, 12, 16 etc. did indeed dominate for an approximately uniform macroscopic multipole expansion. Terms 1, 5, 9, 13, etc. contributed the next largest quantity to the potential. The terms 2, 6, 10, 16, etc. contributed little, and the terms 3, 7, 11, 15, etc. contributed almost nothing to the potential. It remains to test this cancellation with a perfectly uniform density plate.
The cos(k arctan( y x )) term also can vanish. However, we need only concern ourselves with the cases where k is a multiple of 4. In the special case where multipole expansions are evaluated along the line x = y √ 2−1
, every 8-th term vanishes starting at 4 (4,12,20,28, etc.) . No evaluation points seem to exist for the square case where all terms vanish. This is hoping for too much; only in the case of a uniform circular disk does the potential collapse to a monopole term.
Let us now examine equation 3.22 in more detail. The error of evaluating a p-term truncated expansion, can be bounded by
using the fact that cosine is bounded above by 1. Now,
giving that our sum can be bounded by
ln (2) 2 +ln(c))
can be bounded by 1 for |z| ≥ √ 8c. Now, recall in scheme 1, that for a box of side 3 i (i.e. c = 2 . Plugging in these values for c and |z|, we obtain a criteria for choosing p in terms of ǫ and i for a 3 i × 3 i uniform plate in scheme 1:
There is no closed form solution for p, but it can be solved for numerically given fixed values of ǫ and i. If we examine the asymptotic behavior of this equation, the polynomial becomes insignificant, as well as the √ 2 2 , allowing us to solve for p:
As we did for scheme 1, we take the limit:
which is the same value as for equation 3.5! That is, asymptotically, to keep a fixed error, ǫ, as we increase the size of the 3 i × 3 i uniform computational region, p must be increased by the same amount as derived for a worst case irregular distribution of particles. Namely p ≍ log(9) log(
i. In practice, the polynomials in equation 3.26 make for better error bounds when p is solved for numerically. We use the same values of ǫ and k in table 3.2 as in table 3.1, and find that the number of terms p is significantly reduced. ǫ k p 2.2e-16 20 60 2.2e-16 10 40
1.e-6 20 40 1.e-6 10 20 1.e-4 5 8 Table 3 .2: Expansion terms for solid plate Illustrated are the number of terms, p, needed in the multipole expansions to attain a given error ǫ in scheme 1 given that the macroscopic regions can be approximated by square plates of uniform density. This table is analogous to table 3.1, only the tighter bounds of equation 3.26 are applied. For a given k, k − 2 is plugged into the equation for i because there are no squares bigger than 3 k−2 × 3 k−2 in scheme 1. A given numerically solved p is rounded down to the nearest multiple of 4 since terms that are not multiples of 4 are zero.
Chapter 4
Extending the methods to 3D
Multipole Expansions in 3D
The expressions for multipole expansions in 3D become more complex, as we may no longer resort to expressing coordinates as complex variables. The details of the multipole math will be omitted, but see [5, 12] for the lemmas for 3D multipole expansions, multipole expansion translations, and local expansions. They are very analogous, and similar error bounds hold for truncation of the expansions. Instead of a logarithmic potential, however, the potential at a given point (x, y, z) ∈ ℜ 3 due to a point charge of intensity q at (x 0 , y 0 , z 0 ) is given by:
4.2 Scheme 1
Algorithm
We can envision a scheme analogous to the 2D case, where we have surrounding 3D "spheres" of cubes exponentially increasing in size. However, we must first look at the error bounds. Consider equation 3.1 for the 2D case. In 3D, the radius of a sphere enclosing a box of unit radius is the distance from the center of the box to a box corner,
2 , instead of the √ 2 2 in 2D. Also there are 27 i unit cells in a box in R i . Thus we can modify equation 3.1 to bound the error of evaluating a p-term multipole expansion due to a box in R i by
However, we see that
≈ 2.31 is less than the √ 8 ≈ 2.83 of the 2D method. Hence, for ring 0, the error bounds for a box in R 0 come out to about
when we would prefer a convergence better than ( Hence we should modify our algorithm so that we treat the boxes in R 0 as we do the innermost boxes. However for rings 1 . . . k − 2, we must choose p satisfying:
Hence similar to the 2d case we choose
Analogously with the 2D case, as k becomes large, we find that p increases linearly as log (27) log(
As was the case in 2D, if multipole to local conversions are applied, the error bounds result in a less favorable criteria for closeness. Thus the analogous equations to 4.5 and 4.6 become respectively:
It should also be noted in the 3D case, that for a given number of expansion terms, p, we obtain a coefficients matrix which by symmetry ends up having
elements instead of only p as in 2D. This increases both the storage and the cost of performing multipole expansion operations as we shall see in the next section.
Computational Complexity
The cost of computing the table of expansions, M i for i = 0 . . . k − 2 is proportional to (np 2 + kp 2 log p) as it takes np 2 steps to compute the initial multipole expansion, M 0 , and 27p 2 log p steps each time 27 multipole expansions are shifted and added to create successive entries M 1 . . . M k−2 via FFT techniques [5] .
The cost of evaluating all of the macroscopic multipole expansions is proportional to knp 2 . There are a constant 9 3 − 3 3 = 702 boxes per ring, k − 1 rings and it takes O(p 2 ) operations to evaluate these 702(k − 1) rings at each of n points in the unit box.
If, instead of evaluating every multipole expansion with every particle, we convert multipole expansions to local expansions about the unit cell via the 3D analogue of lemma 2.4, then evaluating the macroscopic potential would take time proportional to kp 2 log p + np 2 steps. It costs O(p 2 log p) operations to do a multipole to local conversion, which has to be done for every box in every ring. It costs a final np 2 steps to evaluate the resulting local expansion at all n points in the unit cell. Since p is asymptotically proportional to k we obtain that our best 3D algorithm runs in time
Chapter 5 Implementation
Implementation Details
In two dimensions, the implementation of multipole expansions is rather simple as compared to the 3D case. Therefore, to initially test the algorithm, a 2D implementation was first done of scheme 1, without dealing with the innermost boxes or the whole 2D FMA. Scheme 2 was later developed and implemented in 2D, when it became apparent that using upwards of 40 terms in the multipole expansions resulted in numerical instabilities. Since a goal of this project was the simulation of electrostatic interactions in 3D systems of atoms, a complete implementation of the 2D case was forgone in favor of a full 3D implementation.
Several tree-based codes have been developed at Duke to implement the FMA. These include the work of [2, 12] and others. The author has also tried his hand at implementing the parallel FMA with adaptive decomposition in the parallel language Nesl [4] with limited success. Typically these have been major undertakings involving many months of work. Given that the FMA is a sub-algorithm needed as a part of the macroscopic expansion algorithm, it was desirable to not only avoid reinventing this wheel, but to find the best wheel possible to build the algorithm upon.
Dr. Board's group has spent the past 5 years or so developing multipole-based codes, culminating in the production code, PMTA [6] . This code is being integrated into molecular dynamics efforts at Urbana-Champaign and the University of North Carolina at Chapel Hill.
PMTA was thus the logical platform to start from, and it turned out to be a relatively straightforward job to retool PMTA to incorporate macroscopic expansions. No new multipole expansion routines had to be written, though several had to be modified as PMTA used a clever indexing scheme to access sub-cubes within the n-body unit cell which was incompatible with accessing distant macroscopic expansions. Most of the new code lay in two recursive routines, one to deal with the macroscopic expansions, and one to deal with the innermost boxes outside of the unit cell.
Only scheme 2 was implemented in 3D. PMTA currently compiles to both serial and parallel versions, but we have presently only a serial implementation of the FMA with macroscopic expansions. A parallel version is not technically difficult, as the mechanism for parallel shifting of multipole expansions has already been optimized in PMTA. Code listings for the partial 2D implementation and full 3D implementation are the appendices of the original thesis. Table 5 .1: Running times for 100000 particles 100000 particles were uniformly distributed within the unit cube, and the macroscopic algorithm was run at medium (p=8) and high (p=16) accuracy. We implemented scheme 2 with FFTbased multipole to local conversions for optimum performance. Within the unit cell, a 5 level decomposition was used corresponding to 8 4 cubes at the lowest level of the decomposition.
Running Times
is computed at all n atom locations in the unit cell. Hence k = 0 corresponds to just the 1 × 1 × 1 unit cell, while k = 8 is a 6561 × 6561 × 6561 volume of unit cells. It takes only about 1.5 to 3 times as long to compute the potentials/forces due this huge volume (including the unit cell and innermost boxes) as it does to compute them within only the 100000 particle unit cell alone. All computations were done on a DEC 3000 model 500 Alpha workstation. Figure 5 .1 shows the behavior of the running times as k is increased for medium and high accuracy simulations. Interestingly, we see that the running times of the high accuracy cases can be better than the low accuracy cases, because the recursive decomposition of space in scheme 2 is dependent on p. For low k, it is the nearby interactions that account for most of the computational time. For high k, the computation of the macroscopic expansions dominates.
It is interesting to examine how the potential and forces behave as k is increased. Figure 5 .2 comes from a series of 8 runs on a 5 random particle arrangement, for k = 0 . . . 7, where the potential and vector components of the force upon a representative particle position are examined. We plot the base-10 logarithm of the absolute value of the contribution of the i-th level. That is, for a given i, we compute the forces and potentials due to a 3 i ×3 i ×3 i volume, and subtract out the central 3 i−1 × 3 i−1 × 3 i−1 volume. The potential increases exponentially, with the log plot swiftly becoming linear with positive slope, while the forces decrease exponentially, also with a linear log plot and negative slope. This same phenomenon was observed in 2D (results not shown). It is actually quite feasible to compute the slope of this linear plot and determine the exact area under the force curve by integration of the exponential. It remains as future work to characterize the number of terms k to choose to obtain a given approximation to the forces from the infinite lattice. The potential approaches an infinite value because the unit cell is not net neutral as is required for the Ewald sum to converge. Figure 5.1: Running times for 10000 particles Depicted are the running times for 10000 particle runs with p = 8 and p = 16. The running times increase only moderately up until k = 6 for the case of p = 8, and up until k = 9 for the p = 16 case. After that, we start to see the exponential blowup expected from equation 4.16 kicking in. With smaller p, the macroscopic cubes must be sub-divided more, actually resulting in faster running times for the higher accuracy cases for k ≥ 9. Obviously p and k must be carefully chosen for scheme 2. Further Applications
It is easy to see that there is no need for the macroscopic computational space to be cubic. In fact, arbitrary shapes can be constructed from unit cubes, and can be aggregated into macroscopic multipole expansions. If the macroscopic volume doesn't evenly divide into an integer volume of cubes, or is curved, the majority of the volume can be filled with macroscopic expansions, and then leftovers at the boundaries would have to be specially dealt with, depending on the geometry. In this wise, one could contemplate simulating a unit cell in the center or at the edge of a macroscopic water droplet, for example. Also, there is no need for the unit cell to be cubic. Hexagonal lattices group nicely into larger hexagonal regions, making an analogous algorithm easy to conceive of. This idea is depicted in figure 6 .1. Figure 6 .1: Hexagonal macroscopic algorithm Although the details would have to be worked out, it is easy to conceive of a macroscopic multipole algorithm using a hexagonal unit cell. Because the hexagon is closer to circular, one might expect better multipole convergence than with a square unit cell.
CHAPTER 6. FURTHER APPLICATIONS

Chapter 7 Future Directions
The new algorithms deal with the case where there we have identical boxes of simulation volume copied out to a great distance. One drawback to this technique is that if, say, a protein is simulated in the unit cell, a little wiggle causes wiggles in thousands of unit cells, potentially creating spurious correlations within the unit cell. If we had unlimited computational resources, we would like to simulate a macroscopic system by looking at the dynamics of every individual atom. Unfortunately, this is not likely to be a realizable goal, even in the distant future.
A future approach to this problem is to determine the difference between multipole expansions of two different large boxes of uniformly distributed particles, and see if there is a way of adding "noise" to multipole expansions to simulate similar but non-identical regions. Ultimately, one may hope to model electrostatics of large biological systems in terms of sets of repetitive building blocks at differing hierarchies of detail. It is a formidable challenge to understand macroscopic biological processes at the atomic level. The new tools presented in this thesis give us a promising start in that direction.
