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A MODEL-THEORETIC APPROACH TO RIGIDITY OF STRONGLY ERGODIC,
DISTAL ACTIONS
TOMÁS IBARLUCÍA AND TODOR TSANKOV
Abstract. We develop a model-theoretic framework for the study of distal factors of strongly
ergodic, measure-preserving dynamical systems of countable groups. Our main result is that all
such factors are contained in the (existential) algebraic closure of the empty set. This allows us
to recover some rigidity results of Ioana and Tucker-Drob as well as prove some new ones: for
example, that strongly ergodic, distal systems are coalescent and that every two such systems that
are weakly equivalent are isomorphic. We also prove the existence of a universal distal, ergodic
system that contains any other distal, ergodic system of the group as a factor.
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1. Introduction
The theory of compactmeasure-preserving dynamical systems was initiated by Halmos and
von Neumann, who characterized the ergodic systems of the group of integers Z that can be
represented as translations on a compact group in terms of their spectrum. This was extended
by Mackey [M1] to general locally compact groups. Later, inspired by the work of Furstenberg
in topological dynamics, Furstenberg [F] and Zimmer [Z1,Z2] considered the relative notion of
a compact extension of a system and defined a distal system to be one obtained via a transfinite
tower of compact extensions, starting from the trivial system. The notion of a distal system
was central to Furstenberg’s ergodic-theoretic proof of Szemerédi’s theorem, and led to the
Furstenberg–Zimmer structure theorem for general ergodic actions of locally compact groups. In
the literature, compact systems are often referred to as isometric or having discrete (or pure point)
spectrum. Similarly, distal systems are also known as systems with generalized discrete spectrum.
In this paper, we will use the terminology “compact” and “distal”.
The notion of weak containment of measure-preserving systems of countable groups was
introduced by Kechris [K] as a weakening of the notion of a factor: a system X is weakly
contained in another system Y (notation: X <w Y) if X is a factor of an ultrapower of Y. Two
systems X and Y are weakly equivalent if X <w Y and Y <w X. It turns out that weak equivalence
is a smooth equivalence relation (the set of equivalence classes is compact [AE1]) and that many
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notions in ergodic theory are invariants of weak equivalence. Free actions of infinite amenable
groups are all weakly equivalent, but non-amenable groups usually admit uncountably many
classes of weak equivalence [BT].
By a result of Tucker-Drob [T], weak equivalence classes of free actions always contain
uncountably many isomorphism classes (and they are not even classifiable by countable struc-
tures). This is why rigidity results that allow to recover the isomorphism class from the weak
equivalence class of a system in special situations are particularly interesting. Two rigidity re-
sults about weak equivalence have appeared in the literature. The first one, due to Abért and
Elek [AE2], states that if a profinite system X is weakly contained in a strongly ergodic system
Y, then X is a factor of Y. This was then generalized by Ioana and Tucker-Drob [IT] to distal
systems. From this, they were able to conclude that for compact, strongly ergodic systems, weak
equivalence implies isomorphism, because compact ergodic systems are coalescent, i.e., every
endomorphism of the system is an automorphism. However, this is not true in general for
distal systems (see Parry and Walters [PW]). Nevertheless it turns out to be true for strongly
ergodic, distal systems and we were able to prove the following.
Theorem 1.1. Let Γ be a countable group.
(i) Let X be a distal, strongly ergodic, probability measure-preserving Γ-system. Then X is coales-
cent and Aut(Γ y X) is compact.
(ii) Let X and Y be two distal, strongly ergodic, probability measure-preserving Γ-systems. If they
are weakly equivalent, then they are isomorphic.
In the course of the proof of Theorem 1.1, we also give a new proof of the rigidity result
of Ioana and Tucker-Drob mentioned above. The methods we use come from continuous
logic, a relatively new branch of model theory, suitable for studying metric structures. While
some model-theoretic concepts, such as ultraproducts, have been used before in ergodic theory,
to our knowledge, this is the first application of continuous logic to dynamics of countable
groups.
The main model-theoretic notion behind the proof is that of algebraic closure: if M is a
metric structure, A ⊆ M, and b ∈ M, we say that b is in the algebraic closure of A (notation:
b ∈ aclM(A)) if it belongs to a compact set definable over A. Our main model-theoretic result
can be stated as follows.
Theorem 1.2. Let X be a strongly ergodic system, Z be a factor of X and Y be a distal extension of Z in
X. Then Y ⊆ aclX(Z).
A slight strengthening of Theorem 1.2 (replacing acl by acl∃) easily implies Theorem 1.1.
We provide two rather different proofs of Theorem 1.2, one based on the theory of compact
extensions, and another using model-theoretic stability theory.
Another feature of our approach is that it relies, in part, on the existence of certain canonical
universal systems. Those systems are usually non-separable, i.e., they cannot be realized on
a standard probability space. Working on a standard space is an assumption often made in
the literature, either out of habit, or for the more essential reason that many important results
fail in the non-separable setting (we give several examples in this paper). We depart from
this tradition and make no separability assumptions throughout the paper unless specifically stated.
A posteriori, somewhat surprisingly, it turns out that all strongly ergodic, distal systems are
separable (Corollary 5.5).
It is possible to carry out the stability-theoretic proof presented in Section 6 by only using
ergodic theoretic results in a separable situation.
The following is our main result regarding universal systems.
Theorem 1.3. Let Γ be a countable group and α be an ordinal. Then there exists a unique ergodic
Γ-system Dα(Γ) of distal rank at most α which contains every ergodic Γ-system of distal rank at most α
as a factor. Moreover, Dω1(Γ) = Dω1+1(Γ), that is, Dω1(Γ) is the universal ergodic, distal Γ-system.
An analogous result bounding the rank of a topological distal minimal system for Γ = Z was
proved by Beleznay and Foreman [BF1].
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For α = 1, the existence of a universal system is well-known: the maximal ergodic, com-
pact system of Γ is a translation on a compact group known as the Bohr compactification of Γ.
For many groups (for example, Z), the Bohr compactification is not metrizable, i.e., the corre-
sponding dynamical system is not separable. However, it is a result of Wang [W] that if Γ has
property (T), then its Bohr compactification is a metrizable group. We recover this result as a
consequence of Theorem 1.2 and prove something more: the hierarchy of distal systems for
property (T) groups collapses.
Theorem 1.4. Let Γ have property (T) and Z be an ergodic Γ-system. Then every ergodic, distal
extension of Z is a compact extension.
This theorem had been previously proved by Chifan and Peterson (unpublished) but our
proof is different and independent from theirs. We would like to thank them for telling us
about their result.
For Γ = Z, Beleznay and Foreman [BF2] have proved that there exist separable ergodic,
distal systems of rank α for every α < ω1. This implies that the tower of universal distal
systems (Dα(Z))α≤ω1 is proper.
Question 1.5. Let Γ be a countable group and suppose that D2(Γ) is not strongly ergodic. Is it
true that Dα(Γ) ( Dα+1(Γ) for all α < ω1?
In view of Theorem 7.1, the condition that D2(Γ) is not strongly ergodic is necessary.
Until recently, it was an open question whether strongly ergodic, distal, non-compact sys-
tems exist. It was resolved by Glasner and Weiss [GW] who, using results of Bourgain and
Gamburd on compact systems with spectral gap, constructed examples for Γ a free group.
Finally, we would like to mention that the assumption that Γ is countable is made through-
out the paper for simplicity. All results with appropriate modifications (for example replacing
ω1 by |Γ|+) hold for arbitrary discrete groups Γ. On the other hand, for the moment, our
methods do not allow us to treat non-discrete, locally compact groups.
The paper is organized as follows. In Section 2, we describe how to treat probability
measure-preserving dynamical systems in a model-theoretic framework and study the con-
nection between weak containment and the existential theory. In Section 3, we develop some
of the theory of compact extensions without separability assumptions. In Section 4, we con-
sider universal systems and prove Theorem 1.3. In Sections 5 and 6 we give two proofs of
Theorem 1.2 and derive Theorem 1.1 from it. Finally, in Section 7, we consider groups with
property (T). In an appendix, we include a proof of the fact that the distal rank does not
increase on factors.
Acknowledgements. We are grateful to Matt Foreman, Eli Glasner, François Le Maître and
Robin Tucker-Drob for useful discussions. Research was partially supported by the ANR
projects AGRUME (ANR-17-CE40-0026) and GAMME (ANR-14-CE25-0004).
2. A model-theoretic framework for ergodic theory
2.1. The language and the basic theory. In this section, we explain how to formalize proba-
bility measure-preserving (pmp) group actions within the framework of continuous logic. The
structures of interest are measure-preserving group actions Γ y (X,X, µ) where Γ is a discrete
group and (X,X, µ) is a probability space. As continuous logic deals with metric structures,
it is natural to consider the measure algebra MALG(X,X, µ) obtained by taking the quotient
of X by the equivalence relation of having symmetric difference of measure 0. We will abuse
notation and write again X for this quotient. It becomes naturally a complete metric space if en-
dowed with the metric dµ(a, b) = µ(a△b). By duality, a measure-preserving action Γ y (X, µ)
is nothing but an action Γ y X by isometries that also preserves the algebra structure.
The signature that we consider will consist of the language of Boolean algebras {∩,∪, \,∅,X}
(here \ is set difference and X stands for the maximum element of the Boolean algebra), a [0, 1]-
valued predicate for the measure µ, and a unary function symbol for every element γ ∈ Γ.
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For a metric structure X, it is natural to measure its size using the density character (or just
density), i.e., the smallest cardinal of a dense subset of X. We will denote the density of X by
|X|. Note that if X is an infinite measure algebra, then |X| = |L2(X)| and |X| ≤ ℵ0 iff X is
isomorphic to the measure algebra of a standard probability space, i.e., one that can be realized
by a Borel measure on the interval [0, 1].
Remark 2.1. Sometimes it will be useful to consider the richer von Neumann algebra L∞(X,X, µ).
It is a metric structure in the language that includes sorts for all ‖·‖∞-balls and symbols for
addition, multiplication, the adjoint, and the L2-norm (which defines the metric). Note that
the ‖·‖∞-norm is not part of the language. It follows from [B2] that the structures X and
L∞(X,X, µ) are bi-interpretable, so we can use them interchangeably. We will denote the latter
structure simply by L∞(X). (In [B2], the L1-norm is used instead of the L2-norm; however, on
bounded sets in L∞(X) the two norms are equivalent and interdefinable.)
Definition 2.2. The theory PMPΓ includes the following axioms:
• The universe is a probability measure algebra (see [BBHU, Section 16] for the precise
axioms).
• Each γ is an automorphism.
• For every tuple γ1, γ2, . . . , γn of elements of Γ such that γ1γ2 · · · γn = 1Γ, the axiom
supa dµ
(
γ1 · · ·γna, a
)
= 0.
Remark 2.3. If Γ is generated by a subset S ⊆ Γ, then we can include in the language only
symbols for the elements of S and replace the third group of axioms by the relations that
define the group. For example, if Γ = Fn is the free group on n generators, we can include in
the language n function symbols and the third group of axioms will be empty.
The models of PMPΓ are exactly the pmp actions of Γ. If X |= PMPΓ and Y is a substructure
of X, then Y is a closed, Γ-invariant subalgebra of X, or, which is the same, a factor of X. We
will use the words substructure and factor interchangeably and we will use the notation Y ⊆ X.
Dually, if ι : Y → X is an embedding, there exist spatial representations (X, µ) and (Y, ν) of X
and Y and a Γ-equivariant, measurable map π : X → Y such that π∗µ = ν and ι(a) = π−1(a)
for all a ∈ Y. The fact that substructures of models of PMPΓ are again models implies that
PMPΓ admits a universal axiomatization (that is, with axioms of the form supa¯ φ(a¯) ≤ 0, where
φ is quantifier-free), something that can also be verified directly (if we work only with symbols
for a generating set S, as in Remark 2.3, then S should be symmetric).
Often one is interested in free actions, i.e., actions for which non-identity elements of the
group do not fix any points in X.
Definition 2.4. The theory FPMPΓ includes all axioms of PMPΓ and, in addition, for every
element γ ∈ Γ of finite order n, the axiom
• inf{a:µ(a)=1/n}maxi<j<n µ(γ
ia ∩ γja) = 0,
and for every element γ ∈ Γ of infinite order, an axiom of the previous form for every n > 1.
It is clear that any action satisfying those axioms is free and, conversely, any free action
satisfies the axioms (this follows from Rokhlin’s lemma for γ of infinite order).
If Γ is infinite, the freeness of the action implies that the measure space is non-atomic,
so separable models of FPMPΓ are, up to isomorphism, exactly the free, measure-preserving
actions Γ y ([0, 1], λ), where λ is the Lebesgue measure. If Γ is finite, we need to add non-
atomicity as an axiom but once we do, the theory that we obtain is ω-categorical: given Γ y X1
and Γ y X2, we may choose fundamental domains Ai ⊆ Xi (i.e., measurable subsets meeting
every orbit in exactly one point), then extend any measure-preserving isomorphism A1 ≃ A2
into an equivariant pmp isomorphism X1 ≃ X2. Conversely, if Γ is infinite, the theory FPMPΓ
is not ω-categorical.
If the group Γ is infinite and amenable, FPMPΓ is a complete, stable theory that elimi-
nates quantifiers. This was proved in [BBHU] for Γ = Z and was generalized in [BH] to all
amenable Γ.
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2.2. The existential theory andweak containment. The notion of weak containment for measure-
preserving actions was introduced by Kechris [K], who was motivated by a similar notion for
unitary representations. This notion has a strong model-theoretic flavor and it turns out that
it can be expressed naturally in terms of the existential theories of the actions.
Definition 2.5. Let Γ be a discrete group and let X and Y be two measure-preserving actions
of Γ. We say that X is weakly contained in Y (notation: X <w Y) if for every ǫ > 0 and finitely
many a0, . . . , an−1 ∈ X and γ0, . . . , γk−1 ∈ Γ there are b0, . . . , bn−1 ∈ Y such that |µ(ai ∩ γlaj)−
µ(bi ∩ γlbj)| ≤ ǫ for every i, j < n and l < k.
In the literature, the symbol ≺ is often used to represent weak containment; however, this
conflicts with the well-established notation for an elementary substructure in model theory.
Recall that the existential theory of a structure M, denoted by Th∃(M), is given by the set of
statements of the form infa¯ φ(a¯) ≤ 0 true in M where φ is a quantifier-free formula. It is clear
that if X and Y are Γ-systems with Th∃(X) ⊆ Th∃(Y), then X <w Y. The converse is also easy
to see. On the other hand, by the compactness theorem for continuous logic, the condition
Th∃(M) ⊆ Th∃(N) is equivalent to saying that M embeds in an elementary extension of N.
We note these observations down; the equivalence between the first and third item below was
first proved by Conley, Kechris and Tucker-Drob in [CKT] (see also Carderi [C]).
Lemma 2.6. Let X and Y be two pmp actions of Γ. Then the following are equivalent:
(i) X is weakly contained in Y.
(ii) Th∃(X) ⊆ Th∃(Y) or, which is the same, Y |= Th∃(X).
(iii) There is an elementary extension (equivalently, an ultrapower) Y′ of Y such that X ⊆ Y′.
Thus two systems are weakly equivalent if they have the same existential theories, and the
space W of weak equivalence classes of actions of Γ can be identified with the space of exis-
tential theories consistent with PMPΓ. The logic topology on W is the weakest topology that
makes evaluation of existential formulas on W continuous; it follows from the compactness
theorem that this topology is compact as W is a quotient of the space of all complete theories
compatible with PMPΓ. This recovers a result of Abért and Elek [AE1].
2.3. Strongly ergodic actions. A system X is ergodic if every invariant set is trivial or, which
is the same, if X does not contain any trivial two-point system as a factor. In the same vein,
a system X is strongly ergodic if almost invariant sets are close to ∅ or X or, more precisely, if
it does not weakly contain any trivial two-point system. Equivalently, X is strongly ergodic
if for every ǫ > 0 there are δ > 0 and finitely many γ0, . . . , γn−1 ∈ Γ such that, whenever
ǫ < µ(a) < 1− ǫ, we have maxi<n dµ(a, γia) ≥ δ. If Γ is finitely generated, then in the previous
definition one can replace the γi by the generators of Γ.
We have the following additional easy equivalences, which indicate why model-theoretic
methods are likely to be useful for the study of these actions.
Proposition 2.7. Let X be a pmp Γ-system. The following are equivalent.
(i) X is strongly ergodic.
(ii) Every model of the (universal) first-order theory of X is ergodic.
(iii) Every elementary extension X′ of X is ergodic.
Recall that a group Γ has property (T) if every ergodic pmp Γ-system is strongly ergodic.
(This is not the standard definition but it is equivalent by [CW, S].) For property (T) groups,
we have the following.
Proposition 2.8. Let Γ be a countable group. Then the following are equivalent:
(i) Γ has property (T).
(ii) The algebra of invariant sets {a ∈ X : γa = a for all γ ∈ Γ} is uniformly 0-definable in all
models of PMPΓ.
(iii) The class of ergodic Γ-actions is axiomatizable.
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Proof. (i) ⇒ (ii). This follows from the well-known fact that for a property (T) group Γ with a
generating set Q, for every δ > 0, there exists ǫ > 0 such that for any pmp action Γ y X, if
a ∈ X is (Q, ǫ)-invariant, then there exists a′ ∈ Xwhich is Γ-invariant and satisfies dµ(a, a′) < δ.
(ii) ⇒ (iii). This is clear.
(iii) ⇒ (i). If X is a an ergodic Γ-system which is not strongly ergodic, then any saturated
elementary extension of X is not ergodic but is elementarily equivalent to X. 
3. Some basic facts about compact extensions and distal systems
First we recall some of the theory of compact systems and compact extensions, as devel-
oped by Mackey [M2], Furstenberg [F], and Zimmer [Z2] (see also Glasner [G]). In the above
references, the authors work under the assumption that the systems are separable and make
use of a variety of decomposition results that are only valid for separable spaces. As we work
in a more general setting, we prove all results that we need.
Let Z ⊆ X be an extension of measure algebras. A Hilbert subspace M ⊆ L2(X) is a Z-
module if it is closed under multiplication by functions of L∞(Z). The Z-module generated by
a set S ⊆ L2(X) is the closed span of L∞(Z)S.
Given f , g ∈ L2(X), we define 〈 f , g〉Z := E( f g¯|Z) ∈ L1(Z) (the conditional expectation of
f g¯ relative to Z). A set S ⊆ L2(X) is Z-orthonormal if 〈 f , g〉Z = 0 for distinct f , g ∈ S, and
〈 f , f 〉Z is a characteristic function for each f ∈ S. If f ∈ L2(X), its Z-support (denoted by
supp
Z
f ) is the support of the function 〈 f , f 〉Z, which is an element of Z. We will write χZ( f )
for the characteristic function of suppZ f . Say that S is a Z-basis for a Z-module M if it is
Z-orthonormal, generates M, and each element of S has full Z-support.
The following lemma summarizes several properties of the conditional inner product 〈·, ·〉Z.
Lemma 3.1. Let {ei : i < n} be a finite, generating, Z-orthonormal set for a Z-module M ⊆ L2(X),
and let f , g ∈ M. Then the following statements hold:
(i) (Cauchy–Schwarz) |〈 f , g〉Z|
2 ≤ 〈 f , f 〉Z〈g, g〉Z.
(ii) supp〈 f , g〉Z ⊆ suppZ f ∩ suppZ g. In particular,
〈 f , g〉Z = 〈 f , g〉ZχZ( f )χZ(g).
(iii) f = ∑i<n〈 f , ei〉Zei.
Proof. (i) is standard and (ii) follows from (i). For (iii), first we check that 〈 f , ei〉Zei ∈ L
2(X).
Using (i), ∫
|〈 f , ei〉Zei|
2 ≤
∫
〈 f , f 〉Z|ei|
2 ≤ ‖ f‖2.
We also have 〈ei, ei〉Zei = ei. This implies that the identity holds when f = ∑i<n aiei with
ai ∈ L
∞(Z), and as it is a closed condition, it must hold for all f ∈ M. 
Lemma 3.2. Let {ei : i < n} and { f j : j < m} be two generating, Z-orthonormal sets for a Z-module
M. Let aij = 〈ei, f j〉Z and A = (aij)i<n,j<m. Then the following hold:
(i) The entries of A are in L∞(Z).
(ii) AA∗ = diag
(
χZ(e0), . . . , χZ(en−1)
)
and A∗A = diag
(
χZ( f0), . . . , χZ( fm−1)
)
.
(iii) ∑i<n〈ei, ei〉Z = ∑j<m〈 f j, f j〉Z = ∑i,j |aij|
2.
Proof. This follows easily from Lemma 3.1 and standard linear algebra. 
In the context of Γ-systems, we will be mainly interested in Z-modules that are Γ-invariant
and finitely generated.
Lemma 3.3. Let X be a Γ-system and let Z be an ergodic factor thereof. Then, every finitely generated
Γ-invariant Z-module M ⊆ L2(X) admits a finite Z-basis.
Proof. Let f1, . . . , fn be generators for M. We use Gram–Schmidt orthogonalization. Set
h1 = f1, h2 = f2 − P〈 f1〉L∞(Z) f2, . . . , hn = fn − P〈 f1,..., fn−1〉L∞(Z) fn,
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where P〈F〉L∞(Z) denotes the orthogonal projection onto the Z-module generated by F. Then
〈hi, hj〉Z = 0 for i 6= j and M =
⊕n
i=1 Mhi where Mh is the Z-module generated by h. Let
Si = suppZ hi. We define ei =
(
〈hi, hi〉Z
)−1/2
hi with the convention that ei vanishes outside Si.
Then
∫
|ei|
2 =
∫
Si
|hi|
2
〈hi,hi〉Z
= µ(Si), so ei ∈ L2(X) and {ei : i < n} is a generating Z-orthonormal
system for M. (Note that if h ∈ L2(X) and g ∈ L0(Z) is any Z-measurable function such that
gh ∈ L2(X), then gh ∈ Mh.)
By Lemma 3.2, the function ∑i<n 1Si is Γ-invariant, so by the ergodicity assumption it must
be constant, say equal to k. Denote by (nk) the set of all k-element subsets of n. For α ∈ (
n
k), let
Aα =
⋂
i∈α Si. For i < k, define σi(α) for α ∈ (
n
k) to be the i-th element of α. Finally, for i < k,
define e′i = ∑α∈(nk) 1Aαeσi(α). Then one easily checks that {e
′
i : i < k} is a Z-basis for M. 
Suppose now that Z ⊆ X is an extension of Γ-systems and that M is a Γ-invariant Z-module
admitting a Z-basis {e0, . . . , en−1}. Let X be the probability space associated to X. If γ ∈ Γ, the
set {γei}i<n is again a Z-basis for M. Thus, if for x ∈ X we define
uγ(x) =
(
〈γei, ej〉Z(x)
)
ij
∈ Cn×n,
by Lemma 3.2, uγ(x) is a unitary matrix almost surely and the function uγ is Z-measurable.
Now consider the function θ : X → R+ defined by
θ(x) = ∑
i<n
|ei(x)|
2 = 〈E(x), E(x)〉,
where E = (e1, . . . , en) and 〈·, ·〉 denotes the usual inner product on Cn. We have, almost surely,
θ(γ−1x) = 〈(γE)(x), (γE)(x)〉 = 〈uγ(x)E(x), uγ(x)E(x)〉 = 〈E(x), E(x)〉.
That is, θ is Γ-invariant. Hence, if we further assume that X is ergodic, θ must be constant, and
this implies that each ei is bounded. Thus we have proved the following.
Proposition 3.4. Let X be an ergodic Γ-system, Z ⊆ X be a factor, and M ⊆ L2(X) be a finitely
generated, Γ-invariant Z-module. Then M admits a finite Z-basis and the elements of any such basis
are in L∞(X).
Recall that a system X is called compact if L2(X) decomposes as a sum of finite-dimensional
representations of Γ. An extension X ⊇ Z is compact if L2(X) decomposes as a direct sum of
finitely generated, Γ-invariant Z-modules. A factor generated by compact factors is a compact
factor as well. More generally, the following holds.
Proposition 3.5. Let X be an ergodic system. Suppose Zi ⊆ Yi ⊆ X, i ∈ I, are factors such that each
extension Zi ⊆ Yi is compact. Then the factor Y ⊆ X generated by all the Yi is a compact extension of
the factor Z generated by all the Zi.
Proof. By hypothesis, we have L2(Yi) =
⊕
M∈Mi
M where each M is a finitely generated Γ-
invariant Zi-module. If {e0, . . . , en−1} ⊂ L∞(X) is a Zi1-basis for M1 ∈Mi1 and { f0, . . . , fm−1} ⊂
L∞(X) is a Zi2-basis for M2 ∈ Mi2 , we denote by M1M2 the Z-module generated by the prod-
ucts {ep fq : p < n, q < m} (which are in L∞(X) by Proposition 3.4). Similarly, we define the
product modules M1M2 · · ·Mk over Z for any given Mj ∈ Mi j . These are clearly Γ-invariant.
Then it is easy to check that
L2(Y) = ∑{M1 · · ·Mk : k ∈ N,Mj ∈Mi j for some ij ∈ I}.
A standard orthogonalization procedure using Zorn’s lemma then yields L2(Y) =
⊕
s M
′
s for
some appropriate finitely generated Γ-invariant Z-modules M′s. 
Corollary 3.6. Let X be an ergodic system and Z ⊆ X be a factor of X. Then there exists a factor Y of
X such that Z ⊆ Y ⊆ X, the extension Y ⊇ Z is compact, and every compact extension of Z in X is
contained in Y. This Y is called the maximal compact extension of Z in X.
Next we check that a factor of a compact extension is also compact.
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Lemma 3.7. Suppose we have Z ⊆ Y ⊆ X and the extension Z ⊆ X is compact. Then the extensions
Z ⊆ Y and Y ⊆ X are compact.
Proof. The projection of a finitely generated Γ-invariant Z-module in L2(X) to L2(Y) is again a
finitely generated Γ-invariant Z-module. This readily implies that Z ⊆ Y is compact. For the
extension Y ⊆ X, this is clear. 
Suppose that N is a finitely generated Γ-invariant Z-module and suppose that E = (e0, . . . , en−1)
is a Z-basis for N. Define the matrix coefficients mE : Γ → Mn(L∞(Z)) by
mE(γ) =
(
〈γ · ei, ej〉Z
)
i,j<n.
Lemma 3.8. Suppose X ⊇ Z is a compact extension with X ergodic. Let E = (e1, . . . , en) be a
Z-orthonormal basis for a finitely generated, Γ-invariant module M ⊆ L2(X). Then the set {E′ ∈
L2(X)⊕n : mE′ = mE} spans a subspace of L2(X)⊕n of dimension at most n.
Proof. Let E′ = (e′1, . . . , e
′
n) be a tuple with mE′ = mE. We claim that the function x 7→
〈E(x), E′(x)〉 is Γ-invariant and therefore constant. (Here, again, 〈·, ·〉 denotes the usual in-
ner product in Cn.) Indeed, given γ ∈ Γ and i, j < n, the conditional expectations 〈γei, ej〉Z
and 〈γe′i, e
′
j〉Z are equal. Hence, the Z-measurable map uγ : X → U(n) given by uγ(x) =
(〈γei, ej〉Z(x))ij satisfies (γE)(x) = uγ(x)E(x) and also (γE
′)(x) = uγ(x)E′(x). Thus
〈E(γ−1x), E′(γ−1x)〉 = 〈uγ(x)E(x), uγ(x)E′(x)〉 = 〈E(x), E′(x)〉,
as desired.
Now consider n+ 1 tuples E0, . . . , En with mEi = mE. Consider the matrix
(
〈Ei(x), Ej(x)〉
)
i,j≤n,
which, by the previous claim, does not depend on x. It has rank at most n, so there exist con-
stants λ0, . . . , λn not all equal to 0 such that for all j and almost every x, ∑nj=0 λi〈Ei(x), Ej(x)〉 =
0. This implies that the function ∑i λiEi ∈ L
2(X)⊕n is orthogonal to each Ej, so equal to 0.
Hence the Ei are linearly dependent. 
If X is a Γ-system, we will denote by Aut(X) the group of automorphisms of X, i.e., the
group of all automorphisms of the measure algebra that commute with the action of Γ. We
equip Aut(X) with the pointwise convergence topology on X, which makes it into a topolog-
ical group. Aut(X) can also be viewed as a closed subgroup of the unitary group U(L2(X))
equipped with the strong operator topology. If Z ⊆ X is a factor, we will denote
AutZ(X) = {σ ∈ Aut(X) : σ(a) = a for all a ∈ Z}.
AutZ(X) is a closed subgroup of Aut(X).
Proposition 3.9. If X ⊇ Z is a compact extension with X ergodic, then AutZ(X) is compact.
Proof. Let M ⊆ L2(X) be a finitely generated, Γ-invariant Z-module. Let E = (e1, . . . , en) be a
Z-basis for M. Then, by Lemma 3.8, the orbit AutZ(X) · E is contained in a finite-dimensional
subspace of L2(X)⊕n. This implies that the orbit of every f ∈ L2(X) is contained in a finite-
dimensional subspace of L2(X), so AutZ(X), being a closed subgroup of a product of finite-
dimensional unitary groups, is compact. 
By an isomorphism between Γ-invariant Z-modules we mean a linear isometry that com-
mutes with the action of Γ and multiplication by elements of L∞(Z). Note that an isomor-
phism between Z-modules preserves the conditional inner product 〈·, ·〉Z. Note also that if E
is a Z-basis for a module M and E′ is a Z-basis for a module M′, then there is an isomorphism
between M and M′ that maps E to E′ iff mE = mE′ . We have the following consequence of the
previous lemma.
Proposition 3.10. Suppose X ⊇ Z is a compact extension with X ergodic, and let L2(X) =
⊕
i∈I Mi
be a decomposition into finitely generated, Γ-invariant Z-modules. Then, for each i ∈ I, the number of
Z-modules appearing in the decomposition that are isomorphic to Mi is bounded by the size of a Z-basis
of Mi and is therefore finite. In particular, |X| ≤ (|Z|+ ℵ0)
ℵ0 .
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Proof. Suppose for contradiction that M0, . . . ,Mn ⊆ L2(X) are isomorphic invariant submod-
ules of L2(X) that are pairwise orthogonal. Let E ∈ L2(X)⊕n be a Z-basis of M0 and let
fi : M0 → Mi be isomorphisms. Then f0(E), . . . , fn(E) are mutually orthogonal Z-bases of size
n that contradict Lemma 3.8.
For the second assertion, denote κ = |Z|+ ℵ0 and observe that there are at most κℵ0 iso-
morphism classes of finitely generated, Γ-invariant Z-modules. Indeed, each such module is
determined by its matrix coefficients 〈γ · ei, ej〉Z ∈ L
∞(Z) for some Z-basis (e0, . . . , en−1). As
the cardinal of L∞(Z) is κℵ0 , this proves the claim. As each module can appear only finitely
many times in the decomposition of L2(X) and has density character |Z|, this shows that
|L2(X)| ≤ κℵ0 · κ = κℵ0 . 
We recall now that an extension is distal if it can be obtained as a tower of compact ex-
tensions. More precisely, Z ⊆ X is distal if there is an ordinal number α and intermediate
extensions {Xβ}β≤α such that
• Z = X0 ⊆ Xβ ⊆ Xβ′ ⊆ Xα = X for β ≤ β′ ≤ α,
• each extension Xβ ⊆ Xβ+1 is compact,
• if λ ≤ α is a limit ordinal, then Xλ is generated by the factors Xβ, β < λ.
We will say that {Xβ}β≤α is a distal tower for the extension Z ⊆ X. The minimal length α of
such a tower is the rank of the distal extension, which we denote by rk(X/Z). If Z is the trivial
system, then X is a distal system, and we denote the rank simply by rk(X).
As for compact extensions, we have the following.
Proposition 3.11. Let X be an ergodic system and let Zi ⊆ Yi ⊆ X, i ∈ I, be factors such that the
extensions Zi ⊆ Yi are distal. Then the factor Y ⊆ X generated by all the Yi is a distal extension of the
factor Z generated by all the Zi. Moreover, rk(Y/Z) ≤ supi∈I rk(Yi/Zi).
In particular, given an extension Z ⊆ X with X ergodic, there is a largest intermediate distal exten-
sion of Z in X.
Proof. Let α = supi∈I rk(Yi/Zi) and, for each i ∈ I, choose a distal tower {Yi,β}β≤α for the
extension Zi ⊆ Yi. Given β ≤ α, let Yβ be the factor generated by all the Yi,β for i ∈ I. Then,
using Proposition 3.5, it is clear that {Yβ}β≤α is a distal tower for Z ⊆ Y. 
Corollary 3.12. If Z ⊆ X is an ergodic, distal extension, then rk(X/Z) ≤ (|Z|+ ℵ0)+.
Proof. It is enough to apply the previous proposition to the extensions Z ⊆W where W varies
over the factors of X generated by Z together with an additional element of X. Indeed, each
such factor W has density character at most κ = |Z|+ ℵ0, hence rk(W/Z) < κ+. On the other
hand, these factors generate X. 
A deeper result of the Furstenberg–Zimmer theory is that factors of distal extensions are
again distal. We will need this fact for arbitrary (not necessarily separable) systems. The
following lemma will be useful to transfer this result (and some others) from the standard
theory to the non-separable setting.
Lemma 3.13. Let Z ⊆ X be a distal extension with X ergodic and let Y be a separable factor of X. Then
there are separable factors Z′ ⊆ Y′ ⊆ X with Z′ ⊆ Z, Y ⊆ Y′ and such that the extension Z′ ⊆ Y′ is
distal; moreover, rk(Y′/Z′) ≤ rk(X/Z).
Proof. We proceed by induction on the distal rank α = rk(X/Z). Let (Xβ)β≤α be a distal tower
for the extension Z ⊆ X. In the base case α = 0, we take Z′ = Y′ = Y.
Suppose next that α = β+ 1. There are finitely generated Γ-invariant Xβ-modules Mi such
that L2(Xα) =
⊕
i∈I Mi and we can choose a countable subset J ⊆ I such that
⊕
i∈J Mi contains
L2(Y). Fix some Mi and a corresponding Xβ-basis e1, . . . , en. Since Γ is countable and Y is
separable, we can find a separable factor W ⊆ Xβ such that the W-module M′i generated by
e1, . . . , en is Γ-invariant and contains the intersection L2(Y)∩Mi; moreover, since J is countable,
we can choose W which works for every i ∈ J. Then we consider the sum M =
⊕
i∈J M
′
i . By
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adding all the product modules (as defined in the proof of Proposition 3.5) if necessary, we
may assume that M defines a separable factor Y0 ⊆ X (i.e., M = L2(Y0)) which contains Y
and is a compact extension of W. Now we can apply the inductive hypothesis to get a distal
extension Z′ ⊆ Y1 of separable factors of Xβ such that Z′ ⊆ Z and W ⊆ Y1, and moreover
rk(Y1/Z′) ≤ β. Let Y′ be the factor generated by Y0 and Y1. Then Y′ is separable, contains Y,
and is a compact extension of Y1, hence also a distal extension of Z′ with rk(Y′/Z′) ≤ α. The
pair Z′,Y′ is as required.
Finally, if α is a limit ordinal, we can choose countably many βn < α such that Y is generated
by the factors Y ∩Xβn . By the inductive hypothesis, we have separable distal extensions Zn ⊆
Yn, of rank less than α, with Zn ⊆ Z and Y ∩ Xβn ⊆ Yn. If Z
′ and Y′ are the factors generated
respectively by the Zn and the Yn, then they are separable, Z′ ⊆ Z, Y ⊆ Y′, and the extension
Z′ ⊆ Y′ is distal of rank at most α by Proposition 3.11. 
The following proposition states that factors of distal systems are distal; see also Proposi-
tion A.2 for a refinement.
Proposition 3.14. Suppose Z ⊆ Y ⊆ X and X is ergodic. Then, the extension Z ⊆ X is distal if and
only if the extensions Z ⊆ Y and Y ⊆ X are distal.
Proof. The only difficulty is in proving that if Z ⊆ X is distal, then so is Z ⊆ Y. So assume the
former extension is distal.
If X1 and X2 are factors of X, we will denote by X1X2 the factor generated by X1 and X2.
We prove first that if W ⊆ X is a separable factor, then ZW is a distal extension of Z. By
Lemma 3.13, there are separable factors Z′ ⊆ W′ ⊆ X with Z′ ⊆ Z, W ⊆ W′ such that the
extension Z′ ⊆ W′ is distal. Then, by [G, Theorem 10.38], Z′W is also a distal extension of Z′.
Now applying Proposition 3.11 to the two distal extensions Z′W ⊇ Z′ and Z ⊇ Z yields that
the extension ZW ⊇ Z is distal.
Hence, since for each separable factor W of Y the extension Z ⊆ ZW is distal, the extension
Z ⊆ Y is distal as well, again by Proposition 3.11. 
We end this section with a well-known amalgamation result which is usually stated and
proved for separable systems in the literature.
Proposition 3.15. Let i1 : Z → X1 and i2 : Z → X2 be embeddings of ergodic systems. Then there
exists an ergodic system Y and embeddings j1 : X1 → Y and j2 : X2 → Y such that j1 ◦ i1 = j2 ◦ i2. If Y
is moreover generated by j1(X1) and j2(X2), we say it is an ergodic joining of X1 and X2 over Z.
Proof. For simplicity of notation, we will identify Z with its images i1(Z) ⊆ X1 and i2(Z) ⊆ X2.
Let X1 and X2 be the Stone spaces of the Boolean algebras X1 and X2 and let µ1 and µ2 be the
corresponding measures on X1 and X2. Denote by πi : X1 × X2 → Xi the projection maps. Let
PΓ(X1 × X2) denote the compact, convex set of Radon probability measures on X1 × X2 that
are invariant under the diagonal action of Γ. Let
JZ(X1,X2) =
{
ν ∈ PΓ(X1 × X2) : (π1)∗ν = µ1, (π2)∗ν = µ2 and
ν
(
(a× X2)△(X1 × a)
)
= 0 for all a ∈ Z
}
.
JZ(X1,X2) is still compact and convex. It is non-empty because the relatively independent joining
λ ∈ PΓ(X1 × X2) defined by
λ(a1 × a2) =
∫
Z
µ1(a1|Z)µ2(a2|Z) dz for a1 ∈ X1 and a2 ∈ X2
belongs to JZ(X1,X2). By the Krein–Milman theorem, there exists an extreme point λ0 of
JZ(X1,X2). We finally check that the system (X1 × X2,X1 ⊗ X2, λ0) is ergodic. For this, it is
enough to see that λ0 is an extreme point of PΓ(X1 × X2). Suppose that λ0 = tλ1 + (1− t)λ2
with λ1, λ2 ∈ PΓ(X1 × X2) and 0 < t < 1. Then µ1 = (π1)∗λ0 = t(π1)∗λ1 + (1− t)(π1)∗λ2,
which by the ergodicity of µ1 implies that (π1)∗λ1 = (π1)∗λ2 = µ1; similarly, (π2)∗λ1 =
(π2)∗λ2 = µ2. The last condition in the definition of JZ(X1,X2) is obviously satisfied because
of positivity. 
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4. Universal ergodic distal systems
Next we construct the largest ergodic compact extension and the largest ergodic distal ex-
tension of an ergodic system. We start by noting that we can amalgamate ergodic compact
extensions.
Lemma 4.1. Let Z be an ergodic system. Then the family of compact, ergodic extensions of Z has the
following properties:
(i) It is directed: if i1 : Z → X1 and i2 : Z → X2 are compact, ergodic extensions of Z, then there
exists a compact, ergodic extension j : Z→ X3 and embeddings j1 : X1 → X3 and j2 : X2 → X3
such that j1 ◦ i1 = j2 ◦ i2.
(ii) It is closed under direct limits.
Proof. (i) This follows from Propositions 3.15 and 3.5.
(ii) Let X = lim
−→
Xα be a direct limit of ergodic compact extensions of Z, and let us identify the
factors Xα with subsets of X. Then X is generated by the Xα, hence is also a compact extension
of Z. Ergodicity of X follows readily from the consideration of the zero-mean invariant vectors
in L2(X): their projection on each L2(Xα) is invariant, thus equal to zero; since the spaces
L2(Xα) generate L2(X), this is enough. 
Next we show how to amalgamate the set of all ergodic compact extensions of a given
system Z. If Z is the trivial one-point system, this construction yields the well-known Bohr
compactification of the group. We are grateful to Ehud Hrushovski for supplying the simple
uniqueness argument below, which is more general than the one we originally had.
A system X is said to be coalescent over a factor Z if every Z-embedding X → X (i.e., a
self-embedding fixing Z pointwise) is an isomorphism.
Theorem 4.2. Let Z be any ergodic Γ-system. Then there exists a unique compact, ergodic extension
i0 : Z→ Ẑ with the following property: if i : Z→ X is any compact, ergodic extension, then there exists
an embedding j : X→ Ẑ such that i0 = j ◦ i. Moreover |Ẑ| ≤ (|Z|+ ℵ0)ℵ0 and Ẑ is coalescent over Z.
Proof. First we show existence. By Proposition 3.10, there exists a set {Xα : α < κ} of represen-
tatives of all Z-isomorphism classes of compact, ergodic extensions of Z. We use Lemma 4.1
to define another sequence (X′α)α≤κ of ergodic compact extensions of Z with the property that
Xα ⊆ X′α and X
′
α ⊆ X
′
α′ for α < α
′ ≤ κ. We set X′0 = X0. For X
′
α+1 we take any amalgam of Xα
and X′α over Z. Finally, if λ ≤ κ is a limit ordinal, we let X
′
λ be the direct limit of the X
′
α for
α < λ. The last system Ẑ := X′κ is an ergodic compact extension of Z that contains any other
such extension as a factor. The bound on the density of Ẑ follows from Proposition 3.10.
Uniqueness follows from coalescence. To prove coalescence, suppose that φ : Ẑ → Ẑ is a Z-
embedding which is not surjective. Let κ = |Ẑ| and consider the directed system (Zα : α < κ+)
where each Zα is equal to Ẑ, each map Zα → Zα+1 is equal to φ, and for limit λ one takes
the direct limit Z′λ = lim−→α<λ Zα and a Z-embedding Z
′
λ → Ẑ = Zλ, and then defines the maps
Zα → Zλ for α < λ by the composition Zα → Z′λ → Zλ. Then the limit lim−→α<κ+ Zα is an ergodic,
compact extension of Z of density κ+, which contradicts the maximality of Ẑ. 
The uniqueness of the construction has the following direct consequence.
Corollary 4.3. Every automorphism of Z extends to an automorphism of Ẑ.
Proof. If i0 : Z→ Ẑ is as in the theorem and φ : Z→ Z is an automorphism, then i = i0 ◦ φ : Z→
Ẑ is also a universal, compact, ergodic extension of Z. By uniqueness, there is an isomorphism
ψ : Ẑ→ Ẑ such that ψ ◦ i0 = i = i0 ◦ φ. 
We can iterate the construction above and define an ergodic distal extension Z ⊆ Dα(Z) for
each ordinal number α in the natural way:
• D0(Z) = Z;
STRONGLY ERGODIC, DISTAL ACTIONS AND MODEL THEORY 12
• Dα+1(Z) = D̂α(Z);
• Dλ(Z) = lim−→β<λDβ(Z) if λ is a limit ordinal.
Note that the tower Dα(Z) is unique up to Z-isomorphism. More precisely, if α is an ordinal
and (Dβ)β≤α, (D′β)β≤α are two towers constructed as above, then there is an isomorphism
Dα → D′α that restricts to a Z-isomorphism Dβ → D
′
β for each β < α. This follows from Theo-
rem 4.2 and an easy induction using Corollary 4.3. Clearly, each Dα(Z) is a distal extension of
Z of distal rank at most α.
Theorem 4.4. Let Z be an ergodic system. Then the system Dα(Z) is universal for the ergodic, distal
extensions of Z of rank at most α, i.e., any such system is a factor of Dα(Z). Moreover, Dα(Z) is
coalescent over Z and hence unique with this universal property.
Proof. Let (Xβ)β≤α be a distal tower over Z of length α with Xα ergodic. We construct by
induction a sequence of embeddings iβ : Xβ → Dβ(Z). We start with i0 = id. For the successor
step, suppose that iβ has already been constructed. Apply Proposition 3.15 to find an ergodic
joining Y of Xβ → Xβ+1 and Xβ
iβ
−→ Dβ(Z) over Xβ. By Proposition 3.5, Y is a compact extension
of Dβ(Z), so by the universality of Dβ+1, there exists an embedding Y→ Dβ+1(Z) over Dβ(Z).
Now composing the embeddings Xβ+1 → Y and Y → Dβ+1(Z) yields iβ+1. If λ is a limit
ordinal, one can just take iλ =
⋃
α<λ iβ.
For the moreover assertion, we want to show that each self-embedding of Dα(Z) fixing Z
is an isomorphism. We proceed by induction. Suppose this holds for every α < α′ and let
φ : Dα′(Z)→ Dα′(Z) be a Z-embedding. We show first that φ(Dα(Z)) ⊆ Dα(Z) for each α < α′.
Indeed, by Proposition 3.11, the system W generated by φ(Dα(Z)) and Dα(Z) inside Dα′(Z) is
a distal extension of Z of rank at most α, hence a factor of Dα(Z) by the universal property we
just proved. Thus we have embeddings Dα(Z) → W → Dα(Z), and the inductive hypothesis
implies they are surjective; hence φ(Dα(Z)) ⊆ Dα(Z). Again by the inductive hypothesis, we
actually have equality for each α < α′. Now if α′ is of the form α+ 1, the fact that φ is surjective
follows from Theorem 4.2. The limit case is clear. 
The proof of Theorem 4.4 implies that if α < α′ and Y is a distal extension of Z of rank at
most α such that Y ⊆ Dα′(Z), then Y ⊆ Dα(Z). Thus within Dα′(Z), the system Dα(Z) can be
defined as the maximal intermediate distal extension of Z of rank at most α.
Theorem 4.5. Let Z be an ergodic system and let κ = |Z|+ ℵ0. Then we have Dκ++1(Z) = Dκ+(Z),
i.e., Dκ+ (Z) is the largest ergodic, distal extension of Z. In particular, every ergodic, distal extension of
Z has density at most κℵ0 + κ+.
Proof. The bound on the rank follows from Corollary 3.12. Then, the density bound follows
from Theorem 4.2. 
In particular, if we define Dα(Γ) := Dα(1) where 1 is the trivial 1-point system, then Dω1(Γ)
is the largest ergodic, distal Γ-system. It is natural to ask what the actual distal rank of Dω1(Γ)
is. For Γ = Z this is answered by a construction of Beleznay and Foreman.
Theorem 4.6. We have Dα(Z) ( Dα+1(Z) for all α < ω1. That is, rk(Dω1(Z)) = ω1.
Proof. In [BF1] examples are built of ergodic, distal systems of arbitrarily high countable rank.
Since the rank of a distal system is at least as large as the rank of any of its factors (see the
Appendix), the result follows. 
On the other hand, there are groups Γ with no non-trivial compact systems (for example,
finitely generated, simple, infinite groups) for which Dω1(Γ) = 1. We will show in Section 7
that for groups with property (T), all ergodic distal systems are compact, i.e., Dω1(Γ) = D1(Γ).
The systems Dα(Γ) give examples where many classical results in ergodic theory valid in
the separable setting fail. We will mention two.
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Zimmer [Z3] proved that if (X,X, µ) is any separable Z-system and K is a non-trivial, com-
pact, metrizable group, then there exists a cocycle ρ : Z × X → K which is not a coboundary.
However, we have the following.
Proposition 4.7. Let X = Dω1(Γ) and let X be the probability space associated to X. Suppose that K
is a compact group and ρ : Γ× X → K is a cocycle. Then ρ is a coboundary.
Proof. Let L ≤ K be the essential range of ρ. Then X ×ρ L is an ergodic, compact extension of
Dω1(Γ), so it must be trivial. This means that L is trivial and ρ is a coboundary. 
Recall that an ergodic system X is called 2-simple if whenever X1 and X2 are two isomorphic
copies of X inside a larger ergodic system, then X1 = X2. If X is not weakly mixing (for
example, distal), 2-simplicity implies simplicity (which has a more complicated definition; see
[G, Chapter 12] for more details).
Proposition 4.8. For every ordinal α ≤ ω1, Dα(Γ) is a simple system.
Proof. Let X = Dα(Γ) and suppose that X1 and X2 are two copies of X in an ergodic system Y.
Then by Proposition 3.11, the system generated by X1 and X2 is distal of rank at most α. Now
by universality and coalescence of X, we must have that X1 = X2. 
Proposition 4.8 should be contrasted with a theorem of Veech (see [G, Theorem 12.1]) that
states that a separable, ergodic, simple system is either compact or weakly mixing. Combining
the two, we have the following (see also Theorem 7.3 for a generalization).
Corollary 4.9. Suppose that D2(Γ) is a separable system. Then D2(Γ) = D1(Γ) and every distal
Γ-system is compact.
We conclude this section with a simple observation for future reference.
Proposition 4.10. Let X ⊆ Y be an extension of ergodic systems. Then for every ordinal α, Dα(X) is
a factor of Dα(Y).
Proof. Let W be an ergodic joining of Y and Dα(X) over X. Then by Proposition 3.11, the
extension Y ⊆ W is distal of rank at most α and by the universal property of Dα(Y), W is a
factor of Dα(Y). 
5. Compact extensions and algebraic closure
Recall that an element of a structure M is algebraic over a subset A ⊆ M if it belongs to a
compact A-definable subset of M. We say a ∈ M is algebraic if it is algebraic over ∅. The
set aclM(A) of all elements algebraic over A is the algebraic closure of A in M, and forms a
substructure of M.
The substructure aclM(∅) ⊆ M is a fundamental model-theoretic invariant of M: it only
depends on its first-order theory and it is a common substructure of all models of this theory.
In the case of a Γ-system X, this defines a canonical factor
Xalg := aclX(∅) ⊆ X
and one may ask whether this is related to any natural notion in ergodic theory. If Γ is an
infinite amenable group and the action Γ y X is free, then aclX(A) is just the factor generated
by A in X (this follows from quantifier elimination). Hence Xalg is always the trivial factor.
On the other hand, as we show below, for strongly ergodic actions the situation is completely
different: if X is strongly ergodic, then Xalg contains all distal factors of X. We will actually
prove a stronger result by showing that algebraicity is witnessed by quantifier-free formulas.
Given a system X, a factor Z, and a tuple F = ( fi)i∈I ⊂ L∞(X), the the quantifier-free type
of ( fi) over Z is given by the joint conditional distribution over Z of the tuple of random
variables (γ · fi)γ∈Γ,i∈I. If F and F′ have the same quantifier-free type over Z, we will write
F ≡Z F
′. In other words, F ≡Z F′ iff for every ∗-polynomial P with coefficients from L∞(Z)
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and variables indexed by I, E(P(F)) = E(P(F′)). In particular, the system generated by Z and
F is isomorphic to the one generated by Z and F′.
The following is one of our main results.
Theorem 5.1. Suppose Z ⊆ X is a distal extension with X strongly ergodic and f0 ∈ L
∞(X). Then
the set { f ∈ L∞(X) : f ≡Z f0} is compact in the L2-norm.
Proof. Suppose for contradiction that there exist ǫ > 0 and { fi : i < ω} ⊆ L∞(X) such that
fi ≡Z f0 for all i and ‖ fi − f j‖2 ≥ ǫ for all i 6= j. Since X is a distal extension of Z, by
Proposition 3.14, the factor generated by Z and f0 is a distal extension of Z.
In view of Theorem 4.5, let κ be a cardinal larger than the density of any distal extension of
Z. It follows from the compactness theorem that there exists an elementary extension X′ of X
and a sequence ( f ′i )i<κ ⊆ L
∞(X′) such that f ′i ≡Z f0 for all i < κ and ‖ f
′
i − f
′
j ‖ ≥ ǫ for i 6= j.
The first condition ensures that for every i < κ, the factor generated by f ′i over Z is a distal
extension of Z. Hence, by Proposition 3.11, the factor Z′ generated by all the f ′i over Z is also a
distal extension of Z and, moreover, |Z′| ≥ κ since ( f ′i )i<κ is separated. On the other hand, X
′
is ergodic since X is strongly ergodic, and hence so is Z′ ⊆ X′. This contradicts the choice of
κ. 
Remark 5.2. If in Theorem 5.1 one assumes that the extension Z ⊆ X is compact rather than dis-
tal, one does not need the strong ergodicity assumption on X and the result follows easily from
Lemma 3.8. Thus a more direct approach to Theorem 5.3 below and many of the applications
would use Lemma 3.8 and then rely on the transitivity of the algebraic closure operator.
Theorem 5.1 has the following model-theoretic consequence.
Theorem 5.3. Let X be a strongly ergodic system and Z ⊆ X be a factor. Then any distal extension of
Z in X is contained in aclX(Z).
Proof. If f , g ∈ L∞(X), we will write tpX( f/Z) = tpX(g/Z) if f and g have the same type over
Z, i.e., for any first order formula φ(v) with parameters from Z, we have φX( f ) = φX(g). Let
X′ be a sufficiently saturated elementary extension of X. Recall that for f ∈ L∞(X),
f ∈ aclX(Z) ⇐⇒ {g ∈ L∞(X′) : tpX
′
(g/Z) = tpX
′
( f/Z)} is compact.
Let now Z ⊆ Y ⊆ X with Z ⊆ Y distal and let f ∈ L∞(Y). Note that
(5.1) {g ∈ L∞(X′) : tpX
′
(g/Z) = tpX
′
( f/Z)} ⊆ {g ∈ L∞(X′) : g ≡Z f}.
Call the set on the right-hand side of (5.1) A and let W be the factor of X′ generated by A and
Z. By Propositions 3.14 and 3.11, the extension Z ⊆ W is distal. Furthermore, W is strongly
ergodic as a factor of the strongly ergodic system X′. So by Theorem 5.1, A is compact and
thus f ∈ aclX(Z). 
These results have a number of corollaries.
Corollary 5.4. Let Z ⊆ X be a distal extension with X strongly ergodic. Then AutZ(X) is compact.
Corollary 5.5. Let X be a strongly ergodic system and let D be its maximal distal factor. Then D ⊆
Xalg. In particular, D is separable.
Proof. The algebraic closure of the empty set is always separable if the language is countable.

Remark 5.6. Corollary 5.5 implies that any distal, ergodic system of a property (T) group is sep-
arable. In particular, the Bohr compactification of a property (T) group Γ is second countable
(or, which is equivalent, Γ admits only countably many finite-dimensional unitary representa-
tions). This is a result of Wang [W].
Corollary 5.7. Suppose X is distal, strongly ergodic and the action Aut(X) y X is ergodic. Then X
is compact.
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Proof. By Corollary 5.4, K = Aut(X) is compact. Let L2(X) =
⊕
i Mi be a decomposition into
irreducible representations of K. For each i, let Ei denote the subspace generated by all the
subrepresentations of K y L2(X) isomorphic to Mi. The ergodicity assumption and Lemma 3.8
(which works for actions of arbitrary groups) imply that the Ei are finite-dimensional. They are
also Γ-invariant and generate L2(X). This shows that X is a compact system, as required. 
In [GIT], Gaboriau, Ioana and Tucker-Drob prove a cocycle superrigidity result for compact
actions of product groups and countable targets. Corollary 5.7 above implies the following
parallel result. We are grateful to Robin Tucker-Drob for suggesting this corollary.
Corollary 5.8. Let Γ and Λ be countable groups and Γ×Λ y X be a distal action such that the action
Γ y X is strongly ergodic and the action Λ y X is ergodic. Then the original action Γ ×Λ y X is
compact.
The following is the main result of [IT] (for separable systems).
Corollary 5.9 (Ioana–Tucker-Drob). Let X be a distal system and Y be strongly ergodic. If X <w Y,
then X is a factor of Y.
Proof. By Lemma 2.6, the condition X <w Y says that X embeds as a factor of some elementary
extension Y′ of Y. Thus, by Theorem 5.3, X ⊆ Y′ alg. As the algebraic closure does not change
with elementary extensions, this implies that X ⊆ Yalg ⊆ Y. 
The previous corollaries all follow from Theorem 5.3. Next we have an application that uses
the full power of the Theorem 5.1. Note that every ergodic, compact system is coalescent but
this fails in general for ergodic, distal systems; see [PW] for an example of a non-coalescent
ergodic Z-action of distal rank 2.
Theorem 5.10. Every strongly ergodic, distal system is coalescent. More generally, if Z ⊆ X is a distal
extension with X strongly ergodic, then X is coalescent over Z.
Proof. Suppose φ : L∞(X) → L∞(X) is a Γ-embedding that is the identity on L∞(Z), but f ∈
L∞(X) is not in the image of φ. Let ǫ = d( f , φ(L∞(X))) > 0. Then for all i < j < ω,
φi( f ) ≡Z φ
j( f ) and d(φi( f ), φj( f )) ≥ ǫ. This contradicts Theorem 5.1. 
Remark 5.11. After reading a preliminary version of this paper, Adrian Ioana pointed out to us
that it is possible to use [IT, Lemma 2.6] (which implies that the semigroup of endomorphisms
of a strongly ergodic, distal system is compact) instead of Theorem 5.1 in the proof above.
Corollary 5.12. Let X and Y be two strongly ergodic, distal systems which are weakly equivalent. Then
they are isomorphic.
Proof. By Corollary 5.9, X and Y are bi-embeddable, which combined with Corollary 5.10 yields
that they are isomorphic. 
6. Proof by model-theoretic stability
In this section, we give a simple proof of Theorem 5.3 that only uses basic stability theory.
It requires more familiarity with model-theoretic notions than the previous sections.
Given a Γ-system X, we will denote by TX its first-order theory. We denote by |⌣
TX the stable
independence relation in models of TX, i.e., the non-forking relation restricted to stable formulas
(as done in [BIT] in the classical, discrete setting). By |
⌣
we denote the usual independence
relation in measure algebras.
We recall the theorem of existence of non-forking extensions.
Lemma 6.1. For any small tuples x, y, z in a saturated model X′ |= TX there exists x′ in X′ such that
tpTX(x′/y) = tpTX(x/y) and x′ |
⌣
TX
y z.
Proof. See Ben Yaacov [B1, Corollary 2.4]. 
Lemma 6.2. Let x, y, z be tuples in X. If x |
⌣
TX
y z, then x |⌣aclX(y) z.
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Proof. This is because the theory of probability measure algebras has weak elimination of
imaginaries. 
Recall that an extension Z ⊆ X is weakly mixing if the relatively independent self-joining
X⊗Z X is ergodic.
Theorem 6.3. Let Z ⊆ X be an extension of Γ-systems with X strongly ergodic. Then the extension
aclX(Z) ⊆ X is weakly mixing.
Proof. We denote A = aclX(Z) and we let b¯ be a tuple enumerating (a dense subset of) X.
Let X′ be a sufficiently saturated elementary extension of X, which must be ergodic by the
assumption of strong ergodicity of X. Let b¯′ be a tuple in X′ with b¯′ ≡A b¯ and b¯′ |⌣
TX
A
b¯.
Hence, by Lemma 6.2, b¯′ |
⌣A
b¯. The two conditions on b¯ and b¯′ say that the structure W
generated by b¯ and b¯′ inside X′ is isomorphic to the relatively independent self-joining X⊗A X.
But then, since W ⊆ X′, we conclude that X⊗A X is ergodic as required. 
We point out that Theorem 5.3 is a direct consequence of this result, modulo the following
simple remark.
Lemma 6.4. Let X be an ergodic Γ-system and let Z ⊆ Y ⊆ X be factors. If the extension Y ⊆ X is
weakly mixing, then Y contains the maximal distal extension of Z in X.
Proof. By induction, it suffices to show that Y contains Z1, the maximal compact extension of Z
in X. Let W be the factor generated by Y and Z1. Then the extension Y ⊆W is clearly compact
and weakly mixing. So it is enough to note that a compact, weakly mixing extension must be
trivial or, which is the same, that a weakly mixing extension Y ⊆W does not admit any finitely
generated Γ-invariant submodule. Indeed, if e0, . . . , en−1 is a Y-basis for a non-trivial invariant
Y-module in L2(W), then the function ∑i<n ei ⊗ ei ∈ L
2(W⊗Y W) is Γ-invariant but it is not
constant. 
Using an elementary but somewhat lengthy compactness argument, which we omit, one
can improve Theorem 5.3 to show that the maximal distal extension of Z in X is contained in
the existential algebraic closure of Z, and this argument requires no additional ergodic theory.
This is a weaker statement than Theorem 5.1, which says that one can use only quantifier-free
formulas; however, it suffices to prove our Theorem 5.10 about coalescence of strongly ergodic
systems (and our original proof relied on the notion of existential algebraic closure).
7. Groups with property (T)
Next, we consider actions of groups with property (T). Here we will be mostly interested
in separable systems because, by Theorem 5.3, if Z is a separable system of a property (T)
group (for example, the trivial one), then any distal extension of Z is also separable. Thus we
will make free use of the classical theory for separable systems, as presented, for example, in
[G]. Nevertheless, we state Theorem 7.1 in full generality and prove it by a reduction to the
separable case.
It will be useful to consider the representation of ergodic compact extensions as skew-
products. More precisely, recall that if Z ⊆ X is an ergodic compact extension with X sep-
arable, then there exists a compact, metrizable group K, a closed subgroup L ≤ K, and a
cocycle ρ : Γ× Z → K such that
X ∼= Z×ρ K/L
with the action of Γ given by γ · (z, kL) = (γ · z, ρ(γ, z)kL). Moreover, K can be chosen so that
the system X ∼= Z×ρ K is also an ergodic compact extension of Z.
Our result about property (T) groups follows from the following more general theorem.
Theorem 7.1. Let Z be a Γ-system and suppose thatD2(Z) is strongly ergodic. ThenD2(Z) = D1(Z).
In particular, every distal extension of Z is a compact extension.
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Proof. We write Di instead of Di(Z). We assume first that Z is separable. As noted above, by
Theorem 5.3, both systems D1 and D2 are separable. We represent D1 and Z as usual actions
on probability spaces, by Γ y D1 and Γ y Z, respectively.
Hence we can write D1 ∼= Z ×ρ1 K/L for appropriate K, L and ρ1 as above. In fact, we
must have L = {1K}, otherwise the skew-product Z×ρ1 K would be a proper extension of D1
which is still an ergodic compact extension of Z, contradicting the maximality of D1. Thus
D1 ∼= Z ×ρ1 K. Note that K embeds as a subgroup of AutZ(D1) by acting on Z ×ρ K on the
right. Moreover, if we denote
DK1 = {a ∈ D1 : k · a = a for all k ∈ K},
then, clearly, DK1 = Z. (We actually have K = AutZ(D1), see [G, Proposition 6.16].)
Now let K2 = AutZ(D2), and consider the corresponding factor of invariant elementsD
K2
2 ⊆
D2. We note that as by Corollary 4.3, the restriction map AutZ(D2) → AutZ(D1) is surjective,
we have D1 ∩D
K2
2 = D
K
1 = Z. Let C be the maximal compact extension of Z in D
K2
2 . Then
C ⊆ D1, for D1 is the maximal intermediate compact extension of Zwithin D2. Thus C ⊆ Z. As
the extension Z ⊆ DK22 is distal (as an intermediate extension of the distal extension Z ⊆ D2),
this implies that Z = DK22 .
Finally, by our hypothesis on D2 and Corollary 5.4, the group K2 is compact, i.e., Z = D
K2
2 ⊆
D2 is a group extension. By [G, Theorems 3.29 and 9.14], it must be a compact extension, so
D2 = D1. We conclude that Dα = D1 for all α. By Theorem 4.4, this means that every distal
extension of Z is a factor of D1, and thus a compact extension of Z as per Lemma 3.7.
Now suppose Z is an arbitrary ergodic system with D2(Z) strongly ergodic. Let Y ⊆ D2
be any separable factor. By Lemma 3.13, there are separable factors Z′ ⊆ Y′ ⊆ D2 with
Z′ ⊆ Z and Y ⊆ Y′ such that the extension Z′ ⊆ Y′ is distal. As D2(Z′) is a factor of D2(Z)
(Proposition 4.10), it is also strongly ergodic and by what we have just shown in the separable
case, the extension Z′ ⊆ Y′ is compact. Hence the system generated by Y and Z is a compact
extension of Z, and by Proposition 3.5, we can conclude that so isD2. So againD2 = D1 and we
deduce as before that every ergodic distal extension of Z is actually a compact extension. 
Corollary 7.2. Suppose that Γ has property (T). Then the following hold:
(i) If Z is any ergodic Γ-system, then every distal extension of Z is a compact extension.
(ii) Every ergodic, distal Γ-system is compact.
If one is just interested in item (ii) of the last corollary, one can also obtain it as a consequence
of Corollaries 4.9 and 5.5.
A variant of the previous argument in the case Z = 1 (see below) shows that the conclusion
D2(Γ) = D1(Γ) can be obtained by assuming only that Aut(D2(Γ)) is compact. On the other
hand, note that in the exact sequence
(7.1) 1→ AutD1(Γ)(D2(Γ))→ Aut(D2(Γ))→ Aut(D1(Γ))→ 1
both groups to the sides of Aut(D2(Γ)) are always compact. If Aut(D2(Γ)) is Polish, this
implies that Aut(D2(Γ)) is also compact. Therefore we obtain the following strengthening of
Corollary 4.9.
Theorem 7.3. Suppose the group Aut(D2(Γ)) is either compact or Polish. Then, D2(Γ) = D1(Γ).
Proof. We write Di instead of Di(Γ) and Ki instead of Aut(Di). In either case of the statement
we have that K2 is compact. Indeed, K1 is clearly compact and AutD1 (D2) is compact by
Proposition 3.9. If K2 is Polish, then the map K2 → K1 in (7.1) must be open and we can apply
[HR, Theorem 5.25] to conclude that K2 is compact.
Now, as in the proof of Theorem 7.1, the surjectivity of the restriction map K2 → K1 gives
D1 ∩D
K2
2 = D
K1
1 = 1, hence the factor of invariant elements D
K2
2 must be trivial. In other
words, the action K2 y D2 is ergodic. As in the proof of Corollary 5.7, this implies that D2 is
compact, as required. 
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Remark 7.4. In view of Theorem 7.3, one might ask whether it is enough to assume that D1(Γ)
is separable in order to conclude that D2(Γ) = D1(Γ). The answer is negative, as shown by
the following example. Let Γ be the Grigorchuk group (see [dlH] for details on this group).
First, any unitary representation of Γ factors through a finite group [dlH, p. 224]. On the
other hand, Γ is residually finite and finitely generated, so its profinite completion, which by
the previous remark is equal to its Bohr compactification, is an infinite, metrizable, compact
group. In other words, the probability space of D1(Γ) is standard and non-atomic. The group
Γ is amenable, so by [OW], the action Γ y D1(Γ) is orbit equivalent to an action of Z, and thus,
by Zimmer [Z3], there exist non-trivial cocycles Γ×D1(Γ)→ K for any compact, metrizable K.
Hence D1(Γ) ( D2(Γ)
Appendix A. Distal rank and factors
It is a folklore result that the distal rank of a factor cannot be larger than the distal rank of
the original system, at least for actions of Z. We have used this to deduce Theorem 4.6. Since
we could not find a proof in the literature, we include one here. We thank Eli Glasner, Matt
Foreman and Jean-Paul Thouvenot for some helpful hints.
We use again the convention that if X and Y are factors of a system W, then XY denotes the
factor generated by them inside W. We also recall that we write X |
⌣Z
Y to say that X and Y
are relatively independent over Z.
Proposition A.1. Let X and Y be separable Γ-systems inside some larger system, with a common factor
Z. Assume X is ergodic and X |
⌣Z
Y. Let Y1 be the maximal compact extension of Z in Y. Then XY1
is the maximal compact extension of X inside XY.
Proof. For Z-actions this is exactly Theorem 7.4 in Furstenberg’s article [F], and its proof also
works for actions of arbitrary countable groups. See also Glasner’s book [G] (Chapter 9, Sec-
tions 3 and 4, and particularly Theorem 9.21), where a variant of this theorem is proved for
arbitrary Γ-actions along the same lines as in [F] (this variant corresponds precisely to Theo-
rem 7.1 in [F]). 
Proposition A.2. Suppose Γ is a countable group and Z ⊆ Y ⊆ X are Γ-systems with X ergodic and
the extensions Z ⊆ Y and Y ⊆ X distal. Then rk(Y/Z) ≤ rk(X/Z).
Proof. If this holds in the separable case, then the general case can be deduced from it exactly
as in the proof of Proposition 3.14 (note that the bounds for the distal rank that appear in
Lemma 3.13 and Proposition 3.11 then become relevant).
So we assume X is separable. For each ordinal η, let Xη and Yη be the maximal distal
intermediate extensions of Z of rank at most η inside X and Y, respectively. If α = rk(X/Z)
and β = rk(Y/Z), then (Xη)η≤α and (Yη)η≤β are the corresponding distal towers for X and Y
over Z and each Xη+1 is the maximal compact extension of Xη inside X, and similarly for Yη+1.
We observe first that by the maximality of the Xη, we have Yη ⊆ Xη for every η. Next we
show by induction that Xη |⌣Yη Y for each η. Thus, in particular, X |⌣Yα Y, which implies
Yα = Y and hence β ≤ α, as required.
For η = 0, the claim becomes Z |
⌣Z
Y and holds trivially. Suppose inductively that Xη |⌣Yη
Y. By Proposition A.1, XηYη+1 is the maximal compact extension of Xη inside XηY. On the
other hand, the projection to XηY of any finitely generated Γ-invariant module over Xη is again
a finitely generated Γ-invariant module over Xη. It follows that the projection of L2(Xη+1) to
L2(XηY) is contained in L2(XηYη+1) or, in other words, that
Xη+1 |⌣
XηYη+1
XηY.
This together with the induction hypothesis implies that Xη+1 |⌣Yη+1 Y. Finally, suppose η is
a limit ordinal and Xξ |⌣Yξ Y for every ξ < η. We can write any f ∈ L
2(Xη) as f = ∑ξ<η fξ for
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certain fξ ∈ L2(Xξ). Hence,
E( f |Y) = ∑
ξ<η
E( fξ |Y) = ∑
ξ<η
E( fξ |Yξ) ∈ L
2(Yη).
This shows that Xη |⌣Yη Y and concludes the proof. 
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