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Abstract 
 
 
The present research explores numerically and experimentally the process of melting and 
solidification of Phase Change Materials (PCM) in a latent heat thermal energy storage 
system (LHTESS). Further, the study will investigate various methods of intensification of 
heat transfer in such materials by means of metallic fins, filling particles or nanoparticles and 
by choosing the optimal system geometry for a rapid development of free convection flows 
during the melting process.  
The study includes three main parts. First, 3D CFD modelling was performed for the melting 
performance of a shell-and-tube thermal storage system with n-Octadecane as a PCM. The 
predicted model was in very good agreement with experimental data published in open 
literature. A series of numerical calculations were then undertaken to investigate the effect of 
nanoparticles on the heat transfer process. Dimensionless heat transfer correlations were 
derived for the system with Pure PCM and PCM mixed with nano-particles. 
In the second part of this study the experimental studies were carried out in order to 
investigate the performance of the laboratory thermal storage system with paraffin as the 
PCM. The thermal storage system was connected to evacuated tube solar collectors and its 
performance was evaluated in various conditions. 3D CFD model of the system was 
developed and numerical simulations were run for constant heat source conditions. 
Computational results were compared with experimental data obtained on the test rig at 
Northumbria University. Comparison revealed that the developed CFD model is capable to 
  
 Page vi 
 
describe process of heat transfer in the system with high accuracy and therefore can be used 
with high confidence for modelling further cases. 
Finally, 3D CFD model was developed to predict the transient behaviour of a latent heat 
thermal energy storage system (LHTESS) in the form of a rectangular container with a 
central horizontal pipe surrounded by paraffin as PCM (melting temperature is 60 oC). Water 
was used as a heat transfer fluid (HTF). The enhancement of heat transfer in specific 
geometries by using external longitudinal fins on the tube and metallic porous matrix were 
numerically investigated. The influence of the number of fins and porosity of the matrix on 
the temperature distribution, melting process, melting time and natural convection 
phenomena were studied. Dimensionless heat transfer correlations were derived for 
calculation of the Nusselt number as function of Fourier, Stefan and Rayleigh numbers. 
These correlations to be used in the further designing process of similar thermal storage units 
at Northumbria University.  
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Chapter 1  Introduction  
 
The rapid utilization of fossil has fuels resulted in a considerable increase in the level of 
greenhouse gases. Carbon dioxide emissions amount to approximately 347 billion tons since 
1751 [1]. Therefore, significant efforts are being made by scientists to reduce consumption of 
fossil fuels and to generate energy from natural renewable sources, such as wind, sunlight, 
geothermal as well as hydropower. Solar energy, given that it is abundant and freely 
available, is one of the most promising renewable energy resources. The International Energy 
Agency has estimated that solar power will produce 21% of the world’s electricity by 2050 
[2]. However, there are several problems associated with utilisation of the solar energy: the 
intensity of the solar radiation varies with the location and during the day and seasons and 
depends on the local weather conditions (clear or cloudy sky). Because of this, it is a sensible 
engineering solution for the solar energy to be stored in various forms including 
electrochemical storage and thermal energy storage systems (TESS) [3].  
The thermal energy storage systems can be classified into several main groups, namely 
thermochemical storage, sensible heat storage and latent heat storage, or combination of these 
both [4]. Thermochemical heat storage involves chemical reactions to take place in the 
storage vessel. In the sensible storage systems, the heat is stored by increasing the 
temperature of a single phase storage medium, while the latent heat systems store the energy 
as a result of the phase transition of the materials at the constant or nearly constant 
temperature. It is highlighted in a number of works that the latent heat storage systems  using 
a Phase Change Material (PCM) is perhaps the most effective heat storage technique because 
it provides a very high energy density during the melting and solidification processes 
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compared to the conventional sensible heat energy storage. This means that the latent heat 
storage system using a PCM requires a much smaller volume of materials to store a certain 
amount of energy. A detailed review of energy storage using PCMs has been performed in  
[5-8]. 
This research work focuses on numerical and experimental investigations of melting and 
solidification processes in PCMs of a latent heat thermal energy storage system (LHTESS). 
The study also looks at various methods of intensification of the heat transfer in such 
materials by means of deployment of metallic fins, filling particles or nanoparticles and 
selection of the optimal system geometry which creates conditions for a rapid development of 
free convection flows during the melting process.   
1.1 Research objectives 
The overall aim of this work is to propose the most efficient means of enhancement of heat 
transfer in the thermal storage systems with PCMs and derive dimensionless correlations for 
determination of heat transfer in such thermal storage systems as a function of process and 
design parameters. To achieve these numerical and experimental investigations were 
conducted to obtain information on the flow, heat transfer, the temperature distribution in 
PCMs and analyse the influence of metallic fins, filling particles or nano-particles on the heat 
transfer enhancement.   
The main objectives of the study can be summarised as follows: 
1. To carry out a comprehensive literature review related to the thermal energy storage 
technologies using PCMs, thermal storage systems design and configurations and on 
methods of heat transfer intensification.   
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2. To develop CFD models of the thermal storage systems to be experimentally 
investigated.  
3. To study the influence of the geometry of the thermal storage systems, filling particles 
or nano-particles on the enhancement of the heat transfer in the PCM storage systems. 
4. To experimentally investigate the performance of thermal storage system with the 
PCM,   coupled with evacuated tube solar collectors.  
5. To validate the developed CFD model using the obtained experimental information 
and to refine the model if necessary.  
6. To use the refined model to investigate wider range of geometries and configurations 
of thermal storage systems with PCMs.  
7. To derive dimensionless correlations for determination of heat transfer in various 
thermal storage systems as a function of process and design parameters. 
1.2 Research methodology 
The work will consist of both experimental and numerical investigations. 
1.2.1 Experimental investigations 
In order to design and build an optimal PCM storage unit the acquisition of experimental data 
on the performance of such systems is required. The main objectives of the experimental part 
in this study are:  
1. To investigate the heat transfer in the thermal storage system this is in the form of the 
rectangular container with horizontal pipes surrounded by a phase change material.  
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2. To test the system using conditions typical for three different seasons in the North-East 
region of the UK. 
3.  To test the system operating at the steady state regime in order to validate the CFD 
model.  
4. To study the effect of the inlet temperature of the heat transfer fluid (HTF). 
5. To study the influence of the flow rate of the HTF.   
1.2.2 Numerical investigations 
CFD modelling has been used to simulate numerically the heat and mass transfer processes 
taking place during melting and solidification processes in PCM. The study has involved 
application of two and three dimensional CFD models using ANSYS/FLUENT software. 
Theoretical results have been validated using experimental data. In final stages of 
investigations, the numerical models have been used to study the transient behaviour of the 
heat storage units with different geometries. 
1.2.3 Physical definitions of the dimensionless parameters   
This section presents the physical definition of the dimensionless parameters which are used 
to estimate the heat transfer in the thermal storage systems.     
Fourier number (Fo) is the ratio of the heat conduction rate to the rate of thermal energy 
storage in a solid. Fo is dimensionless time and can be calculated using the following 
equation: 
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 2
tFo
L
   (1.1) 
Grashof number (Gr) is measure of the ratio of buoyancy forces to viscous forces. Gr is 
calculated using the following equation: 
 
3
2
( )sg T T LGr
v
    (1.2) 
Nusselt number (Nu) is the ratio of convection to pure conduction heat transfer. Nu is 
calculated using the following equation: 
 
f
hLNu
k
   (1.3) 
Prandtl number (Pr) is the ratio of the momentum and thermal diffusivities. Pr is calculated 
using the following equation: 
 
pC vPr =
k
    (1.4) 
Reynolds number (Re) is the ratio of the inertia and viscous forces. Re is calculated using the 
following equation: 
 
VLRe =
v
  (1.5) 
Stefan number (Ste) is the ratio of the sensible heat to latent heat. Ste is calculated using the 
following equation: 
 
pC TSte
L
   (1.6) 
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1.3 Contribution to knowledge 
Analysis of existing literature indicates that investigations on the heat transfer in thermal 
storage systems have been mainly concentrated on the encapsulated PCMs and on the shell-
and-the-tube type PCM storage systems. It also reveals the relevance of the development of 
accurate and feasible CFD models and an importance of derivation of dimensionless heat 
transfer correlations.  
In this work accurate 3D CFD models were developed to evaluate performance of the thermal 
storage systems with the metallic porous matrix, external fins and PCM mixtures with nano-
particle fillings.  
Dimensionless correlations for determination of heat transfer for investigated thermal storage 
systems were derived as a function of a wide range of process and design parameters. These 
correlations are for use in the designing process in the further development of similar thermal 
storage systems at Northumbria University. 
1.4 Thesis structure  
Chapter 1, Introduction: this chapter highlights the scope of the research, aims and   
research objectives and methodology. It also describes the contribution to knowledge and the 
thesis structure.  
Chapter 2, Literature review: This chapter presents results of the comprehensive review of 
the most significant studies which are relevant to the current research topic. The review 
focuses on the techniques applied to enhance the performance of thermal storage systems and 
the methods used to analyse the heat transfer problems in the phase change materials. Also, 
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this chapter describes the published results and discussions on the heat transfer intensification 
methods including application of fins, filling materials, nano-fluids, nano-particles, 
microencapsulation and the thermal conductivity enhancement.   
Chapter 3, Fundamentals of CFD modelling and data analysis: In this chapter the 
governing equations of the CFD modelling technique are presented which describe flow, heat 
transfer and solidification/melting of PCMs. Additionally, specifics of modelling heat transfer 
in the porous media and taking into account of nano-particles are discussed.   
Chapter 4, CFD model validation: This chapter presents results of the 3-D CFD modelling 
of the PCM in shell-and-tube thermal storage system. Then, the numerical results obtained by 
the CFD are compared to experimental data published by Lacroix [9]. Finally, a detailed 
parametric study of heat transfer processes in the melting PCM with nano-particles was 
carried out and results were discussed.  
Chapter 5, Experimental study of the thermal storage system with the PCM: This 
chapter describes the experimental set up to investigate the thermal characteristics of the 
PCM heat exchanger heated by the solar evacuated tube collectors. The test procedure and 
measurements taken are described together with the uncertainty analysis conducted. The 
system was tested under the steady state conditions in order to validate the developed CFD 
model.  
Chapter 6, Numerical study of performance of a rectangular PCM storage unit: This 
chapter discusses the results obtained with application of the 3-D CFD modeling using 
ANSYS/FLUENT software. The model is used to analyze the heat transfer intensification 
methods in the Thermal Storage Systems (TSS), including the fins and porous medium. 
Simulations performed provide information on the flow and heat transfer in the storage and 
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solidification/melting processes dynamics. The chapter contains heat transfer correlations in 
the dimensional form, which were derived using the obtained numerical results.  
Chapter 7, Conclusion and future recommendations: This chapter highlights the major 
findings and presents the main conclusion from the study conducted and recommendations 
for future investigations.  
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Chapter 2 Background and Literature Review 
 
2.1 Introduction 
This chapter presents results of the literature review on thermal energy storage technologies 
as well as the latent heat thermal energy storage (LHTES) using PCMs. The chapter discusses 
outcomes of previous studies on the design and configuration of thermal storage systems, 
methods of heat transfer intensification, and on the experimental testing and mathematical 
simulation of systems with PCMs.  
2.2 Encapsulation and packed bed thermal storage systems 
Recent developments in the field of thermal energy storage systems using PCMs have led to 
renewed interest in encapsulation thermal storage systems (ETSS) and packed bed storage 
systems. Such systems have the advantage of the higher storage density with the higher 
efficiency, and a large number of published papers describe relevant performance analyses. In 
these works the following aspects were investigated: storage system designs and their 
configurations, the PCM materials used; heat transfer enhancement methods deployed, and 
the flow and heat transfer processes during both the charging and discharging processes. A 
number of the published articles, which describe the heat transfer in the thermal storage 
systems using PCM capsules, have been summarised by Regin in [10]. A large amount of the 
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published literature also was discussed in the extensive review of the research carried out on 
the packed beds thermal storage systems [11]. 
Regin et al. [12] developed a numerical model to analyse and predict the thermal 
performance of the packed bed cylindrical latent heat thermal storage system. The storage 
container was filled with spherical capsules filled with paraffin wax. These were in the flow 
of the heat transfer fluid. Figure 2.1 presents the layout of this system. 
 
Figure 2.1: Layout of the storage system [12]. 
The inlet temperature of the heat transfer fluid, the phase change temperature range and 
capsule sizes were discussed by the author. The results of the study show that the 
solidification time was longer than the duration of the melting process. This was due to a very 
low value of heat transfer coefficient during the solidification process because of the high 
thermal resistance of the solidified layer which formed on the inner wall of the capsule. With 
the increase in the inlet heat transfer fluid temperature, the time to reach the melting point 
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and the charging time were reduced.  Similarly, for higher mass flow rates of the heat transfer 
fluid, the time interval needed for complete charging was shorter. The second major finding 
was that the capsule size had a significant effect on the charging and discharging process. 
Smaller capsules provided higher storage rates, and a shorter time was needed to reach the 
melting point. These findings were consistent with those of Zeinab et al. [13], who 
numerically investigated the thermal performance of a cylindrical packed bed thermal storage 
unit filled with the PCM in spherical capsules. 
Cho and Choi [14] experimentally investigated the thermal characteristics of the storage 
system with paraffin in spherical capsules during the freezing and melting process. The 
influence of two factors were investigated; namely, the Reynolds number and inlet 
temperature. The temperature distribution in the storage tank and inside the spherical 
capsules was measured during both processes. It was found that the temperature on the 
capsule surface was lower than that inside the capsule during the freezing and melting 
process due to the difference between the heat removal rate and solidification heat release 
rate. Moreover, the phase-change period during the freezing and melting process decreased as 
the Reynolds number increased, even with reduced inlet temperature. Another important 
finding was that the phase-change period for the capsule in the first layer was shorter than 
that for the capsule in the seventh layer, and the phase-change period in the centre of the 
capsule was longer than that in the capsule edge. The reason for this is that the porosity at the 
edge of the tank is greater than that at the centre. Bedecarrats et al. [15, 16] also 
experimentally investigated the thermal behaviour of the system with spherical PCM capsules 
filling up randomly the cylindrical storage tank. The obtained results were used to explain the 
temperature distribution and the duration of solidification and melting processes in spherical 
capsules. 
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The thermal characteristics of a packed bed thermal storage system with spherical capsules 
were also investigated numerically and experimentally by  smail and Henr   ue  [17]. This 
study concentrated on the effect of the working fluid entry temperature and its mass flow rate 
as well as the capsule temperature during both the charging and discharging processes. 
Moreover, capsules made of different materials were also investigated, and the numerical 
results corroborated the findings of the experimental work. Singh et al. [18-21] developed a 
mathematical model to predict the thermal performance of packed bed storage systems using 
a computer code written in the C++ language. Different shapes and sizes of thermal storage 
systems were studied, and the computational model predicts the temperature distribution, 
thermal energy stored in the unit and the energy consumption. 
Wang et al. [22] conducted the experimental study of the  charging process in cylindrical heat 
storage capsules filled with multiple PCMs. Two cylindrical capsules made of three coaxial 
red copper tubes were horizontally immersed in the water tank. One of these was filled with 
three different PCMs: stearic acid, sliced paraffin and lauric acid. The other tube was filled 
with sliced paraffin only. The experiment results showed a significant enhancement of the 
charging process using the multiple PCM (MPCM) capsule compared to that using a single 
PCM (SPCM). Moreover, the complete melting time in the MPCM capsule was significantly 
decreased, namely by 37-42%. In addition, the melting process time in MPCM capsules was 
shorter by 15-25% in the charging process.  
The isothermal phase change of the PCM encapsulated in a storage tank was analysed 
mathematically and experimentally by Zivkovic and Fujii [23]. A computational model was 
developed using the enthalpy method to simulate the transient performance of the isothermal 
phase change process. The reason for this was that such a method did not require an explicit 
treatment of the boundary conditions in the phase change system. Both cylindrical and 
rectangular containers were investigated. The volumes of the containers as well as the 
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convective heat transfer area for both types were selected to be equal. It was demonstrated 
that the melting time increased gradually with increasing volume for both types of containers. 
However, the melting time of the rectangular container was much shorter compared to that of 
the cylindrical container with the same volume and heat transfer area. The use of a 
rectangular container for the encapsulation of the PCM was recommended.  
Tan et al. [24] experimentally investigated the buoyancy and natural convection phenomena 
during the melting process of the PCM inside a spherical capsule. These results were 
validated with a numerical solution obtained using CFD software FLUENT. The most 
interesting finding was that the conduction heat transfer dominated during the early stage, 
whereas, buoyancy-driven convection becomes more prominent as the liquid fraction volume 
is increased. However, the molten PCM ascends upwards to the upper regions of the sphere 
due to the natural convection. Consequently, the upper regions of the sphere melt first, 
followed by the other regions. Another interesting finding from the computational results was 
that the temperature distribution fluctuated chaotically at some points inside the sphere, due 
to the existence of the unstable fluid layer at these points. The findings of this study 
supported observations in the previous research by the same author [25, 26]. 
Koizumi [27] experimentally examined the heat transfer on  an isothermally heated sphere 
placed in a uniform, downwardly directed flow using a micro-foil heat sensor (HFS). This 
study dealt with the opposing flow mixed convection, where the direction of the free flow 
was opposite to that of the forced flow. Two situations were analysed and discussed. In the 
first case, isothermal spheres were used, made of 3 mm thick copper with an outer diameter 
of 50 mm, while in the second case, solid PCM capsules were used, which were made of 1 
mm thick glass and with an outer diameter of 50 mm. The spherical capsules were filled with 
n-Octadecane as a PCM. Figure 2.2 shows schematics of these two cases.  
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Figure 2.2: Schematic drawing of the opposing flow mixed convection. (a) Isothermal sphere 
and (b) solid PCM capsule [27]. 
 
In this study, three types of air flow patterns with a Grashof number (Gr) of 3.3× 105 were 
investigated. These were chaotic flow at Reynolds number (Re) < 240, two-dimensional 
steady separated flow at 240 ≤ Re ≥ 500, and three-dimensional unsteady separated flow at 
Re >500. The time average local Nusselt number (Nu) was obtained using the following 
formula:  
    w fhd qdNu k T T k     (2.1) 
The measurements of the Nusselt number for the three types of patterns are illustrated in 
Figure 2.3. The dashed line shows the experimental results for the pure forced convection 
found by Yuge [28]. 
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Figure 2.3: Nusselt Number vs Reynolds number [27]. 
 
The experimental results show that, in the case of the chaotic flow at Re < 240, the Nusselt 
number around the sphere is 10% higher than that for the pure forced convection, while it is 
greater by factor of two in the case of Re ≥ 500. Moreover, the results were validated using 
the numerical results of Jia and Gogos [29], and very good agreement between the numerical 
and experimental results was obtained. Additionally, the experiments investigated the 
influence of copper plates inserted inside the solid PCM capsule. There was a significant 
improvement in the latent heat storage rate by the solid PCM when the copper plate was 
inserted inside the spherical capsule.  
A study in [30] addressed the transient thermal response of a packed bed of spheres 
containing a PCM. The authors presented a computational model which analysed both 
isothermal and nonisothermal melting behaviour, axial thermal dispersion effects, and 
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intraparticle conditions (Biot number) effects. In order to validate the results, an experiment 
was conducted on a cylindrical bed filled with high-density polypropylene spheres. Data from 
the computational model was compared with the experimental results. The results showed 
good agreement for the temperature distribution and energy stored in the system. On the other 
hand, the study provided an opportunity to explain the heat transfer, isothermal melting and 
phase trajectory melting processes under a variety of conditions, such as the varying 
Reynolds number. 
Khalil et al. [31] experimentally investigated the thermal performance of a packed bed 
thermal storage system containing spheres of different sizes. The study examined the effect of 
the Reynolds number and particle size on the heat transfer in the system. The results indicated 
that heat transfer improved significantly when the porous media were used, and it was also 
improved when the flow Reynolds number was increased. Correlations were proposed 
between the Nusselt and Reynolds numbers for the cases with and without the porous 
material.  The Nusselt number in the case of using the porous material was 
 
0.77 0.3
0.23517.30 D D
D DNu Re
d d
             (2.2) 
For  2167 19400DRe   and 3.54 / 14.16D d  .  
The Nusselt number as a function of the Reynolds number for the case without the porous 
material was 
 
0.760.042 D DNu Re   (2.3) 
For 2778 19400DRe   and 1.5 3.4rP  .  
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Nsofor and Adebiyi [32] also experimentally investigated the heat transfer and natural 
convection phenomena in a packed bed thermal storage system at high temperature 
conditions. Heat transfer correlations were proposed as the Nusselt number as a function of 
the Prandtl and Reynolds numbers and comparisons were carried out with the existing 
correlations derived previously for the similar storage media. The heat transfer and pressure 
drop characteristics of a backed bed thermal storage system were experimentally investigated 
by Varun et al. [33]. The storage tank was filled with large cylindrical elements with various 
horizontal and vertical orientations. Significant correlations were derived to calculate the 
Nusselt number and friction factor as a function of the Reynolds number. Therefore, these 
correlations could be efficiently used in predicting the performance of solar thermal energy 
storage systems in the form of large cylindrical elements.  
The efficiency of the effective thermal conductivity of latent heat storage capsules was 
evaluated numerically by Shiina and Inagaki [34]. The uniform and non-uniform heat transfer 
around the cylindrical surface was observed. In this study water, octadecane, Li2CO3 and 
NaCL were selected as PCMs, and copper, aluminium and carbon steel were used as the 
porous media. The PCM injected inside the capsule had the following dimensions: 6.6 mm of 
the outer diameter, 6 mm of the inner diameter, and 0.3 mm of the thickness. Acrylic resin 
and copper were used as the capsule walls. Moreover, air, helium and water were used as the 
HTF. Figure 2.4 shows results obtained on the melting time as a function of the effective 
thermal conductivity of two composite PCMs of octadecane and Li2CO3 at Re= 7500 and 
with helium as HTF.  
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Figure 2.4: Melting time for composite PCMs of octadecane and Li2CO3 [34]. 
 
It can be seen that the melting time is reduced when the effective thermal conductivity is 
increased. Furthermore, the melting of the PCM in the case of the acrylic wall is much longer 
compared to the result for the copper wall. It can be seen that, unlike the PCM with the high 
thermal conductivity, the influence of the effective thermal conductivity on the melting time 
is greater for the PCM with the low thermal conductivity.  
Hawlader et al. [35] conducted a numerical and experimental study of the thermal energy 
storage involving the encapsulated PCM. The study investigated the effect of the 
encapsulation ratio, hydrophilicity, and energy storage on the thermal performance of PCM 
capsules. It was concluded that using the PCM capsule increases both the thermal energy 
charging and discharging capacity. In addition, the capsule maintained its original 
geometrical profile and the energy storage capacity after 1000 thermal cycles. A large volume 
of published papers describe the role of heat transfer and phase change processes in packed 
bed thermal storage systems. Results of some of these studies are summarised in Table 2.1. 
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Table 2.1: Heat transfer and phase change process studies in packed bed thermal storage system.  
No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
1. Regin et al. 
[12] 
Cylindrical storage/ 
spherical capsule 
Numerical 
Modelling 
Paraffin wax Water Charging and 
discharging 
Charging:      ,            ,          ̇            . Discharging:       ,            ,          ̇            . 
Tank: D=1 m, 
L=1.5 m, Sphere, 
D=1 mm. 
2. Cho and 
Choi [14] 
Acryl storage/ 
spherical capsule 
Experimental n-tetradecan 
(C14H30) 
n-hexadecane 
(C16H34) 
Water Charging and 
discharging 
Re= 8,12 and 16. 
Charging,                  ,           . 
Discharging,          ,                     
Tank: Di= 220 mm, 
thickness=10 mm, 
H=173 mm 
3. Chen [36, 
37] 
Cylindrical storage/ 
spherical capsule 
Experimental 
and numerical 
Water/ice Alcohol Charging 
process 
    ̇        ,             Capsule: D=34 mm, porosity              
4. Silva et al. 
[38] 
Rectangular Experimental 
and numerical 
Paraffin wax Air Charging and 
discharging 
  ̇ :0.005488kg/s ,           , heat flux 
(q):480W/m2 
Tank: H=813 mm, 
L=623 mm  
5. Zeinab et al. 
[13] 
Cylindrical storage/ 
spherical capsule 
Numerical 
Modelling 
Paraffin wax Water Charging and 
discharging 
Charging,          ,            ,          ̇          . 
Discharging,        ,            ,          ̇          . 
 
 
The porosity of the 
bed is 0.4  
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No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
6. Bedecarrats 
et al. [15, 16] 
Cylindrical 
storage/spherical 
capsule 
Experimental Water/ice Chilling 
fluid 
Charging and 
discharging 
Charging,         , 
Flow rate = 1.3m3/h. 
Discharging,        , 
Flow rate = 1.1m3/h 
Tank: D=0.95 m, 
H=1.42m. Sphere: 
Do=77 mm, 
thickness=2 mm 
7. Bilir and 
İlken [39] 
Cylindrical 
spherical storage 
Numerical 
Modelling 
Water/ice -  Discharging 
process 
            ,        .  
8. Ismail and 
Henr   ue  
[17] 
Cylindrical/spheric
al capsule 
Experimental 
and numerical  
Water/ice Ethylene 
glycol 
Charging and 
discharging 
            .       ̇         ,               , Tank: D= 0.92 m, L = 1.54 m. 
9.  smail and 
Henr   ue  
[40] 
spherical capsule Numerical 
Modelling 
Water/ice Ethanol Discharging 
process  
            ,         ,            ,             , Capsules: D= 20, 40, 100, 140, 200, 300 and 400 mm. 
thickness=0.1 m 
10. Ismail [41] Cylindrical 
storage/spherical  
Numerical 
Modelling 
Stone/ steel Water/air Charging and 
discharging 
      ̇       ,          , particle D= 25-50 mm, 
11. Singh et al. 
[18-20] 
Cylindrical Numerical - Air System 
performance  
          . Tank: D=0.95 m, 
H=6 m. 
12. Farid and 
Husian [42] 
Cylindrical Experimental 
and numerical  
Paraffin wax Air Charging and 
discharging 
        ̇           ,             ,          Tank: (D= 31.8 mm, L = 335 mm) 
13. Kousksou et 
al. [43] 
Cylindrical/spheric
al capsule 
Experimental 
and numerical  
Water/ice Chilled 
glycol 
Charging 
process 
     ,              ,     ̇         . Tank: D= 0.95 m, L=1.42 m. Sphere: D=77 mm,  
14. Wang et al. 
[22] 
Cylindrical/ 
spherical capsule 
Experimental Stearic acid/ 
sliced paraffin/ 
lauric acid 
Water Charging 
process 
               ,  ̇          Tank volume 200 litres 
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No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
15. Eames et 
al.[44] 
Spherical Experimental Water/ice Chilled 
water 
Charging and 
discharging 
               ,   ̇        . Spheres: D=8.14, 7.00 and 6.27 cm 
17. Zivkovic and 
Fujii [23] 
Cylindrical and 
rectangular/spheric
al capsule 
Experimental 
and numerical  
calcium 
chloride 
hexahydrate  
Air Charging 
process 
          ,               
Heat transfer (q)= 16 
W/m2K 
Tank L=100 mm, 
W= 100 mm, H=20 
mm. 
18. Hirata et al. 
[45] 
Rectangular 
capsule 
Experimental 
and numerical 
Octadecane/ 
ice 
- Discharging 
process 
      ሺ          ሻ                     
 
19. Tan et al. 
[24] 
Spherical capsule Experimental 
and numerical 
Paraffin wax n-
Octadecane 
- Charging 
process 
                         Sphere D=101.66 mm, thickness=1.5 
mm 
20. Tan and 
Chan [25] 
spherical  capsule Experimental n-hexadecane Water Discharging 
process 
                                        
21. Tan [26] Spherical  capsule Experimental n-Octadecane Water Charging 
process                                               
 
Sphere D=101.66 
mm, thickness=1.5 
mm 
22. Khodadadi 
and Zhang 
[46] 
Spherical container Numerical 
Modelling 
Paraffin wax -                                 Sphere            
23. Fomin and 
Saitoh [47] 
Spherical capsule Numerical 
Modelling 
n-octadecane - Charging 
process  
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No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
24. Koizumi [27] Spherical capsule Experimental n-Octadecane Air Charging 
process                           
Sphere D=55 mm, 
thickness=3 mm 
25. Saito et al. 
[48] 
Cylindrical capsule Experimental 
and numerical  
Gelled sodium 
sulphate 
decahydrate 
Water Discharging 
process  
                             ,                   ,                 
Capsule: D=24.3 
mm, L=1220 mm. 
26. Besley and 
Ramanaraya
nan [30] 
Cylindrical 
storage/spherical 
capsule 
Experimental 
and numerical 
Paraffin wax Air Charging 
process 
Re =260 Tank: D= 20.3 cm, 
H=30.5 cm. 
Sphere: D=2.1 cm. 
27. Khalil et al. 
[31] 
Cylindrical 
storage/spherical 
capsule 
Experimental - Water Charging 
process 
              Tank: D= 42.5 
mm, L=0.5 m, 
thickness=5.5 mm 
28. Yagi [49] Spherical capsule Experimental 
and numerical  
AaCl, KNO3 Nitrogen 
gas 
Charging and 
discharging 
            ̇               ,              , 
Sphere: D= 40 
mm. 
29. Nsofor and 
Akiyama 
[32] 
Cylindrical storage 
and spherical 
capsule 
Experimental - Gas Charging 
process 
                      ̇           Tank: D=0.61 m, L= 0.61 m. Pellet D=18.3 mm, 
L=18.3 mm. 
30. Benmansour 
et al.[50] 
Cylindrical storage/ 
spherical capsule 
Experimental 
and numerical 
Paraffin wax Air Charging and 
discharging 
                       Tank: D=0.2 m, thickness= 1 mm, H=0.6 m. Sphere: 
D=31.8 mm. 
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No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
31. Katayama et 
al. [51] 
Cylindrical capsule Experimental 
and numerical  
Naphthalene Water Charging and 
discharging 
 Capsule :(D= 30 
mm, L = 300 mm) 
32. Shiina and 
Inagaki [34] 
Cylindrical capsule Numerical 
Modelling 
Water/O-
ctadecane/ 
Li2CO3/NaCL 
Air/helium/ 
water 
Charging 
process 
Re =300, 3000 and 7500,                              Capsule D= 6.6 mm, thickness= 0.3 mm 
33. Varun et al. 
[33] 
Cylindrical storage/ 
Cylindrical capsule 
Experimental N/A Air Charging 
process 
            Tank: D=0.6 m, 
L=1.25 m. 
Cylindrical 
elements: D= 0.06 
m , L=0.12 m 
34. Wei et 
al.[52] 
Cylindrical 
storage/spherical 
capsule 
Experimental 
and numerical 
Paraffin wax Water Discharging 
process  
      ̇                           Tank: L=303 mm, W=103 mm, thickness=175 mm, 
Sphere: D=2-5 mm 
35. Arkar and 
Medved [53] 
Cylindrical 
storage/spherical 
capsule 
Numerical 
Modelling 
Paraffin 
(RT20) 
Air Charging and 
discharging 
For charging:      ̇         . For dis charging:      ̇          Tank : (D= 340 mm, L = 1.52 m). Sphere D= 50 mm) 
36. Lacroix [54] Parallelepedic 
capsule 
Numerical 
Modelling 
n-Octadecan - Discharging 
process  
                ,                    Tank: L=75 mm,         , 
H=30 mm 
37. Assis et 
al.[55] 
Spherical shell Experimental 
and numerical 
Paraffin wax Air Charging 
process  
            , wall 
temperature varies from 2 to 
20  > Tm Spheres D= 40, 60 and 80 mm 
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2.3 Cylindrical PCM container storage systems 
Cylindrical PCM containers have been classified in three types [7]. In the first type the PCM 
fills the shell and the HTF flows through a single tube (Figure 2.5a), this is called a pipe 
model. The second type the PCM fills the tube and HTF flows parallel to the tube (Figure 
2.5b); this is called the cylinder model. The third type is called a shell and tube model (Figure 
2.5c). This contains several parallel tubes, and the HTF flows through the tubes while the 
PCM fills the space around them.  
 
Figure 2.5: Cylindrical PCM containers [7]. 
2.3.1 Pipe model  
Jian et al. [56] developed a numerical model to predict the transient thermal behaviour during 
charging and discharging processes of a latent thermal storage unit involving a triplex 
concentric tube with the PCM filling the middle channel. A simple numerical method, called 
the temperature and thermal resistance iterations, was used in the numerical calculation. The 
data from the numerical model was then compared with experimental results, and a good 
agreement was observed. Ho and Chen [57] also developed a numerical model for the 
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melting of ice around a hori ontal isothermal cylinder. The model’s results were compared 
with experimental data published by White in [58], and a good agreement was found. It was 
concluded that the melting process of ice is strongly affected by the changing recirculation 
occurring in the molten water. Another numerical model of melting around a horizontal pipe 
was developed by Rieger et al. [59]. The numerical solution was obtained for Rayleigh 
numbers (Ra) up to 51.5 10 , Stefan numbers in the range of 0.005 0.08Ste  , and for 
Pr=50. It was found that the natural convection is the dominant process in the heat transfer 
mechanism throughout almost the entire melting process.  
Dimaano and Watanabe [60] studied the charging and discharging processes of a latent heat 
storage system with a capric and lauric acid mixture with a melting point of 18-19.5  . A 
vertical cylindrical storage unit involving a copper tube filled with the PCM was employed in 
the study. The temperature distribution in both radial and axial directions was experimentally 
measured, as was the heat stored during the charging and released during the discharging 
process.  
Bareiss and Beer [61] carried out an experimental and mathematical investigation of a 
horizontal cylindrical tube filled with PCM. A photographic technique was used to evaluate 
the melting and solidification fraction. They used both C18H38 n-Octadecane and C9H10 p-
xylene as PCM. The numerical and experimental results were compared and the excellent 
agreement between them was observed. However, the validity of the analytical model was 
limited to the following conditions:   
 
*
  1.4
Pr
RaSte
Ar
 
  (2.4) 
Ismail and Abugderah [62] developed a fixed grid one-dimensional numerical model using 
the control volume finite difference method. The model predicts the transient behaviour of 
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the thermal storage system of a vertical tube type. The influence of several parameters were 
investigated, including Reynolds and Stefan numbers, phase change temperature range, 
system length, outer radius and time periods. It was noted that both Reynolds and Stefan 
numbers had a significant effect on the system performance whereas there was no 
considerable influence of the phase change temperature range. Another interesting finding 
was that the tube’s outer radius and system length both noticeably affected the system 
performance. 
Sari and Kaygusuz [63] experimentally evaluated the thermal behaviour of a eutectic mixture 
of lauric and stearic acid as a PCM in the system with two vertical concentric pipes. The key 
experimental parameters were the Reynolds and Stefan numbers. It was demonstrated that 
these two parameters had more effect on the total PCM melting time than on the total 
solidification time due to the convection phenomena occurring during the melting process 
which improved the melting rate, whilst the thermal resistance during the solidification 
process decreased the solidification rate. On the other hand, the Reynolds number had more 
effect on the heat transfer coefficient during the melting process rather than solidification, 
whilst the Stefan number had more effect on the solidification than melting.   
The same authors then conducted a series of experimental studies [64-68] on a latent heat 
storage system involving a vertical double pipe. The phase change stability and the thermal 
characteristics of several PCMs during the solidification and melting processes were 
investigated. Stearic, palmitic, lauric, myristic and fatty acids were used as PCMs in the 
storage system, and the influence of the transition time, temperature range, the expansion of 
the solid-liquid interface and heat flow rate on the phase change stability were investigated. It 
was found that stearic, palmitic and myristic acids are all suitable for domestic solar water 
heating storage systems because they do not exhibit any subcooling, while lauric acid is 
suitable as an energy storage material for space heating and greenhouses applications.  
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Khillarkar et al. [69] carried out a numerical study to examine the free convection of the pure 
PCM during melting in tube geometries of two different configurations: a square external 
tube with a circular tube inside, and a circular tube with a square tube inside. The effects of 
heating the inside wall, the outside wall or both walls, as well as of the Raleigh number on 
the system performance were described. The results indicated that the rate of melting is lower 
at the bottom part compared to the top part due to the buoyancy force acting during the 
melting of the PCM. Furthermore, in both cases, the effect of heating the inside walls and 
outside walls was the same as heating both walls until an interaction occurred between the 
two zones.  
2.3.2 Cylinder model 
Shmueli et al. [70] performed a numerical investigation into melting PCM in vertical circular 
tubes. The effects of various parameters in the numerical model on the results were 
examined, including a detailed study of the effect of pressure-velocity coupling and pressure 
discretization schemes. PISO vs SIMPLE and PRESTO vs. Body-Force-Weighted schemes 
were examined, and no difference was found in the results using PISO and SIMPLE. On the 
other hand, there were considerable differences between results using the PRESTO and 
Body-Force-Weighted schemes. Also, the term describing the magnitude of the mushy zone 
in the momentum equation was analysed, and it was concluded that an optimum value of the 
specific constant C, should be used for this term.  
Jones et al. [71] conducted an experimental and numerical study of the melting of the 
moderate-Prandtl-number material (n-eicosane) in a cylindrical enclosure heated from the 
sides. A multiblock finite volume method and enthalpy method for a range of values of the 
Stefan number were deployed in the numerical calculations, and numerical data was validated 
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against the experimental information. A good agreement was observed between both methods 
for the Stefan number value of up to 0.1807.  
Regin et al. [72] conducted the theoretical study of the latent heat thermal storage using a 
horizontal cylindrical capsule filled with paraffin wax as a PCM. The effects of various 
parameters on the melting performance were considered. The numerical modelling was 
conducted using the finite difference approach and fixed approach based on the enthalpy 
method technique. The model was validated by comparison of theoretical results to 
experimental data, and an acceptable agreement was found between these two data sets.  
The enthalpy-temperature relationship is presented below for the four regions during the 
melting processes (Figure 2.6): the solid phase, solid-solid phase change below the melting 
point, solid-liquid phase and liquid phase. 
 
 
Figure 2.6: Enthalpy temperature relationship [72]. 
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         1 1 2   ,        1 2pps p a p a p aLH C T T T T T Ta a          (2.5)   
    2 1  ,      ps p p a m eH C T T T T T       (2.6) 
         1 1 2   ,       1 2pl p m e m e m eLH C T L T T T T Te e           (2.7) 
  2  ,               pl p m eH C T L L T T       (2.8) 
The PCM’s thermal conductivity, k, in the interface phase was expressed as  
         1 1 2    ,              l ss m e m e m e
m
k kk k T T T T T
T   
           (2.9) 
The stored energy in a unit volume of the PCM was expressed as:  
 
1 2 2
1 1 2
    
p a p a fm e
o p a m e m e
T T TT
s ps s ps s p l pl l l pl
T T T T
E C dT C dT L C dT L C dT       
  
           (2.10) 
The melting of particle-laden slurry in a cylinder was numerically and experimentally 
investigated by Sun et al. [73]. A particle-diffusive model and the enthalpy method were used 
in the numerical analysis. This study was later validated with results by Jones et al. [71]. It 
was found that the melting behaviour of the slurry with a lower particle loading ( 5%  ) 
was similar to the melting of pure wax. Indeed, a strong influence of the convection was 
observed in both cases. On the other hand, the natural convection was reduced as the particle 
loading increased and the melting process was then dominated by the conduction. 
Nevertheless, one major drawback of the diffusive flux model is that the model is not 
sufficiently adequate to describe the melting of slurries with various particle loadings.  
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The melting of the PCM in the latent heat thermal energy storage having a hollow cylinder 
form was studied semi-analytically by Zhang and Faghri [74] using the integral 
approximation method. The results were then validated using findings by the same authors in 
[75]. The structure of the thermal storage system in both above studies was similar but 
initially without external radial fins. It was demonstrated that the laminar forced convection 
heat transfer never reached the fully developed state, even with application of a very long 
tube.  
Cabeza et al. [76] experimentally examined the PCM behaviour in cylinders at the top of the 
water tank. Several configurations with two, four and six PCM modules were investigated, 
see Figure 2.7. Commercial aluminium bottles filled with PCM were used as PCM modules. 
Several PCMs were investigated: paraffin, sodium acetate trihydrate and fatty acids. It was 
found that this technique provides long periods of the storage time as well as increasing the 
energy capacity and density.   
 
Figure 2.7: Water tank with PCM modules of different configurations [76]. 
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Wu and Lacroix [77] analysed numerically the natural convection in the melting PCM in a 
vertical cylindrical capsule heated from below. The model was created using the finite-
difference method. They compared their numerical predictions with the numerical and 
experimental results in [78-80], and reported that the heat transfer rate at the top surface was 
dominated by the conduction, but this decreased to zero as melting progressed and the natural 
convection developed fully. On the other hand, they also observed that the most intensive 
heat transfer was taking place at the bottom surface of the capsule.  
Rieger and Beer [81] examined the effect of the natural convection flow on the heat transfer 
during the melting process of ice inside an isothermal horizontal cylinder. They predicted 
numerically the overall and local heat transfer coefficients, temperature fields, interface 
positions and flow pattern. They compared their numerical results with experimental data, 
and reported that the heat transfer was enhanced at the lower part of the ice body at wall 
temperatures less than 8  because of the density effect, whilst for the wall temperature 
exceeding 8oC the ice body moved downwards. The same procedures have been applied by 
Rieger et al. [82] to investigate the heat transfer during melting n-Octadecane as a PCM 
inside a horizontal tube. 
Tay et al. [83] carried out an experimental investigation of a tube-in-tank thermal storage unit 
during the freezing and melting process of salt hydrate as a PCM. The HTF circulated inside 
the tube and the PCM was contained in the cylindrical tank. Three different experiments with 
different configurations were carried out. The first was conducted in a tube which was 5.46m 
in length in a cylindrical tank (Figure 2.8a), whilst the second configuration used two tubes 
with lengths of 5.61 and 6.01m, respectively (Figure 2.8b). The third experiment was 
conducted on four tubes with lengths of 5.95, 6.05, 5.79 and 6.04 m (Figure 2.8c).  
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Figure 2.8: Schematic of the tube tank with different configurations [83]. 
 
Temperature distributions, average effectiveness and solidification and melting times were 
analysed. The experimental measurements were   compared to numerical results by Tay et al. 
[84] with a good agreement demonstrated between the two sets of data. The numerical model 
was developed using ANSYS code, and a three-dimensional CFD model was created in order 
to analyse transient heat transfer during the melting and solidification process. It can be 
concluded from the results that the CFD model can accurately predict the performance of the 
thermal storage system, and it also can be used to optimize its design.  
Saitoh and Hirose [85] numerically investigated the natural convection heat transfer inside a 
horizontal circulator cylinder capsule packed with a PCM during the melting and 
solidification process for high Rayleigh numbers. The model predicted the formation of the 
transient solid-liquid interface, solid-liquid temperature, streamlines, isotherms, and heat 
stored. The numerical results were validated through comparison with those of Pannu et al. 
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[86], and, in general, considerable quantitative and qualitative differences were found. It is 
interesting to note that the natural convection controlled the melting heat transfer inside the 
capsule, and also that thermal instability occurred at the bottom portion of the capsule.  
Sparrow and Broadbent [87] experimentally examined the melting process in a phase change 
medium contained in a vertical tube. The experimental results were compared with a 
numerical solution and good agreement was observed. It was demonstrated that the rates of 
melting and heat transfer are significantly affected by the natural convection inducing the 
fluid flow in the liquid molten zone. The experimental measurements of the energy 
transferred and stored in the liquid molten zone were higher than those predicted by the 
numerical model.  
2.3.3 Shell and tube model 
Fukai et al. [88-90] carried out an experimental and numerical investigation of the effect of a 
carbon-fibre brush on the thermal conductivity in a thermal energy storage system. Several 
techniques for the thermal conductivity enhancement using carbon-fibre brushes were 
investigated. These include: randomly oriented carbon fibres packed in a cylindrical capsule 
(Figure 2.9a); a carbon fibre brush packed in a cylindrical capsule (Figure 2.9b) [88], carbon 
fibre brush/PCM composite inserted around tubes (Figure 2.9c) [89]; and carbon fibre on the 
shell side [90]. The findings of such studies indicated that the type of the brush had a 
significant effect on the thermal conductivity enhancement. The randomly oriented fibres had 
little effect on the magnitude of the thermal conductivity. In addition, the transient thermal 
response in the brush/PCM composite is improved as the diameter of the brush increased. 
However, the response did not improve when the diameter of the brush was greater than the 
distance between the tubes, due to the increased thermal resistance near the tube wall. The 
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heat exchange rate during both charging and discharging processes was significantly 
improved when brushes inserted around the tube were used.  
 
 
Figure 2.9: Configurations of the carbon fibres [88-90]. 
 
Hamada et al. [91] also experimentally and numerically studied two heat transfer 
enhancement mechanisms using carbon-fibre chips and carbon brushes packed into a shell-
and-tube thermal storage system. For the experimental investigations, four steel tubes were 
vertically placed in a cylindrical container made of acrylic resin and insulated using glass 
wool. Carbon-fibre chips with a diameter of 10μm and length of 5mm were packed in the 
container. The PCM n-Octadecane, with a thermal conductivity of 0.34 W/m K, was used to 
fill the container. Figure 2.10 illustrates the experimental apparatus. 
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Figure 2.10: Experimental apparatus [91]. 
 
Three types of the fibre were used, namely those with low, medium, and high levels of the 
thermal conductivity (kf = 5, 190 and 500 W/m K, respectively). The control volume method 
was used in the numerical model, and the computational domain is illustrated in Figure 2.11. 
The mathematical and experimental data were then compared, and it was found that the 
carbon-fibre chips significantly improved the heat transfer rate in the PCMs. However, taking 
into account the effect of the thermal resistance near the heat transfer surface, the overall heat 
transfer for the carbon brushes was higher than that for the carbon-fibre chips.  
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Figure 2.11: Computational domain [91]. 
 
Trp studied the transient heat transfer in the shell-and-tube thermal storage system in an 
experimental and numerical study [92, 93]. He developed a mathematical model based on the 
non-isothermal phase transition, and it was implemented as a FORTRAN computer code. The 
numerical results were validated with experimented data, and it was concluded that heat 
transfer from the HTF to the PCM was low due to the large Prandtl numbers of the HTF. 
Therefore, a large amount of heat was carried downstream with the HTF, whilst a small 
amount of heat was transferred to the PCM upstream. The same author [94] numerically 
investigated the effects of several geometrical parameters and different HTF operational 
conditions on heat transfer during both melting and solidification processes by measuring the 
transient temperature distribution of the HTF, PCM and tube wall. 
Lacroix [9] developed a numerical model using an enthalpy-based method. The model 
predicted the transient behaviour of a shell-and-tube storage unit with circulating HTF inside 
the pipe with PCM on the shell side. The model was validated by comparison with 
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experimental data and the effects of several thermal and geometric parameters on heat 
transfer were investigated. It was found that the shell radius, mass flow rate and inlet 
temperature must be selected carefully in order to optimize the storage unit performance. 
Morcos [95] experimentally analysed both the charging and discharging processes in the 
thermal energy storage involving a shell-and-tube unit. Two types of the PCM were 
investigated, namely paraffin wax and asphalt. Experimental measurements of the 
temperature distribution, heat stored during charging and the heat released during discharging 
were compared for these different storage substances. Ezan et al. [96] experimentally 
investigated the effect of natural convection and several design/flow parameters on charging 
and discharging processes for ice in a shell-and-tube design. It was found that the natural 
convection dominated the heat transfer mechanism after a short period in which the 
conduction was main mode of the heat transfer. Furthermore, the flow rate, inlet temperature, 
shell diameter, and thermal conductivity of the tube material had considerable effects on 
charging and discharging processes.  
Akgün et al. [97, 98] carried out an experimental investigation on charging and discharging 
processes of paraffin as a PCM. They used a novel tube-and-shell configuration which was 
oriented vertically. The key experimental parameters investigated were the HTF inlet 
temperature and Reynolds number. It was concluded that increasing the inlet temperature 
results in a decrease in the total melting time, whilst the Reynolds number had no significant 
influence. The PCM started to melt in the lower region close to the inner wall, and the molten 
PCM ascended radially outwards to form a conical shape of the molten region as a result of 
the natural convection currents. A large number of studies considered the enhancement of 
heat transfer using fin configurations. A summary of some of these studies are presented in 
Table 2.2. 
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Table 2.2: Results of studies on the shell and tube thermal storage systems with PCMs. 
No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
1. Jian [56] Pipe model Experimental 
and numerical  
n-Hexacosane Water  Charging and 
discharging 
Charging process:          
 
                                    
2. Ho and 
Chen[57] 
Pipe model Numerical Ice - Charging 
process 
               Cylinder: Di=25.4 mm 
3. Rieger et 
al. [59] 
Pipe model Numerical Ice - Charging 
process 
           ,                , Pr=50 - 
4. Dimaano 
and 
Watanabe 
[60] 
Pipe model Experimental capric and 
lauric acid 
Water  Charging and 
discharging 
Charging: ̇                               
Discharging: ̇                ,         
Tube: D=30 mm, 
thickness= 0.1 mm, 
L=420 mm) 
Cylinder: (D=56 mm, 
thickness=10 mm, 
L=345 mm) 
5. Bareiss and 
Beer [61] 
Pipe model Experimental 
and numerical 
n-Octadecane 
and p-xylene 
 Charging and 
discharging 
 Tube: (D=60 mm, 
thickness= 1 mm, 
L=40 mm) 
6. Sar  and 
Kaygusuz 
[63-68] 
Pipe model Experimental Stearic, 
palmitic, 
lauric, myristi 
and fatty acids 
Water  Charging and 
discharging 
Investigate the effect of flow 
operation conditions 
Tube: : (D=50 mm, 
L=350 mm) 
Cylinder: (D=120 mm, 
L=200 mm) 
7. Khillarkar 
et al. [69] 
Pipe model Numerical  octadecane  Charging 
process 
0.0432 < Fo < 0.432,                           - 
8. Lu et 
al.[99] 
Pipe model Numerical  Molten salt - Charging and 
discharging 
Ts=300K, Inlet velocity=1 m/s, 
To=453K 
Pipe (Di=0.008 m, 
Do=0.01 m, L=2 m) 
9. Ismail and 
Abugderah 
[62] 
Vertical 
tube type 
Numerical    Charging and 
discharging 
            ,            ,             - 
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No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
10. Shmueli et 
al [70] 
Cylinder 
model 
Experimental 
and numerical 
Rubitherm 
GmbH 
- Charging 
process 
- Cylinder: (D=30 and 
40 mm) 
11. Jones et al 
[71] 
Cylinder 
model 
Experimental 
and numerical 
n-Eicosane Water  Charging  
process 
                   ,      ,                                   ,                             
Cylinder: (D=31.9 
mm, thickness=5.97 
mm, L=59.8 mm) 
12. Regin et al. 
[72] 
Cylinder 
model 
Experimental 
and numerical 
Paraffin wax Water  Charging 
process 
                       Cylinder: Di=76 mm, thickness=2 mm, 
L=100 mm) 
13. Sun et al. 
[73] 
Cylinder 
model 
Experimental 
and numerical 
n-Eicosane Water  Charging  
process 
                  Cylinder: Di=63.8 mm, Do=69.5 mm, 
L=59.8 mm 
14. Zhang and 
Faghri [74] 
Cylinder 
model 
Numerical 
modelling 
n-Octadecane Water  Charging 
process 
             
15. Cabeza et 
al [76] 
Cylinder 
model 
Experimental Paraffin, 
sodium acetate 
trihydrate and 
fatty acids 
Water Charging 
process 
 Cylinder module : (D= 
8.8 cm, H=31.5 cm) 
Tank : (D= 39 cm, 
H=125 cm) 
16. Wu and 
Lacroix 
[77] 
 
Cylinder 
model 
Numerical 
modelling 
- - Charging 
process 
                        - 
17. Rieger [81, 
82] 
Cylinder 
model 
Experimental 
and numerical 
Ice/ n-
Octadecane 
 
- Charging 
process 
           Cylinder tube: Di=32 
mm, thickness=1 mm, 
L=40 mm 
18. Tay et al. 
[83, 84] 
Cylinder 
model 
Experimental 
and numerical 
Salt hydrate Nano-
fluid 
Charging and 
discharging 
 ̇                                      
 
Cylinder tank: D= 290 
mm, H=330 mm 
19. Saitoh and 
Hirose [85] 
Cylinder 
model 
Numerical 
modelling 
Paraffin, Ice/ 
n-Octadecane 
- Charging and 
discharging 
Pr = 54.6, Ra = 15800, 426400, 
3411000, and 2914000 
ΔT =7K and 13K 
 
Cylinder capsule: D= 
0.01, 0.02, 0.03, 
0.0448 and 0.06 m   
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No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
20. Sparrow 
and 
Broadbent 
[87] 
Cylinder 
model 
Experimental 
and numerical 
Paraffin  Charging 
process 
Ste= 0.0387, 0.0971, and 0.248 Cylinder: Di=5.08 cm, 
thickness=0.152 cm, 
L=39.4  cm 
21. Hasan 
[100] 
Cylinder 
model 
Experimental  Palmitic acid Water Charging and 
discharging 
      ,  ̇                           ,                       Cylinder tube: Di=40 mm, thickness=1.5 mm, L=550 mm 
22. Yang and 
Tao [101] 
Cylinder 
model 
Numerical 
modelling 
- - Charging 
process 
Ra = 103-106 Slot width=0-0.5, 
r0/ri=2.6 
23. Fukai  et al 
[88-90] 
Shell-and-
tube 
Experimental 
and numerical 
Paraffin wax Water  Charging and 
discharging  
Charging:               
Discharging:                
HTF velocity= 0.015, 0.03 and  
0.08m/s 
Cylindrical: D=50 
mm, H=130 mm. 
Brush: D=10 μm, L= 5 
and 200 mm. Tube 
Di= 8 mm, Do=9.5 mm 
24. Hamada et 
al. [91] 
Shell-and-
tube 
Experimental 
and numerical 
n-Octadecane Water  Charging 
process 
       
HTF velocity= 0.35 m/s          Tube: Di=23.6 mm, Do=25.4 mm.Shell: D=164 mm, L=60 mm 
25. Trp [92-94] Shell-and-
tube 
Experimental 
and numerical 
RUBITHERM 
RT30 
Water  Charging 
process 
 ̇                             Inside tube: (Di=0.033m, 
Do=0.035m, L=1m) 
Outside tube: : 
(Di=0.128m, 
Do=0.133m, L=1m) 
26. Lacroix [9] Shell-and-
tube 
Experimental 
and numerical 
n-Octadecane Water  Charging  
process 
        ̇                                    Inside tube: Di=0.0127m, Do=0.0158m, L=1m 
Outside tube: 
Di=0.0258m, L=1m 
27. Morcos 
[95] 
Shell-and-
tube 
Experimental Paraffin wax 
and Asphalt 
Water  Charging and 
discharging 
      ̇                                Inside tube: Di=026.64mm, Do=33.4mm, L=1m) 
Outside tube: 
Di=52.5mm,Do=60.33
mm, L=1m) 
Chapter 2 Background and Literature Review 
 
 Page 39 
 
No Author Geometry Methods PCM HTF Process Parameters/range Dimensions 
28. Ezan et al. 
[96] 
Shell-and-
tube 
Experimental Ice Water, 
Ethylen
e, and 
Glycol 
Charging 
process 
Tube material: s. steel and copper.   ̇                                         Di=15mm, Do=25mm, L=0.4m  
29. Akgün [97, 
98] 
Shell-and-
tube 
Experimental Paraffin P24-
44 
Paraffin P46-
48 
Paraffin P56-
58 
Water  Charging and 
discharging 
Charging process:     = 60, 65, 70 
and 75   ̇                 
Charging process:     = 20   ̇                 
Tube diameter = 
28mm  
Cylindrical Storage (D 
=94.67mm, 
L=465mm) 
Storage geometry with 
a shell angle: (upper D 
= 133.4mm, lower 
D=56mm) 
30. Hendra et 
al[102] 
Shell-and-
tube 
Experimental 
and numerical 
Mikro Water  Charging and 
discharging 
Ti=300K Tube diameter: 
0.015m 
Container diameter: 
0.2625m  
31. Ismail  and 
Gonçalves 
[103] 
Shell-and-
tube 
Numerical 
modelling 
n-Eicosane Water  Discharging 
process  
          ,                         
 
 
32. Castell et al 
[104] 
Shell-and-
tube 
Experimental Hydrate salt - Charging 
process 
 Pipe: (Di= 0.008m, 
L=5.46m) 
Tank: (Di=0.29m, 
H=0.35m) 
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2.4 Methods used for the heat transfer intensification 
The low values of the thermal conductivity in PCMs resulted in a big number of studies on 
the enhancement of heat transfer during solidification and melting of PCMs. various 
techniques were tested to enhance the heat transfer performance and melting and 
solidification processes in PCM latent heat thermal storage systems. This section presents a 
review of these methods and provides information on their advantages and disadvantages. 
2.4.1 Intensification using fins 
Fins or extended surfaces can be used to provide an additional heat transfer surface in the 
thermal system and thus to increase the heat transfer rate. A range of fin geometries were 
extensively studied by a number of researchers. Liu et al. [105] experimentally studied the 
enhancement of the PCM thermal conductivity by using copper fins with a spirally twisted 
configuration. The experimental results showed that the fin design had a profound effect on 
both the conductive and natural convective heat transfer. It was also observed that finer fins 
are more effective than large fins in enhancing the melting process if an equal amount of fin 
material is used. It was concluded that changing the fin width could lead to a more significant 
enhancement of the PCM’s thermal conductivity.  
Stitih [106] investigated the heat transfer enhancement in a thermal storage unit with a finned 
surface during both solidification and melting processes. The storage unit was made as a 
rectangular box with an inlet and outlet, while water was used as the HTF. The other part of 
the system was a heat exchanger with 32 rectangular fins. The exchanger was filled with 
RUBITHERM RT paraffin as a PCM. The heat transfer and natural convection phenomena 
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were investigated and compared with those of the storage unit without fins. Experimental 
correlations were presented for the fin effectiveness as a function of Stefan (Ste) and Fourier 
numbers (Fo) and the Nusselt number (Nu) as a function of Rayleigh number (Ra): 
    271 10 * . 1719.4* . 0.7813f Ste Fo Ste Fo       (2.11) 
 
12 1.03928 10Nu Ra    (2.12) 
It was found that, for the low Fourier number, the fin effectiveness was less than 1. The 
reason for this was that the natural convection, which was dominant in the process of melting, 
was suppressed due to the presence of the fins. In the solidification process the fin 
effectiveness varied from 0.4 to 3.06 depending on the Stefan and Fourier numbers. 
An experimental study with numerical modelling of the solidification process of the PCM 
inside a cylindrical vertical tube and using internal longitudinal fins was performed by Velraj 
et al. [107]. The experimental results showed that the surface heat flux increased significantly 
with an increase in the number of fins. The effect of the radius of the tube on the surface heat 
flux was also investigated. It was found that for tube of small radius the surface heat flux 
initially increased but after a certain period of time this heat flux became lower than for the 
corresponding case with tube of large radius. The reason for this is that in the smaller tube the 
thickness of the solidification layer is greater. Therefore the conductive resistance of the 
solidification layer becomes higher than in the case in which the tube radius is smaller. The 
solidification process for cases with and without fins was also compared. It was found that 
the complete solidification time for the tube with fins was approximately 1/n-th (n is a 
number of fins) of the case of the tube without fins. A numerical model was developed to 
investigate the effect on heat transfer of different tube wall and fin thicknesses. The 
calculations were conducted for a tube with a radius of 0.03 m, and it was demonstrated that 
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there was no reduction in the heat transfer until the tube wall and fin thicknesses were 
reduced to 0.0015m. 
The same authors [108] studied different  heat enhancement techniques for thermal storage 
units, shown in Figure 2.12, namely internal longitudinal fins inside a plain cylindrical 
storage tube filled with paraffin; the same tube filled with Lessing rings of 1cm in the 
diameter with a small amount of water in the tube, which was then evacuated using a vacuum 
pump after adding the molten paraffin. The vacuum was maintained such that the saturation 
temperature of the water inside the tube was nearly equal to the melting temperature of 
paraffin. It was found that the total solidification time was significantly reduced to the one-
quarter value by using fin configurations compared with the plain tube and to one-ninth when 
Lessing rings were used.  
 
Figure 2.12: The cross section of tube storage units with different configurations: (a) plain 
tube (b) with internal longitudinal fins (c) Lessing rings (d) bubbles [108]. 
 
 Kayansayan and Acar [109] conducted a numerical and experimental study of the 
solidification of ice in a cold thermal storage system with a horizontal finned tube. The 
effects of the HTF inlet temperature, flow rate, fin density, and fin size were investigated. 
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The numerical model was validated with comparison to experimental data and the numerical 
model was also tested against the results of Lacroix in [110], who developed his own 
mathematical model for the melting process with the same geometrical and flow parameters. 
Kayansayan and Acar used water as HTF and n-Octadecane (n-C18H38) as the PCM, while 
the later study used ethyl-alcohol as the HTF and ice as PCM. The comparison was carried 
out for a tube with 12 fins and the working fluid having the same Peclet numbers of 75.4, 
754, and 7540 respectively. Figure 2.13 shows the effect of the flow rate on the molten 
fraction and HTF exit temperature. In general, a good agreement was observed, and the 
results demonstrated that increases in the flow rate, HTF inlet temperature and the number of 
fins led to an increase in the heat transfer rate and the amount of energy stored in the system.  
 
 
Figure 2.13: The comparison of numerical results on the effect on the HTF exit temperature 
and molten fraction in [109] and [110]. 
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Ismael et al. [111] presented a numerical model of the solidification process around a 
vertically axially finned tube immersed in a PCM. The model results were compared with 
experimental data. The study was designed to determine the effect of the fin length, thickness 
and number, the aspect ratio of the annular space, and the temperature difference between 
phase change temperature and the wall temperature of the tube. The numerical results were 
supported by the findings in the experimental work, and these indicated that, as the fin length 
increases, the complete solidification and the solidified mass fraction are reduced 
significantly. An increase in fin thickness as well as the number of fins resulted in an increase 
in the solidified mass fraction and a reduction in the solidification time. The results also 
demonstrated that an increase in the aspect ratio of the annular space resulted in the increase 
in both solidification time and the solidified mass fraction, whilst an increase in the 
temperature difference resulted in the reduction in the solidification time and solidified mass 
fraction. 
Zhang and Faghri [75, 112] developed theoretical methods to study the heat transfer 
enhancement in the latent heat thermal energy storage unit using tubes with internal 
longitudinal fins  (Figure 2.14a) and external radial finned tubes (Figure 2.14b). The most 
interesting finding was that the use of internal fins provides stronger effect of enhancing 
melting heat transfer for transfer fluids at low Reynolds numbers. Another important finding 
for the externally finned case was that tube wall temperature and Nusselt number were 
increased significantly when the thickness of the wall increased, but the latter had no 
significant effect on the molten liquid volume. On the other hand, the fin height had a 
significant impact on the molten volume fraction (MVF). 
Castell et al. [113] experimentally investigated the natural convection phenomena for a 
cylindrical model of the system with external vertical fins. The model consisted of a PCM 
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placed in the middle upper part of a cylindrical water tank. Experimental correlations 
between Nusselt number and Rayleigh number were proposed.  
 
 
Figure 2.14: Schematic of internally and externally finned tubes deployed in [75] and [112] .  
 
Agyenim et al. [114] studied different aspects of the enhancement of the heat transfer in a 
medium temperature thermal storage system using both circular and longitudinal fins. It was 
reported that longitudinal fins achieved a sufficient enhancement of the heat transfer, and that 
the average temperature was higher than in the control and circular finned systems. The 
circular fins did not provide a noticeable improvement of heat transfer during sensible heat 
absorption even though they increased the heat transfer area. 
Shatikian et al. [115, 116] conducted a numerical study of the melting of the PCM in a heat 
storage system with internal fins and a horizontal base. He reported that the melting process 
and heat flux were affected by changes in the geometry of the system and the boundary 
conditions. It was found that the Nusselt number and melting fraction depended on a 
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combination of dimensionless numbers, such as the Fourier (Fo), Stefan (Ste) and Rayleigh 
(Ra) numbers: 
  1/4 1/645  * * 0.015lf lbNu Fo Ste Ra Ra     (2.13) 
Sparrow et al. [117] experimentally examined the enhancement of the conduction and 
convection heat transfer during the solidification process in a thermal storage unit with a 
vertical tube with external fins. It was found that the conduction enhancement for fins is less 
than the area ratio of the finned and unfinned tubes, whilst the enhancement in the natural 
convection was very nearly equal to the area ratio. On the other hand, the degradation in the 
heat transfer due to the natural convection increased with time and this degradation was 
greater for lower values of the temperature difference across the frozen PCM layer. 
Using an artificial neural network (ANN), Ermis et al. [118] analysed the heat transfer in a 
latent heat thermal storage system with a finned tube. ANN modelling was used to predict the 
amount of heat transfer through the PCM around the finned tube. The four network input 
parameters considered (Figure 2.15) were the heat transfer area, Reynolds number, HTF inlet 
temperature and time, whereas the output parameter was the total thermal energy stored. The 
hidden node was modified to minimize the errors in the output values, and the ANN was 
validated by comparison with experimental data. Very good agreement was achieved for both 
laminar and turbulent flows. 
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Figure 2.15: A three layer feed-forward back propagation neural network for heat transfer 
analysis [118]. 
 
Eftekhar et al. [119] experimentally studied the enhancement in the heat transfer in a thermal 
storage system with a heated and cooled horizontal finned-tube. The heat transfer and natural 
convection effect at the liquid-solid interface were investigated, and correlations were 
obtained from the experimental data for the Nusselt number and the volumetric rate of liquid 
produced. These correlations were validated with results in [120] and agreement between the 
two sets of data was found to be satisfactory. These correlations are presented below: 
  1/310.0270 /sNu f Ra Ste   (2.14) 
where  
 
2/3
  
e c
c
h LNu f
k
       (2.15) 
   s f pSf S S    (2.16) 
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     w uc w mT Tf T T    (2.17) 
The following heat transfer correlation equation was derived by Bathelt and Viskanta in 
[120]: 
  1/30.0178 /Nu Ra Ste   (2.18) 
The volumetric rate of liquid produced can be described as 
   1/32/3 30.0270 c f p w m
c
dV Ra kf S S T T
dt L Ste L              (2.19) 
where fS  is the area of vertical fins, pS  is the area of heated bottom plate, wT  is the mean wall 
temperature, mT  is the melting temperature and S is the area of solid liquid interface.  
A theoretical model was derived by Padmanabhan and Murthy [121] to study the phase 
change occurring in a cylindrical annulus with axial fins on the inner tube. The theoretical 
model was based on the finite-difference method. It was concluded that the melt/frozen 
fraction could be estimated using the following formula, which was recommended for 
engineering design purposes: 
        0.624 0.028 1.385 0.0491.1275 * * fVF Fo Ste T N L W    (2.20) 
where N is the number of fins, L is the fin length and W is the fin thickness 
Tan et al. [122] studied both experimentally and numerically the impact of the configuration 
of spiral aluminium fillers on the PCM’s melting performance in a fin type latent heat storage 
system. A two-dimensional simulation domain was designed using Fluent 6.3 software for 
both fin type and fine-spiral fillers slab (Figure 2.16). The numerical results were validated 
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with experimental data, and good agreement between results was observed. It was also found 
that the aluminium spiral fillers have a strong influence on the PCM’s melting behaviour. The 
heat conduction increased due to the rise in the induction area as a result of adding the spiral 
fillers, whilst the natural convection was reduced. 
 
 
Figure 2.16: Two-dimensional simulation domain [122]. 
 
Agyenim et al. [123] experimentally studied the melting and solidification processes in a 
shell-and-tube design with longitudinal fins used to power a LiBr/H2O absorption cooling 
system (Figure 2.17). The experiments were carried out for different values of the charging 
mass flow rate and inlet HTF temperatures. The temperature gradients in the axial, radial and 
angular directions during charging were recorded. The results demonstrated that the optimal 
parameters for charging the LiBr/H2O absorption system were as follows:  the mass flow rate 
of 30 kg/min and the inlet temperature of 140oC. 
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Figure 2.17: Schematic diagram of shell and tube system [123]. 
 
Choi and Kim [124] experimentally investigated the heat transfer characteristics of 
magnesium chloride hexahydrate (MgCl2.6H2O) in circular finned and unfinned systems. It 
was found that the molten fraction in a 5-finn tube was 25% greater than that in the unfinned 
tube. However, the molten fraction in the 10-finned tube was similar to that in the 5-finned 
tube which meant that the additional surface in the 10-finned tube did not have the desirable 
effect on the molten fraction. Heat transfer correlations were obtained for the amount of 
energy storage in terms of Fourier, Stefan and Reynolds numbers: 
For the unfinned-tube systems, 
 
4 0.9
ma
6 1.07
x
0.487.42 10 ,    8000Fo Ste Re ReQQ
     (2.21) 
For the 5-finned-tube systems, 
 
4 0.92 0.94 0. 5
max
410.10 10    8000,Fo Ste Re ReQQ
     (2.22) 
For the 10-finned-tube systems, 
 
max
4 0.85 1.07 0.4024.90 10 ,    8000Fo Ste Re ReQQ
  
  (2.23)  
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Table 2.3: Heat intensification using fins. 
No Author Fin 
geometry 
Fin 
material 
Methods PCM  HTF Process Parameters 
investigated  
Dimensions 
1. Liu et al. 
[105] 
Rectangular 
fins 
Copper Experimental Stearic acid - Charging 
process  
Effect of fin size and 
pitch on the heat 
transfer  
 
Tube: Di=46mm, 
L=550mm 
 
2. Stritih 
[106]  
Rectangular  Steel Experimental 
and numerical  
Paraffin   Water Charging and 
discharging  
Effects of fins on 
heat transfer 
enhancement 
Fins: H=0.5m, L=0.12m, 
thickness 1mm.  
Rectangular Storage:  
H=0.5m, L=0.12m, 
W=0.65m. 
 
3. Velraj et al. 
[107] 
Rectangular 
internal 
longitudinal 
fins 
Aluminiu
m 
Experimental Paraffin 
RT60 
- Discharging 
process 
Effect of fin number 
and tube radius on 
heat flux and 
solidification fraction 
Rectangular fins: H=27mm, 
L=300mm, thickness 
1.5mm. Cylindrical tube: 
Di=54mm, L=600mm, 
Do=60mm.  
 
4. Kayansaya
n and Acar 
[109] 
Annular fins Copper Experimental 
and numerical  
Ice Ethyl-
alcohol 
Discharging 
process 
Effect of HTF inlet 
temperature, flow 
rate, fin density, and 
fin size  
Horizontal section: 
(L=57cm, W=50cm, H= 
42cm)  
Tube: (Di=20mm, 
L=492mm, Do=30mm) 
 
5. Lacroix 
[110] 
Annular fins Copper  Theoretical 
model 
N-
Octadecane 
Water Charging 
process 
Effect of shell radius, 
mass flow rate, inlet 
temperature.  
Inner tube: Di=12.7mm, 
L=1m, Do=15.8mm. 
Outer Tube: Di=25.8mm, 
L=1m. 
Annular fins: Do=25.6mm. 
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No Author Fin 
geometry 
Fin 
material 
Methods PCM  HTF Process Parameters 
investigated  
Dimensions 
6. Ismail et al. 
[111] 
Vertical 
axially 
finned 
- Experimental 
and numerical 
modelling 
Paraffin  Water Discharging 
process 
Effect of fin length, 
thickness and, 
number,  aspect ratio 
of the annular space 
and the temperature 
difference between 
phase change 
temperature and the 
wall temperature of 
the tube 
 
Fins length: 0.087, 0.196, 
0.348mm.  
Aspect ratio: 2.481 
Fins number: 2, 3, 4 and 5 
The angular half-width of 
the fin: 0.55, 0.45 and 0.36  
7. Zhang and 
Faghri 
[112] 
Internal fins - Numerical 
modelling 
- - Charging 
process 
Effect of internal 
longitudinal fins on 
heat transfer 
 
Fins thickness W=0.05 
8. Zhang and 
Faghri [75] 
External 
radial finned 
- Numerical 
modelling 
- - Charging) 
process 
Effect of external 
radial fins on the heat 
transfer 
 
 
9. Castell et 
al.[113] 
External 
vertical fins 
 Experimenta Sodium 
acetate 
trihydrate 
Water Natural 
convection 
phenomena 
during 
solidification 
process 
Effect of fins on 
natural convection 
phenomena 
Cylindrical Tank: 
D=440mm, H=450mm.  
Cylindrical model: 
D=88mm, H=315mm. 
Fins: H=310mm, L=20 and 
40mm. 
 
10. Agyenim et 
al [114] 
Circular and 
longitudinal 
fins 
Copper Experimental Erythritol  Silicon 
oil 
Charging and 
discharging 
Effect of circular and 
longitudinal fins on 
the heat transfer of 
medium temperature 
thermal storage 
system 
Fins number: 8 
Fin thickness: 0.001m  
Fin pitch: 0.04m  
Circular fin diameter: 
0.134m 
Longitudinal fin length: 
0.95m  
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No Author Fin 
geometry 
Fin 
material 
Methods PCM  HTF Process Parameters 
investigated  
Dimensions 
11. Shatikian et 
al [115, 
116] 
Internal 
longitudinal 
fins 
Aluminiu
m  
Numerical Paraffin wax - Charging 
process 
Effect of fins on the 
melting process and 
heat flux 
0.15 < Fins thickness <1.2 
mm, 5 < fins high < 10mm, 
0.5<PCM store between 
fins<4mm 
 
12. Sparrow et 
al [117] 
External 
vertical fins 
Styrofoa
m 
Experimental Paraffin 
(n-eicosane) 
- Discharging 
process 
Effect of fins on 
natural and 
conduction heat 
transfer  
 
Storage unit: D=15.2cm 
and H=11.5cm. 
13. Ermis et al 
[118] 
Internal fins Bronze Experimental 
and numerical 
modelling 
Water/ice Ethyl-
alcohol  
Charging and 
discharging 
Effect of fins and 
flow parameters on 
the phase change 
process using 
artificial neural 
network 
 
Fin: L= 440mm, 
thickness=3mm. 
Tube: Di=10mm, 
Do=15mm, L=570mm. 
Tank: W=420mm, L= 
570mm, H=500mm. 
14. Eftekhar et 
al [119] 
Vertical fins  Experimental P116 
paraffin wax 
Water Charging 
process 
Effect of fins on the 
enhancement of heat 
transfer and natural 
convection 
 
Storage unit: H= 53.5mm, 
L= 61.5mm and W=56mm. 
15. Padmanabh
an and 
Murthy 
[121] 
Axial fins  Copper Numerical N-Eicosane Water Charging and 
discharging 
Phase change process 
of specific storage 
unit  
Dimensionless fin 
thickness= 0.1 
Dimensionless fin length= 
1.5 
 
16. Tan et al. 
[122] 
Fins and 
Spiral Fillers 
Aluminiu
m 
Experimental 
and numerical  
Paraffin wax - Charging 
process 
Effect of spiral fillers 
on melting 
performance 
 
 
 
Spiral fillers diameter = 
12mm 
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No Author Fin 
geometry 
Fin 
material 
Methods PCM  HTF Process Parameters 
investigated  
Dimensions 
17. Ismail and 
Lino [125] 
Radial 
rectangular 
fins 
Copper Experimental  Water Ethanol  Discharging 
process 
Effect of radial fins 
and turbulence 
promoters on heat 
transfer 
Tank: 700×500×500, 
thickness=10mm. 
Tube: Di=12.25mm, 
Do=18.35mm, L=1m.  
 
18. Saha and 
Dutta [126] 
Plate fins  Numerical  N-Eicosane - Charging 
process 
Effect of aspect ratio 
and applied heat flux 
on the thermal 
performance of the 
heat sinks 
Heat sink: (L=20mm, 
H=2mm) 
Fin thickness= 0.2, 2.2, 4.2, 
6.2, 8.2, 9.2, and 9.9mm.  
Fin height= 2.7, 3.1, 5, 10, 
20, 25, 30, 35, and 40mm. 
  
19. Agyenim et 
al. [123] 
Longitudinal 
fins 
Copper Experimental Erythritol Silicon 
oil and 
water 
Both 
charging and 
discharging 
Effect of mass flow 
rate and inlet 
temperature of HTF 
on the thermal 
behaviour of PCM 
system 
 
Shell, Do=154mm 
Tube, Do=54mm 
20. Choi and 
Kim [124] 
Circular fins Stainless 
steel 
Experimental Magnesium 
chloride 
hexahydrate  
Air Charging 
(melting) 
process 
Effect of circular fins 
on heat transfer 
characteristics  
Shell; Di=55mm, 
H=140mm and thickness= 
2.5mm 
 
Chapter 2 Background and Literature Review 
 
 Page 55 
 
2.4.2 Intensification of the heat transfer using filling materials 
Another technique widely used to increase the heat transfer surface in the thermal system is 
incorporate filling materials, such as graphite materials and porous media (metal foams and 
matrix materials).  
2.4.2.1 Graphite materials 
Pincemin et al. [127] experimented with   graphite flakes combined with salts or eutectics as 
PCMs at melting temperatures of 200-300oC. Graphite was added to improve the thermal 
conductivity of the PCM and storage capacity. Three different types of graphite have been 
used: natural graphite flakes (Figure 2.18a); expanded natural graphite (Figure 2.18b); and 
ground expanded natural graphite (Figure 2.18c). A significant enhancement of the thermal 
conductivity was found to be up to a factor of 14 with the effective conductivity of 9 W/m K 
and a factor of 10 for with the effective conductivity of 6 W/m K. Also, no significant 
changes were found in the phase change temperature, but a reduction in the phase change 
temperature variation was observed. 
 
Figure 2.18:- Tested graphite [127]. 
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Zhao and Wu [128] studied experimentally the intensification of heat transfer in a high 
temperature thermal storage system using metal foams and expanded graphite filled with the 
PCM. It was found that application of both metal foams and expanded graphite significantly 
enhanced the heat transfer during both charging and discharging processes; the complete 
freezing and melting times were reduced and the effect of metal foams was greater than that 
of expanded graphite. Another interesting finding was that the heat transfer was significantly 
enhanced in the solid regions due to increase in the conduction heat when using metal foams 
and expanded graphite, but these materials suppressed the natural convection effect in the 
liquid region. 
Py et al. [129] studied theoretically and experimentally the performance of a composite PCM 
made of paraffin saturated with compressed expanded natural graphite (CENG). They 
concluded that the composite thermal conductivity can be improved up to 70 W/mK 
depending on the CENG density and shape. CENG also significantly suppressed the natural 
convection in the melted PCM region. 
Zhang and Fang [130] studied the behavior of a paraffin/expanded graphite composite PCM. 
Expanded graphite with an average particle si e of 300μm and an expansion ratio of 200ml/g 
was used in the study. The thermal performance of the composite was compared with that of 
paraffin, and the results showed that the phase change temperature and latent heat remained 
the same for these both materials. On the other hand, the time needed to reach the required 
temperature during the melting process was reduced by 27.4% for the composite PCM 
compared to paraffin. It also can be seen in Figure 2.19 that the total solidification time for 
the composite PCM was reduced by 56.4% compared to paraffin. The heat transfer rate in the 
composite PCM was higher than that of paraffin due to the improved thermal conductivity.  
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Figure 2.19: Temperature variation during the melting and solidification process [130]. 
 
The same method of enhancing the thermal conductivity was adopted by Xiao et al. [131] for 
paraffin using a thermoplastic elastomer poly composite. The thermal storage performance of 
the composite was compared with that of paraffin, and it was reported that the heat transfer 
rate in the composite increased significantly with the rise of the mass of expanded graphite 
during the solidification process. This was due to the increase in the thermal conductivity of 
the composite. In the case of melting, the heat transfer rate was reduced due to the weaker 
natural convection, which plays a significant role during melting. The most interesting 
finding was that the composite PCM with paraffin content of 80% had the same phase 
transition as pure paraffin.   
Sar  and Karaipekli [132] obtained similar results from the experimental study of the melting 
process in the  composite PCM made of paraffin (n-docosane) with expanded graphite (EG). 
The effect of the mass fraction of EG on the thermal storage characteristics was investigated. 
The results indicated a strong relationship between the mass the fraction of EG and thermal 
conductivity. The continuous introduction of EG resulted in an increase in the thermal 
conductivity, thereby reducing the complete melting time. On the other hand, for all EG mass 
fractions, the latent heat capacities were roughly the same and very close to that of paraffin. 
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The composite PCM made of 10% EG and 90% of paraffin was recommended for LHTES 
applications due to its stable properties. 
In an effort to improve the thermal conductivity of static acid, Karaipekli et al. [133] have 
used expanded graphite (EG) and carbon fibre (CF) and compared the results with those of 
authors in [88, 131, 134-137]. They discovered a linear relationship between the thermal 
conductivity and the mass fractions of EG and CF additions:   
  0.0841 0.2194          fk M for Expanded Graphite    (2.24) 
  0.0659 0.2831          fk M for Carbon Fiber    (2.25) 
Zhang et al. [138] also studied the influence of graphite powders on the thermal conductivity 
of mixed shape-stabilized PCMs. It was reported that the thermal conductivity of the 
composite PCM could be increased up to 20 times. Beyond this value the mechanical 
robustness of the composite deteriorated. Furthermore, the authors developed a correlation 
for the effective thermal conductivity as a function of the graphite mass fraction and this 
correlation showed a good agreement with experimental data: 
  4 3 2 333.3 213.3 31.97 2.187 0.15        0  0.2k X X X X X         (2.26)
Mills et al. [139] used a graphite matrix to form a paraffin/graphite composite. The graphite 
matrix was made of flake graphite which can be obtained from stacked sheets of carbon. The 
thermo physical properties of the composite were investigated, and their experimental results 
were compared with correlations published by other authors in [129, 140, 141] with a good 
agreement. It was found that the PCM mass fraction was decreased for higher bulk densities, 
while the thermal conductivity of the composite PCM increasing anisotropically for the 
higher bulk densities.  
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2.4.2.2 Intensification of heat transfer using porous media, metal foams and matrix 
materials 
Mesalhy et al. [142] numerically investigated the influence of a porous matrix with different 
values of the thermal conductivity and porosity filled with the PCM in two concentric 
cylinders. The finite element approach was used, and in order to validate the numerical model 
the free convection during the melting process of pure PCM was investigated. The numerical 
results were compared to those by Khillarkar et al. [69] and found to be in a good agreement. 
The results demonstrated that a decrease in the porosity resulted in an increase in the melting 
rate as well as in the convection flow of liquid PCM fractions due to the reduction in the 
matrix permeability. Also, decreasing the porosity reduced the storage capacity of the PCM 
due to reduction in the PCM quantity. On the other hand, using a solid matrix with the high 
thermal conductivity and porosity resulted in the significant heat transfer enhancement in the 
PCM storage. Also, Hoogendoorn and Bart [143] developed a mathematical model to study 
the effects of metal matrix structure on the temperature transition range of 
melting/solidification in paraffinic materials. It was demonstrated that the mathematical 
model provided a good agreement with the experimental results.  
Phanikumar and Mahajan [144] carried out both  experimental and numerical analysis of the 
natural convection inside the high porosity metal foams heated from below. The numerical 
model was validated with experimental data and with the results of Beckermann et al. [145]. 
The effect of several metal foams (aluminium, carbon and nickel) on the heat transfer 
enhancement was examined, and it was found that using metal foams led to significant 
enhancement in heat transfer. On the other hand, the effect of Darcy and Rayleigh numbers 
on the heat transfer was also reported, and it was demonstrated that local thermal non-
equilibrium effects became significant at high Darcy and Rayleigh numbers. Sasaguchi et al. 
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[146] proposed a numerical model for the solidification of pure water in the porous media 
placed around a single cylinder and two cylinders. The model was used to study the effect of 
the natural convection on the solidification process for the system with and without porous 
media. Also, the effects of the initial water temperature as well as the number of cylinders on 
solidification were studied. The model was validated with experimental results and excellent 
agreement was found. It was concluded that both the initial temperature of water and the 
number of cylinders had considerable effects on the solidification process. Their next paper 
[147] examined the effect of the position of the cylinder on the solidification process. The 
results demonstrated that the position of the cylinder had a significant influence on 
temperature distribution, average Nusselt number over the cylinder surface, and the cooling 
rate of the water. 
Bhattacharya et al. [148] conducted both analytical and experimental analysis of the physical 
properties of high porosity metal foams. The effect of the thermal conductivity, permeability, 
and internal coefficient of high porosity were investigated, and the theoretical model was 
validated   with experimental data which demonstrated the excellent agreement. A metal fibre 
was used (Figure 2.20), and it was concluded that the thermal conductivity depended on the 
porosity and the ratio of the cross-section of the fibre to the intersection area. The 
permeability increased with the increase of pore diameters and the porosity of the medium. 
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Figure 2.20: Open cell representation of the metal foam and schematic of the fibre cross-
sections at different porosities [148].  
 
Boomsma and Poulikakos [149] developed a three dimensional numerical model to evaluate 
the effective thermal conductivity of the fluid saturated metal foam. The foam structure was 
represented as cylindrical ligaments attached to cubic nods at their centres as shown in Figure 
2.21. The aluminium foam with a porosity of 95% was used as the foam metal, whilst air and 
water were used as fluids. The model was validated with the experimental data by Calmidi 
and Mahajan [150] and good agreement was observed. It was concluded that changing the 
fluid conductivity slightly increased the effective thermal conductivity which demonstrated 
that the heat conductivity of the solid phase determined the overall effective thermal 
conductivity. 
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Figure 2.21: Foam structure [149]. 
 
Calmidi and Mahajan [150, 151] numerically modelled and experimented with the forced 
convection in high porosity metal foams. Experiments were carried out with the aluminium 
metal foam saturated with air and water as the fluid medium. The numerical results were 
compared to experimental data by Hunt and Tien [152], and it was demonstrated that the 
enhancement effect of the thermal dispersion was very small for the foam-air compound due 
to the high conductivity of the solid matrix, whilst for the foam-water the thermal dispersion 
was very large.  
Erk and Duduković [153] numerically modelled and experimentally analysed the heat storage 
in a phase change regenerator consisting of n-Octadecane retained by capillary force in a 
porous silica support. CO2 was used as the HTF in the phase change regenerator. The 
experiment measured the outlet temperature and compared it with the predicted value, and the 
results indicated the presence of a significant amount of heat losses. As much as 50% of the 
energy stored in the experimental unit could be lost to the surroundings via the end plates. 
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Also, predictions of the net front movement were compared quantitatively with the 
experimental data, showing a reasonable agreement in 60% of the volume of the bed. 
Weaver and Viskanta [154] experimentally investigated the freezing of distilled water in the 
saturated porous media. Spherical glass balls with the diameter of 1.59 and 6 mm were used 
as the porous media, and their permeabilities were calculated to be 1.6×10-9 and 2.85×10-8 m2 
respectively. It was concluded that the porous media had a significant effect on the natural 
convection during the solidification process inhibiting the fluid motion.   
Beckermann and Viskanta [155] carried out both experimental and numerical analysis of the 
phase change of a fluid inside a vertical rectangular enclosure filled with glass beads as a 
porous matrix. Numerical results were compared to experimental data to demonstrate a good 
agreement. It was concluded that the porous media had a considerable effect on the natural 
convection in the melt as well as on the conduction in the solid fraction. 
Zhao and Lu [156, 157] produced a general model for heat transfer performance in metal 
foam filled pipes. Detailed information on the velocity and temperature distributions were 
obtained using the Brinkman-extended Darcy momentum model and a two-equation heat 
transfer model. The results indicated that the metal foam significantly increased the heat 
transfer by a factor of forty. Also, the metal foam with a small porosity and pore density 
resulted in the better heat transfer performance, but with the increased pressure drop. In their 
later papers [158-161] they examined the influence of the metal foam on the phase change 
process during the solidification and melting of paraffin. It was found that the additive metal 
foam significantly increased the heat transfer rate during both solidification and melting. The 
degree of the heat transfer enhancement depended on the metal foam structure and material 
used. Some results described in this section are summarised in Table 2.4. 
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Table 2.4: Heat transfer intensification using filling materials.  
No Authors Methods PCM Filling material Process Validation 
1. Pincemin et 
al. [127] 
Experimental  Slat and 
eutectics  
Graphite  Charging 
process 
Yes [162, 
163] 
2. Zhao and  
Wu [128] 
Experimental Sodium 
nitrate 
nano3 
Metal foams and 
graphite 
Charging and 
discharging  
No 
 
3. Py et al. 
[129] 
Experimental 
and numerical  
Paraffin  Expanded natural 
graphite  
Charging and 
discharging  
No  
4. Zhang and 
Fang [130] 
Experimental Paraffin  Expanded 
graphite  
Charging and 
discharging  
No 
5. Xiao [131] Experimental Paraffin  Thermoplastic 
elastomer poly 
graphite 
Charging and 
discharging  
No 
6. Sar  and 
Karaipekli 
[132] 
Experimental Paraffin (n-
docosane) 
Expanded 
graphite  
Charging and 
discharging  
No 
7. Karaipekli 
[133] 
Experimental  Static acid  Expanded 
graphite and 
carbon fibre 
Charging 
process 
Yes [88, 
131, 134-
137] 
8. Zhang et al. 
[138] 
Experimental 
and numerical  
 Graphite  Charging 
process 
Yes  
9. Mills et al. 
[139] 
Experimental Paraffin 
wax 
Graphite matrix  Charging and 
discharging  
Yes[129, 
140, 141] 
10. Haillot et 
al. [164] 
Numerical  Paraffin, 
stearic and 
other acids 
Expanded natural 
graphite 
Charging and 
discharging  
No 
11. Yin  et al. 
[165] 
Experimental  Paraffin  Expanded 
graphite  
Charging and 
discharging 
No 
12. Mesalhy 
[142] 
Numerical 
modelling 
N-
Octadecane 
Metal matrix Charging 
process 
Yes [69]  
13. Hoogendoo
rn and Bart 
[143] 
Experimental 
and numerical  
Paraffinic 
materials 
Metal matrix Charging and 
discharging 
Yes  
14. Phanikuma
r and 
Mahajan 
[144] 
Experimental 
and numerical  
- Metal matrix 
(aluminium, 
carbon and 
nickel) 
- Yes[145] 
15 Sasaguchi 
et al. [146, 
147] 
Experimental 
and numerical  
Pure water Porous media Discharging 
process  
Yes  
 
 
16. Bhattachar
ya et al. 
[148] 
Experimental 
and numerical  
Water Metal foams - Yes  
17. Boomsma 
and 
Poulikakos 
[149] 
Experimental 
and numerical  
Water Metal foam - Yes [150] 
18. Calmidi 
and 
Mahajan 
[150, 151] 
Experimental 
and numerical  
- Metal foam - Yes [152] 
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No Authors Methods PCM Filling material Process Validation 
19. Erk and 
Duduković 
[153] 
Experimental 
and numerical  
N-
octadecane  
Porous silica 
support 
Charging 
process 
Yes  
20. Weaver and 
Viskanta 
[154] 
Experimental  Water Porous (spherical 
glass balls) 
Discharging 
process 
No 
21. Beckerman
n and  
Viskanta 
[155] 
Experimental 
and numerical  
Gallium  Porous (spherical 
glass balls) 
Charging and 
discharging  
Yes  
22. Siahpush 
[166] 
Experimental  Eicosane  Copper porous 
foam 
Charging and 
discharging  
Yes  
23. Zhao and 
Lu [156, 
157] 
Analytical 
model  
- Metal foam  Charging 
process  
Yes [167] 
24. Zhao and 
Lu[158] 
Experimental  Paraffin 
RT58 
Metal foam Charging and 
discharging  
Yes  
25. Krishnan 
[168, 169] 
Numerical  - Metal foam  Charging and 
discharging  
Yes [155] 
26. Tong [170] Numerical  Water  Metal matrix  Charging and 
discharging  
Yes [171-
173] 
27. Ettouney  
et al. [174] 
Experimental  Paraffin 
wax 
Metal screens and 
metal spheres  
Charging 
process 
No  
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2.4.3 Heat transfer intensification using nano-fluid, nano-particles and 
microencapsulation 
2.4.3.1 Nano-particles 
Ho and Gao [175] experimentally evaluated  the effect of alumina (AL2O3) nano-particles on 
the thermo physical properties  of paraffin (n-Octadecane) during melting/freezing processes. 
From the results obtained, adding AL2O3 nanoparticles in paraffin had a small effect on the 
melting/freezing behaviour of paraffin. A similar result was obtained for the thermal 
conductivity enhancement using nano-particles. The thermal conductivity of nanoparticles in 
paraffin becomes considerable higher with the rise of its temperature due to intensification of 
the Brownian motion. Furthermore, the measured dynamic viscosity and density of pure 
paraffin was compared with those found in [176] and excellent agreement was observed. The 
results also revealed that the dynamic viscosity increased significantly as the amount of 
AL2O3 nanoparticles increased. Wu et al. [177] carried out similar work on paraffin saturated 
with nanoparticles. Cu, AL, and C/Cu nanoparticles were used to improve the heat transfer 
rate during both freezing and melting processes. It was concluded that the paraffin with nano-
particles has the significantly enhanced heat transfer rate compared with pure paraffin, and 
also that the nano-particles had a little influence on the melting/freezing temperatures. The 
analysis conducted indicated that Cu nanoparticles provided the strongest enhancement 
compared to Al and C/Cu nanoparticles.  
Zeng et al. [178] experimentally investigated the influence of Ag nano-particles on the 
thermal conductivity of the PCM. Tetradecanol (TD) was used as the PCM, and the 
experiment was carried out using several types of thermal analysis: differential scanning 
calorimetry (DSC), thermogravimetry (TG), power X-ray diffraction (XRD), and 
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transmission electron microscopy (TEM). It was found from the results that the thermal 
conductivity of the composite material increased with the rise of amount of Ag nano-
particles.  
A numerical simulation using FLUENT software was carried out by Arasu et al. [179] to 
investigate the effect of AL2O3 nanoparticles on the paraffin wax in a concentric double pipe 
heat exchanger. The computed thermo-physical properties of paraffin saturated with AL2O3 
nano-particles were compared with Ho and Gao’s measurements in [175] and a good 
agreement was observed between these two data sets. The results demonstrated that the 
AL2O3 nano-particles in paraffin wax have a significant effect on the charging-discharging 
rates of the thermal energy compared to the case with pure paraffin. A similar enhancement 
in the thermal conductivity of the composite materials and in the heat transfer rate was found. 
Furthermore, the viscosity of the composite materials increased as the volumetric farction of 
AL2O3 nano-particles rose, thus improving the natural convection heat transfer effectiveness. 
Their study in [180] repeated this investigation for a square enclosure heated from below and 
from the vertical side. The results indicated that paraffin wax saturated with nano-particles 
exhibited increased thermo-physical properties compared to pure paraffin. In [181] the effect 
of the volume fraction was studied for both AL2O3 and CuO nano-particles on the 
solidification and melting processes of paraffin wax. The Authors found that the 
enhancement in the thermal performance of paraffin wax was greater when AL2O3 nano-
particles were used compared to the application of CuO nano-particles.  
Khodadadi and Fan [182] analytically solved the one-dimensional Stefan problem for the 
freezing process of nano-particle-enhanced PCM (NEPCM) in a finite slab. Combinations of 
both water and cyclohexane as a PCM with additions of four types of nanoparticles (alumina, 
copper, copper oxide and titanium) were selected for investigations. The physical model for 
this investigation is illustrated in Figure 2.22. In their next paper  [183], the authors 
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investigated the model experimentally. They demonstrated that freezing process depended 
only on the volume fraction of nano-particles and was not related to the type of nano-
particles. The experimental results indicated that the freezing rate for NEPCM containing 5% 
of nano-particles was considerably increased. With the volume fraction of nano-particles of 
1% and 2% the freezing process was not affected.  
 
 
Figure 2.22: Schematic diagram for 1-D modelling of the PCM freezing in a finite slab [182, 
183]. 
 
Khodadadi and Hosseinizadeh [184] also carried out analytical investigations of the effect of 
nano-copper particles on natural convection and PCM thermal conductivity in a square 
storage model. They applied the Boussinesq approximation model in FLUENT to simulate 
the buoyancy force and density variation. The results obtained from this model were 
compared with the results by other authors in [185-188]. In general, there was a good 
agreement between data sets. It was pointed out that the latent heat of the PCM decreased as 
the addition of nano-particles increased. The results indicated that the solidification fraction 
Chapter 2 Background and Literature Review 
 
 Page 69 
 
increased rapidly as the mass fraction of suspended particles rose. This is because of the 
enhanced thermal conductivity and smaller value of their latent heat. Ranjbar et al. [189] 
obtained similar results from the numerical study of the solidification process in a 3-D 
rectangular enclosure filled with PCM with addition of nanoparticles. It was pointed out that 
the addition of nano-particles suppressed the natural convection, and therefore the heat 
conduction dominated heat transfer in both solid and liquid phrases. 
Kim and Drzal [190] experimentally investigated the behaviour of exfoliated graphite nano-
platelets (xGnP) filled with paraffin wax. The effects of xGnP on the thermal conductivity, 
melting time, melting temperature, and the latent heat capacity of paraffin were investigated. 
Their findings indicated that the thermal conductivity increased with the xGnP content. On 
the other hand, the use of xGnP did not lead to a decrease in the latent heat of paraffin/xGnP 
composite PCMs. Therefore, its latent heat storage was not reduced. Liu et al. [191] carried 
out experimental work on the solidification/melting of BaCl2 filled with TiO2 nano-particles. 
They found that the thermal conductivity and heat transfer were significantly enhanced by 
adding nano-particles, which also reduced the supercooling of the suspension. Wang et al. 
[192] used the fractal theory to model the effective thermal conductivity of the liquid with 
nano-particles. The effects of the particle size and surface adsorption were examined, and 
when the model results were compared to experimental results [193] a good agreement was 
observed for the particle content less than 0.5%.  
Seeniraj et al. [194] proposed the theoretical expression for the energy storage and heat flux 
for cases with and without dispersed particles in the PCM and identified the optimum fraction 
of dispersed particles to maximise the energy storage and heat flux. The schematic 
arrangement used in this study is shown in Figure 2.23. It was reported that the cumulative 
energy storage capacity was decreased as the particle fraction was increased, due to the 
particles reducing the volume occupied with the PCM. However, the addition of particles 
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increased the instantaneous surface heat flux and hence accelerated the energy storage 
process. The results also revealed that the optimum fraction of dispersed particles to 
maximise the stored energy depends on the thermal conductivity of the dispersed fraction. 
Siegel [195] conducted a similar analysis for planer solidification process. 
 
 
Figure 2.23: Schematic of the storage unit containing dispersed particles [194]. 
 
Wang and Choi [196] experimentally evaluated the thermal conductivity of the nano-particle-
fluid mixture. They used Al2O3 and CuO nano-particles with diameters of 28 nm and 23 nm 
respectively. Several fluids, such as distilled water, ethylene glycol, engine oil, and vacuum 
pump fluid were dispersed with the two types of nano-particles and examined. The effect of 
the mixture preparation technique on its thermal conductivity was also investigated. The three 
different techniques, namely mechanical blending, coating particles with polymers and 
filtration, were tested and the measured thermal conductivity was compared with the 
predictions of various theoretical methods [197-202] shown in Table 2.5. It was reported that 
the measured thermal conductivity differed from data reported in the literature, due to the 
different particle sizes used in the study. The results further indicated that the thermal 
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conductivity of the mixture increased with decreasing particle size and also depended on the 
dispersion technique used. 
 
Table 2.5: Effective thermal conductivity of a mixture [196].  
Author  Theoretical expressions   Remarks 
Maxwell 
[197] 
    3 11  2 1efkk          Applicable 1  1 1or    
Jeffrey 
[198] 
2 3 4
2 2
6
3 9 2 31 3 3 ..
4 16 2 3 2
e
f
k
k
              
 
Accurate to order    
Davis 
[199] 
        2 33 11 02 1efk fk                Accurate to order      2.5  10f for      0.5  f for    
Lu et al. 
[200] 
21 . .e
f
k
a b
k
   
 
For spherical particles 
a=2.25, b=2.27.  
For 10  ; a=3, b=4.51 for  
 
 
Shaikh et al. [203] carried out an experimental and numerical study of the latent energy 
storage with a PCM containing dispersed single wall carbon nanotubes (SWCNTs), multiwall 
CNTs (MWCNTs) and carbon nano-fibers (CNFs). The numerical model results were 
compared to experimental results and a good agreement between them was found. Figure 
2.24 illustrates the physical model and the 2-D arrangement of carbon nanotubes (CNTs) 
used in the theoretical model. From the experimental results, the maximum value of the latent 
heat enhancement was found to be in the wax/SWCNTs composite followed by that of the 
wax/MWCNTs composite, whilst the minimum enhancement was found in wax/CNFs 
composite. The theoretical model also examined the effect of nanoparticle mass fraction, size 
and type on the intermolecular attraction within the mixture. It was concluded that the 
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molecular density of the SWCNTs was higher compared to those of the MWCNTs and CNFs, 
resulting in the enhanced latent energy. A considerable number works were published on the 
heat transfer enhancement in PCMs using nanoparticles, as summarised in Table 2.8.  
 
 
Figure 2.24: Physical model (a) and CNT arrangement (b) [203]. 
 
2.4.3.2 Nano-fluids 
Nanofluids are dilute liquid suspensions of solid nanoparticles or nanofibres with sizes of 1-
100 nm [204]. Recent developments in the field of heat transfer have led to a renewed interest 
in nanofluids because of their enhanced thermo physical properties and heat transfer. Ding et 
al. [204] reviewed the relevant literature which covered heat conduction using nanofluids, 
convection heat transfer for both natural and forced flow conditions, and boiling heat transfer 
in the nucleate regime. In an extensive study, Godson et al. [205] summarised the results of 
experimental and theoretical studies on the enhancement of heat transfer using nanofluids, 
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improvements in thermal conductivity, Brownian motion, and free convection in heat 
transfer. Recent developments in the enhancement of heat transfer using nanofluids have 
been reviewed by Trisaksri and Wongwises [206]. 
Ho et al. [207] numerically examined  different models of the effect of the dynamic viscosity 
and thermal conductivity of nanofluids in natural convection heat transfer. Numerical 2D 
modelling was carried out for a vertical square enclosure (Figure 2.25), with a water-alumina 
(AL2O3) mixture chosen as the working nanofluid. Results indicated that the heat transfer 
across the enclosure was improved with respect to the base fluid. Vajjha et al. [208] 
experimentally measured the density of three different nanofluids containing aluminium 
oxide (AL2O3), antimony-tin oxide (Sb2O5:SnO2), and zinc oxide (ZnO) nanoparticles in a 
fluid mixture consisting of 60% ethylene glycol and 40% water. The experimental results for 
density compared favourably with the theoretical results of Pak and Cho [209] and it was 
concluded that there was an excellent agreement between them, demonstrating that the 
density was increased with rise of nanoparticles content. 
 
Figure 2.25: Schematic of a vertical enclosure system [207]. 
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In another major study, Vajjha and Das [210] experimentally developed a correlation for the 
thermal conductivity of three nanofluids over a temperature range of 298-363K, taking into 
account the effect of Brownian motion on the thermal conductivity as a function of 
temperature.  They compared their experimental results with those of several existing models 
[211-219] and found a good agreement. The results indicated that the thermal conductivity of 
nanofluids increased with the volume fraction of nanoparticles as well as with the increase in 
the temperature. A subsequent paper [220] examined the impact on heat transfer of nanofluid 
circulating within the flat tubes of an automobile radiator. Using the thermo physical 
properties of nanofluids derived in their previous work [208, 210], the problem was solved 
using the control volume method in FLUENT software. They demonstrated that the average 
heat transfer coefficient significantly increased as the particle volumetric concentration 
increased. Nevertheless, increasing nanoparticles resulted in an increase in the local skin 
friction, which caused a large pressure drop across the flat tube.  
Khanafer et al. [185] performed numerical simulation to analyse the heat transfer behaviour 
of the nanofluid inside a two-dimensional enclosure for a range of Grashof numbers and 
volume fractions. The findings seemed to be consistent with those of other researchers [221-
224]. The study found that the addition of nanoparticles considerably increased the heat 
transfer rate for any given Grashof number. Furthermore, heat transfer increased with the 
nanoparticle volume fraction. A correlation was proposed for the average Nusselt number as 
a function of the Grashof number 3 5)(10 10Gr   and the nanoparticle volume fraction
(0 0.25)  . Li and Xuan [225] also established a new convective heat transfer 
correlation for Cu-water nanofluid under single-phase fluid model. These correlations are 
presented below:  
  1.0809 0.31230.5163 0.4436Nu Gr         [185] (2.27) 
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0.754 0.218 0.333 0.40.4328(1 11.285 )     (for laminar Flow)
nf d nf nfNu Pe Re Pr   [225]  (2.28) 
    0.6886 0.001 0.9238 0.40.0059 1 7.6286   For turbulent flownf d nf nfNu Pe Re Pr    [225]  (2.29) 
Abdulhassan et al. [226] experimentally studied the heat transfer performance of nanofluids 
circulating through a horizontal tube. Experimental measurements of the nanofluids thermo 
physical properties were compared with results of several studies [196, 209, 212, 227-230] 
with deviation not exceeding 3.5%. The results indicated that the presence of nano-particles 
significantly increased the heat transfer rate as well as the thermo physical properties of the 
nanofluid. The most interesting finding was that circulating nanofluids through the tube did 
not result in a large drop in pressure, because nanoparticles did not affect the flow behaviour. 
Gavtash et al. [231] obtained similar results from a numerical study of the nanofluid in a 
cylindrical heat pipe. A 2-D model of the heat pipe was created using FLUENT software. 
They found that the nanofluid improved the heat transfer rate in the heat pipe and reduced its 
thermal resistance. A preliminary work on heat transfer enhancement was undertaken by 
Xuan and Roetzel [230]. Two methods were presented to analyse the convection heat transfer 
with nanofluids. The first considers the nanofluid as a single phase fluid, while the other 
considering nanofluid as a multiphase fluid made of the nanofluid and the particles.  
Maïga et al. [232] have also reported that nanoparticles substantially increase the heat transfer 
compared to base fluid. They attempted to provide correlations for the Nusselt numbers of 
nanofluids in terms of Reynolds and Prandtl numbers. Syam Sundar et al. [233] numerically 
investigated the laminar flow and heat transfer characteristics with three different nanofluids, 
namely AL2O3, CuO, and TiO2, in a circulating tube using FLUENT software. Particle 
concentrations were in the range from 0.3 to 2%, and the results revealed that the heat 
transfer coefficient increased with the particle concentration. In addition, the highest heat 
transfer coefficient was provided by AL2O3 nanoparticles, followed by CuO, with the lowest 
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for TiO2. Sasmito et al. [234] also studied the laminar flow heat transfer problem in  square 
cross-section tubes with two different nanofluids, namely AL2O3 and CuO in water. The heat 
transfer was improved with nanofluids and AL2O3 provided a better performance than CuO. 
According to Wen and Ding [235], particle migration is the reason for the enhancement of the 
convection heat transfer and results in a non-uniform distribution of the thermal conductivity 
and the viscosity field as well as a reduction in the thermal boundary layer thickness. 
Two-dimensional turbulent flow and heat transfer with three different nanofluids (AL2O3, 
CuO and SiO2 in water) circulating through a circular tube under constant heat flux was 
numerically investigated by Namburu et al. [236]. They developed a new correlation for 
Nusselt number and viscosity for nanofluids with up to 10% volume fraction of nanoparticles. 
They compared their model’s results with the correlation presented by Gnielinski [237] and 
found a good agreement. Based on their results, they stated that the heat transfer coefficient 
of nanofluids increased with volume fraction of nanoparticles and Reynolds number. The 
analysis indicated that CuO nanofluid had a higher heat transfer performance than AL2O3 and 
SiO2. Figure 2.26 shows the computational grid used in this study. Several methods were 
used to calculate the dynamic viscosity and thermal conductivity of the nanofluid, as 
summarised in Table 2.6 and Table 2.7, respectively.  
 
 
Figure 2.26: Computational  grid used in  [236]. 
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Table 2.6:  List of methods used to determine the nanofluid dynamic viscosity.  
NO Model Dynamic viscosity  Remark 
1. Brinkman 
[238] 
  2.5nf fμ μ 1        is nanoparticle volume fraction 
2. Maïga et al. 
[232] 
 2nf fμ  μ 1 7.3 123       is nanoparticle volume fraction 
3. Vajjha [208]  2
nf f 2μ  μ CA e   293 363K T K   
0.01 0.1
 
4. Ashrae [239] 4
nf f 4μ  μ
B
TA e
     293 363K T K   B4=2664 
5. Namburu et al. 
[240] 
log BT
nf Ae   A and B are cubic polynomial functions 
of the particles volumetric concentration 
50 T  ℃  
6. Sahoo et al. 
[241] 
1
1
nf 1μ  
B C
TAe
      90 T  ℃  
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Table 2.7: A list of methods used to determine the nanofluid effective thermal conductivity. 
No Model Thermal conductivity  Remarks 
1. Maxwell [197]   2 2 2nf s L s L sL s L s L sK K K K KK K K K K         
 
   : solid volume fraction 
2. Charunyakorn 
et al. [242]    1 e m pK K b Pe    
 
 
3. Hamilton and 
Crosser [228] 
        1 1 1nf s L s L sL s f s L sK K n K n K KK K n K K K           
 
n dependent on particle shape and 
Ks/KL, n=3/ψ 
4. Jeffrey [198] 
 
21 1 111 3 3 .[1
2 2 4 2
1
/ / /
/ / /
/ 23 /
/
..]
16 2 / 3
n s L s L s L
s s
L s L s L s L
s L s L
s L s L
K f K K K K K K
K K K K K K K
K K K K
K K K K
                                 
 
 
 
5. Davis [199]       2 33 / 1 . .1 / 2 / 1s L s s snfL s L s L sK K f OKK K K K K                2.5  10f for   ,   0.5  f for    
 
Accurate to order 2  
6. Bruggeman 
[211]    3 1 2 3 / 4nf ss s
L f
K K
K K
                    2 2 2 23 1 / 2 3 2 2 9 9  /s s L s s s s LK K K K             
 
Spherical particles  
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No Model Thermal conductivity  Remarks 
7. Yu and Choi 
[212]           3 32 1 1 1 2  1 1 1 2pe sK K                      332 2 1 2 1pe L pe L snfL pe L pe L sK K K KKK K K K K            
 
 
/layer sK K  , /h r  ,  10 100L layer LK K K   
 
 
h is nano-layer thickness 
layerK is nanolayer thermal 
conductivity 
r is particles radius  
8. Xuan et al. 
[213]   2 2  2 2 3nf s L s L s s sL s L s L s L cK K K K K Cp KTK K K K K r                
 
 
rc is the mean radius of gyration of 
cluster 
9. Koo and 
Kleinstreuer 
[214, 215] 
    42 2  5 10 , , .2nf s L s L s L LL s L s L s s sK K K K K KTCp f T etcK K K K K d              
 
 
 is fraction of liquid volume  
10. Xue and Xu 
[216]           2 2 2 22 2 2 22 21 02 2 2 2nf s s nfnf Lnf L nf s s nfK K K K K K K KK KK K K K K K K K K K                     
3
s
s
r
r t
       
 
K2: is thermal conductivity of the 
interfacial shell. T: is the thickness of 
interfacial shell 
11. Chon et al. 
[217] 
0.3690 0.7476
0.7460 0.9955 1.23211 64.7nf sL
L s L
K Kd Pr Re
K d K
             
 
L L
L
CpPr
K
 ,   23 L L LKTRe l  
 
Ll is mean-free path for the fluid 
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No Model Thermal conductivity  Remarks 
12. Prasher et al. 
[218]          0.333 1 2 2 2 11 1 2 2 1s m s mnf mL s m s mK K K KK ARe PrK K K K K                                
1 18
s s
KTRe
v d ,  1 1/ 4 .m LK K Re Pr    , 2 /b m sR K D   
 
44 10A   
bR is the interfacial thermal 
resistance between nanoparticles and 
fluid 
13. Jang and Choi 
[219]   21 11nf Lp L dp
L s
K dK C K Re Pr
K d
    
 
 
.R M s
dp
C d
Re
v
 , 
. 3R M L s L
KTC
d l  
 
6
1 18 10C    
14. Vajjha and Das 
[210]     42 2  5 10 , 2nf s L s L s L LL s L s L s s sK K K K K KTCp f TK K K K K d              
      2 3 2 3
0
, 2.8217 10 3.917 10 3.0669 10 3.91123 10Tf T
T
                 
   1.073042 3for AL O particles, 8.4407 100 , 0.01 0.1     
   1.07304for Zno particles, 8.4407 100 , 0.01 0.07     
   0.9446for CuO particles, 9.881 100 , 0.01 0.06     
 
 
 
Temperature range  
298 363T K 
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No Model Thermal conductivity  Remarks 
15. Wang et al. 
[192]           
0
0
1 3
2
1 3
2
s
nf s L
sL
s L
K r n r
dr
K K n r K
K n rK dr
K r K


       
  
 n r is the radius distribution 
function 
16. Keblinski et al. 
[243]   211 3nf s L d
L s
K dK C K Re Pr
K d
      
.R M s
dp
C d
Re
v
  
.R MC is the random motion velocity 
of nanoparticles  
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2.4.3.3 Microencapsulation  
A microencapsulated phase change material (MEPCM) is obtained by placing a micro-size 
solid/liquid PCM core within a solid structure (shell/wall) [244]. A wide range of materials 
can be used to make the shell, including natural and synthetic polymers [245]. MEPCM can 
be prepared by two methods, namely complex coacervation and spray drying, details of 
which can be found in [245-249]. Figure 2.27 shows an SEM image of MEPCM prepared in 
[247]. 
 
Figure 2.27: SEM image of microencapsulated PCM [247]. 
 
Xuan et al. [250] investigated experimentally the effect of microencapsulated PCM 
components on the specific heat capacity and thermal conductivity of an MEPCM 
suspension. The MEPCM core was paraffin while the shell was made of melamine urea 
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formed from aldehyde resin and iron particles. It was reported that the specific heat of the 
MEPMC depends on the temperature inside the MEPCM and the volume fraction of the 
MEPCM particles. In addition, the specific heat capacity of the suspension in the solid region 
was smaller than that in the liquid region for the same volume of MEPCM. On the other 
hand, the thermal conductivity increased linearly with the volume fraction of the MEPCM 
and it also increased with increasing iron nanoparticles inside the MEPCM.  
Salaün et al. [251] used microcapsules filled with paraffin and nanoparticles of polyvinyl 
alcohol/hydrated salt to decrease the thermal conductivity of PCM. They also found that 
polymer nanoparticles did not affect the latent heat, but that the phase change took place over 
a wide range of temperatures compared to pure paraffin. Hu and Zhang [252] carried out a 
numerical investigation of the enhancement of convective heat transfer in microencapsulated 
PCM. The model   analysed the effect of various factors on the heat transfer enhancement in a 
laminar flow in a circular tube with the constant wall temperature. This numerical simulations 
compared favourably with the results of the experimental investigation in [253]. In  [254] 
authors conducted similar analysis for a circular tube with the constant heat flux, using the 
effective specific heat capacity model. The numerical simulation results were supported by 
findings of Alisetti and Roy in [255]. Namely that the Stefan number, the mass flow rate of 
HTF, and the volumetric concentration of microcapsules can improve the heat transfer rate. 
Alvarado et al. [256] experimentally studied the enhancement of heat transfer in 
microencapsulated PCM under constant heat flux and turbulence conditions. The results 
indicated that microencapsulated PCM substantially increased heat transfer even with a low 
mass fraction. The analysis of results further indicated that the material’s melting point was 
affected by a slurry velocity more than heat flux. Su et al. [257] investigated the influence of 
the core/shell ratio of microPCMs, their average diameter and the thermal conductivity on the 
phase change behaviour. They found that shell thickness did not have a strong effect. 
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However, higher volume fractions of microPCMs and smaller enhanced the thermal 
conductivity of the composite.  
Özonur et al. [258] used a microencapsulated natural coco fatty acid mixture as a PCM for a 
thermal storage system. The transition temperature and the stability of the thermal energy 
storage of the PCMs were investigated during both charging and discharging processes. It 
was demonstrated that the thermal properties of the microencapsulated PCM were stable after 
50 cycles. Rao et al. [259] experimentally investigated enhancement of the convective heat 
transfer in microencapsulated PCM-water additives flowing through rectangular 
minichannels. It was found that an increase in the mass flow rate and MEPCM volume 
substantially increased the heat transfer rate. The analysis also indicated that the thermal 
performance of the suspensions with a higher mass concentration was less effective at high 
mass flow rates due to the shorter residence time of the MEPCM additives.  
The effect of several microencapsulated products on the heat transfer in gas-fluidized beds 
has been examined by Brown et al. [260]. Paraffin and octadecane were used as MEPCM 
cores while the shells were made of polymethylene-urea, cross-linked nylon, and gelatine. 
The results revealed that the octadecane/gelatine MEPCM exhibited better heat transfer 
performance. The heat transfer was enhanced by 85% during the phase transition compared to 
that of the single phase. 
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Table 2.8: Literature on PCM heat transfer intensification using filling materials.  
No Author Methods PCM Enhancement 
method 
Process Validation 
1. Ho and 
Gao [175] 
Experimental  N-octadecane Nanoparticles Charging and 
discharging  
Yes  [176] 
2. Wu et al. 
[177] 
Experimental Paraffin wax Nanoparticles Charging and 
discharging 
Yes [175, 
261-265] 
3. Zeng et al. 
[178] 
Experimental  Tetradecanol 
(TD) 
Nanoparticles Charging 
process 
No  
4. Arasu [179-
181] 
Numerical  Paraffin wax Nanoparticles Charging and 
discharging 
Yes [175, 
184] 
5. Khodadadi 
and Fan 
[182] 
Numerical  Cyclohexane 
and water 
Nanoparticles Discharging 
process 
Yes  
6. Fan and 
Khodadadi 
[183] 
Experimental Cyclohexane 
and water 
Nanoparticles Discharging 
process 
Yes  
7. Khodadadi 
and 
Hosseiniza
deh [184] 
Numerical  Water  Nanoparticles Discharging 
process 
Yes  [185-
188] 
8. Putnam et 
al. [266] 
Numerical  Polymethylme
thacrylate  
Nanoparticles - No  
9. Ranjbar et 
al. [189] 
Numerical  - Nanoparticles Discharging 
process 
Yes [23, 
184-186] 
10. Kim and 
Drzal [190] 
Experimental Paraffin  Nanoplatelets  
of exfoliated 
graphite (xgnp) 
Charging 
process 
No [193] 
11. Liu et al. 
[191] 
Experimental Bacl2 Nanoparticles  Charging and 
discharging 
No  
12. Wang [192] Numerical 
modelling 
Water  Nanoparticles Charging 
(melting) 
process 
Yes  
13. Seeniraj 
[194] 
Numerical N-Octadecane Dispersed 
particles 
Charging 
process 
No  
14. Siegel 
[195] 
Numerical  N-Octadecane Dispersed 
particles 
Discharging 
process 
No  
15. Wang and 
Choi [196] 
Experimental 
and Numerical 
Distilled 
water, 
ethylene 
glycol, engine 
oil, and 
vacuum pump 
fluid 
Nanoparticles  Yes [197-
202] 
16. Shaikh 
[203] 
Experimental 
and Numerical 
 
Paraffin wax Nanoparticles Charging 
process 
Yes  
 
 
17. Halte et al. 
[267] 
Experimental   - Nanoparticles - No 
18. Elgafy and 
Lafdi [268] 
Experimental 
and Numerical 
Paraffin wax Nanoparticles Discharging 
process 
Yes  
19. Zeng et al. 
[269] 
Experimental Nitric acid Nanoparticles Charging 
process 
No 
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No Author Methods PCM Enhancement 
method 
Process Validation 
20. Zeng et al. 
[270] 
Experimental Tetradecanol Nanoparticles Charging 
process 
No 
21. Wu et al. 
[271] 
Experimental Water Nanoparticles Discharging 
process 
Yes [272, 
273] 
22. Ho [207] Numerical  Water  Nanofluids  Charging 
process 
Yes [223, 
224] 
23. Vajjha 
[208] 
Experimental  Ethylene 
glycol and 
water 
Nanofluid Charging  
process 
Yes [209] 
24. Vajjha and 
Das [210, 
220] 
Experimental 
and Numerical 
Ethylene 
glycol and 
water 
Nanofluid Charging 
process 
Yes models 
[211-219]  
25. Khanafer 
[185] 
Numerical - Nanofluid Charging 
process 
Yes [221-
224] 
26. Abdulhassa
n [226] 
Experimental  Water  Nanofluid Charging 
process 
Yes [196, 
209, 212, 
227-230] 
27. Gavtash et 
al. [231] 
Numerical  Water  Nanofluid Charging 
process 
No  
28. Maïga et al. 
[232] 
Numerical  Water and 
ethylene 
glycol 
Nanofluid  Charging 
process 
Yes [274] 
29. Syam  
Sundar et 
al. [233] 
Numerical  Water  Nanofluid  Charging 
process 
Yes [275] 
30. Sasmito 
[234] 
Numerical  Water  Nanofluid  Discharging 
process 
Yes [276]  
31. Wen and 
Ding [235] 
Experimental  Water  Nanofluid  Charging 
process 
Yes [275] 
32. Namburu et 
al. [236] 
Numerical Water  Nanofluid  Charging 
process 
Yes [237] 
33. Xuan and 
Roetzel 
[230] 
Numerical  Water  Nanofluid  Charging 
process 
Yes  
34. Li and 
Xuan [225] 
Experimental  Water  Nanofluid  Charging 
process 
Yes  
35. Keblinski 
et al. [243] 
Numerical  - Nanofluid  Charging 
process 
No  
36. Wang [277] Experimental  Water  Nanofluid  Charging 
process 
No  
 
37. Bönneman
n et al. 
[278] 
Experimental  Water  Nanofluid  Charging 
process 
No  
38. Gao et al. 
[279] 
Experimental  Water  Nanofluid  Charging and 
discharging 
process 
No  
39. Chein and 
Huang 
[280] 
Numerical  Water  Nanofluid Discharging 
process 
Yes [281] 
40. Xuan [250] Experimental Paraffin  Microcapsules  Charging 
process 
No  
41. Salaün et 
al. [251] 
Experimental Paraffin  Microcapsules  Charging 
process 
No  
Chapter 2 Background and Literature Review 
 
 Page 87 
 
No Author Methods PCM Enhancement 
method 
Process Validation 
42. Hu and 
Zhang 
[252] 
Numerical  Water  Microcapsules  Charging 
process 
Yes [253] 
43. Zhang  
[254] 
Numerical  Water  Microcapsules  Charging 
process 
Yes [255]  
44. Alvarado et 
al. [256] 
Experimental  Water  Microcapsules Charging and 
discharging  
No  
45. Su et al. 
[257] 
Experimental  Paraffin Microcapsules Charging 
process 
No  
46. Özonur et 
al. [258] 
Experimental  Natural coco a 
fatty acid 
mixture 
Microcapsules Charging and 
discharging  
No  
47. Rao et al. 
[259] 
Experimental  N-Octadecane Microcapsules Charging and 
discharging  
No  
48. Brown 
[260] 
Experimental  Octadecane 
and paraffin 
Microcapsules Charging 
process 
No  
 
2.5 Conclusions  
This chapter presents an extensive review of significant studies relevant to the topic of this 
PhD research. The techniques deployed to enhance the energy performance of thermal 
storage systems and the methods used for to improve heat transfer in phase change materials 
were analysed.  
From the review it can be seen that encapsulation and packed beds technologies have been 
analytically and experimentally well investigated with a large volume of published papers. 
Storage system designs and their configurations, PCM materials used, heat transfer 
enhancement methods, the parameters which affect the performance of the system were 
considered in detail. However, a limited number of studies have been devoted to assessing the 
pressure drops observed in packed bed thermal storage systems with determination of the 
friction factor as a function of the size, shape, and geometry of the packed bed system. 
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Different geometries and configurations of fins or other types of extended surfaces, porous 
media, metal foams, matrix materials and graphite materials have been extensively studied to 
enhance the heat transfer process in thermal storage systems by increasing the effective 
thermal conductivity in the mixture of phase change materials and additive components. The 
key disadvantage with the above methods is that it is necessary to increase the system volume 
in order to provide the same amount stored energy.  
A considerable number of studies have been devoted to investigating the effect of nano-fluid, 
nano-particles, and microencapsulation on the thermal performance of LHTS. 
The outcome of the literature review is that the natural convection plays an important role 
during the PCM solidification and melting processes. The natural convection flows are 
extremely sensitive to the geometry and size of the enclosures and depend on the density, 
viscosity and thermal conductivity of the phase change materials used. Therefore, the detailed 
study of natural convection inside the storage system with the liquid PCM is very important 
for the designing process. 
The main aim of this study is formulated as a result of the conducted literature review. This is 
to select the most efficient means of the enhancement of heat transfer in thermal storage 
systems with PCMs and to derive dimensionless correlations for determination of heat 
transfer in such thermal storage systems as a function of process and design parameters. 
The objective of this study is to develop accurate theoretical methods for predicting the heat 
transfer in the PCMs storage systems and determine the most efficient heat transfer 
enhancement methods to improve the system’s performance. 
 
 
 
Chapter 3 Fundamentals of CFD Modelling and Data Analysis 
 
 Page 89 
 
Chapter 3 Fundamentals of CFD Modelling and 
Data Analysis 
 
3.1 Introduction  
Computational fluid dynamic (CFD) is a powerful computer-aided engineering (CAE) tool 
for the analysis of physical systems involving fluid flow and associated phenomena such as 
chemical reactions by means of computer-based simulation. The technique has been extended 
to a wide range of industrial and non-industrial applications, for instance, aerodynamics, 
combustion in IC engines and gas turbines, mixing and separation, polymer moulding, and 
turbomachinery [282]. In this chapter the governing equations of the CFD modelling are 
described, including those used to describe solidification/melting of PCMs, modelling heat 
transfer through porous media, and modelling nano-particles effect using user-defined 
functions (UDFs).  
3.2 Governing differential equations of fluid flow and heat transfer 
The governing equations of the fluid flow represent mathematical statements of the 
conservation laws of physics [282, 283], concerning: 
 The mass of fluid; 
 the momentum; 
  the energy; 
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This section is concerned with the fundamental governing equations of the fluid flow and 
heat transfer, which are the continuity, momentum and energy equations. 
3.2.1 Continuity equation  
FLUENT solves conservation equations for mass for all flows. The equation describing the 
continuity or mass in the computational domain is written as follows [284]: 
   .  md V Sdt     (3.1) 
Nabla   is an expression for the three-dimensional Cartesian coordinate system, i.e., the x-y-
z coordinates.  
Equation (3.1) is considered to be the main general equation which can be applied to both 
compressible and incompressible flows. Following the dispersed second phase, mS  is the 
mass source which can be added to the continuous phase, and in such case its value is zero. In 
additional cases involving user-defined sources its value is also zero due to the vaporization 
of fluid droplets [284]. The equation can then be rearranged as in Equation (3.2), which 
suggests that the total mass flow out of a control volume is equal to the time rate of change in 
density.  
   .  V
t
     (3.2) 
For 2D axisymmetric geometries, the continuity equation is given by [284]: 
      rx r mvd dv v St dx dr r         (3.3)
where x is the axial coordinate; r is the radial coordinate;  
x
v  is the axial velocity component;    is the radial velocity component.  
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3.2.2 Momentum conservation equation  
The conservation of momentum equation is formulated from the fundamental physical 
principle (Newton’s 2nd law), namely 
 F ma   (3.4) 
While in non-accelerating reference frame the calculation of conservation momentum can be 
calculated via Equation (3.5) [284]:  
        .    . d v vv p g Fdt           (3.5) 
where, p is the static pressure,   is the stress tensor, g  and F  are the gravitational body 
force and external body force respectively (for example arising from the interface with the 
dispersed phase), respectively. F  additionally encompasses other model-dependent source 
terms, such as user-defined porous-media sources.  
This conservation of momentum equation is directly detected from the fundamental physical 
principle being applied to an infinitesimal fluid element. Equation (3.5) is in a non-
conservation form due to the fluid elements affecting the flow movement; it is called the 
Navier-Stokes equation as it is a vector equation. The Navier-Stokes equation form is as 
follows [283]:  
 
    .    yxxx zx xdu d ddpuV ft dx dx dy dz            (3.6) 
 
    .     xy yy zy yd d dv dpvV ft dy dx dy dz             (3.7) 
 
    .       yzxz zz zdw d ddpwV ft dz dx dy dz              (3.8) 
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where u, v, and w are the velocity components (m/s) for the x, y, and z axe respectively; 
xx
 , 
yy , zz  are the components of normal stress for each direction; and ij  are the components of 
the shear stress acting on each direction.  
The stress tensor  is expressed by [284]: 
   2       .  3Tv v v I            (3.9) 
where µ is the molecular viscosity; I is the unit tensor; and the second term on the right-hand 
side is the effect of volume dilation.  
For 2D axisymmetric geometries, the axial and radial momentum conservation equation are 
given by [284]:   
 
       1 1 1 2              2    . 
3
1
    
x
x x x r x
x r
x
vp
v r v v r v v r v
t r x r r x r x x
v v
r F
r r r x
   

                                   
  (3.10) 
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t r x r r r r x x r
v v v
r v v F
r r r r r r
   
  
                                      
  (3.11) 
where  
 
 .    
x r r
v v v
v
x r r
        (3.12) 
and 
z
v  is the swirl velocity.  
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3.2.3 Turbulence models  
Fluctuating velocity fields is one of the characteristics of turbulent flows, the fluctuations 
have a mixture of transported quantities as momentum, energy, and species concentration 
resulting in the fluctuation of transported quantities. These fluctuations are characterized by 
small scales with high frequencies; which makes them computationally expensive to be 
simulated in practical engineering calculations. The governing equation, in the other hand, is 
time-averaged and it can eliminate small scale calculations by manipulation. Consequently, 
there is an increase in unknown variables in the modified equations which demands 
turbulence models to determine these variables in terms of known quantities [284]. In the 
present study, in the computational model it was assumed that the flow of the molten PCM 
was laminar, whilst the flow in the pipe depends on the mass flow input of the HTF. 
Therefore, the flow of the HTF in some cases was laminar and in others was turbulent.  
The following options for turbulent models are available in ANSYS FLUENT [284]:  
 Spalart-Almaras model; 
 k-ε model: 
 Standard k-ε model; 
 Renormalization-group (RNG) k-ε model; 
 Realizable k-ε model;  
 K-ω model: 
 Standard k-ω model;  
 Shear-stress transport (SST) k-ω model; 
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 Reynolds stress model (RSM);  
 Linear pressure-strain RSM;  
 Quadratic pressure strain RSM; 
 Low-Re stress-omega RSM l; 
 Detached eddy simulation (DES) model; which includes one of the following RANS 
models: 
 Spalart-Almaras RANS model;  
 Realized  k-ε RANS model;  
 Shear-stress transport  k-ω model;  
 Large eddy simulation (LES) model, which includes one of the following sub-scale 
models: 
 Smagorinsky-Lilly subgrid-scale model; 
 WALE subgrid-scale model; 
 Dynamic Smagorinsky model; 
 Kinetic-energy transport subgrid model.  
3.2.3.1 The k-ε model 
The simplest turbulence models are two-equation models such as the k-ε model. As 
mentioned above, there are three available k-ε models in the 13th version of ANSYS 
FLUENT: the standard k-ε model, the renormalization-group (RNG) k-ε model, and the 
Chapter 3 Fundamentals of CFD Modelling and Data Analysis 
 
 Page 95 
 
realizable k-ε model. All three models have a similar formula, with transport equations for k 
and ε. The major differences between the models are as follows [284]:  
 The method of calculating turbulent viscosity; 
 The turbulent Prandtl numbers governing the turbulent diffusion of  k and  ; 
 The generation and destruction terms in the ε equation  
3.2.3.2 The standard k-ε model 
The standard k-ε model is a semi-empirical model based on model transport equations for the 
turbulence kinetic energy, k, and its dissipation rate ε. The standard k-ε is valid only for fully 
turbulent flows and the effect of molecular viscosity is negligible. The transport equations for 
the standard k-ε model are given below [284]: 
     Ρti k b M K
i j k j
kk ku G G Y S
t x x x
                          (3.13) 
and 
       21 3 2ti K b
i j j
u G G G G C S
t x x x k k   
                          (3.14) 
where kG  is the generation of turbulent kinetic energy due to the mean velocity gradients; 
bG  is the generation of kinetic energy due to buoyancy; MY  represents the contribution of the 
fluctuating dilatation in compressible turbulence to the overall dissipation rate; 1εG , 2εG , and 
3εG are constants; εσ and kσ  are the turbulent Prandtl numbers for k and   respectively; KS
and εS  are user-defined source terms.  
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The turbulent viscosity, t , is computed by combining   and   as follows [284]: 
 
2
t
kC     (3.15) 
The model constants 1G  , 2G  ,  k ,   , and C  have the following default values in 
FLUENT [284]: 
1 21.44, 1.92, 0.09, 1,and 1.3kG G C          
3.2.3.3 Effects of buoyancy on turbulence in the k-ε model 
In ANSYS FLUENT using the k-ε models where non-zero gravity field and temperature 
gradient are present, both would account for the generation of k due to buoyancy (Gb in 
Equation (3.13)), and thus contributes to the calculation of ε in Equation (3.14) [284].  
The generation of the turbulence due to buoyancy is given by [284]: 
 
Pr
t
b i
t i
TG g
x
     (3.16) 
where Pr t is the turbulent Prandtl number for energy and ig  is the component of the 
gravitational vector in the ith direction. For the standard and realizable k-ε models, the default 
value of Pr t is 0.85. In the case of RNG k-ε model, Pr t=1/α, where α is given by [284]: 
 
0.6321 0.3679
0 0
1.3929 2.3929
1.3929 2.3929
mol
eff
         (3.17) 
where α0= 1/Pr = k/µcp. In the high Reynolds number limit ( 1mol
eff
 ), and ( 1.393k z  
). The coefficient of thermal expansion, β, is expressed as: 
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1
PT
          (3.18) 
For ideal gases, Equation (3.16) reduced to:  
 
Pr
t
b i
t i
pG g
x
      (3.19) 
In ANSYS FLUENT, if both non-zero gravity field and non-zero temperature (or density) 
gradient are present then the effects of buoyancy on the generation of k must be included. The 
buoyancy effects on ε are neglected by setting Gb to zero in the transport e uation of ε 
(Equation (3.14)).  f the effects of buoyancy on ε are to be included the value of Gb 
determined by Equation (3.19) is to be used in the transport e uation for ε (Equation (3.14)) 
[284].  
The degree to which ε is affected by buoyancy is calculated by [284]: 
 3 tanh
vC
u
    (3.20) 
where v is the component of the flow velocity parallel to the gravitational vector and u is the 
component of the flow velocity perpendicular to the gravitational vector. In this way, C3ε will 
become 1 for buoyant shear layers for which the main flow direction is aligned with the 
direction of gravity. For buoyant shear layers perpendicular to the gravitational vector, C3ε 
will become zero [284]. 
3.2.4 Energy conservation equation 
To predict the conduction and convection heat transfer, FLUENT uses the following energy 
conservation term [284]:  
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       . . .j effeff j h
j
E u E p k T h J u S
t
                (3.21) 
where 
effk is the effective thermal conductivity, which includes turbulent thermal conductivity 
defined by the selected turbulent model; jj is the diffusion flux of spices j and hS included 
heat in the reaction and any other volumetric heat sources defined by the user. The first three 
terms on the right-hand side represent conduction heat, species diffusion and viscous 
dissipation respectively.  
 
2
2
p uE h      (3.22) 
where sensible enthalpy is defined for ideal gases as:  
 j j
j
h Y h   (3.23) 
And for incompressible flow as:  
 j j
j
ph Y h     (3.24) 
In Equations (3.23) and (3.24),    is the mass fraction of species j and:  
 
,
ref
T
j p
T
h C jdT    (3.25) 
where 
refT  is 298.15K.  
Natural convection can be modelled using two methods in FLUENT. These are the 
Boussinesq model and the Prewsise model. For the Prewsise model the user inputs the change 
in density experienced in the fluid as a function of temperature, whether it be a polynomial or 
a set of data points which describes the variation in density. The Boussinesq model treats the 
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density as a constant value in all solver equations, except for the buoyancy term in the 
momentum equation [284]:   
    o o og T T g         (3.26) 
where o  is the (constant) density of the flow, oT is the operating temperature, and   is the 
thermal expansion coefficient. Equation (3.26) is obtained by using the Boussinesq 
approximation (  1o oT    ) to eliminate   from the buoyancy term. This 
approximation is accurate as long as changes in actual density are small; specifically, the 
Boussinesq approximation is valid when   1oT T  .  
3.2.5 Convection heat and mass transfer modelling in the k-ε model 
 n ANSYS FLUENT, Reynolds’ analogy concept is adapted to model turbulent heat transport 
for turbulent momentum transfer. The modelled energy equation is expressed in[284]:  
  ( E) ( E ) ( )i eff i ii eff h
i j j
T
u p k u S
t x x x
                   (3.27) 
where E is the total energy, keff is the effective thermal conductivity, and  ii eff  is the 
deviatoric stress tensor, defined as [284]: 
   23j i kij eff eff ijeff i j ku u ux x x                (3.28) 
To represent viscous heating, the term  ij eff  is used, where it is computed in the density-
based solver. It can be represented it in the Viscous Model Dialog Box, if it is not calculated 
in the pressure-based solver [284].  
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For the standard and realized k-ε models, effective thermal conductivity is given by [284]: 
 
Pr
p t
eff
t
c
k k
    (3.29) 
where k, is the thermal conductivity and the default value of the turbulent Prandtl number is 
0.85. 
3.2.6 Numerical solution for PCMs 
The mathematical formulations for solving PCM related problems have been categorized 
[285] as fixed grid, variable grid, front-fixing, adaptive grid generation, and enthalpy 
methods. Two methods are used to analyse the heat transfer in solid-liquid PCMs. These are 
the temperature-based and enthalpy-based methods. In the former, temperature is considered 
to be a single dependent variable. The energy equations for both solid and liquid are 
formulated separately; and thus the solid-liquid interface positions can be tracked easily to 
achieve an accurate solution for the problem [286].  
 
s l
s l n
T Tk k Lv
n n
      (3.30) 
where sT  denotes the temperature in the solid phase; lT  is the temperature in the liquid phase. 
sk , and lk  are the thermal conductivity of the solid phase and liquid phase respectively; n is 
the unit normal vector to the interface; L is the latent heat of the freezing; and nv  is the 
normal component of the velocity of the interface, as shown in Figure 3.1.  
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Figure 3.1: Solid-liquid interface for a multidimensional situation [285]. 
 
However, in the enthalpy-based method, the solid-liquid interface position does not need to 
be tracked. There are several advantages of using this method [287]:  
1. The governing equations are similar to those for the single-phase.  
2. No explicit conditions need to be satisfied at the solid-liquid interface. 
3. The enthalpy formulation involves the solution within a mushy zone, involving both 
solid and liquid materials, between the two standard phases.  
4. The phase change problem can be solved more easily.  
In the enthalpy-based method 
 
     . .H vH k T S
t
        (3.31) 
where T denotes the temperature, k is the thermal conductivity, ρ is the density of the PCM, v  
is the fluid velocity, H is the enthalpy, and S is the source term.  
Several software suites can be used to solve the PCM melting and solidification processes, 
including COMSOL Multiphysics and Star-CMM. Also, some researchers have developed 
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programs using the computational languages C++, Fortran, and Matlab in order to study the 
heat transfer in PCMs [286]. Some software has a specific model which can simulate the 
phase change which occurs at a single temperature (pure metals) or over a range of 
temperature (alloys, mixtures) [284]. 
3.2.6.1 Modelling solidification and melting  
An enthalpy-porosity method is used for modelling the solidification/melting process [284]. 
This technique is described in detail by Voller and Prakash [288]. 
The energy conservation equation for this case is written as:  
      .   .     H vH k T S
t
       (3.32) 
where H, is the enthalpy, ρ is the density, v  is fluid velocity and S is the source term.  
The enthalpy of the material is calculated as the sum of the sensible heat, h, and latent heat, 
ΔH:  
 
            H h H 
  (3.33) 
The sensible heat is calculated as: 
 
  
ref
T
ref p
T
h h c dT     (3.34)  
where,  
refh  is the reference enthalpy, refT  is the reference temperature and pc  is the specific 
heat at constant temperature.  
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The latent heat is also calculated as: 
 lH L    (3.35) 
The liquid fraction, l , can be calculated as: 
 
0,  
1,  
     
l solid
l solid
solid
l solid liquid
liquid solid
whenT T
whenT T
T T if T T T
T T

    
  (3.36) 
The solid and liquid temperatures are also calculated as 
 
     solid melt i i i
solutes
T T K mY     (3.37) 
 
    liquid melt i i
solutes
T T mY     (3.38)  
where, iK  is the partition coefficient of solute i, which is the ratio of the concentration solid 
to that in the liquid at the interface; iY  is the mass fraction of solute i, and im  is the slope of 
the liquid surface with respect to iY  [284].  
The source term in the momentum equation can be written as [284]: 
 
    31  mush plS A v v     (3.39)  
Due to the Darcy’s law damping terms as a source term are added to the momentum equation 
because of the effect of phase change on convection, whereas   is a small constant number 
(0.001) used to prevent division by zero, and mushA  is the mushy zone constant. Values 
between 104 and 107 are recommended for most computations [284]. In the present study, the 
mushy zone was set to 105. pv  is the solid velocity due to pulling solidification materials out 
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of the domain; and in the present study, pull velocities are not included in the solution and so 
pv  is set to zero. 
The liquid velocity can be calculated by the following equation [284]: 
 
  1
    
p l
liq
l
v v
v
    (3.40) 
3.2.6.2 Modelling heat transfer through porous media  
In porous media regions the ANSYS FLUENT standard energy transport equation resorts to 
modify conduction flux and transient terms only. In the conduction flux; where conductivity 
and the transient terms include the thermal inertia of the solid region on the medium as shown 
below [284]: 
 
      1 .. .f f s s f fheff i i f
i
E E v E p
t
k T h J v S
   

               

   (3.41) 
where 
 fE  is the total fluid energy;  sE  is the total solid energy,   is the porosity of the 
medium, and hfS  is the fluid enthalpy source term.  
The effective thermal conductivity ( effk ) of the medium is calculated by ANSYS FLUENT 
the volume average of the fluid and the solid conductivity [284]: 
  1eff f sk k k      (3.42) 
where fk  is the fluid thermal conductivity (including the turbulent contribution, tk );and sk  is 
the solid medium thermal conductivity.  
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In terms of the momentum equation for the porous media, an additional source term is added 
to the standard flow equations. The source term is composed of two parts: a viscous loss term 
(Darcy, the first term on the right-hand side of Equation (3.43)), and an inertial loss term (the 
second term on the right-hand side of Equation (3.43)) [284]: 
 
3 3
1 1
1
2i ij j ij jj j
S D C             (3.43) 
where iS  is the source term for the ith (x, y, or z) momentum equation, v  is the magnitude 
of the velocity, and D and C are prescribed materials. In the porous cell, the pressure gradient 
is effected by momentum sink, leading a pressure drop proportional to the fluid velocity (or 
velocity squared) in the cell.  
For simple homogeneous media: 
 2
1
2i i i
S C           (3.44) 
where α is permeability and C2 is an inertial resistance factor.  
In laminar flows through porous media, the pressure drop is normally proportional to the 
velocity, and the constant C2 can be considered to be zero. However, ANSYS FLUENT 
calculates the pressure drop in each of the three (x,y,z) coordinate directions as follows [284]: 
 
3
1
x j x
j xj
p n      (3.45) 
 
3
1
y j y
j yj
p n      (3.46) 
 
3
1
z j z
j zj
p n      (3.47) 
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where 1/ ij  are the entries in the matrix D in Equation (3.43), iv  are the velocity 
components in the x, y, and z directions, and 
x
n , yn , and zn  are the thicknesses of the 
medium in the x, y, and z directions.  
3.2.6.3 Modelling nano-particles using a user-defined function (UDF) 
In order to investigate the effect of nanoparticles in small volumetric fractions on the heat 
transfer rate, UDF is written in the C++ language to define the temperature-dependence of the 
thermo-physical properties of the PCM with or without nanoparticles. 
The thermo-physical properties of PCMs, such as density and viscosity, are temperature- 
dependent and can be determined by the following correlations [286, 289, 290]:  
   1lpcm mT T      (3.48) 
  /pcm exp A B T      (3.49) 
where l  is the density of the PCM at the melting temperature mT ,   is the PCM thermal 
expansion coefficient, A= -4.25, and B=1790 as suggested by Reid et al. [291].  
The density and specific heat capacity of the composite of nanoparticles with PCM is defined 
as [184, 234]: 
  1npcm np np np pcm       (3.50) 
 
 1np np np np pcm pcm
npcm
npcm
Cp Cp
Cp
      (3.51) 
where 
np  and np  are the volumetric fraction and density of nanoparticles respectively.  
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The effective thermal conductivity of the nano-PCM, which includes the effects of particle 
size, particle volume fraction and temperature dependence as well as the properties of the 
base PCM and particles subject to Brownian motion, is given by [220]: 
 
   1 ,2 22np pcm pcm np npnpcm pcm l np pcm pcm Tnp npnp pcm pcm np npk k k k BTk k k Cp fdk k k k                         (3.52) 
The first part of Equation (3.52) is obtained from the Maxwell model while the second part 
accounts for Brownian motion, which causes the effective thermal conductivity to be 
temperature-dependent.  
In Equation (3.52) 
npd  is the nanoparticle diameter, B is the Boltzmann constant
231.381 10 /J K , 1  k is the Brownian motion, 45 10 , and l  is the Brownian motion term 
for the liquid fraction, with its value as defined in Equation (3.36).  
The empirical relationship is used to account for the Brownian motion, given by [220]:  
   21 100 np      (3.53) 
    T, 1 np 2 3 np 4
ref
Tf C C C C
T           (3.54) 
where 1 2 3, ,C C C  and 4C are constants.  
The dynamic viscosity of the composite of nanoparticles with PCM is then defined as [220]:  
  1 2expnpcm np pcmC C     (3.55) 
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3.2.6.4 Choosing the solver 
In Fluent there are two main solvers: the density-based solver and the pressure-based solver. 
The problem of PCM solidification and melting can only be solved by the pressure-based 
solver. Fluent is equipped with two pressure solver algorithms; a segregated algorithm and a 
coupled algorithm, see Figure3.2 [284, 286]. Using transient simulations, the flow inside the 
pipe is being analysed with the k-epsilon turbulence and the solidification/melting model was 
enabled to investigate the phase change phenomena in paraffin wax.  
Update properties 
Solve sequentially:
 Uvel Vvel Wvel
Solve pressure-correction 
(Continuity) equation
Update mass flux, 
pressure, and velocity
Converged? Stop
Update properties 
Solve simultaneously:
Equation and pressure-
based continuity equation 
Update mass flux
Solve energy, species 
trubulence, and other 
scalar equations 
Converged? Stop
     Yes  NO 
  NO 
     
Yes
Pressure-Based Segregated 
Algorithm
Pressure-Based Coupled 
Algorithm
Solve energy, species 
trubulence, and other 
scalar equations 
 
Figure 3.2: Overview of the pressure-based solution methods [284]. 
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3.3 Data analysis 
3.3.1 Average heat transfer coefficient  
The local heat transfer coefficient could not be estimated accurately for the present thermal 
storage system as there is a temperature difference between the outer surface of the HTF pipe 
and the PCM along both axial and radial directions. Consequently, the average heat transfer 
coefficient for the melting process is calculated instead using the following equations [292] 
for the temporal heat transfer coefficient 
  p qA T LMTDh     (3.56) 
where, the surface area of HTFP is calculated using  the following equation: 
 oA D l   (3.57) 
The heat transfer rate (q) in the thermal storage can be calculated through the HTF’s enthalpy 
reduction rate in the HTF [293]. This enthalpy reduction can be calculated through the 
following equation: 
  p i oq mc T T    (3.58) 
where, m is the HTF mass flow, Ti and To are the HTF’s inlet and outlet temperatures 
respectively.  
The average heat transfer coefficient is:  
  totalp nh A T LM D tQ T    (3.59) 
Chapter 3 Fundamentals of CFD Modelling and Data Analysis 
 
 Page 110 
 
where Qtotal is the total heat transfer in the PCM from the time when the test started and until 
the instance when the full melting is achieved, and 
n
t  is the corresponding elapsed time.  
3.3.2 Dimensional analysis 
Different cases were analysed with various system’s geometrical and thermo-physical 
parameters. To generalise results it is vital to characterise them in the dimensionless form. 
The dimensional parameters used in this work are: 
Reynolds number (Re) -  
 
 
f m
f
u D
Re
    (3.60) 
 
 
m
f c
m
u
A   (3.61) 
 
2
4c
DA    (3.62) 
 
4
f
mRe
D    (3.63) 
where mu  is the mean fluid velocity in the flow cross section, D is the pipe diameter, f  is 
the fluid’s dynamic viscosity, f  is the fluid’s density, m  is the fluid’s mass flow, and cA  is 
the cross-sectional area of the pipe.  
In the current study, the storage unit is considered as a container with a central circular pipe 
surrounded by the PCM, a working fluid flows inside the pipe, and the heat by conduction is 
transferred through the pipe walls to the PCM. The heat conduction results in a liquid layer 
formed between the HTF’s pipe outer surface and the solid PCM. As the heat is transferred to 
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the PCM, the liquid/solid interface expands gradually both in the axial and radial directions. 
The natural convection heat transfer starts to dominate in the liquid region of the PCM. The 
buoyancy force induces a fluid current and the molten PCM ascends upwards and after 
cooling flows downwards to complete the natural convection circle. The density difference is 
attributed to the thermal expansion coefficient β, which is calculated using Equation (3.64) 
 
1 1 1
p
d
dT T T T
                           (3.64) 
where ρ is the density and T is the temperature.  
Free convection flows can be quantified using the Grashof number (Gr), which is the ratio 
between the buoyancy and the PCM’s acting viscous force, and Prandtl number (Pr) which is 
the ratio between viscous diffusion rate and the thermal diffusion rate.  
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Cp   (3.69) 
where g is the gravitational acceleration, β is the thermal expansion coefficient, pcmv  is 
kinematic viscosity of PCM, pcm  is PCM dynamic viscosity, pcm  is PCM density, HT  is 
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the temperature difference between the HTF and the PCM melting temperature, pcmk  is the 
PCM thermal conductivity and P pcmC  is the PCM specific heat capacity, HD  is the hydraulic 
diameter, oD  is the pipe outer diameter,  sellD  is the outer diameter of the cylindrical storage 
unit, W is the rectangular storage width, and h is the storage height.  
Usually, Grashof number and Prandtle number are combined to define a new dimensional 
parameter, which is the Rayleigh number (Ra) The Rayleigh number indicates transition from 
laminar to turbulence flow in the boundary layer flow in the natural convection. Rayleigh 
number is defined using the following equations:  
 a r rR G P    (3.70) 
 
3
 
pcm pcm H eq
pcm pcm
g Cp T r
Ra
k
     (3.71) 
Additionally, the Fourier number (Fo) is often used in presentation of results which is the 
time’s dimensional measure for melting or solidification. Fo is calculated using the following 
equation:  
 
  2 pcm meq tFo r   (3.72) 
where pcm  is the PCM’s thermal diffusivity.  
Also the Stefan number (Ste) is used which indicates the difference between the HTF’s inlet 
temperature and the PCM’s melting temperature. Ste is calculated using the following 
equation: 
 
 
pcm H
pcm
Cp T
Ste     (3.73) 
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where pcm is the PCM’s latent heat.  
Finally, the temporal Nusselt number (Nu) is used to quantify heat transfer and this can be 
calculated using the following equation:  
 
p eq
pcm
h r
Nu
k
   (3.74) 
The time-average Nusselt number, Nu  is defined as  
 
p eq
pcm
h r
Nu
k

  (3.75) 
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Chapter 4 CFD Model Validation  
 
This chapter validates the capability of CFD modelling technique to accurately describe 
processes in the thermal storage system with the PCM. CFD modelling using FLUENT 
ANSYS was conducted for the experimental case described by Lacroix [9] and numerical 
results obtained in this study were compared to his published experimental results for the 
CFD model validation purposes. The comparison between experimental and numerical results 
was carried out in terms of the temperature distributions, average volume of the PCM liquid 
fraction, and the HTF outlet temperature. Additionally, the detailed parametric study of the 
storage system with the PCM and nano-particles was performed and results obtained were 
discussed with dimensional correlations being proposed to be used in the designing process. 
4.1 The experimental case study by Lacroix  
Lacroix experimentally studied the transient melting of the PCM in the shell-and-tube storage 
unit with the PCM on the shell side, and the HTF flowing inside the tube. Additionally, he 
conducted a series of experiments to study the effect of different thermal and geometric 
parameters of the heat transfer process.  
4.1.1 The physical model 
The system’s physical model is presented in Figure 4.1. The PCM fills the shell with the 
diameter of De, whereas the HTF flows through the tube with diameter of Di. The PCM is 
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commercially available material n-Octadecane. The thermo-physical properties of the n-
Octadecane are presented in Table 4.1.  
 
 
Figure 4.1: Schematic representation of the test unit. 
 
Table 4.1: Thermo-physical properties of the n-Octadecane [294-296]. 
Properties  Value  
Liquid density, ρl 814 kg/m3 
Solid density, ρs 814 kg/m3 
Liquid Thermal conductivity, kl 0.148 W/(moC) 
Solid Thermal conductivity, ks 0.358 W/(moC) 
Liquid specific heat, Cpl 2200 J/Kg oC 
Solid specific heat, Cps 1900 J/Kg oC 
Latent heat, L 243.5 KJ/Kg 
Viscosity, µ  33.878 10 Pa s  
Thermal expansion coefficient, β 0.00091 1/K 
Melting Temperature, Tm 300.7 K 
 
For  modelling of the phase change region, the enthalpy-based method [296, 297] was used. 
In addition, the following assumptions were made [9]:  
 The PCM and the HTF thermo-physical properties are temperature independent;  
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 The PCM is homogenous and isotropic; 
 Heat conduction is axisymmetric  inside the tube; 
 The tube’s thermal resistance is negligible;  
 The local convection heat transfer coefficient for the working fluid may vary along 
the tube.  
Therefore, the conservation equations used for the PCM (4.1) and HTF (4.2) are:  
 
1
f
h h h f
r h
t r r r z z t
                           (4.1) 
 
2 2 ( )c cc c i i c c
T TC R RU T T mC
t z
         (4.2) 
where /k C   is the thermal diffusivity; k is thermal conductivity; U is the convective 
heat transfer coefficient, Tc is the temperature of HTF,  ρ is density; C is the specific heat [9].  
During the melting, the effect of the convection heat transfer is calculated using the effective 
thermal conductivity for the liquid as a function of Rayleigh number based on melt layer 
thickness [42]. 
 
ne
l
k
cRa
k
   (4.3) 
 
3( )l w m
l
g C T T L
Ra
k
     (4.4) 
However, the values for the constant c and n in Equation (4.3) are estimated experimentally 
and were found to be 0.099 and 0.25, respectively [9].  
Consequently, the total enthalpy is calculated using the following equation: 
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where  
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h T C dT    (4.6) 
Here ρk is the phase density; Ck is the phase specific heat; Tm is the phase change temperature; 
f is the liquid fraction.  
Lacroix also produced numerical results using the finite difference method to solve the above 
equations. In the beginning of his simulations, the same temperature was set for both PCM 
and HTF. Then the working fluid was assigned the certain inlet temperature (T)in and mass 
flow rate m . Further details concerning the numerical model by Lacroix can be found in [9, 
296]. 
4.1.2 Experimental setup 
The test unit scheme is shown in Figure 4.2. It consists of two concentric tubes. The inside 
tube (Di=12.7 mm, Do=15.8 mm, and L=1 m) is made of copper, and outside tube (Di=25.8 
mm, and L=1 m) is made of Plexiglas. The outside tube is well insulated using thick pipe 
insulation (Rubates Armstrong Armflex II). n-Octadecane is used as the PCM and it fills the 
annular space between the two tubes. In order to maintain the inlet temperature of the HTF, 
an electrical heater is used. The water flows through the copper tube with the mass flow 
ranging from 0.03 to 0.07 kg/s. To monitor the temperature of the PCM, three thermocouples 
are used at various locations with two additional thermocouples being used to monitor both 
the inlet and outlet temperature of the HTF (Figure 4.2). Thermocouple signals are recorded 
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in a PC using a data acquisition unit. To minimize the effect of natural convection, the 
apparatus is positioned vertically. 
 
 
Figure 4.2: Experimental test unit. 
 
4.1.3 Validation of the FLUENT model 
Lacroix’s experiments were recreated numerically using the ANSYS FLUENT 13.0 software. 
Different grid sizes and time steps were carefully examined in preliminary simulations to 
obtain computational grid convergence. Since the case is symmetric then only a half of the 
physical domain was used for 3D numerical simulations, see Figure 4.3. The computational 
grid was constructed using 282504 hexahedral elements and boundary layers were used 
surrounding the pipe. 
Transient simulations were run using the k-epsilon turbulence model because of relatively 
high mass flow rate of HTF inside the pipe. The time step used in calculations was set to 0.1s. 
The solidification/melting model was enabled to describe the phase change phenomena in n-
Octadecane. The first-order upwind spatial discretization and the pressure solver with the 
Chapter 4 CFD Model Validation 
 
 Page 119 
 
PRESTO algorithm for pressure-velocity coupling were selected to obtain converged 
solution. Convergence criteria were established by setting the absolute residual values to 10-6 
for energy and 10-3 for all other variables. Zero heat flux boundary conditions were set on all 
sides of the shell. The mass flow rate and temperature of the HTF were specified at the inlet 
of the copper pipe. 
 
 
Figure 4.3: The computational grid. 
 
The validation of the computational model was carried out by comparing numerical results 
from  ANSYS FLUENT to experimental data obtained by Lacroix [9]. The melting of PCM 
is studied experimentally for three different HTF inlet temperatures above the melting 
temperature of n-Octadecane by 5, 10 and 20 K. The HTF mass flow rate was maintained at a 
constant value of 0.0315 Kg/s. Figures 4.4-4.6 show the temporal temperature variations in 
the experiment and FLUENT ANSYS simulations at locations T1 (h=0.51 m, r =0.002 m) 
and T2 (h=0.95 m, r =0.001 m) inside the PCM.  
It can be seen that the numerically predicated temperature follows experimental trend in [9]. 
The main discrepancies between the numerical and experimental results can be attributed to 
Chapter 4 CFD Model Validation 
 
 Page 120 
 
the measurements uncertainties and the difference in the PCM physical properties in the solid 
and liquid phase.  
Additionally, CFD numerical results on the evolution of the liquid fraction in the PCM were 
compared with calculations of Lacroix [9]. Figures 4.7-4.9 show the variation of molten 
volume fraction of the PCM in a shell-and-tube storage unit as a function of time. The outer 
diameter (De) of the storage unit is 22 mm, the inside tube diameter (Di) is 12.7 mm, and the 
storage length (L) is 1 m. The HTF mass flow rate in simulations ranges from 
4 21.5 10  1 .5 10to    and the HTF inlet temperature was 20K above the PCM melting 
temperature. As it can be seen in Figures 4.7-4.9, the current  FLUENT model results are in a 
very good agreement with calculations of Lacroix [9]. 
In general comparison of CFD results with results presented in [9] demonstrate that the 
developed CFD model accurately describes processes taking place in the experimental test rig 
and therefore can be used with confidence for further transient heat transfer simulations in the 
shell-and-tube latent thermal storage unit. 
 
 
Figure 4.4: The variation of the predicted and experimental temperature at locations T1 and 
T2 (Tin = TPCM Melting+ 20K). 
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Figure 4.5: The variation of the predicted and experimental temperature at locations T1 and 
T2 (Tin = TPCM Melting+ 10K). 
 
 
Figure 4.6: The variation of the predicted and experimental temperature at locations T1 and 
T2 (Tin = TPCM Melting+ 5K). 
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Figure 4.7: The liquid fraction variation in time (numerical from [9]), 
2
in T 320.7K,  m 1.5 10
   . 
 
 
Figure 4.8 The liquid fraction variation in time (numerical from[9]), 
3
inT 320.7K,  m 1.5 10
   . 
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Figure 4.9: The liquid fraction variation in time (numerical from [9]), 
4
in T 320.7K,  m 1.5 10
   . 
 
4.2 Heat transfer performance  
Further numerical CFD modelling was performed to examine the performance of the shell-
and-tube storage unit in the melting operation mode. Figure 4.10 shows samples of 
temperature and liquid fraction distribution in the computational domain along its axis for the 
instance when the elapsed time is 350 seconds (the inlet temperature of the HTF is 320K, the 
mass flow rate is 0.0315 Kg/s). 
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Figure 4.10: Temperature distribution in the PCM for (A) Bottom section plane, (B) Middle 
section plane, and (C) Top section plane (
˙
iT 320 K,  m 0.0315 Kg / s  , Elapsed time is 350 
sec). 
 
It can be seen that the temperature gradually rises in the regions close to the pipe walls and 
highest temperatures can be observed at the domain’s top region close to the inlet of the HTF. 
As a result, the top part of the domain turns into liquid first and later on, melting expands to 
lower regions on the domain.  
Figure 4.11, presents the temperature variation in the PCM for three different radial positions. 
As expected, the higher temperatures are observed in the regions close to the surface of the 
wall with the HTF, where the melting process takes place first. The temperature variations 
along the axis at the outer surface of the HTF tube are shown in Figure 4.12. It can be seen 
that higher temperatures exist at the domain’s top. This is mainly because the HTF flows 
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from the top to the bottom and thus the temperature rises faster at the vicinity of the tube 
walls close to the inlet. At this period of time the effect of the natural convection is not 
profound yet. 
 
 
Figure 4.11: PCM temperature versus time at the different radial positions: r = 0.001, 0.002, 
and 0.004 m from the axis of the computational domain at y= 0.5 m (
˙
 inletT 320 K,  m 0.0315 Kg / s  ). 
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Figure 4.12: PCM temperature versus time along the axis (y = 0.05, 0.49, and 0.95 m) for the 
radial distances z = 0.001 and 0.004 m (
˙
 inletT 320 K,  m 0.0315 Kg / s  ). 
 
The effect of HTF inlet temperature on the melting process is examined in Figure 4.13. It can 
be seen that the inlet temperature of the HTF significantly affects the rate of the melting and 
the PCM temperature distribution. The increase in the inlet temperature of the HTF leads to 
rise in the temperature difference between the tube walls and the bulk of the PCM and thus 
intensifies the heat transfer rate. It results in faster rise of the liquid fraction and decreases the 
total melting time. Figure 4.14 shows that the time for completion of melting for the HTF 
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inlet temperature of 305 K is 2974s, for 310 K this time is reduced to 1617s and finally, for 
320 K, the time of melting is only 963 s. Therefore, the total melting time is reduced 
approximately by 68% when the inlet temperature is increased from 305 to 320 K and by 
45.6% when the inlet temperature is increased from 305 to 310 K. 
 
 
Figure 4.13: Effect of the HTF inlet temperature on the melting process: (A) Location T1 
(h=0.51 m, r =0.002 m) and (B) Location T2 (h=0.95 m, r =0.001 m),
˙
intialT 282.5 K,  m 0.0315 Kg / s  . 
 
Chapter 4 CFD Model Validation 
 
 Page 128 
 
 
Figure 4.14: The effect of the inlet temperature of the HTF on the formation of the liquid 
fraction of the PCM and on the melting time.
˙
intialT 282.5 K,  m 0.0315 Kg / s  .  
 
Figure 4.15 demonstrates the effect of the HTF flow rate on the meting process. It can be 
seen that the flow rate accelerates the melting process due to the increased heat transfer rate. 
It can be seen from Figure 4.16 that when the flow rate increases from 0.000315 to 0.00315 
kg/s, the PCM melting time is reduced from 2781 to 1173 s (reduction by 57%). Also, the 
melting time is reduced by 17.8% when the mass flow rate increases from 0.00315 to 0.0315 
kg/s. The effect of the HTF mass flow rate rise is less profound when compared with effect of 
rise in the HTF inlet temperature. This is demonstrated in Figure 4.17 using temperature 
distribution counters and the PCM fluid fraction evolution diagrams. 
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Figure 4.15: Effect of the HTF flow rate on the melting process. The PCM temperature at 
locations (A) T1 (h=0.51 m, r =0.002m) and (B) T2 (h=0.95 m, r =0.001m).
intial inletT 282.5 K,  T 320 K  . 
 
 
Figure 4.16: The effect of the HTF flow rate on the liquid fraction formation and the melting 
time. intial inletT 282.5 K,  T 320 K  . 
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Figure 4.17: Temperature distribution and melting process at the bottom of the computational 
domain for the different HTF mass flow rates and inlet temperatures (Elapsed time is 850 s). 
Chapter 4 CFD Model Validation 
 
 Page 131 
 
4.3 Heat transfer enhancement using nano-particles 
The purpose of this section is to study performance of the thermal storage system with the 
PCM and dispersed nano-particles. The effect of nano-particles volume fraction on the 
melting process of n-Octadecane is analysed for Al2O3, CuO, and ZnO nano-particles. The 
geometry for the system used is the same used by Lacroix [9]. n-Octadecane and n-
Octadecane with Alumina (Al2O3), copper oxide (CuO) and zinc oxide (ZnO) with different 
volume fractions are used as PCMs and water is used as the HTF in these investigations. 
4.3.1 Thermo-physical properties of the PCM with nano-Particles 
In order to study in detail the melting process of PCMs with nano-particles using FLUENT, 
the UDF was prepared using C++ language to define values of the temperature-dependent 
thermo-physical properties of the PCM with and without nanoparticles. The thermo-physical 
properties of nano-particles are listed in Table 4.2 and are used in the current numerical 
study.   
Table 4.2: Thermo-physical properties of nano-particles used in this study [210]. 
Type of nano-
particles 
Density 
(Kg/m3) 
Thermal conductivity 
(W/m K) 
Specific heat (J/Kg K) 
Al2O3 3600 36 765 
ZnO 5600 13 502.5 
CuO 6500 17.65 540 
  
The thermo-physical properties of n-Octadecane containing 0%, 1%, 3% and 6% of CuO 
nano-particles by volume are presented as a function of temperature and volumetric 
concentration in Figure 4.18. It can be seen that the nano PCM’s specific heat is lower than 
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the base PCM, thus, nano PCM has the lower energy storage capacity but there is a higher 
heat transfer rate compared to the base PCM.  
Figure 4.18 B shows the nano PCM’s density depending on the volumetric concentration 
from 0% to 6% of CuO nano-particles. The density increases with an increase in the nano-
particles volume concentration. The nano PCM’s density increases by 32% when the volume 
concentration changes from 1% to 6% at the temperature of 290 K (compared to the base 
PCM). Additionally, the dynamic viscosity of nano PCM increases with the rise in the 
volumetric concentration of nano-particles, see Figure 4.18 D. The enhancement in the 
dynamic viscosity of the nano PCM plays significant role during the natural convection 
making it dominating phenomena during the melting process. Similar results were obtained 
for the PCM with Al2O3 and ZnO nano-particles. 
  
Chapter 4 CFD Model Validation 
 
 Page 133 
 
 
Figure 4.18: Thermo-physical properties of the nano PCM containing n-Octadecane and 
CuO. (A) Thermal conductivity, (B) Density, (C) Specific heat, (D) Dynamic viscosity.  
 
It can be seen in Figure 4.19 that the nano PCM’s relative thermal conductivity (compared to 
the pure PCM) increases with the rise in the temperature and nano-particles volumetric 
concentration. For instance, for a 3% volumetric concentration of nano particles, the relative 
thermal conductivity increases from 1.21 to 1.4 (15.91% increase) for temperatures between 
300.7 and 320.7K. For the 6% volumetric concentration of nano particles the relative thermal 
conductivity increases by 54.43% at the temperature of 338.7 K. It can be assumed that the 
relative thermal conductivity increases linearly with nano particle volumetric concentration 
and temperature. These results are in agreement with results in [175, 210]. 
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Figure 4.19: The relative thermal conductivity as a function of temperature for different 
volumetric concentrations of CuO nano-particles in n-Octadecane. 
 
Figure 4.20 presents results on the dependence of thermo-physical properties of Al2O3, CuO, 
and ZnO nano PCMs with 6% volumetric concentration on the temperature. It can be seen 
that the nano PCM’s thermo-physical properties are defined by the nano-particle material 
properties. The density of the nano PCM with CuO and ZnO nano-particles is greater 
compared to the PCM with Al2O3 and  this due to the high density of CuO and ZnO nano-
particles compared to that of Al2O3 (Figure 4.20 B). Similarly, the decrease in the nano-
PCMs specific heat is greater with both CuO and ZnO nano-particles compared to Al2O3 
nanoparticles in n-Octadecane, because the specific heat for Al2O3 nano-particles is greater 
than for CuO and ZnO nano-particles (Figure 4.20 C). The increase in the dynamic viscosity 
is greater for the CuO nano PCM compared to that with ZnO or Al2O3 nano-particles.  
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Figure 4.20: Thermo-physical properties of the nano PCM with 6% volumetric concentration 
of Al2O3, CuO, and ZnO nano-particles. (A) thermal conductivity, (B) density, (C) specific 
heat, (D) dynamic viscosity. 
 
Figure 4.21 shows the nano PCM’s relative thermal conductivity as a function of temperature 
for a 6% volumetric concentration of Al2O3, CuO, and ZnO nano-particles. The relative 
thermal conductivity linearly increases with an increase in temperature as well as the 
volumetric concentration of nano-particles. The relative thermal conductivity is higher for 
CuO nano-particles compared to Al2O3 or ZnO nano-particles in n-Octadecane. The increase 
in the relative thermal conductivity of the PCM with 6% volumetric concentration of CuO is 
17.89% when temperature changes from 300 to 339K. For the same conditions and 
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volumetric concentration the relative thermal conductivity increases by 16.43% and 13.45% 
for Al2O3 and ZnO nano-particles, respectively. 
 
Figure 4.21: The relative thermal conductivity ratio vs temperature for the nano PCM with 
6% of volumetric concentration for Al2O3, CuO and ZnO nano-particles.  
  
4.3.2 Effect of nano-particles concentration on heat transfer   
It is expected that nano-particles dispersed in the base PCM (n-Octadecane) would improve 
the melting process. This phenomena was studied numerically in this work using CDF 
modelling. Figures 4.22-4.27 summarize some of the obtained  results and demonstrate the 
effect of the nano-particles concentration on the temperature variations at the same locations 
in the storage system indicated in Figure 4.2, namely T1 (h=0.51 m, r =0.002m) and T2 
(h=0.95 m, r =0.001m). Simulations were carried out for the case in which the inlet 
temperature of the HTF is 320.7 K and its mass flow rate is 0.0315 kg/s. It can be concluded 
from the above figures that the rise in the nano-particle volumetric concentration strongly 
affects the temperature distribution in the PCM and enhances the overall heat transfer. The 
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overall heat transfer between the HTF and the PCM (via pipe) is directly proportional to the 
difference between the HTF and PCM temperatures. For the same initial temperature and 
flow rate conditions, the overall heat transfer from the HTF to the PCM is approximately 
constant. Since the initial temperature and flow rate conditions remain the same in all 
numerical experiments varied out, the heat transfer magnitude is determined by the nano-
particles volumetric concentration.  
Figure 4.22 demonstrates that the base PCM temperature at location T1 (h=0.51 m, r 
=0.002m) reaches the final temperature of 320.7 K in about 1111 s after the start of the 
numerical experiment. For the PCM with the 3% and 6% volumetric concentration of CuO, 
this time is reduced to 990 and 916 s, respectively, which are 11.2% and 17.8% reduction in 
the melting time. Similar results are obtained at location T2, see Figure 4.23. The time of 
melting is also reduced when using nano PCM with the increasing volumetric ratio of Al2O3 
and ZnO nanoparticles (Figures 4.24 – 4.27). The typical values of these reductions at 
location T1 are as follows: for 3% of AL2O3 and ZnO the time is reduced by 11.8% and 
10.3%, respectively. For the 6% volumetric concentration the time is reduced by 18.3% and 
16.6% for AL2O3 and ZnO, respectively. Similar numbers are obtained for the location T2. 
These results indicate the higher heat transfer rates in PCMs with nano-particles due to the 
PCM’s increased thermal conductivity. There was a very little difference in the reduction of 
melting time and in the temperature distribution for the same volumetric concentrations of 
CuO, Al2O3 and ZnO nano-particles, see Figure 4.28. 
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Figure 4.22: Temperature recordings during melting process of PCM at location T1 (h=0.51 
m, r =0.002 m) with or without CuO nano-particles.  
 
 
Figure 4.23: Temperature recordings during melting process of PCM at location T2 (h=0.95 
m, r =0.001 m) with or without CuO nano-particles.  
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Figure 4.24: Temperature recordings during melting process of PCM at location T1 (h=0.51 
m, r =0.002 m) with or without Al2O3 nano-particles.  
 
 
Figure 4.25: Temperature recordings during melting process of PCM at location T2 (h=0.95 
m, r =0.001 m) with or without Al2O3 nano-particles. 
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Figure 4.26: Temperature recordings during melting process of PCM at location T1 (h=0.51 
m, r =0.002 m) with or without ZnO nano-particles.  
 
 
Figure 4.27: Temperature recordings during melting process of PCM at location T2 (h=0.95 
m, r =0.001 m) with or without ZnO nano-particles. 
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Figure 4.28: Temperature recordings during melting process of PCM at location T1 (h=0.51 
m, r =0.002 m) with 6% volumetric concentration of CuO, Al2O3 and ZnO nano-particles. 
 
The variations in time of the radial temperatures along the axis of the system are shown in 
Figure 4.29 for the base PCM, PCM with the 6% volumetric concentration of CuO, PCM 
with the 6% volumetric concentration of Al2O3 and PCM with the 6% volumetric 
concentration of ZnO nano-particles. Results show that the temperature difference between 
the radial temperatures is reduced with time and the temperatures in the PCM rises more 
rapidly with the increase in nano-particles volumetric concentration. These outcomes also 
confirm that nano-particles in the PCM enhance the heat transfer process and accelerate the 
melting of PCM.  
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Figure 4.29: Variation in time of the radial temperature along the axis of the system. (A) base 
PCM, (B) PCM with the 6% volumetric concentration of CuO nano-particles, (C) PCM with 
the 6% volumetric concentration of Al2O3 nano-particles, (D) PCM with the  6% volumetric 
concentration of ZnO nano-particles.  
 
Figure 4.30 represents the temperature distribution in the PCM with and without CuO nano-
particles for the elapsed time of 750 s. It can be seen that the temperature rises faster in case 
of the PCM with the increased volumetric concentration of nano-particles. 
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Figure 4.30: Temperature distribution at the bottom of the storage unit. (A) base PCM, (B) 
PCM with a 3% of CuO, (C) PCM with a 6% of CuO.  
 
Enhancement of evolution of the liquid fraction formation using nano-particles is examined 
for volumetric concentrations of 3% and 6% for CuO, Al2O3 and ZnO nanoparticles. These 
results are presented for n-Octadecane without and with nano-particles in Figures 4.31-4.33. 
It can be seen that the liquid fractions formation is intensified with the increase in the 
nanoparticle volume concentrations due to the enhancement of the heat transfer phenomena. 
These results are also demonstrated in Figure 4.34.  
The magnitudes of the total melting time for n-Octadecane with and without nano-particles 
are presented in Figure 4.35. It can be seen that the total melting time is reduced as the nano-
particles volumetric concentration is increased. However, there is a reduction in the fusion’s 
latent heat which in its turn reduces the thermal energy accumulated per mass unit of the nano 
PCM. The time for completion of melting of pure PCM (n-Octadecane) in the storage system 
is 931s, for a 3% volumetric concentration of CuO the time is reduced to 750 s and for the 
6% volumetric concentration the melting time  is 636 s (19.4% and 31.7% reductions). A 
similar conclusion can be drawn for the PCM with Al2O3 and ZnO nano-particles. The total 
melting time is reduced by 18.5% and 28.6% when the volumetric concentration of Al2O3 is 
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3% and a 6%. The reduction in the time of melting is 17.2% and 27.2% when the volumetric 
concentration of ZnO is 3% and a 6%, respectively.  
 
Figure 4.31: Evolution of the liquid fraction in the pure PCM and PCM with 3% and 6% 
volumetric concentration of CuO nano-particles. 
 
 
Figure 4.32: Evolution of the liquid fraction in the pure PCM and PCM with 3% and 6% 
volumetric concentration of Al2O3 nano-particles. 
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Figure 4.33: Evolution of the liquid fraction in the pure PCM and PCM with 3% and 6% 
volumetric concentration of ZnO nano-particles. 
 
 
Figure 4.34: Liquid fraction of the PCM at the bottom of the storage unit. (A) Pure PCM, (B) 
PCM with 3% of CuO, (C) PCM with 6% of CuO. 
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Figure 4.35: Total melting time for pure PCM and PCM with 3% and 6% volumetric 
concentration of CuO, Al2O3 and ZnO nano-particles. 
 
The total amount of heat stored in the PCM when its temperature is risen from the initial (Tin) 
to final level (Tf) during the melting process can be calculated using the following equations 
    
 
  pcm liquid pcm hpcm pcm m in pcm f mQ V L C T T C T T          (4.7) 
  
 
  liquid pcm pcmV liquid fraction V    (4.8) 
where pcm ,  liquid pcmV , hpcmL , inT , mT  and fT  are the density,  the volume of the liquid PCM, 
the latent heat, the initial, melting and the final temperature, respectively. 
Figure 4.36 shows the heat storage rate as a function of time for the system with various 
volumetric concentrations of CuO, Al2O3 and ZnO nano-particles.  It can be seen that the 
maximum amount of energy which can be stored using the nano PCM will be insignificantly 
decreased with the rise in the nano-particles volumetric concentration. This is due to the 
reduction in the volume occupied by the pure PCM, and lower specific and latent heat of the 
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nano PCM. However, n-Octadecane with nanoparticles not only exhibits rapid melting 
performance but also retains the high energy storage capacity for a given storage size.  
 
Figure 4.36: Energy storage rate as a function of time. 
 
4.3.3 Effect of nano-particles on natural convection  
In order to scale up the natural convection, the system needs to be installed in the horizontal 
position. A number of points were created inside the computational domain to monitor the 
variation of the temperature inside the PCM during numerical CFD modelling. These 
monitoring points are placed in planes, which are perpendicular to the axis of the system and 
located at distances of 0.07, 0.51 and 0.95 m from the front of the system. Figure 4.37 
indicates the locations of monitoring points in the plane at the distance of 0.07 m from the 
front of the system.   
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Figure 4.37: Locations of the monitoring points around the pipe. 
 
Figure 4.38 shows the temperature variation at some of monitoring points at the front plane of 
the system with the pure PCM (without nanoparticles) for the case when the inlet temperature 
of the HTF is 320.7 K and the mass flow rate is 0.0315 kg/s. It can be seen that initially the 
temperature increases rapidly from 280 to 299 K due to the heat transfer from the pipe walls 
to the solid PCM by conduction. The temperatures at monitoring points u1, r1, and b1 rise 
more rapidly due to their proximity to the pipe. Temperatures in monitoring points u3, r3, and 
b3 rise considerable slower since these points are located on the edge of the storage unit.  
During the melting process the temperature increases from 299 to 300.7K and equalise at all 
monitoring points. Initially during the melting process a thin liquid layer is formed between 
the pipe and the solid PCM. Gradually, the solid-liquid interface expands in the axial and 
radial directions and the melting then is dominated by natural convection in the PCM’s li uid 
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regions. The melting process is intensified in the upper regions of the container, resulting in 
higher temperature recordings at the top of the computational domain (point u1). 
  
 
Figure 4.38: Variation of the Base PCM temperature as function of time.  
 
Similar observations can be made in the system with the PCM with nanoparticles. Figure 4.39 
presents results on the temperature variation in the PCM with 6% volumetric concentration of 
Al2O3 nano-particles for the case when the inlet temperature of the HTF is 320.7 K and the 
mass flow rate is 0.0315 kg/s. The figure demonstrates that higher temperatures are recorded 
in regions close to the pipes walls and this is due to the enhanced conduction and at the top 
layer of the PCM, which can be explained by dominant effect of natural convection in the 
molten PCM.   
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Figure 4.39: Temperature variations in the PCM with 6% volumetric concentration of Al2O3 
nano-particles as a function of time. 
 
To analyse the effect of nanoparticles on the natural convection and the heat transfer in the 
system, results on the temperature distribution at the top, bottom and side regions of the PCM 
storage system along its axis were produced. It can be seen in Figure 4.40 that the 
temperature rise in the PCM with or without nanoparticles at the top layers is almost identical 
which indicates that adding nanoparticles to the PCM does not have significant effect on the 
buoyancy force and natural convection phenomena during the PCM’s melting process. Figure 
4.41 shows the temperature rise in the nano PCM at the side region and at the centre of the 
storage unit (monitoring points r1 and r3). This information demonstrates that the nano PCM 
temperature rise is more rapid than that of the pure PCM (n-Octadecane). Figure 4.42 
indicates that nano PCM’s temperature variation also takes place at higher rate than that in 
the pure PCM at the bottom of the unit (monitoring points b1 and b3). These results can be 
explained by heat transfer to the bottom and side regions by conduction. Adding nano-
particles to the PCM enhances the thermal conductivity which accelerates the temperature 
rise.  
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Figure 4.40: Temperature variation in the PCM with 6% volumetric concentration of Al2O3 
nano-particles at the top of the unit. 
 
 
Figure 4.41: Temperature variation in the PCM with 6% volumetric concentration of Al2O3 
nano-particles   at the side region of the unit. 
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Figure 4.42: Temperature variation in the PCM with 6% volumetric concentration of Al2O3 
nano-particles   at the bottom of the unit.  
 
Figure 4.43 shows the temperature distribution and liquid fractions of the pure PCM and 
PCM with 6% volumetric concentration of Al2O3 nano-particles. The temperatures are higher 
in the nano PCM which is a result of nano-particles accelerating the melting process in the 
PCM. 
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Figure 4.43: The temperature distribution and liquid fraction in (A) pure PCM; (B) PCM with 
6% volumetric concentration of Al2O3 nano-particles. Elapsed time is 400 s.  
 
The velocity vectors in the liquid pure PCM and PCM with 6% volumetric concentration of 
Al2O3 nano-particles are shown in Figure 4.44 for the elapsed time of 300, 400 and 550 s. It 
can be seen that the molten PCM ascends upwards from the top regions at the centre of the 
unit and then after cooling flows downwards to complete the natural convection circle. The 
convection is intensified as the liquid fraction volume increases. The velocity magnitude 
gradually decreases in time due to reduction in the temperature difference in the molten 
PCM. These results are in good agreement with results of a number of experimental and 
numerical investigations [177, 191, 298].  
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Figure 4.44: Velocity vectors in (A) pure PCM (B) PCM with 6% volumetric concentration 
of Al2O3 nano-particles.  
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The heat transfer coefficient values were calculated for the top, side and bottom regions of 
the storage unit for the case when the inlet temperature of the HTF is 320.7 K and the mass 
flow rate is 0.0315 kg/s. Figures 4.45-4.47 present results on the heat transfer coefficient 
changing as a function of time for the pure PCM and PCM with 6% volumetric concentration 
of CuO nano-particles. It can be seen that the heat transfer coefficients for both top and side 
regions increase with time. This agrees well with the initial solid PCM’s temperature rise 
followed by the melting process. The higher heat transfer coefficient values can be observed 
at the top regions of the system. This can be attributed to the effect of natural convection. For 
the longer elapsed times, the heat transfer value stabilises. This is because the temperature 
distribution becomes more established within the PCM body when the system reaches the 
steady state operation. At this stage, the majority of the PCM is melted and a very small part 
of it, which is close to the bottom regions of the unit, may be in the solid state.  
The analysis of results also indicates that the heat transfer coefficient in the pure PCM at the 
top regions is greater than that in the PCM with 6% volumetric concentration of CuO nano-
particles. This is due to the effect of the natural convection which is the most intensive at the 
top regions of the unit. Adding nano-particles to n-Octadecane increases the density and 
suppresses the effect of natural convection in the PCM with nanoparticles.  The heat transfer 
coefficient for PCM with nanoparticles at the bottom regions is higher than that of n-
Octadecane. This is because of intensification of heat transfer at the bottom region by 
conduction.  Adding nanoparticles to the PCM, enhances the thermal conductivity of nano 
PCM in comparison to that of n-Octadecane. 
The average heat transfer coefficients at the top, side, and bottom regions for the pure PCM 
(n-Octadecane) are 299, 205 and 116 2W/ m K , respectively. For the PCM with 6% 
volumetric concentration of CuO nano-particles, the average heat transfer coefficient at the 
top, side, and bottom regions are 277, 207, and 150 2W/ m K , respectively. The average heat 
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transfer coefficient value at the top region is reduced by 7.4%, and increased by 29.3% for 
the bottom region when using 6 % volumetric concentration of CuO nano-particles.  
 
 
Figure 4.45: The heat transfer coefficient variation at the top regions of the system. 
 
 
Figure 4.46: The heat transfer coefficient variation at the side regions of the system. 
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Figure 4.47: The heat transfer coefficient variation at the bottom regions of the system. 
. 
The average heat transfer coefficient values for various HTF inlet temperature and flow rates 
were obtained and used to calculate the Nusselt number for the two cases, namely the pure 
PCM and PCM with 6% volumetric concentration of CuO nano-particles. The flow rates of 
the HTF considered were 0.000315, 0.00315, 0.005, and 0.0063 Kg/s. The HTF inlet 
temperatures used in the modelling are 305, 310, and 320 K. In order to derive generic heat 
transfer correlations, the Nusselt numbers were calculated at the top, side and bottom regions 
of the storage unit. Thereafter, the average Nusselt number value for all regions is calculated. 
Figures 4.48-4.59 show results of these CFD modelling. 
As it can be seen in Figures 4.48-4.51, the Nusselt number increases with the rise in the 
Stefan number which is proportional to the difference between the inlet temperature of the 
HTF and the melting temperature of the PCM (the increase in the inlet temperature of HTF 
increases the Stefan number). Similar observations can be made with regard to the Rayleigh 
number, see Figures 4.52-4.55. The Rayleigh number is also proportional to the difference 
between the inlet temperature of the HTF and the melting temperature of the PCM.  
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Figures 4.56-4.59 show that the Nusselt number decreases with the rise in the Fourier 
number. The Fourier number is proportional to the melting time. However, an increase in the 
inlet temperature and flow rate of the HTF will lead to decrease the total melting time, and 
thus, reduce the Fourier number.  
Figures 4.48 and 4.49 illustrate the change in the Nusselt number for the system with the pure 
PCM and PCM with 6% volumetric concentration of CuO nano-particles at the top and side 
regions of the storage unit. It can be seen that Nusselt number is higher when pure PCM 
compared to the case when the PCM with 6% volumetric concentration of CuO nano-
particles is deployed. The effect of natural convection becomes smaller for PCMs with nano-
particles and the reduction in the Nusselt number after adding nano-particles is caused by the 
higher density.  
It can be seen in Figures 4.52-4.56 that the Rayleigh number is decreased when the nano-
particles are added. This is because of a reduction in the specific heat of the PCM. Also, 
nanoparticles increase the viscosity and thermal conductivity of the PCM which also leads to 
reduction of the Rayleigh number. 
The change in the Nusselt number for the pure PCM and PCM with 6% volumetric 
concentration of CuO nano-particles at the bottom regions of the storage unit is presented in 
Figures 4.50, 4.54, and 4.58. As expected, the Nusselt number for PCM with 6% volumetric 
concentration of CuO nano-particles is higher than in the case when pure PCM is used. This 
is because of more intensive heat transfer in the bottom regions by conduction and adding 
nano-particles to the PCM enhances the thermal conductivity of PCMs.   
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Figure 4.48: Variation in the Nusselt number as a function of Stefan number for upper 
regions. 
 
 
Figure 4.49: Variation in Nusselt number as a function of Stefan number for side regions.  
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Figure 4.50: Variation in Nusselt number as a function of Stefan number for bottom regions. 
 
 
Figure 4.51: The variation in the average Nusselt number (in the system) as a function of 
Stefan number   
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Figure 4.52: Variation in the Nusselt number as a function of Rayleigh number in upper 
regions. 
 
 
Figure 4.53: Variation in the Nusselt number as a function of Rayleigh number in side 
regions. 
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Figure 4.54: Variation in Nusselt number as a function of Rayleigh number in bottom 
regions. 
 
 
Figure 4.55: The variation in the average Nusselt number (in the system) as a function of 
Rayleigh number.  
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Figure 4.56: Variation in the Nusselt number as a function of Fourier number in upper 
regions. 
 
 
Figure 4.57: Variation in the Nusselt number as a function of Fourier number in side regions. 
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Figure 4.58: Variation in the Nusselt number as a function of Fourier number in bottom 
regions. 
 
 
Figure 4.59: The variation in the average Nusselt number (in the system) as a function of 
Fourier number. 
 
The average Nusselt numbers in the system are presented in Figures 4.51, 4.55, and 4.59. 
This data was used to derive the Nusselt number correlations for the pure PCM and PCM 
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with 6% volumetric concentration of CuO nano-particles. The correlations are derived as a 
function of the Stefan, Fourier, and Rayleigh numbers. 
The Nusselt number for the pure PCM is ( 2 0.8524R  ) 
      0.0758 0.095 0.07592.9883 Nu Ste Fo Ra   (4.9) 
Nusselt number for the PCM with 6% volumetric concentration of the CuO nano-particles is (
2 0.9407R  ) 
      0.0968 0.121 0.08732.7597   Nu Ste Fo Ra   (4.10) 
The correlations between numerically obtained and calculated using Equations (4.9) and 
(4.10) are shown in Figures 4.60 and 4.61. It can be seen that the Nusselt number varies 
between 2 and 4.3 for the system under investigations. The lower Nusselt numbers are for the 
low HTF inlet temperature, and the high Nusselt numbers values are obtained at the high 
HTF inlet temperatures.  
 
Figure 4.60: The correlation between numerically obtained and calculated using Equation 
(4.9) Nusselt numbers - the pure PCM. 
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Figure 4.61: The correlation between numerically obtained and calculated using Equation 
(4.10) Nusselt numbers – the PCM with 6% volumetric concentration of CuO nano-particles. 
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Chapter 5 Experimental Study of the PCM 
Thermal Storage System  
5.1 Introduction 
The main objective of this experimental study is to examine the performance of a heat storage 
system filled with paraffin wax as a PCM. The heat to the storage system was supplied by 
evacuated tube solar collectors using water as an HTF. The system was tested during three 
different seasons in the North East region of the UK. Additionally, the system was tested 
under the steady state conditions in order to validate the CFD model. This chapter describes 
the experimental setup, the test procedures and the thermal characteristics of the system 
during the charging and discharging processes. Finally, a comparison of the experimental 
data and numerical results from FLUENT ANSYS simulations were carried out for validation 
purposes. 
5.2 Experimental setup  
The experimental set-up is to establish the thermal characteristics of the PCM heat storage 
system as shown in Figures 5.1 and 5.2. It consists of four main components including the 
storage system (1), solar radiation simulator (2), evacuated tube solar collectors (3), and a 
circulating pump (4). The heat exchanger was connected to the evacuated tube solar collector 
using flexible plastic piping insulated by Styrofoam. The HTF was circulated through the 
system using a small pump powered by the main power supply. The flow rates were regulated 
by a manually operated valve and measured by a flow meter.   
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Figure 5.1: Experimental set-up.  
 
 
Figure 5.2: Experimental prototype of the heat storage system heated by evacuated tube solar 
collectors. 
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5.2.1 Solar radiation simulator  
The solar radiation simulator was used to provide an artificial source of solar radiation with 
different levels regardless of the outdoor weather conditions. It consists of 110 tungsten 
halogen floodlights installed within approximately 1.8 m2. The maximum electrical power for 
each floodlight is 150 W. The array of the floodlight was installed parallel to the evacuated 
tube solar collector. In order to produce an artificial solar radiation with different levels, the 
floodlight was divided into three groups and connected to a 3-phase variable transformer. 
Figure 5.3 shows the solar radiation simulator with 3-phase transformer.  
 
 
Figure 5.3: Solar radiation simulator.  
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5.2.2 Evacuated tube solar collectors  
The 20 evacuated tube solar collectors are made of heat pipes installed in transparent glass 
tubes (see Figure 5.4). The solar radiation heats the heat pipes which then transfer the 
produced heat to the HTF in the manifold. The manifold is made of a copper pipe that is 1.5 
m in length and has a diameter of 0.06 m. The condensing zone of the heat pipes is inserted 
into the manifold and is put in contact with the HTF at the top of the solar collector. In order 
to minimize the heat loss, the manifold is insulated by glass wool and placed into a steel 
casing. Table 5.1 shows the main specification of the solar collector.  
 
Table 5.1: Specification of the evacuated tube solar collector. 
Parameter Description 
Collector Type Evacuated-tube with heat pipe 
Number of tubes 20 tubes 
Tube Length 1.74 m 
Outer Tube Diameter 0.047 m 
Collector Area 2.250 m2 
Absorber Area 1.80 m2 
Dimensions L W H  1760 1500 130 (mm) 
Weight 55 kg 
Maximum Operating Temperature 190  
Stagnation Temperature 247   
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Figure 5.4: Evacuated tube solar collector. 
 
5.2.3 Heat storage system 
The heat storage system is made of a rectangular copper container with the following 
dimensions; 0.3 m length, 0.3 m width, and 0.1 5m height. The heat storage system was filled 
with Paraffin wax to serve as a PCM with melting temperature of 331 K. The container holds 
a total of 15 pipes; each pipe is 1 mm thick with a diameter of 10 mm (see Figure 5.5). The 
pipes were arranged in sets of three; three sets for hot HTF (9 pipes), and two sets for cold 
HTF (6 pipes). The horizontal distance between centre-to-centre pipes is 75 mm. The first set 
of hot pipes is placed at a height of 25 mm from the bottom of the container, the second and 
third sets are placed at heights of 75 mm and 125 mm, respectively (see Figure 5.6). The first 
set of cold pipes is placed at a height of 50 mm, and the second set is placed at a height of 
100 mm as shown in Figure 5.7. The flow enters the mixing chambers before it enters the 
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pipes in order to allow a single flow to be distributed among the various pipes. Moreover, the 
heat storage system is insulated with thick polystyrene in order to minimize the amount of 
heat loss. 
 
 
 Figure 5.5: Heat storage system design  
 
 
 
Figure 5.6: A cross section of the hot pipes. The inlet of the hot HTF is 3 and the outlet is 4. 
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Figure 5.7: A cross section of the cold pipes. The inlet of the cold HTF is 1 and the outlet is 
2. 
In these experiments set of cold pipes was not engaged during tests, since the heat 
discharging process was not investigated in this PhD study. 
5.3 Measurements 
5.3.1 Temperature measurements  
The temperature was measured and recorded at several locations inside the PCM during the 
charging processes to determine the temperature profile. Sixteen thermocouples were placed 
inside the PCM at different distances and distributed in four columns, as shown in Figure 5.8. 
Type K thermocouples were chosen as they have appropriate temperature range. The upper 
area of the heat storage system was split into 16 sections, and each thermocouple was placed 
at the centre of each section at the central depth of the unit as shown in (Figure 5.8). In order 
to ensure the accuracy of the temperature profile of the PCM, the position of each 
thermocouple was chosen carefully. Additionally, some measures were taken to hold the 
thermocouples in place in order to endure the forces generated inside the PCM such as the 
melting and solidification processes as well as the volume change during the phase change. 
Hence, each thermocouple was fixed on a thin wooden rod to help keep it in place. The lid of 
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the system was pierced in order to allow the thermocouples to be inserted. The attached 
wooden rods secured the thermocouples into the PCM as shown in (Figure 5.9). The 
temperature of the HTF inlet and outlet were measured using two thermocouples; Ti and To. 
 
 
Figure 5.8: Thermocouples positions in the heat storage system.  
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Figure 5.9: Wooden rods with thermocouples at the tip.  
 
 
5.3.2 Flow measurements 
A GRUNDFOS –USP 15-50 Selectric domestic heating circulator pump was used to circulate 
the water through the system. This pump was selected to withstand the high temperature of 
the circulated water up to 100  and a maximum pressure of 10 bars. Figure 5.10 shows the 
pump performance curves.  
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Figure 5.10: Pump curves for flow rate versus head pressure- GRUNDFOS –USP 15-50 
Selectric domestic heating circulator pump.  
 
To measure the flow rate of the HTF a Platon flow meter with a capacity of measuring flows 
on a scale from 1 to 10 LPM is used. Figure 5.11 depicts the pump and flow meter.   
 
 
Figure 5.11: Flow meter and Pump.  
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5.3.3 Solar insolation measurements  
The Personal Measurement Assistant model PMA2200 shown in Figure 5.12 was used to 
measure the radiation produced from the solar radiation simulator. The sensor is designed to 
detect a full spectrum of radiation including ultraviolet, visible and infrared waves. 
  
 
Figure 5.12: Photometer PMA 2200.  
 
5.3.4 Data acquisition 
A Data Acquisition System (DAQ) was used to record all output values collected from the 
thermocouples. The data was recorded once every second in order to observe how the values 
change over time. Several channels used to record sixteen K-type thermocouples inside the 
PCM, two K-type thermocouples for the inlet and outlet of the HTF. All values collected 
from the thermocouples were recorded onto a computer where the PICO data logger software 
stored the data on a spreadsheet. 
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5.4 Experiment uncertainty   
In order to validate the experimental results with the numerical, care was given to the 
uncertainty in measurements. According to Kline and McClintock [299], the experimental 
uncertainty of a measured value consists of a fixed (bias) error and random (precision) error. 
The total uncertainty is defined as the root sum square of the fixed error and random error. 
Bias errors can be obtained through calibration curve for most instruments. The experimental 
data recorded in this study were temperature, flow rate, and solar insolation measurements.  
The fluid flow rate is measured by means of a calibrated rotameter with an accuracy ratio of 
±4%. The rotameter was calibrated by collecting and weighing the water that passed through 
the meter during a certain period of time. The water was collected in a tank, and then 
weighed to determine the total mass accumulated during the period of experiment. The flow 
rate was calculated by dividing mass over time. The temperature of the PCM and HTF were 
measured by means of K-Type thermocouples with an accuracy ratio of ±0.5 oC and they are 
calibrated by the manufacturer. The level of solar radiation was measured by means of PMA 
2200 photometer with an accuracy ratio of 0.5% of full scale and it is calibrated by the 
supplier. Positional uncertainty may occur if the thermocouple readings are used to estimate 
the position of the melt front or to determine the temperature gradient. The margin of 
uncertainty was set to ±2mm. All of these sources of uncertainty will be taken into account 
when comparing the experimental data to the numerical CFD results.  
5.5 Experimental procedure  
For the purposes of the experiment, the solar simulator was controlled by a three phase power 
supply transformer to adjust the voltage every 20 minutes in order to produce a daily solar 
irradiance profile. This was conducted on several occasions during various seasons in the 
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north-east region at UK. Figure 5.13 illustrates the variation of solar insolation rates during a 
typical summer day in the northeast region.  
 
 
Figure 5.13: The variation of solar insolation rates during a typical summer day in the 
northeast region.  
 
The objective of the calibration process is to measure the average radiation rate produced by 
the solar simulator of halogen floodlights at different levels of voltage regulated by the 3-
phase transformer. A light stand was used to arrange the halogen floodlights for the purposes 
of this experiment. The light stand was designed to hold 110 halogen floodlights. The 
floodlights were arranged in eleven rows and ten columns equally spaced as shown in (Figure 
5.14). The total amount of radiation produced by the light stand was measured using a 
Photometer. The total amount of radiation includes the average rate of radiation from the 
halogen floodlights as well as the radiation in the spaces between the rows and columns. 
First, the average amount of radiation produced at the centre of a halogen lamp was 
calculated and then multiplied it by the total area lamps. Second, the average amount of 
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radiation for the spaces between the rows and the columns of lamps was calculated using a 
similar process. The average amount of radiation produced from the whole stand was 
calculated by first combining the amount of radiation from the lamps and the amount of 
radiation calculated from the spaces between the rows and columns then dividing it over the 
total area of the light stand. Then, the calculated data was further analysed to generate the 
insolation voltage diagram shown in Figure 5.15. 
 
 
Figure 5.14: Lights stand.  
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Figure 5.15: Solar Radiation levels verses transformer voltage. 
 
Meanwhile, the solid powder of the paraffin wax was placed into the annular space in the 
heat exchanger unit. In order to obtain a homogeneous mixture, it was heated at a high 
temperature of 353K. Additional amounts of paraffin solid powder were added since the level 
of the paraffin molten receded.  
Initially, the pump was switched on and the solar collector started to heat the HTF. The mass 
flow rate of the HTF passing through the collector was kept at constant rate of 0.126 Kg/s 
during the charging process. The charging process was finished after the insolation cycle was 
completed, and then, the experiment was left overnight with the recorded software still 
running, recording the data from the thermocouples and storing this data automatically. All 
temperature data were recorded by PICO data logger during charging process of the PCM at 
every second.  
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5.6 Results and analysis  
To examine the performance of the heat storage system, it was tested under three different 
weather conditions in the northeast regions namely during typical summer, winter, and spring 
days. The results of the experiment which include the temperature distribution profiles for the 
charging cycle, the cumulative heat storage, and the total heat capacity are presented and 
analysed in this section.  
5.6.1 Summer conditions 
The experiment was conducted to simulate the solar heating of a typical summer day in the 
northeast region as shown in Figure 5.13. The temperature profiles inside the heat exchanger 
during the melting process were recorded on a typical summer day as shown in Figure 5.16. 
Initially the temperature of the PCM increased gradually however during the phase change 
process it increased significantly. Once, the PCM completely melted into its liquid state, the 
temperatures began to rapidly increase again. The PCM begins to melt after 7000 seconds 
after the start of the experiment and finish phase change at approximately 8200 seconds after 
the start of the experiment. The PCM fully melts at 9800 seconds after the start of the 
experiment.   
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Figure 5.16: Variation of the PCM temperatures during the melting process on a typical 
summer day.  
 
5.6.2 Winter conditions  
In order to simulate winter conditions, a different insolation graph was used see (Figure 
5.17). The figure illustrates the variation in solar insolation of a typical winter day in the 
northeast region.  
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Figure 5.17: Daily insolation variation in mid-winter.  
 
Figure 5.18 below shows the temperature variation at different points inside the PCM. A 
portion of the PCM remains solid. This indicates that the amount of heat gradient produced 
by the solar collector in the winter condition is insufficient to melt all the PCM in the heat 
storage system.   
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Figure 5.18: The temperature profile during the full melting and solidification cycle in winter 
time condition (solidification due to heat losses over night period). 
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5.6.3 Spring conditions 
Figure 5.19 below shows the daily variation in solar insolation during the spring equinox in 
the northeast region.  
 
Figure 5.19: Daily variation in insolation variation during the spring equinox.  
 
As shown in Figure 5.20 below, the spring condition provides enough solar radiation to fully 
melt all the PCM in the heat exchanger unit in 295 minutes. Thus the total melting time has 
increased up to 63.8 %.  
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Figure 5.20: The temperature profile during the full melting and solidification cycle in spring 
(solidification due to heat losses over night period).  
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5.6.4 Observation analysis  
Figure 5.21 below shows photographs taken progressively through the melting cycle during 
the summer condition. These pictures explain the nature of the melting process within the 
heat storage system. (A) shows that the melting starts peripherally near the hot HTF tubes as 
a result of conduction, forming a thin layer of liquid paraffin around the tube walls (B). 
Diagram (C), shows that the solid-liquid interface has expanded gradually over the axial and 
radial directions with respect to time. Thereafter, the molten paraffin ascends to the top parts 
of the heat exchanger as a result of natural convection. In consequence, a layer of liquid 
paraffin is formed over the solid paraffin (D). In diagram (E), the melting process continues 
gradually; the melting fronts are subject to the natural convection heat transfer, and so, a few 
randomly shaped chunks of solid wax are seen in the bottom of the heat storage unit. 
Diagram (F) shows the heat storage unit full of liquid paraffin wax by the end of the melting 
cycle.  
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Figure 5.21: Illustrates the progression of the melting cycle during the summer condition. 
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5.6.5 Steady state operation 
The main goal in this section is to obtain experimental data on the performance of the heat 
storage system to be used for examining numerical data obtained by CFD simulation in order 
to validate the CFD model. The mass flow rate of the HTF through the collector was kept at a 
constant 0.126 Kg/s and the flux from the artificial solar simulator was adjusted so that the 
temperature of the HTF inlet remains equal to 353 K. The experimental measurements; 
include data collected from various parts of the heat storage unit, as well as the inlet and 
outlet are compared to numerical results from the CFD model. 
5.6.6 Description of the 3D CFD model 
5.6.6.1 Computational grid  
The computational grid (mesh) of the heat storage system was built using ICEM CFD 13.0 
software by ANSYS. Figure 5.22A illustrates the computational grid for the heat storage unit 
with both the hot and the cold HTF pipes. Figure 5.22B shows the computational grid of the 
heat storage in which cold pipes were treated as void space (not shown). Concerning the 3D 
CFD model, only the second computational grid (Fig. 5.23B) was used for the numerical 
simulations. The computational grid was built using hexahedral elements and boundary layers 
were created around the pipes. Upon several trials it was found that the hexahedral 
computational grid with 1029875 elements would be sufficient for accurate 3D modelling of 
the heat transfer in the PCM heat storage system. The grid is finer in the area close to the 
pipes than near the walls in order to obtain a good approximation of the free convection 
phenomena, which is a very important factor for this study.   
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Figure 5.22: Heat storage system’s computational grid (A) with both cold and hot HTF pipes 
(B) without cold HTF pipes.  
 
5.6.6.2 Model settings 
The HTF flow inside heat storage system was analysed using transient simulations with k-
epsilon turbulence model deployed. The solidification/melting model was used in order to 
examine the phase change phenomena in paraffin wax. The time step used in calculations was 
set to 0.1 s. To obtain numerical results the first-order upwind spatial discretization and the 
pressure solver with PRESTO algorithm for pressure-velocity coupling were used. 
Convergence criteria were defined by setting the absolute residual values at 10-6 for energy 
and at 10-3 for all other variables. Zero heat flux boundary conditions were set on all sides of 
the rectangular box; the mass flow rate and temperature of the HTF were specified at the 
entry of the heat exchanger room. The thermo-physical properties of the paraffin wax are 
summarized in Table 5.2.  
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Table 5.2: Thermo-physical properties of the paraffin wax.  
Properties  Value  
Density, ρ
 
800 kg/m3 
Thermal conductivity, k
 
0.25 W/(moC) 
Specific heat, Cp
 
2050 J/Kg oC 
Latent heat, L 200 KJ/Kg 
Viscosity, µ  0.035 Kg/ms 
Thermal expansion coefficient, β 0.0001 1/K 
Liquid Temperature, TL 331 K 
Solid Temperature, Ts 333 K 
 
5.6.6.3 Validation of the 3D CFD model 
The predicted temperature inside the PCM was compared against the results obtained by the 
experimental study. Figure 5.23 shows an example of comparison between the results 
obtained from the 3D CFD model and the experiment at points T5, T6, T11 and T14 inside 
the PCM. As illustrated, a very good agreement between predictions of the 3D CFD model 
and the experimental data is observed. The maximum deviation between CFD and 
experimental results in other points does not exceed 12%.  
Figures 5.24 and 5.25 show the temperature contours in the middle plane of the heat storage 
system and velocity vector. As expected, the natural convection flows are present in the 
liquid PCM. Therefore, the molten PCM ascends upwards from the bottom to the upper 
regions of the heat storage unit and after cooling flows downwards. Such predicted behaviour 
of the molten PCM was also observed during experimental tests.   
Therefore, the proposed numerical model can be used with full confidence for modelling and 
designing similar PCM heat storage system.   
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Figure 5.23: Comparison between the experiment and 3D CFD results.  
 
 
Figure 5.24: Temperature contours in the middle plane.  
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Figure 5.25: The velocity vectors in the middle plane. 
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Chapter 6 Numerical Study of Performance of a 
Rectangular PCM Storage Unit  
6.1 Introduction  
The present study explores numerically the intensification methods of heat transfer in 
Thermal Storage Systems (TSS). A rectangular container with a pipe fixed horizontally at its 
centre surrounded by a phase change material (PCM) is used as a TSS. Paraffin wax with 
melting temperature of 60oC was used as a PCM whilst water was used as a heat transfer 
fluid (HTF). The thermo-physical properties of paraffin wax were assumed to be constant in 
the process modelling, whereas the density variation was handled using the Boussinesq 
approximation. Numerical simulations of transient heat transfer were carried out using 
ANSYS/FLUENT 13.0 software. Simulations performed provide information on the 
instantaneous temperature distribution, solidification/melting dynamics and the velocities 
field in the storage unit during the melting process. The effects of the inlet temperature and 
mass flow rate of the HTF on the charging (melting) process were also investigated. Further, 
the influence of the number of longitudinal fins and porosity on the temperature distribution, 
dynamics of melting, total melting time and natural convection phenomena were also 
investigated.  
6.2 Physical model  
A schematic view of the physical model of the TSS is shown in Figure 6.1. The TSS 
consisted of a rectangular PCM storage unit with a pipe fixed horizontally at its centre. The 
test unit had the following dimensions: 75 mm width, 50 mm height, and 500 mm length. The 
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rectangular container was filled with paraffin wax with a melting point of 60  (see Table 5.2 
for it properties). The inner and outer diameters of the pipe (D) were 10 and 12 mm, 
respectively. The flow of the heated HTF inside the pipe was used as a heat source to charge 
the PCM thermal storage system. 
 
 
Figure 6.1: Physical model.   
 
The computational grid of the system was built using ICEM CFD 13.0 software by ANSYS. 
Figure 6.2 shows the computational grid of the system. The computational grid was built 
using hexahedral elements and boundary layers were created around the pipe. Upon several 
trials it was found that the hexahedral computational grid with 636768 elements would be 
sufficient for accurate 3D modelling of the heat transfer in the PCM system. 
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Figure 6.2: A schematic view of the storage system computational grid. 
 
6.3 Boundary and initial conditions  
  The following boundary conditions were used in the modelling process:  
1. The mass flow rate and temperature of the HTF values are specified at the entry of the 
copper pipe 
,     
in max
u U T T 
 
2. Outlet zone is defined as outflow boundary (for the pipe);  
3. Rectangular box walls were treated  as adiabatic walls;  
6.4 Solution parameters 
The flow inside the pipe was described using transient simulations with k-epsilon turbulence 
model deployed. The solidification/melting model was used in order to examine the phase 
change phenomena in paraffin wax. The time step used in calculations was set to 0.1 second. 
To obtain numerical results the first-order upwind spatial discretization and the pressure 
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solver with PRESTO algorithm for pressure-velocity coupling were used. Convergence 
criteria were defined by setting the absolute residual value at 10-6 for energy and at 10-3 for 
all other variables. 
6.5 Results and discussion  
Figure 6.3 shows results on the temperature distribution and melting process in the 
computational domain for the case in which the HTF inlet temperature is 353 K and the mass 
flow rate is 0.0037 Kg/s after for instances when 5000, 8000, 13000 and 22000 seconds 
elapsed from the start of the charging process. It can be seen that the temperature first starts 
to increase in the vicinity of the pipe in the entry region and then the temperature rise occurs 
downstream the pipe and upwards when some of wax turns into the liquid and free 
convection flows are formed. Later on, the melting process expands to the bottom regions of 
the computational domain.  
In order to evaluate the performance of the thermal storage unit 132 monitoring points were 
set inside the domain with PCM to record the variation of the temperature as a function of 
time. These points are located in 11 measurement planes perpendicular to the axis of the 
domain, see Figure 6.4. Each plane contains 12 monitoring points, as shown in Figure 6.5A 
and Figure 6.5B. All monitoring points are divided into three groups. The first group of 44 
points were set in the upper part of the computational domain (u1-u44). The second group of 
44 points are located in the bottom part of the domain (b1-b44), and the last group of 44 
points are located at the side of the domain (e1-e44). In addition, 33 monitoring points were 
set to measure the surface temperature along the pipe. Finally, two monitoring points were set 
on the inlet and outlet of the pipe to evaluate the cumulative energy charge.  
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Figure 6.3: Temperature distribution and Melting/Solidification process in the computational 
domain. 
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Figure 6.4: Measurement planes along the tube. 
 
 
Figure 6.5: (A) The location of 12 monitoring points in the measurement plane 1. (B) The 
location of 12 monitoring points in the measurement plane 6. 
 
Figure 6.6 shows the temperature variations monitoring points in the middle section of the 
computational domain (the measurement plane 6). In the first stage, the temperatures increase 
almost linearly from 300 to 331 K the heat transfer from the pipe walls to the solid PCM 
occurs by conduction. The temperatures at points u21, b21 and e21 are the highest at this 
stage due to proximity to the pipe walls.  The lowest temperatures are recorded in point e24, 
which is located on the edge of the storage container. During the melting process, in which 
the temperatures range between 331 to 333 K, temperature curves level out. During initial 
melting a thin liquid layer is formed between the pipe and the solid PCM. The solid-liquid 
(A) (B) 
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interface gradually expands in the axial and radial directions. Thereafter, the melting is 
dominated by natural convection in the liquid regions of PCM. The melting process is 
relatively intensive in the upper regions of the container. Consequently, the temperature at 
points u21 and u24 are the highest during the melting stage. Two main factors affecting the 
natural convection intensity in the melted PCM is the temperature difference and the distance 
to the pipe walls. Similar results were reported in [63, 66, 124].  
 
Figure 6.6: Variation of the PCM temperature as a function of time.     
 
Figure 6.7 presents the comparison of the temperature gradients along X (the monitoring 
plane 1), Y (the monitoring plane 1), and Z (the top of the domain) directions in the domain. 
It can be seen that the temperature difference in the PCM along the length of pipe (Z 
direction) is very small (less than 1oC) which indicates fast transition thermal response and 
intensive heat transfer due to free convection at the top of the domain. Similar dynamics was 
observed near the HTF pipe. Similar results were found in [98, 300]. The highest temperature 
gradients are observed at the bottom and the side regions of the domain in which heat is 
transferred mainly through conduction mechanism. 
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Figure 6.7: The temperature as a function of time along X (the monitoring plane 1), Y (the 
monitoring plane 1), and Z (the top of the domain) directions in the domain. 
 
Figures 6.8-6.10 present temperature distribution, liquid fraction, and the velocities field in 
the middle section of the computational domain for 5000, 8000 and 20000 seconds from the 
start of the charging process. It can be seen that the molten PCM ascends upwards from 
around the pipe at the centre of the container due to the effect of the natural convection. The 
convection intensifies when the liquid fraction volume increases. 
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Figure 6.8: Temperature distribution, melting process and velocities field in the middle 
section of the computational domain. Elapsed time is 5000 s.  
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Figure 6.9: Temperature distribution, melting process and velocities field in the middle 
section of the computational domain. Elapsed time is 8000 s. 
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Figure 6.10: Temperature distribution, melting process and velocities field in the middle 
section of the computational domain. Elapsed time is 20000 s. 
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Figure 6.11 shows the change in the liquid fraction of the PCM in the storage container as 
function of time. It can be seen that there is a rapid increase of the liquid fraction up to the 
instance when elapsed time is 10,000 s and then the rate of melting is slightly reduced. This is 
determined by the change in the intensity of the free convectional flows in the given 
geometry of the storage system. 
 
Figure 6.11: Formation of the liquid fraction as a function of time. 
 
The effect of the HTF inlet temperature on the temperature distribution in both radial and 
axial directions in the PCM storage is shown in Figures 6.12-6.14. The diagrams show that 
increasing the inlet temperature of HTF by 10oC significantly increases the temperature 
variation in the radial and axial directions of the PCM storage. The increase of the inlet 
temperature of the HTF leads to the rise in the temperature difference of the pipe walls and 
the bulk of PCM, which increase the heat transfer rate. 
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Figure 6.12: The effect of the HTF inlet temperature on the temperature variation at point u4 
(the top of the domain, first measurement plane).  
 
 
Figure 6.13: The effect of the HTF inlet temperature on the temperature variation at point e4 
(the side of the domain, first measurement plane). 
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Figure 6.14: The effect of the HTF inlet temperature on the temperature variation at point b4 
(the bottom of the domain, first measurement plane). 
 
The effects of the inlet temperature on the formation of the liquid fraction of the PCM and on 
the total melting time are shown in Figures 6.15 and 6.16. It can be seen that the total melting 
time reduced approximately by 61.5% when the inlet temperature is increased from 343 to 
363 oC and by 54.5% when the inlet temperature is increased from 343 to 353 oC. 
 
Figure 6.15: The effect of the HTF inlet temperature value on the dynamics of melting. 
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Figure 6.16: The effect of the HTF inlet temperature value on the PCM melting time. 
 
The effect of the change in the mass flow rate of the HTF on the temperature variation in both 
radial and axial directions in the PCM system is illustrated in Figures 6.17-6.19. It can be 
seen from diagrams that the mass flow rate of the HTF has a negligible effect on the 
temperature variation inside the PCM storage system.   
 
Figure 6.17: The effect of the HTF mass flow rate on the temperature variation at point u4 
(the top of the domain, first measurement plane). 
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Figure 6.18: The effect of the HTF mass flow rate on the temperature variation at point e4 
(the side of the domain, first measurement plane). 
 
 
Figure 6.19: The effect of the HTF mass flow rate on the temperature variation at point b4 
(the bottom of the domain, first measurement plane). 
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Figures 6.20 and 6.21 show the influence of the mass flow rate on the formation of the liquid 
fraction in the PCM bulk and on the melting time, respectively. It can be observed that the 
mass flow rate of the HTF has a very small effect on the melting time and formation of the 
liquid fraction in the PCM bulk. The melting time reduced by approximately 4.8% when the 
flow rate is increased from 0.0037 to 0.037 kg/s and by 6.2% when the mass flow rate is 
increased from 0.0037 to 0.37 kg/s.  
 
Figure 6.20: The effect of the mass flow rate value on the dynamics of the melting. 
 
Figure 6.21: The effect of the mass flow rate the PCM melting time. 
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Figure 6.22 shows variation of the heat accumulation rate as a function of time. Initially, this 
parameter has a very high value due to the large temperature difference between the inlet 
temperature of the HTF and that of the solid PCM. Over the time the temperature difference 
for the HTS in the pipe’s inlet and outlet decreases (see Figure 6.23) which results in the drop 
in the value of the heat accumulation rate. The rise in the value of this parameter between 
instances when elapsed time is 2500 and 10000 s can be explained by the effect of the heat 
transfer due to intensifying e natural conviction in the fluid PCM. 
 
 
Figure 6.22: Heat accumulation rate as a function of time. 
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Figure 6.23: The temperature difference for the HTF in the pipe’s inlet and outlet
( )i oT T T   . 
 
For designing process of the similar thermal storage systems in the future at Northumbria 
University the average heat transfer coefficient between the HTF pipe and the PCM was 
evaluated.  
The heat transfer coefficient varies along the axis of the unit, due to the temperature variation 
inside the PCM. Therefore, the heat transfer coefficients were calculated for the upper, 
bottom and side regions of the computational domain. In each region the heat transfer 
coefficient was calculated along the axis and in radial directions.  
For example, the coefficient of heat transfer between the outer wall of the HTF pipe and the 
PCM was calculated using temperature difference at the radial distance of 5 mm at the upper 
region for the full length of the system, i.e. using temperatures at monitoring points u1 and 
u41. The logarithmic mean temperature difference, ΔT (LMTD) for these points was obtained 
as  
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         11 41 1 111 41 1 1[ln / ]w u w uw u w uT T T TT LMTD T T T T        (6.1) 
where 1uT  and 41uT  are  the PCM temperature at points u1 (first measurement plane) and u41 
(last measurement plane); 1wT and 11wT  are the pipe wall temperatures at the same 
corresponding measurement planes.   
Figure 6.24 shows the temperature variations at points u1 and u41 as a function of time. 
Figure 6.25 presents variation of LMTD between the outer wall of the HTF pipe and the 
PCM calculated using temperatures at points u1 and u41. Figure 6.26 shows variation of the 
heat transfer coefficient between the outer wall of the HTF pipe and the PCM calculated 
using temperatures at points u1 and u41.   
 
 
Figure 6.24: Temperature at points u1 and u41 as a function of time. 
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Figure 6.25: LMTD between the outer wall of the HTF pipe and the PCM calculated using 
temperatures at points u1 and u41.   
 
 
Figure 6.26: Heat transfer coefficient between the outer wall of the HTF pipe and the PCM 
using temperatures at points u1 and u41.   
 
It can be seen that LMTD continuously decreases over time in the process of PCM melting 
and the dynamics of variation of heat transfer coefficient mirrors the dynamics of LMTD 
curve, see Figure 6.24. Fluctuations in the variation of LMTD and heat transfer coefficient 
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can be explained by the effect of intensification of natural convection in the liquid PCM at 
certain phase of the melting process. Once the PCM is completely melted, the temperatures 
rapidly increase which leads to decrease in the LMTD and rise in the heat transfer coefficient. 
The heat transfer coefficient varies in the range between 90 and 500 W/(m2K) during the 
melting process.  
Similar calculations were performed for the coefficient of heat transfer between the PCM and 
the HTF pipe at the bottom region of the domain. As an example, the heat transfer 
coefficients between the outer wall of the HTF pipe and the PCM was calculated using 
temperature difference at the radial distance of 5 mm at the bottom region for the full length 
of the system, i.e. using temperatures at monitoring points b1 and b41. The logarithmic mean 
temperature difference, ΔT (LMTD) for these points was obtained as  
         22 41 12 122 41 12 1[ln / ]w b w bw b w bT T T TT LMTD T T T T        (6.2) 
where 1bT  and 41bT  are  the PCM temperature at points b1 (first measurement plane)   and 
b41 (last measurement plane); 12wT and 22wT  are the pipe wall temperatures at the same 
corresponding measurement planes. 
Figures 6.27 and 6.28 show variations of the LMTD and coefficient of heat transfer between 
the outer wall of the HTF pipe and the PCM calculated using temperatures at points b1 and 
b41. It can be seen that the magnitude of the heat transfer coefficient is significantly less 
compared to the top region and varies between 40 and 100 during the melting process. This is 
mainly due to the conduction heat transfer being dominant in the bottom region of the system. 
During the phase change process, the LMTD is nearly constant and the heat accumulation 
rate gradually increases. The heat transfer coefficient also rises reaching the maximum value. 
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Once the PCM is completely melted the heat transfer coefficient value remains nearly 
constant. 
 
 
Figure 6.27: LMTD between the outer wall of the HTF pipe and the PCM calculated using 
temperatures at points b1 and b41.   
 
 
Figure 6.28: Heat transfer coefficient between the outer wall of the HTF pipe and the PCM 
using temperatures at points b1 and b41.  
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The heat transfer coefficient values were also obtained in similar way at the side regions. For 
example, the coefficient of heat transfer between the outer wall of the HTF pipe and the PCM 
was calculated using temperature difference at the radial distance of 5 mm at the side region 
for the full length of the system, i.e. using temperatures at monitoring points e1 and e41.The 
logarithmic mean temperature difference, ΔT (LMTD) for these points was obtained as  
         33 41 23 133 41 23 1[ln / ]w e w ew e w eT T T TT LMTD T T T T        (6.3)  
where 1eT  and 41eT  are the PCM temperature at points e1 (first measurement plane) and e41 
(last measurement plane); 23wT and 33wT  are the pipe wall temperatures at the same 
corresponding measurement planes.   
Figures 6.29 and 6.30 show variations of the LMTD and coefficient of heat transfer between 
the outer wall of the HTF pipe and the PCM calculated using temperatures at points e1 and 
e41. 
Similar to the upper and bottom regions, the LMTD decreases with time and consequently, 
the heat transfer coefficient rises over the melting period. The magnitude of the heat transfer 
coefficient in this region is higher than that at the bottom region of the domain because of the 
influence of the natural convection.  
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Figure 6.29: LMTD between the outer wall of the HTF pipe and the PCM at intervals e1 and 
e41as a function of time. 
 
 
Figure 6.30: Heat transfer coefficient between the outer wall of the HTF pipe and the PCM at 
intervals e1 and e41in the side parts of the domain.  
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The variations in the heat transfer coefficient, as a function of time, were calculated at the 
upper, bottom, and side regions of the computational domain. It was found that the heat 
transfer coefficient in the upper region has a maximum value of 501 2W / m  K . On the other 
hand, the maximum heat transfer coefficients for the bottom and side regions are 100.1 
2W / m  K and 120.3 2W / m  K , respectively. The higher value of heat transfer coefficient for 
the upper region is a result of natural convection in the liquid PCM and heat conduction. The 
natural convection heat transfer coefficient at the upper region can be calculated by 
subtracting the heat transfer coefficient at the bottom region from the total heat transfer 
coefficient at the upper region. Figure 6.31 shows variation of the natural convection heat 
transfer coefficient as a function of time.  
 
Figure 6.31: The natural convection heat transfer coefficient as a function of time. 
 
Figure 6.32 shows variation of the coefficient of heat transfer between the outer wall of the 
HTF pipe and the PCM in the upper region of domain calculated at different axial distances, 
namely 100, 300 and 500 (full length) mm using temperatures at monitoring points located at 
5 mm radial distance from the pipe walls (u17 & u25: fifth & seventh measurement planes; 
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u9 & 33: third & ninth measurement planes and u1 & u41: first and eleventh measurement 
planes). The figure shows that the heat transfer coefficient calculated for the full length of the 
system is slightly greater and this because the LMTD for the PCM temperatures is slightly 
decreased, see Figure 6.33.   
 
Figure 6.32: Variations in the heat transfer coefficient in the upper region of domain 
calculated at different axial distances. 
 
 
Figure 6.33: LMTD in the upper region of domain calculated at different axial distances.  
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Similar tendency was obtained for the both bottom and side regions of the computational 
domain.  Figures 6.34 and 6.35 show the variations in the heat transfer coefficient and LMTD 
calculated at different axial distances for the bottom region of the domain. Figures 6.36 and 
6.37 present these information for the side region of the domain.  
 
Figure 6.34: Variations in the heat transfer coefficient in the bottom region of domain 
calculated at different axial distances. 
 
 
Figure 6.35: LMTD in the bottom region of domain calculated at different axial distances. 
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Figure 6.36: Variations in the heat transfer coefficient in the side region of domain calculated 
at different axial distances. 
 
 
Figure 6.37: LMTD in the side region of domain calculated at different axial distances. 
 
Figure 6.38 shows the variation of the coefficient of heat transfer between the outer wall of 
the HTF pipe and the PCM calculated using temperatures at points located at different radial 
distances from the pipe wall in the upper region of the domain. Calculations were performed 
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for the full length of the domain i.e. using temperature values in the first and eleventh 
measurement planes. It can be seen from Figure 6.38 that the heat transfer coefficient is 
greater at the location closer to the HTF pipe and it decreases as the distance from the 
location and the HTF pipe is increased. It can be explained by higher value of the LMTD for 
points located at the maximum distance from the pipe, see Figure 6.39. Similar tendencies for 
variations of the coefficient of heat transfer and LMTD were found in the bottom (Figures 
6.40 and 6.41) and side (Figures 6.42 and 6.43) regions of the domain.  
 
 
Figure 6.38: The coefficient of heat transfer calculated using temperatures at points located at 
different radial distances from the pipe wall in the upper region of the domain. 
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Figure 6.39: LMTD calculated using temperatures at points located at different radial 
distances from the pipe wall in the upper region of the domain. 
 
 
Figure 6.40: The coefficient of heat transfer calculated using temperatures at points located at 
different radial distances from the pipe wall in the bottom region of the domain. 
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Figure 6.41: LMTD calculated using temperatures at points located at different radial 
distances from the pipe wall in the bottom region of the domain. 
 
 
Figure 6.42: The coefficient of heat transfer calculated using temperatures at points located at 
different radial distances from the pipe wall in the side region of the domain. 
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Figure 6.43: LMTD calculated using temperatures at points located at different radial 
distances from the pipe wall in the side region of the domain. 
 
Using the array of results obtained on values of heat transfer coefficients the average 
coefficients of the heat transfer between the HTF pipe and the PCM were calculated for the 
upper, bottom and side regions of the computational domain, see Figure 6.44. The average 
heat transfer coefficient in the upper, bottom and side regions is 236.71, 55.74 and 91.51
2W / m  K , respectively for the specified inlet temperature of the HTF and its mass flow rate. 
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Figure 6.44: The average heat transfer coefficients in the upper, bottom and side regions of 
the domain. 
 
The above calculations of the average heat transfer coefficient in the different regions of the 
domain were repeated for various values of the HTF inlet temperature and flow rates to 
derive dimensionless Nusselt number correlations. The flow rates of the HTF used in CFD 
simulations were 0.0037, 0.037, and 0.37 Kg/s. The HTF inlet temperatures were set to 343, 
348, 353 and 363 K. The Nusselt number values were calculated at the top, side, and bottom 
regions of the PCM domain. Then, the average Nusselt number for all regions was calculated 
and evaluated. The Nusselt number correlations were expressed in terms of Stefan (Ste), 
Fourier (Fo), and Rayleigh (Ra) numbers.  
Variations of Nusselt number as a function of Stefan number are shown in figures 6.45-6.47 
for upper, side, and bottom regions, respectively. It can be seen that the Nusselt number is 
increased with rise in the Stefan number. This is because the Stefan number is proportional to 
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the difference between the inlet temperature of the HTF and the melting temperature of the 
PCM, and therefore an increase in the inlet temperature of HTF leads to an increase in the 
Stefan number. The results further indicate a significant difference between the Nusselt 
number in the upper region and those in the lower regions. The Nusselt number in the upper 
regions is higher as a result of natural convection. Figure 6.48 shows the variation of the 
average Nusselt number for all regions as a function of Stefan number. 
 
 
Figure 6.45: Variation in the Nusselt number as a function of Stefan number in the upper 
region.  
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Figure 6.46: Variation in the Nusselt number as a function of Stefan number in the side 
region.  
 
 
Figure 6.47: Variation in the Nusselt number as a function of Stefan number in the bottom 
region.  
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Figure 6.48: Variation in average Nusselt number as a function of Stefan number. 
 
Variations of Nusselt number as a function of Rayleigh number are shown in Figures 6.49-
6.52. It can be seen that the Nusselt number increases with the increase in the Rayleigh 
number. This is because the Rayleigh number is also proportionate to the difference between 
the inlet temperature of the HTF and the melting temperature of the PCM. This temperature 
difference is increased at high HTF temperatures, which consequently raises both the 
Rayleigh and Nusselt numbers.  
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Figure 6.49: Variation of the Nusselt number as a function of Rayleigh number in the upper 
region. 
 
 
Figure 6.50: Variation of the Nusselt number as a function of Rayleigh number in the side 
region. 
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Figure 6.51: Variation of the Nusselt number as a function of Rayleigh number in the bottom 
region. 
 
 
Figure 6.52: The variation of average Nusselt number as a function of Rayleigh.   
 
Variations of Nusselt number as a function of Fourier number are shown in Figures 6.53-
6.56. The Nusselt number decreases with the increase of Fourier number. This is because the 
Fourier number is proportional to the melting time. The increase of the HTF inlet temperature 
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and of the flow rate leads to the reduction in the melting time, thus resulting in lower Fourier 
number and higher values of the Nusselt number. 
 
 
Figure 6.53: Variation of the Nusselt number as a function of Fourier number in the upper 
region. 
 
 
Figure 6.54: Variation of the Nusselt number as a function of Fourier number in the side 
region. 
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Figure 6.55: Variation of the Nusselt number as a function of Fourier number in the bottom 
region. 
 
 
Figure 6.56: Variation of the average Nusselt number as a function of Fourier number.   
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The above data was used to derive Nusselt number correlations as a function of Stefan, 
Rayleigh and Fourier numbers in order to take into account the effect of all design and 
operational conditions: 
The Nusselt number correlation for the upper regions of the PCM storage system (coefficient 
of correlation 2 0.9044R  ) - 
      0.04617 0.054 0.046118.74   Nu Ste Fo Ra   (6.4) 
 The Nusselt number correlation for the side regions of the PCM storage system (coefficient 
of correlation 2 0.9877R  ) - 
      0.0658 0.0753 0.06576.0642   Nu Ste Fo Ra   (6.5) 
The Nusselt number correlation for the bottom region of the PCM storage system (coefficient 
of correlation 2 0.8681R  ) - 
      0.0393 0.044 0.03934.4877   Nu Ste Fo Ra   (6.6) 
 The average Nusselt number correlation in the system (coefficient of correlation 
2 0.9695R  ) - 
      0.05 0.058 0.05019.7299   Nu Ste Fo Ra   (6.7) 
The correlations between numerically obtained and calculated using Equations (6.4) - (6.7) 
are shown in Figures 6.57-6.60. It can be seen that the Nusselt number varies between 12 and 
18 for the system investigated in this Chapter. The lower Nusselt numbers are for the low 
HTF inlet temperature, and the high Nusselt numbers values are obtained at the high HTF 
inlet temperatures.  
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Figure 6.57:  The correlation between numerically obtained and calculated using Equation 
(6.4) Nusselt numbers - for the upper region of the domain.   
 
 
Figure 6.58: The correlation between numerically obtained and calculated using Equation 
(6.5) Nusselt numbers - for the side region of the domain.   
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Figure 6.59: The correlation between numerically obtained and calculated using Equation 
(6.6) Nusselt numbers - for the bottom region of the domain.   
 
 
Figure 6.60: The correlation between numerically obtained and calculated using Equation 
(6.7) Nusselt numbers - average for the whole domain.   
 
Subtracting the Nusselt numbers obtained for the bottom region from the Nusselt numbers for 
the upper regions results in the Nusselt numbers for heat transfer caused by natural 
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convection. These were presented as the Nusselt number correlation for natural convection 
(coefficient of correlation 2 0.8796R  ): 
      0.0523 0.0613 0.052213.6964   Nu Ste Fo Ra   (6.8) 
Natural convection effect is increased by 9.7 % and 17.4 % when the HTF inlet temperatures 
rises to 353 and 363K, respectively, from 343 K, see Figure 6.61. 
 
 
Figure 6.61: The correlation between numerically obtained and calculated using Equation 
(6.8) natural convection Nusselt numbers. 
 
6.6 Heat transfer intensification using longitudinal fins 
The use of fins embedded in PCM is one of the important methods of intensification of heat 
transfer in PCM thermal storage systems. Various fin geometries were used, namely circular, 
spiral and longitudinal. 
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In the current study, the heat transfer intensification using longitudinal horizontal fins was 
investigated. Three different longitudinal fin configurations were studied for melting PCM in 
a rectangular storage unit. The first system was equipped with a single horizontal pipe with 3 
external longitudinal fins, see Figure 6.62. The second system had a single horizontal pipe 
with 4 external longitudinal fins, see Figure 6.63 and in the final storage system a single 
horizontal pipe with 6 external longitudinal fins was installed, see Figure 6.64. In all cases the 
fin thickness and width were 1 and 10 mm, respectively. 
 
 
Figure 6.62: A schematic of the storage system with 3 external longitudinal fins.  
 
Figure 6.63: A schematic of the storage system with 4 external longitudinal fins.  
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Figure 6.64: A schematic of the storage system with 6 external longitudinal fins.  
 
A series of numerical CFD simulations were performed to test the effect of fins on the heat 
transfer in the storage unit during the transient melting process. Figures 6.65 and 6.66 show 
results of the temperature distribution and melting process in the middle section of the 
computational domain for the case of the rectangular storage with single smooth horizontal 
pipe and cases of single horizontal pipe with 3, 4 and 6 external longitudinal fins. The inlet 
temperature of the HTF was set to 353 K and the mass flow rate was 0.0037 kg/s. Results are 
shown for instances when elapsed time from the start of the charging process is 5000 and 
10000 s. 
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Figure 6.65: Temperature distribution and melting processes in the middle section of the 
domain. Elapsed time= 5000 s. 
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Figure 6.66: Temperature distribution and melting processes in the middle section of the 
domain. Elapsed time = 10000 s. 
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It is evident in the above figures that the temperature most rapidly rises in areas close to the 
pipe and its fins. The upper part of the domain turns into the liquid due to the effect of natural 
convection. Over the time, the melting process expands to the lower regions of the PCM 
system. The longitudinal fins increase the surface area and hence the transferred heat which is 
intensification of the heat transfer to the PCM. 
Figures 6.67-6.69 compare the temperature distribution in the PCM in both radial and axial 
directions for cases of smooth pipe and the pipe with longitudinal fins. It can be seen that 
application of fins significantly accelerates the melting of the PCM but the number of fins in 
this particular design does not strongly affect dynamics of melting, particularly at the upper 
region of the domain. 
 
 
Figure 6.67: The effect of fins on the temperature variation at the point u4 (upper region of 
the domain, first measurement plane). 
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Figure 6.68: The effect of fins on the temperature variation at the point e4 (side region of the 
domain, first measurement plane).  
 
 
Figure 6.69: The effect of fins on the temperature variation at the point b4 (bottom region of 
the domain, first measurement plane).  
 
Figures 6.70 and 6.71 present the velocity field in middle section of the system for instances 
when the time elapsed from the beginning of the charging are 5000 and 10000 s. It can be 
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seen that, in general, with the rise in the number of fins the bulk volume in which natural 
convection takes place is enlarged, especially at the side and bottom regions of the domain. 
This effect is advantageous for accelerating the melting process and achieving uniform 
temperature distribution. The optimal orientation of fins should be separately studied for 3 
and 4 fin configurations to take fuller advantage from intensification of the heat transfer 
between PCM and fins. 
 
 
Figure 6.70: The velocity fields in the middle section of the domain. Elapsed time = 5000 s. 
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Figure 6.71: The velocity fields in the middle section of the domain. Elapsed time = 10000 s. 
 
The effect of fins on the formation of the liquid fraction of the PCM and the total melting 
time are shown in Figures 6.72 and 6.73, respectively. The increase in the number of fins 
reduces the mass of the PCM but the melting time is reduced mainly due to the increase in 
area of heat transfer between the pipe and PCM. The melting time is reduced by 
approximately 32.2% for the case of pipe with 3 fins compared to the case of pipe without 
fins. The melting time is reduced by 44.6% and 52.4% for the cases of pipes with 4 and 6 
fins, respectively. 
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Figure 6.72: The effect of fins on the dynamics of the melting.  
 
 
Figure 6.73: The effect of fins on the PCM melting time.  
 
Figure 6.74 shows the rate of heat storage as a function of time for the system with various 
fins configurations.  It can be seen that the maximum amount of energy that can be stored is 
insignificantly decreased with rise in the number of fins and this is because of a small 
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reduction in the volume occupied by the PCM. However, the system with finned pipes 
exhibits better melting performance and higher energy storage capacity for a given storage 
size.  
 
 
Figure 6.74: The energy storage capacity as a function of time. 
 
The heat transfer coefficients were calculated for the upper, side and bottom regions of the 
computational domain for the case when the inlet temperature of the HTF was set to 353 K 
and the HTF mass flow rate was 0.0037 kg/s. Figure 6.75-6.77 show the variation of the 
coefficients heat transfer between PCM and HTF smooth and finned pipes a function of time. 
It can be observed in the figures that the greater values of heat transfer coefficient are at the 
upper regions and these are continuously rising which is a result of natural convection in the 
liquid zone. The heat transfer coefficients are greater for the systems with fins. The effect of 
application of fins on the value of heat transfer coefficient is much complex in the side and 
bottom regions and this depends on the phase in the melting process. It can be seen in Figure 
6.76 that in the side region the positive effect on the value of heat transfer coefficient from 
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increasing number of fins becomes more profound with the advancement in the formation of 
the liquid fraction. In the bottom region increasing the number of fins does not result in the 
rise of the heat transfer coefficient when the PCM is melted. However, the overall amount of 
heat transferred to the PCM is increased due to fins providing larger heat transfer areas.  
 The average heat transfer coefficient at the upper, side, and bottom regions in the case of the 
pipe without fins is 359.78, 107.5, and 66.7 2W/ m K , respectively. For the case of the pipe 
with 3 fins the average heat transfer coefficient at the upper, side and bottom regions is 638.8, 
124.7, and 82 2W/ m K , respectively. The average heat transfer coefficient in the upper, side 
and bottom regions is increased by 77.55 %, 16%, and 22.45%, when using the pipe with 3 
longitudinal fins. The average heat transfer coefficient in cases of the pipe with 4 and 6 fins is 
increased by 77.78% and 102%, respectively, in the upper region and by 9.45% and 59.4% in 
the side region. The average heat transfer coefficient is reduced by 7.5 % and 9.2% in cases 
of pipes with 4 fins and 6 fins, respectively, in the bottom region.  
 
 
Figure 6.75: Variations in the heat transfer coefficient in the upper region. 
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Figure 6.76: Variations in the heat transfer coefficient in the side region. 
 
 
Figure 6.77: Variations in the heat transfer coefficient in the bottom region. 
 
Variations of Nusselt number for the cases of pipe with 3 and 4 fins as a function of Stefan, 
Raleigh and Fourier numbers are shown in Figures 6.78-6.89 for the upper, side, and bottom 
regions, respectively. As expected, the highest Nusselt numbers are in the upper regions and 
the values are higher for the 4 fin pipe. In general, the Nusselt numbers for the finned pipes 
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are greater than that for the pipe without fins. For the HTF inlet temperature of 353K and 
0.0037 Kg/s mass flow rate, the Nusselt number in the upper, side and bottom regions for the 
pipe without fins was 27.052, 10.458, and 6.37, respectively. For the pipe with 3 fins the 
Nusselt number in the upper, side and bottom regions are 64.848, 12.569, and 7.47, 
respectively. This is 139.7%, 20.18% and 17.27% increase, respectively. The Nusselt 
numbers in the upper, side and bottom regions is increased by 150%, 16.63%, and 1.8% 
respectively, for the case in which the pipe with 4 longitudinal fins is used. Overall, the 
dependence of the Nusselt number from Stefan, Raleigh and Fourier numbers have the same 
trend as results in the case of the smooth pipe, which were presented in the previous section. 
 
 
Figure 6.78: Variation in the Nusselt number as a function of Stefan number in the upper 
region.  
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Figure 6.79: Variation in the Nusselt number as a function of Stefan number in the side 
region.   
 
 
Figure 6.80: Variation in the Nusselt number as a function of Stefan number in the bottom 
region.  
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Figure 6.81: The variation of the average Nusselt number as a function of Stefan number.   
 
 
Figure 6.82: Variation in the Nusselt number as a function of Fourier number for the upper 
region.   
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Figure 6.83: Variation in the Nusselt number as a function of Fourier number for the side 
region.   
 
 
Figure 6.84: Variation in the Nusselt number as a function of Fourier number for the bottom 
region. 
 
Chapter 6 Numerical Study of Performance of a Rectangular PCM Storage Unit 
 
 Page 256 
 
 
Figure 6.85: The variation in average Nusselt number as a function of Fourier number.   
 
 
Figure 6.86: Variation in the Nusselt number as a function of Rayleigh number in the upper 
region.   
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Figure 6.87: Variation in the Nusselt number as a function of Rayleigh number in the side 
region.   
 
 
Figure 6.88: Variation in the Nusselt number as a function of Rayleigh number in the bottom 
region.   
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Figure 6.89: The variation in the average Nusselt number as a function of Rayleigh number.  
 
The above data was used to derive dimensionless correlations to calculate the Nusselt number 
as a function of Stefan, Raleigh and Fourier numbers. The derived correlations are as follows: 
The Nusselt number correlation for the upper region in case of the pipe with 3 fins 
(correlation factor 2 0.6853R  ) - 
      0.0443 0.0543 0.044346.5316   Nu Ste Fo Ra   (6.9) 
The Nusselt number correlation for the upper region in case of the pipe with 4 fins 
(correlation factor 2 0.732R  ) -  
      0.0611 0.074 0.06142.049   Nu Ste Fo Ra   (6.10) 
The Nusselt number correlation for the side region in case of the pipe with 3 fins (correlation 
factor 2 0.959R  ) - 
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      0.0706 0.0807 0.07056.6629   Nu Ste Fo Ra   (6.11) 
The Nusselt number correlation for the side region in case of the pipe with 4 fins (correlation 
factor 2 0.9698R  ) - 
      0.0768 0.0863 0.07675.9524   Nu Ste Fo Ra   (6.12) 
The Nusselt number correlation for the bottom region in case of the pipe with 3 fins 
(correlation factor 2 0.7477R  ) - 
      0.0706 0.0773 0.07063.6881   Nu Ste Fo Ra   (6.13) 
The Nusselt number correlation for the bottom region in case of the pipe with 4 fins 
(correlation factor 2 0.7007R  ) -  
      0.0471 0.05 0.04713.9004   Nu Ste Fo Ra   (6.14) 
The Nusselt number correlation in the system with 3 fins (correlation factor 2 0.9046R  ) - 
      0.0501 0.06 0.0518.8861   Nu Ste Fo Ra   (6.15) 
The Nusselt number correlation in the system with 4 fins (correlation factor 2 0.8455R  ) - 
      0.0622 0.074 0.0617.2736   Nu Ste Fo Ra   (6.16) 
6.7 Heat transfer intensification using porous metallic matrix  
This section presents results of study of using porous matrix to enhance the heat transfer in 
PCM thermal storage systems. The numerical CFD results were obtained on the melting 
process in the rectangular storage unit with a smooth pipe with and without porous matrix. 
The geometry of the storage unit is the same as shown in Figure 6.1. Aluminium porous 
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matrix with porosities in the range between 75 and 95% were considered in this study. In the 
modelling process the inlet temperature of the HTF was set to 353 K and the mass flow rate 
was 0.0037 kg/s. Figure 6.90 shows results obtained on the temperature distribution and 
melting process in the computational domain for the instance when 1000 seconds elapsed 
from the beginning of the charging process. It can be observed that the melting process is 
considerable accelerated in both axial and radial directions by application of less porous 
aluminium matrices which is due to enhancement of the conduction heat transfer mode. The 
lower porosity value increases the mass of the metal per unit volume of the system which 
results in enhancement of heat conduction in the system. However, it should be highlighted 
that using matrices with low porosities will reduce the volume filled with a PCM which 
results in the reduction of heat storage capacity.  
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Figure 6.90: Temperature distribution and melting process in the computational domain. 
Elapsed time = 1000sec.  
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Figures 6.91-6.93 present results on the temperature variation in the upper, side and bottom 
regions in the first measurement plane for the cases of the system without matrix and in 
which the system has a matrix of 95% porosity. It can be seen in these figures that the period 
for reaching the melting temperature and for melting process is substantially shortened, 
especially in the side and bottom regions of the system. Figure 6.91 demonstrates that the 
melting temperature at location u4 (the monitoring point furthest from the pipe walls in the 
upper region) is reached in about 4300 s for the pure PCM. In case of 95% porosity matrix 
this time is only 340 s. This acceleration effect is more profound at monitoring points e4 (the 
monitoring point furthest from the pipe walls in the side region) and b4 (the monitoring point 
furthest from the pipe walls in the bottom region), see Figures 6.92 and 6.93. Additionally, 
the porous matrix provides the uniform distribution of the temperature in the measurement 
plane. Figure 6.94 shows that values of temperatures in all these three points remain close 
through the whole period of heating.   
 
 
Figure 6.91: The effect of the 95% porosity matrix on the temperature variation at point u4 
(the monitoring point furthest from the pipe walls in the upper region). 
 
Chapter 6 Numerical Study of Performance of a Rectangular PCM Storage Unit 
 
 Page 263 
 
 
Figure 6.92: The effect of the 95% porosity matrix on the temperature variation at point e4 
(the monitoring point furthest from the pipe walls in the side region). 
 
 
Figure 6.93: The effect of the 95% porosity matrix on the temperature variation at point b4 
(the monitoring point furthest from the pipe walls in the bottom region). 
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Figure 6.94: Variation of the temperatures in the PCM with 95% porosity matrix.  
 
The effect of the metal matrix porosity on the temperature at u4 (the monitoring point furthest 
from the pipe walls in the upper region) is presented in Figure 6.95. It can be seen that the 
temperature is to some extent higher when the matrix with lower porosity is used. 
 
Figure 6.95: The effect of the matrix porosity on the temperature variation at point u4 (the 
monitoring point furthest from the pipe walls in the bottom region).   
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Figure 6.96 presents diagrams with velocity field in the first measurement plane of the 
computational domain for the instance when 1000 sec elapsed from the beginning of the 
charging process. It can be seen that the matrix with low porosity actually suppresses the 
development of the natural convection in the PCM due to increasing hydraulic resistance to 
the flow and that the heat is transferred mainly through the conduction mode.  
 
Figure 6.96: The velocity fields in the first measurement plane of the domain.  
Elapsed time = 1000 seconds. 
 
The effect of porosity on the evolution of the liquid fraction of the PCM and on the melting 
time are shown in Figures 6.97 - 6.99, respectively and this information re-iterates the 
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conclusion that the porous metallic matrix substantially accelerates process of PCM heating 
and reduces the melting time by factor of 10 depending on the porosity value.  
 
 
Figure 6.97: The effect of the 95% porosity matrix on the formation of the PCM liquid 
fraction.  
 
 
Figure 6.98: The effect of the matrix porosity on the dynamics of the melting.  
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Figure 6.99: The effect of the matrix porosity on the PCM melting time.  
 
6.8 Summary  
In this chapter, CFD numerical investigations were carried out on the melting process in the 
PCM thermal storage unit, namely the rectangular container. Three design groups were 
considered, namely with a smooth central horizontal pipe; with a central horizontal pipe with 
longitudinal fins; and with a smooth central horizontal pipe and metallic porous matrix. 
The effects of the inlet temperature and mass flow rate of the HTF on the charging (melting) 
process were investigated for the PCM thermal storage unit with a smooth central horizontal 
pipe and the PCM thermal storage unit with a central horizontal pipe with 3 and 4 
longitudinal fins. For these cases dimensionless correlations for calculation of Nusselt 
number as function of Stefan, Fourier and Rayleigh numbers were derived separately for 
upper, side and bottom regions of the storage system and also averaged for whole system. 
The HTF inlet temperatures considered were 10, 20, and 30  above the melting temperature 
of the PCM, while the HTF mass flow rates used were 0.0037, 0.037, and 0.37 Kg/s.  
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Both considered methods of intensification of heat transfer in the PCM thermal storage 
systems, namely using longitudinal fins and metallic porous matrix accelerate melting 
process in the system with the metallic porous matrix being the most efficient in the 
improvement of the performance of the PCM storage system.    
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Chapter 7 Conclusions and Recommendations for 
Future Work  
 
7.1 Conclusions  
1. The literature review carried out on the state of art in PCM thermal storage systems shown 
relevance of the development accurate and feasible CFD models for numerical simulations of 
heat transfer processes taking place during charging and discharging processes. Review also 
shown importance of derivation of heat transfer correlations which accurately define values 
of coefficient of heat transfer in the system for a wide range of design configurations and 
exploitation conditions. Such correlations are necessary for designing the high performance 
PCM thermal storage systems. 
2. 3D CFD model of the shell-and-tube storage unit with the PCM on the shell side, and the 
HTF flowing inside the tube was developed. The PCM used in the system was n-Octadecane 
and water was used as the heat transfer fluid. Transient simulations were run using the k-
epsilon turbulence with the time step set to 0.1s. The solidification/melting model was 
enabled to describe the phase change phenomena in n-Octadecane. The first-order upwind 
spatial discretization and the pressure solver with the PRESTO algorithm for pressure-
velocity coupling were selected to obtain converged solution. Convergence criteria were 
established by setting the absolute residual values to 10-6 for energy and 10-3 for all other 
variables. The obtained results were compared to experimental results by Lacroix [9]. 
Calibration of results demonstrated that the developed CFD model provides an accurate 
prediction of the behaviour of the thermal storage system. 3D CFD simulations were 
performed for a range of the HTF inlet temperature values and its mass flow rate. The 
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obtained numerical data was used to derive Nusselt number correlations as a function of 
Stefan, Rayleigh and Fourier numbers in order to take into account the effect of all design 
and operational conditions. The Nusselt number for the system with the pure PCM was found 
to be ( 2 0.8524R  ) 
     0.0758 0.095 0.07592.9883 Nu Ste Fo Ra  
 3. The performance of the laboratory thermal heat storage system filled with paraffin was 
experimentally investigated. The thermal storage unit was coupled with the evacuated tube 
solar collectors and water was used as the HTF. The system was tested at variable and 
constant heat source conditions. Temperatures inside the PCM were recorded in 16 points to 
determine temperature distribution and dynamics of the melting process. The system was 
numerically simulated using its 3D CFD model for constant heat source conditions. 
Numerical and experimental results were compared which demonstrated that the proposed 
CFD model provides accurate results with maximum error of 12% and can be used with 
confidence for simulations of specific PCM thermal storage systems with intensification of 
heat transfer  which is the subject of R & D activities at Northumbria University. 
4. The developed method of numerical simulations, which was tested against the case study 
by Lacroix [9] and experimentally using test rig at Northumbria University, was deployed to 
numerically simulate the melting process in the rectangular thermal storage system with a 
horizontal central pipe. Paraffin was used as a PCM and water was used as the heat transfer 
fluid. An array of monitoring points was set in the 3D computational domain to record data 
on temperature variations in the PCM during the melting process. 3D CFD simulations were 
performed for a range of the HTF inlet temperature values and its mass flow rate. The 
obtained numerical data was used to derive Nusselt number correlations as a function of 
Stefan, Rayleigh and Fourier numbers in order to take into account the effect of all design 
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and operational conditions. Correlations were obtained separately for three characteristic 
regions (the upper, side and bottom regions of the storage system) and for the whole system. 
These are as follows: 
The Nusselt number correlation for the upper regions of the PCM storage system (coefficient 
of correlation 2 0.9044R  ) - 
     0.04617 0.054 0.046118.74   Nu Ste Fo Ra  
The Nusselt number correlation for the side regions of the PCM storage system (coefficient 
of correlation 2 0.9877R  ) - 
     0.0658 0.0753 0.06576.0642   Nu Ste Fo Ra  
The Nusselt number correlation for the bottom region of the PCM storage system (coefficient 
of correlation 2 0.8681R  ) - 
     0.0393 0.044 0.03934.4877   Nu Ste Fo Ra  
The average Nusselt number correlation in the system (coefficient of correlation 
2 0.9695R  ) - 
     0.05 0.058 0.05019.7299   Nu Ste Fo Ra  
5. Heat transfer intensification with the use of metal oxides nano-particles was investigated 
using the developed 3D CFD model of the shell-and-tube storage unit with n-Octadecane on 
the shell side, and water flowing inside the tube was developed. Special User Defined 
Functions were created for ANSYS FLUENT software to take into account temperature 
dependence of thermo-physical properties of nano-particles made of Al2O3, ZnO and CuO 
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calculate thermo-physical properties of n-Octadecane with various volumetric concentration 
of nano-particles. Two volumetric concentrations of nano-particles were considered, namely 
3 and 6%. It was numerically obtained that the total melting time was reduced as the nano-
particles volumetric concentration was increased. However, there was a reduction in the 
fusion’s latent heat which in its turn reduced the thermal energy accumulated per mass unit of 
the nano PCM. For the 3% and 6% volumetric concentration of CuO the time of melting was 
reduced by 19.4% and 31.7%. A similar conclusion could be drawn for the PCM with Al2O3 
and ZnO nano-particles. The total melting time was reduced by 18.5% and 28.6% when the 
volumetric concentration of Al2O3 was 3% and a 6%. The reduction in the time of melting 
was 17.2% and 27.2% when the volumetric concentration of ZnO was 3% and a 6%, 
respectively. Results indicated the higher heat transfer rates in PCMs with nano-particles 
were due to the PCM’s increased thermal conductivity.  3D CFD simulations were performed 
for a range of the HTF inlet temperature values and its mass flow rate. The obtained 
numerical data was used to derive Nusselt number correlations as a function of Stefan, 
Rayleigh and Fourier numbers for 6% volumetric concentration of CuO nano-particles is (
2 0.9407R  ): 
     0.0968 0.121 0.08732.7597   Nu Ste Fo Ra  
6. Heat transfer intensification was investigated using 3D CFD modelling for the 
rectangularly shaped thermal storage system with horizontal heating pipe by using 3, 4 and 6 
longitudinal finned pipes. 3D CFD simulations were performed for a range of the HTF inlet 
temperature values and its mass flow rate. Results of numerical investigations demonstrate 
that overall the melting time is reduced by approximately 32.2% for the case of pipe with 3 
fins compared to the case of pipe without fins. The melting time is reduced by 44.6% and 
52.4% for the cases of pipes with 4 and 6 fins, respectively.   
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The obtained numerical data was used to derive Nusselt number correlations as a function of 
Stefan, Rayleigh and Fourier numbers in order to take into account the effect of all design 
and operational conditions. Correlations were derived for 3 and 4 fin configurations. 
Correlations were obtained separately for three characteristic regions (the upper, side and 
bottom regions of the storage system) and for the whole system. These are as follows: 
The Nusselt number correlation for the upper region in case of the pipe with 3 fins 
(correlation factor 2 0.6853R  ) - 
     0.0443 0.0543 0.044346.5316   Nu Ste Fo Ra  
The Nusselt number correlation for the upper region in case of the pipe with 4 fins 
(correlation factor  2 0.732R  ) -  
     0.0611 0.074 0.06142.049   Nu Ste Fo Ra  
The Nusselt number correlation for the side region in case of the pipe with 3 fins (correlation 
factor 2 0.959R  ) - 
     0.0706 0.0807 0.07056.6629   Nu Ste Fo Ra  
The Nusselt number correlation for the side region in case of the pipe with 4 fins (correlation 
factor 2 0.9698R  ) - 
     0.0768 0.0863 0.07675.9524   Nu Ste Fo Ra  
The Nusselt number correlation for the bottom region in case of the pipe with 3 fins 
(correlation factor 2 0.7477R  ) - 
     0.0706 0.0773 0.07063.6881   Nu Ste Fo Ra  
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 The Nusselt number correlation for the bottom region in case of the pipe with 4 fins 
(correlation factor 2 0.7007R  ) -  
     0.0471 0.05 0.04713.9004   Nu Ste Fo Ra  
 The Nusselt number correlation in the system with 3 fins (correlation factor 2 0.9046R  ) - 
     0.0501 0.06 0.0518.8861   Nu Ste Fo Ra  
The Nusselt number correlation in the system with 4 fins (correlation factor 2 0.8455R  ) - 
     0.0622 0.074 0.0617.2736   Nu Ste Fo Ra  
7.2 Recommendations for Future Work 
The following are recommendations for further research:  
1. The application of metal based nano-particles, namely Al2O3, ZnO and CuO in 
concentric thermal storage system with paraffin as a PCM was numerically simulated 
and dimensionless correlations were obtained for calculation of Nusselt number as a 
function of Stefan, Fourier and Rayleigh numbers for the system in which the pure PCM 
and 6% volumetric concentration of CuO nano-particles were used for intensification of 
heat transfer.  
It is highly recommended that similar correlations were derived which takes into account the 
type of nano-particles and their volumetric concentration. Furthermore, the proposed 
correlations should be validated experimentally. 
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2. Nano-particles based on carbon (carbon fibres, nano-tubes etc) should be further tested 
for feasible intensification of heat transfer in the system. 
 
3. Dimensionless correlations were obtained for calculation of Nusselt number as a function 
of Stefan, Fourier and Rayleigh numbers for the rectangularly shaped thermal storage 
system with horizontal heating smooth and longitudinally finned pipes. It is highly 
recommended that the proposed correlations should be validated experimentally. 
Additionally, it would be useful for designing process to have similar dimensionless 
correlations derived for other types of fins (circular, spiral and rectangular). 
 
4. Intensification of heat transfer in the PCM thermal storage system was numerically 
investigated using aluminium based porous matrix. Further numerical and experimental 
investigations are required on this method, including the use of other materials. 
Additionally, dimensionless heat transfer correlations should be derived for application in 
the designing process. 
 
5. Further work can also be extended to study the process of solidification of the PCM in the 
latent heat storage system. It is highly recommended to study the effects of the flow 
parameters and various methods of enhancement heat transfer in PCMs (using nano-
particles, metallic fins and porous medium) on the discharging process in the thermal 
storage with PCMs.  
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Appendix A. UDF for PCM physical Properties with 
Al2O3 nano-particles  
#include "udf.h" 
#define npvf 0.03                      /* volum fraction of nanoparticles */ 
#define d_np 29e-9                   /* nanoparticles diameter (m)*/ 
#define npd 3600                      /* density of Al2O3 nano-particles*/ 
#define cp_np 765                    /* specific heat of Al2O3 nano-particles*/ 
#define T0 273                        /* reference temperature*/ 
#define Knp 36                       /* thermal conductivity of Al2O3 nano-particles*/ 
#define B 1.381e-23               /* Boltzman constant   */ 
#define K1 5e4                       /* Brownian motion constant */  
#define Z1 8.4407                   /*Brownian motion parameter1 for AL2O3*/ 
#define Z2 -1.07304                /*Brownian motion parameter2 for AL2O3*/ 
#define C1 0.9830                    /*Viscosity parameter constant1 for AL2O3*/ 
#define C2 12.959                    /*Viscosity parameter constant2 for AL2O3*/ 
#define c1 28.217e-3                 /*Constant C1*/ 
#define c2 3.917e-3                  /*Constant C2*/ 
#define c3 -3.0669e-2               /*Constant C3*/ 
#define c4 -3.91123e-3              /*Constant C4*/ 
#define Ts 299                          /* PCM solid temperature */ 
#define Tl 300.7                       /* PCM liquid temperature */ 
#define Bt 0.00091                   /* PCM thermal expantion coefficent*/ 
#define Kpcm 0.253                  /* PCM thermal conductivity */ 
#define cp_pcm 2050                 /* PCM specific heat*/ 
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DEFINE_PROPERTY(cell_density, cell, thread)   
{ 
real npcm_den;                          /*density of nanoPCM*/ 
real pcmd;                                  /* density of PCM*/ 
real temp = C_T(cell, thread);             /* cell temperature*/ 
if (temp <= Ts) 
{pcmd = 814;} 
else  
{pcmd = (814)/((Bt*(temp-Tl))+1);} 
npcm_den = (npvf*npd)+((1-npvf)*pcmd); 
return npcm_den; 
} 
 
DEFINE_SPECIFIC_HEAT(cell_specific_heat, T, Tref, h, yi) 
{ 
real cp;                                      /*cp is specific heat capacity of nanoPCM*/ 
real pcmd;                                    /*density of PCM*/ 
real npcm_den;                                /* density of nanoPCM*/ 
if (T <= Ts) 
{pcmd = 814;} 
else  
{pcmd = (814)/((Bt*(T-Tl))+1);} 
npcm_den = (npvf*npd)+((1-npvf)*pcmd);        /* density of nanoPCM*/ 
cp = ((npvf*npd*cp_np)+((1-npvf)*pcmd*cp_pcm))/npcm_den;    /* specific heat of 
nanoPCM */ 
*h = cp*(T-Tref); 
return cp; 
} 
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DEFINE_PROPERTY(thermal_conductivity, cell, thread)   
{ 
 
real Bk;                          /* Brownian motion term*/ 
real Ft; 
real pcmd;                       /* density of PCM*/ 
real temp= C_T(cell,thread);     /* cell temperature */ 
real Knpcm;                      /* thermal conductivity of nanoPCM */  
real L;                      /* liquid fraction of PCM*/ 
 
if (temp <= Ts) 
{L = 0; 
pcmd = 814;} 
else if (temp >= Tl) 
{L = 1; 
pcmd = (814)/((Bt*(temp-Tl))+1);} 
else  
{L = (temp - Ts)/(Tl - Ts); 
pcmd = (814)/((Bt*(temp-Tl))+1);} 
Bk = Z1*(pow((100*npvf) ,Z2));                  /* Brownian motion term*/ 
Ft = (((c1*npvf)+c2)*(temp/T0))+((c3*npvf)+c4); 
Knpcm =(((Knp+(2*Kpcm)-(2*(Kpcm-Knp)*npvf))/(Knp+(2*Kpcm)+((Kpcm-
Knp)*npvf)))*Kpcm)+((L*K1*Bk*npvf*pcmd*cp_pcm)*(sqrt((B*temp)/(npd*d_np)))*Ft); 
return Knpcm; 
} 
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DEFINE_PROPERTY(viscosity, cell, thread)   
{ 
real vs_npcm;                               /* dynamic viscosity of nanoPCM*/ 
real vs_pcm; 
real temp= C_T(cell,thread); 
vs_pcm = Bt*(exp(-4.5+(1790/temp))); 
vs_npcm = C1*(exp(C2*npvf))*vs_pcm;        /* dynamic viscosity of nanoPCM*/ 
return vs_npcm; 
} 
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Appendix B. UDF for PCM physical Properties with 
CuO nano-particles  
 
#include "udf.h" 
#define npvf 0.03                    /* volum fraction of nanoparticles (Cu)*/ 
#define d_np 29e-9                   /* nanoparticles diameter (m)*/ 
#define npd 6510                     /* density of CuO nano-particles*/ 
#define cp_np 540                    /* specific heat of CuO nano-particles*/ 
#define T0 273                       /* reference temperature*/ 
#define Knp 18                       /* thermal conductivity of CuO nano-particles*/ 
#define B 1.381e-23                  /* Boltzman constant   */ 
#define K1 5e4                       /* Brownian motion constant */  
#define Z1 9.881                     /*Brownian motion parameter1 for CuO nano-particles*/ 
#define Z2 -0.9446                   /*Brownian motion parameter2 for CuO nano-particles*/ 
#define C1 0.9197                    /*Viscosity parameter constant1 for CuO nano-particles*/ 
#define C2 22.8539                   /*Viscosity parameter constant2 for CuO nano-particles*/ 
#define c1 28.217e-3                 /*Constant C1*/ 
#define c2 3.917e-3                  /*Constant C2*/ 
#define c3 -3.0669e-2                /*Constant C3*/ 
#define c4 -3.91123e-3               /*Constant C4*/ 
#define Ts 299                       /* PCM solid temperature */ 
#define Tl 300.7                     /* PCM liquid temperature */ 
#define Bt 0.00091                   /* PCM thermal expantion coefficent*/ 
#define Kpcm 0.253                   /* PCM thermal conductivity */ 
#define cp_pcm 2050                  /* PCM specific heat*/ 
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DEFINE_PROPERTY(cell_density, cell, thread)   
{ 
real npcm_den;                          /*density of nanoPCM*/ 
real pcmd;                                  /* density of PCM*/ 
real temp = C_T(cell, thread);             /* cell temperature*/ 
if (temp <= Ts) 
{pcmd = 814;} 
else  
{pcmd = (814)/((Bt*(temp-Tl))+1);} 
npcm_den = (npvf*npd)+((1-npvf)*pcmd); 
return npcm_den; 
} 
 
DEFINE_SPECIFIC_HEAT(cell_specific_heat, T, Tref, h, yi) 
{ 
real cp;                                      /*cp is specific heat capacity of nanoPCM*/ 
real pcmd;                                    /*density of PCM*/ 
real npcm_den;                                /* density of nanoPCM*/ 
if (T <= Ts) 
{pcmd = 814;} 
else  
{pcmd = (814)/((Bt*(T-Tl))+1);} 
npcm_den = (npvf*npd)+((1-npvf)*pcmd);        /* density of nanoPCM*/ 
cp = ((npvf*npd*cp_np)+((1-npvf)*pcmd*cp_pcm))/npcm_den;    /* specific heat of 
nanoPCM */ 
*h = cp*(T-Tref); 
return cp; 
} 
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DEFINE_PROPERTY(thermal_conductivity, cell, thread)   
{ 
 
real Bk;                          /* Brownian motion term*/ 
real Ft; 
real pcmd;                       /* density of PCM*/ 
real temp= C_T(cell,thread);     /* cell temperature */ 
real Knpcm;                      /* thermal conductivity of nanoPCM */  
real L;                      /* liquid fraction of PCM*/ 
 
 
if (temp <= Ts) 
{L = 0; 
pcmd = 814;} 
else if (temp >= Tl) 
{L = 1; 
pcmd = (814)/((Bt*(temp-Tl))+1);} 
else  
{L = (temp - Ts)/(Tl - Ts); 
pcmd = (814)/((Bt*(temp-Tl))+1);} 
Bk = Z1*(pow((100*npvf) ,Z2));                  /* Brownian motion term*/ 
Ft = (((c1*npvf)+c2)*(temp/T0))+((c3*npvf)+c4); 
Knpcm =(((Knp+(2*Kpcm)-(2*(Kpcm-Knp)*npvf))/(Knp+(2*Kpcm)+((Kpcm-
Knp)*npvf)))*Kpcm)+((L*K1*Bk*npvf*pcmd*cp_pcm)*(sqrt((B*temp)/(npd*d_np)))*Ft); 
return Knpcm; 
} 
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DEFINE_PROPERTY(viscosity, cell, thread)   
{ 
real vs_npcm;                               /* dynamic viscosity of nanoPCM*/ 
real vs_pcm; 
real temp= C_T(cell,thread); 
vs_pcm = Bt*(exp(-4.5+(1790/temp))); 
vs_npcm = C1*(exp(C2*npvf))*vs_pcm;        /* dynamic viscosity of nanoPCM*/ 
return vs_npcm; 
} 
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Appendix C. UDF for PCM physical Properties with 
ZnO nano-particles  
 
#include "udf.h" 
#define npvf 0.03                    /* volum fraction of nanoparticles */ 
#define d_np 29e-9                   /* nanoparticles diameter (m)*/ 
#define npd 5600                     /* density of ZnO nano-particles*/ 
#define cp_np 502.4                  /* specific heat of ZnO nano-particles*/ 
#define T0 273                       /* reference temperature*/ 
#define Knp 13                       /* thermal conductivity of ZnO nano-particles*/ 
#define B 1.381e-23                  /* Boltzman constant   */ 
#define K1 5e4                       /* Brownian motion constant */  
#define Z1 8.4407                    /*Brownian motion parameter1 for ZnO nano-particles*/ 
#define Z2 -1.07304                  /*Brownian motion parameter2 for ZnO nano-particles*/ 
#define C1 0.9830                    /*Viscosity parameter constant1 for ZnO nano-particles*/ 
#define C2 12.959                    /*Viscosity parameter constant2 for ZnO nano-particles*/ 
#define c1 28.217e-3                 /*Constant C1*/ 
#define c2 3.917e-3                  /*Constant C2*/ 
#define c3 -3.0669e-2                /*Constant C3*/ 
#define c4 -3.91123e-3               /*Constant C4*/ 
#define Ts 299                       /* PCM solid temperature */ 
#define Tl 300.7                     /* PCM liquid temperature */ 
#define Bt 0.00091                   /* PCM thermal expantion coefficent*/ 
#define Kpcm 0.253                   /* PCM thermal conductivity */ 
#define cp_pcm 2050                  /* PCM specific heat*/ 
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DEFINE_PROPERTY(cell_density, cell, thread)   
{ 
real npcm_den;                          /*density of nanoPCM*/ 
real pcmd;                                  /* density of PCM*/ 
real temp = C_T(cell, thread);             /* cell temperature*/ 
if (temp <= Ts) 
{pcmd = 814;} 
else  
{pcmd = (814)/((Bt*(temp-Tl))+1);} 
npcm_den = (npvf*npd)+((1-npvf)*pcmd); 
return npcm_den; 
} 
 
DEFINE_SPECIFIC_HEAT(cell_specific_heat, T, Tref, h, yi) 
{ 
real cp;                                      /*cp is specific heat capacity of nanoPCM*/ 
real pcmd;                                    /*density of PCM*/ 
real npcm_den;                                /* density of nanoPCM*/ 
if (T <= Ts) 
{pcmd = 814;} 
else  
{pcmd = (814)/((Bt*(T-Tl))+1);} 
npcm_den = (npvf*npd)+((1-npvf)*pcmd);        /* density of nanoPCM*/ 
cp = ((npvf*npd*cp_np)+((1-npvf)*pcmd*cp_pcm))/npcm_den;    /* specific heat of 
nanoPCM */ 
*h = cp*(T-Tref); 
return cp; 
} 
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DEFINE_PROPERTY(thermal_conductivity, cell, thread)   
{ 
 
real Bk;                          /* Brownian motion term*/ 
real Ft; 
real pcmd;                       /* density of PCM*/ 
real temp= C_T(cell,thread);     /* cell temperature */ 
real Knpcm;                      /* thermal conductivity of nanoPCM */  
real L;                      /* liquid fraction of PCM*/ 
 
if (temp <= Ts) 
{L = 0; 
pcmd = 814;} 
else if (temp >= Tl) 
{L = 1; 
pcmd = (814)/((Bt*(temp-Tl))+1);} 
else  
{L = (temp - Ts)/(Tl - Ts); 
pcmd = (814)/((Bt*(temp-Tl))+1);} 
Bk = Z1*(pow((100*npvf) ,Z2));                  /* Brownian motion term*/ 
Ft = (((c1*npvf)+c2)*(temp/T0))+((c3*npvf)+c4); 
Knpcm =(((Knp+(2*Kpcm)-(2*(Kpcm-Knp)*npvf))/(Knp+(2*Kpcm)+((Kpcm-
Knp)*npvf)))*Kpcm)+((L*K1*Bk*npvf*pcmd*cp_pcm)*(sqrt((B*temp)/(npd*d_np)))*Ft); 
return Knpcm; 
} 
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DEFINE_PROPERTY(viscosity, cell, thread)   
{ 
real vs_npcm;                               /* dynamic viscosity of nanoPCM*/ 
real vs_pcm; 
real temp= C_T(cell,thread); 
vs_pcm = Bt*(exp(-4.5+(1790/temp))); 
vs_npcm = C1*(exp(C2*npvf))*vs_pcm;        /* dynamic viscosity of nanoPCM*/ 
return vs_npcm; 
} 
 
