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Abstract
We consider O(a) improvement for two avor lattice QCD. The improvement term in
the action is computed non-perturbatively for a large range of the bare coupling. The
position of the critical line and higher order lattice artifacts remaining after improvement





The lattice provides a regularization for QCD, which allows us to study also non-
perturbative aspects of the theory from rst principles. In order to implement a lattice
regularization, a non-vanishing lattice spacing a has to be introduced. To achieve the
goal of making contact with the physical world, it is then unavoidable that results ob-
tained, e.g. by numerical simulations, have to be extrapolated to zero lattice spacing in
order to reach the continuum limit. The rate with which the continuum limit can be
approached will then depend on the amount of contamination of the results by lattice
spacing eects.
A systematic approach to reduce discretization errors is Symanzik's improvement
programme for on-shell quantities [1{5]. Applying this programme for Wilson fermions,
it turns out that for cancelling the O(a) eects it is sucient to add only one new
term into the action as suggested by Sheikholeslami and Wohlert [6]. The coecient
c
sw
multiplying this term then has to be tuned in such a way that no O(a) eects
remain in on-shell quantities. In order to achieve this, it is necessary to determine c
sw
non-perturbatively by imposing suitable so-called improvement conditions [7{10]. For
a complete cancellation of all O(a) eects, also the improvement of various composite
elds have to be performed, which introduces a not too large number of additional
improvement coecients.
This programme was successfully applied in the quenched approximation and the
eects of improvement have been veried [10{16]. Since systematic uncertainties caused
by lattice artifacts are strongly suppressed in the complete O(a) improved theory, it is
expected that simulations can be done at larger lattice spacing, reducing in this way
their cost substantially. This point of view should hold in particular if we switch from
the quenched approximation to the full theory, including also the eects of N
f
avors of
dynamical fermions. Since simulations with N
f
6= 0 are much more expensive than ones
with N
f
= 0, we expect especially in this situation a considerable gain from performing
a non-perturbative O(a) improvement. In this paper we therefore will initiate the non-




= 2 dynamical avors of Wilson fermions. A short account of our work has
already appeared in [17].
We emphasize again that, although we expect to be able to accelerate the approach
to the continuum limit by determining the improved theory, nevertheless the extrapo-
lation to zero lattice spacing has to be performed. Indeed, our results discussed below
indicate that higher order corrections can still be non-negligible.
2 Determination of c
sw
Our determination of c
sw
closely follows [8,10]. In these references on-shell O(a) im-
provement and the use of the Schrodinger functional in this context are also thoroughly
explained. In order to make the present paper reasonably self-contained, we will intro-
1
duce the improvement condition explicitly and outline the computation of c
sw
. Unex-
plained notation is taken over from [8,10].
2.1 O(a) improved QCD
We start from Wilson's formulation of lattice QCD [18]. The action is the sum of the






























levels and on-shell matrix elements computed with this action approach their continuum
limits with a rate that is asymptotically linear in the lattice spacing. These leading























) is a function of the bare gauge coupling g
0
and, when it is properly chosen,
it yields the on-shell O(a) improved lattice action, which was rst proposed by Sheik-
holeslami and Wohlert [6]
1
.
When considering matrix elements of local operators, their improvement has to be














































denote the standard forward and backward lattice derivative and the Pauli-
matrices 
a
act on the avor indices of the quark elds. The pseudo-scalar density P
needs no O(a) improvement term, whereas for the axial current one introduces c
A
as
another improvement coecient. Current and density dened above are not renormal-
ized, but their multiplicative renormalization is of no importance in the following. The
1
For completeness we note that special care has to be taken, when massless renormalization schemes
are used. This issue is discussed in ref. [8], but is not of immediate relevance here, where we want to












are functions of the bare coupling but do not depend on the quark




















can be computed by imposing suitable improvement
conditions.
2.2 The improvement condition
The general idea for formulating an improvement condition to x the O(a) counter-
term in the action is that the O(a) terms violate chiral symmetry. Hence chiral Ward

















contains an error term of order a in Wilson's original formulation, which is reduced to
O(a
2
) in the improved theory. Eq. (2.8) can be taken to dene a bare current quark
mass m. Depending on the details of the correlation functions, such as the choice of the
kinematical variables O, the position x and boundary conditions, one obtains dierent
values of m. These dierences are of order a in general and are reduced to O(a
2
) by
improvement. Requiring m to be exactly the same for three choices of the kinematical
































( 5; 2; 3) (2.10)
for the gauge elds and boundary conditions for the quark elds as detailed in ref. [10]
















) are the \boundary (anti) quark elds" [8] at time x
0



















with the \boundary elds" at x
0










































































































is similarly dened in terms of the primed correlation functions. Im-
provement conditions may be obtained, e.g. by requiring m = m
0
for some choice of
x
0
. In order to obtain an improvement condition that determines c
sw
, it is, however,
advantageous to rst eliminate c
A
, which is unknown at this point. To this end one




















































Furthermore, from eq. (2.18) one infers thatM coincides withm up to a small correction
of order a
2
(in the improved theory);M may hence be taken as an alternative denition
of an unrenormalized current quark mass, the advantage being that we do not need to
know c
A
to be able to calculate it.
Now we dene M
0
in the same way asM , with the obvious replacements. It follows




















has the proper value. This coecient






, the value of M at tree-level of perturbation theory in the O(a) improved
theory, is chosen instead of zero, in order to cancel a small tree-level O(a) eect in c
sw
.
In this way one ensures that the values for c
sw
determined non-perturbatively approach
exactly one when g
0
! 0. To complete the specication of the improvement condition,
we choose L=a = 8; T = 2L and evaluate eq. (2.21) for quark mass zero, i.e. M = 0. (We






T ) from now on.) The small tree-level









= 0:000277 at L=a = 8: (2.22)
Note that in the Schrodinger functional it is possible to set the quark mass to zero,
since there is a gap in the spectrum of the Dirac operator of order 1=T .
4
2.3 Numerical results for c
sw
For a range of bare couplings g
0
we want to solve eq. (2.21) for c
sw
. The general
numerical procedure (which was used in [10]) to achieve this is summarized as follows.




and a few suitably chosen values of the bare quark
mass, compute M and M and interpolate linearly in M to nd M at M = 0.
ii) At xed g
0
, repeat i) for a few values of c
sw
and nd the value of c
sw
that solves
eq. (2.21) by a linear t in c
sw
.
iii) Repeat i) and ii) for suciently many values of g
0





) for the range of g
0
that is of interest.
Since we are now interested in the theory with two avors of dynamical fermions, the






requires a separate Monte Carlo
calculation. We did these calculations with the Hybrid Monte Carlo algorithm. Details
of the simulations and our error analysis are discussed in Sect. 5. Here we note that these
simulations are CPU-time intensive and it is therefore desirable to limit the number of
simulations to be performed. We achieved this by a slight modication of i) and ii).
First of all, it was already found in the quenched approximation that M is a very
slowly varying function ofM [10]. Only negligible errors (compared with the statistical
ones) are introduced if one keepsM just close to zero, say jaM j < 0:03, instead of exactly
zero. Of course, we must be careful when generalizing from the quenched approximation
since there the quark mass enters only through the quark propagator (valence quark
mass), while here the quark mass is present in the fermion determinant as well (sea




, we have therefore veried that also in
the full theory M depends only weakly on M . This is shown in Fig. 1. Note that
g
0
is chosen relatively large, in order not to be in the situation where quark loops are





the dependence of M on the valence quark mass at xed sea quark mass is much
smaller than the statistical uncertainty of M , even when the valence quark mass is
increased to values of order 0:05=a. From here on we therefore use M for jaM j < 0:03
as estimates for M at M = 0 rather than performing several runs and interpolating
toM = 0. Note that most of our data forM , given in Table 1, are in fact much smaller
than our bound jaM j = 0:03. Apart from the test just mentioned, we do of course
always have valence and sea quarks with the same mass.
Next, let us discuss step ii). In particular, we want to show that it is not really
necessary to perform calculations for several values of c
sw
for each value of the bare
coupling g
0





), the desired value of c
sw
for which the improve-







), M will depend linearly on c
sw
and the lattice artifact may be written as M   M
(0)








) dependent on the gauge coupling. The numerical procedure adopted in [10]
consists of tting M to this linear dependence separately for each value of the bare
5








. To improve on this, we may use the fact that the slope !(g
0
) is expected
to be a smooth function of g
0
. Indeed, the numerical values of ! as determined in the
quenched approximation show that !(g
0













with a value of !
1
small such that !(g
0
) does not dier much from the tree-level value
!(0) =  0:015. This holds also for our results in full QCD as may be inferred from
Table 1. It is therefore not necessary to determine ! for each value of g
0
separately.




, and perform one global t to all our data of M of the form










The t parameters here are !
1










where we have data. As an aside we remark that the t to the N
f
= 2 data,
! =  0:015  (1  0:33g
2
0
), describes the slopes ! also for N
f
= 0.






) that satisfy our improvement condition.
They are shown as data points in Fig. 2. In the whole range of g
0





















This representation, shown by the full curve in Fig. 2, is the main result of our work.
It should be taken as a denition of the improved action for future work. In this way it
is guaranteed that observables in the improved theory are smooth functions of the bare
coupling and extrapolations to the continuum limit can be performed.
6




12.0 0.12981 1.1329500 0.0038(1) 0.0004(1)
12.0 0.12981 1.1829500  0.0031(1)  0.0002(1)
12.0 0.12981 1.2329500  0.0102(2)  0.0007(2)
9.6 0.13135 1.2211007  0.0031(2) 0.0000(1)
7.4 0.13460 1.2155946  0.0008(5) 0.0017(3)
7.4 0.13396 1.2813360 0.0177(3)  0.0000(3)
7.4 0.13340 1.3445066 0.0050(3)  0.0002(4)
7.4 0.13245 1.4785602  0.0002(5)  0.0022(4)
6.8 0.13430 1.4251143 0.0014(4) 0.0000(3)
6.3 0.13500 1.5253469 0.0013(6)  0.0004(4)
6.0 0.13910 1.2659000 0.0087(7) 0.0018(7)
6.0 0.13640 1.5159000 0.0025(7)  0.0002(6)
6.0 0.13330 1.7659000 0.0184(6)  0.0015(6)
5.7 0.14130 1.2798947 0.005(1) 0.0055(9)
5.7 0.13770 1.5569030 0.004(1) 0.0007(7)
5.7 0.13410 1.8339110 0.0045(6)  0.0016(5)
5.4 0.14360 1.3571728 0.023(3) 0.004(4)
5.4 0.13790 1.7275432 0.009(1) 0.0003(9)
5.4 0.13250 2.0979135 0.007(2)  0.0016(8)
5.2 0.13300 2.0200000 0.123(4)  0.0006(9)
As in the quenched approximation, the N
f
= 2 result is well approximated by
perturbation theory (eq. (2.7)) for small couplings, say g
2
0
 0:5. For larger couplings
it grows quickly, although not quite as steeply as in the quenched approximation (the
dashed curve).
An important issue is the question for which range of couplings eq. (2.25) is ap-
plicable. A priori it is to be trusted only for   5:4, where c
sw
was computed by the
numerical simulations. Extrapolations far out of this range are dangerous. We did,
however, investigate whether it is justied to use eq. (2.25) at somewhat smaller .
Unfortunately, already for   5:2 the numerical simulations close to M = 0 turned
out to be too time consuming for our 256 node APE-100 computer providing 6Gop/s
(sustained). What helps again is that M hardly depends on M . Therefore we expect
to nd a small value of M also at larger values of M , say jaM j < 0:15 (see Fig. 1),
if the action is properly improved. Our calculation at  = 5:2 and aM  0:12 yielded
aM =  0:0006(9), indicating that our improvement condition is indeed satised for
7











as given by eq. (2.25) for  as low as  = 5:2. However, this calculation also re-
vealed that higher order lattice artifacts rapidly become stronger when  is taken below
 = 5:4. We will return to this issue in Sect. 4.
3 Estimate of 
c
For future applications of the improved action, it is useful to roughly know the position
















) in this section. The critical line eq. (3.1) has an intrinsic uncertainty, since
the position where the current quark mass vanishes depends on the very denition of




Figure 3: The critical line in the improved theory. The dashed curve gives the polynomial




) uncertainty in 
c
. From Fig. 9 in ref. [10], we estimate that the values of

c
that one determines on a lattice with L=a = 8, might dier from 
c
determined on
larger lattices by as much as 2  10
 4
. This has to be kept in mind as an important
limitation of the present determination of 
c
.
Our basis for an estimate of 
c
are the numerical data forM at a number of values




. For   5:4 the values of aM are rather small, see Table 1.





























from , aM . The uncertainties due to left out higher order terms in
the above equations may be neglected compared to the statistical uncertainties in M ,
since 
c
is close to  in any case. As mentioned earlier, for  = 5:4; c
sw
= 1:7275, we
have a series of dierent values of . We have investigated whether the 1-loop relations
describe M() in this case as well. Up to aM  0:14 and within an error margin of
about 5%, this is shown to be the case by our data. Therefore we also included the
point  = 5:2, aM  0:12 in the analysis { despite the relatively large mass of that
point. The statistical uncertainties in aM are then translated into uncertainties in 
c
.




to the proper values given by eq. (2.25).









as a function of c
sw
is a smooth function of g
0














































) are t parameters. Eq. (3.4) ts all values of 
c
within an error margin
of 2  10
 4
, which is also roughly the statistical accuracy of 
c
.





), are shown as data points in Fig. 3. They are well
approximated by the polynomial (dashed curve),

c






















= 0:008439857 : (3.7)
The critical line is never very far from the 1-loop result 
c







We emphasize once more that we regard eq. (3.6) as a rst estimate and expect





) eects after improvement
Once the improved action is known up to O(a), a new question arises immediately: how
large are higher order lattice artifacts after improvement? In the quenched approxima-
tion this has been investigated in the Schrodinger functional and also for low-energy
hadronic observables [12,13,14,15,16]. Only rather small O(a
2
) eects have been found.
In the full theory, such investigations will still take some time. Since our observable
M(x
0
; T=4) should not depend on x
0
, apart from the O(a
2
) eects, it might serve mean-
while as estimator of the higher order lattice artifacts.
We plot aM(x
0




; T=4) in the lower part of Fig. 4, for  = 5:4 and
a value of c
sw
where M almost vanishes as is obvious from the agreement between M
and M
0
. Results for two values of  are shown. They correspond to rather dierent M .
At both values of M we observe that the variations of aM(x
0





are within a corridor of 0:003 as long as 4a  x
0
 T   4a. As one takes x
0
closer to
the boundaries, the values of M drop signicantly below the values of M belonging to
the corridor.
The middle part of the gure shows the situation for  = 5:2. Here, x
0
= 4a is
already outside of a corridor of the same size and x
0
= 3a is quite far below. This indi-
cates that at  = 5:2 the O(a
2
) lattice artifacts are already quite signicant. Of course,
their impact on quantities such as the hadron spectrum remains to be investigated in
detail. Nevertheless, our analysis indicates that for values of  below  = 5:2, O(a)
improvement ceases to be very useful.
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Figure 4: M and M
0
for  = 5:4; c
sw
= 1:7275 (bottom part of the gure) and  =
5:2, c
sw





= 0. The time extent of the lattice is T = 16a.
The above conclusion is further strengthened by a comparison with the quenched
approximation (top part of the gure) where { at a relatively large lattice spacing of
a  0:1fm { the x
0
-dependence is hardly visible.
In interpreting the lattice artifacts in M(x
0
; T=4), one must be careful about the
following point. Close to the boundaries, x
0
= 0 and x
0
= T , the spectral decomposition
of the correlation functions, f , f
0
, receives noticeable contributions also from intermedi-
ate states with energies of the order of the cuto. In such a kinematical regime, on-shell
improvement is not applicable. We should therefore not put too much weight on the
behavior very close to the boundaries. (For this reason we are not showing the points
x
0
= a and x
0
= T  a in the gures.) Even with this reservation in mind, the dierence
between the quenched approximation at a  0:1fm and N
f
= 2 QCD at  = 5:2 is
striking.
We further note that preliminary results of the UKQCD collaboration [26] indicate
that the lattice spacing is larger than 0:1fm at  = 5:2; N
f
= 2. This is in line with the
11
considerable size of lattice artifacts visible in Fig. 4.
5 The Hybrid Monte Carlo simulation
In this section we want to present a number of aspects of the simulations we have
performed. All numerical results quoted in this paper have been obtained by using the
Hybrid Monte Carlo (HMC) algorithm [27]. One simulation (at  = 6:8) was repeated
with the Polynomial Hybrid Monte Carlo algorithm [28,29], and completely consistent
values were found for all observables compared [30].
Our particular implementation of the HMC algorithm using even/odd precondition-
ing [31] and including the improvement term of eq. (2.3) is described in detail in [32].
Throughout the simulations we used the higher order leap-frog integrator suggested in
[33] to integrate the equations of motion to a trajectory length of one, implementing
eq. (6.7) of ref. [33] with n = 4.
The program was run on the Alenia Quadrics (APE) massively parallel machine
with 256 nodes. We decided to distribute our lattice of size 16  8
3
on these machines
in such a way that we ran N
rep
= 32 replica in parallel. These replica are independent
copies of the lattice for identical choices of all parameters (apart from random numbers);
we end up with N
rep
statistically independent simulations for each set of parameters.
When starting our simulations, we tried to keep the acceptance rate to about 90%.
However, it happened rather frequently that, despite this relatively large acceptance
rate, in one of the replica a considerable number of trajectories in a row were rejected,
inducing substantial autocorrelation times. Our solution to overcome this problem,
was to perform every N
safe
trajectories one with a much smaller step size, which we
call the \safety step". In principle, N
safe
as well as the corresponding step size can be
drawn randomly from arbitrary distributions, while still preserving detailed balance of
the HMC algorithm. The choice of N
safe
and the step size must, however, not depend
on the Monte Carlo history. For simplicity we chose xed values for N
safe
and the
step size before each run, determining reasonable values from our experience gained in
simulations at other 's and also during the thermalization phase.
We give in Table 2 the most relevant parameters of our simulations. By N
traj
we denote the number of trajectories that equals the number of measurements per
replicum. The strategy in performing the simulations was to start at a high value of
 = 12 and then to decrease  successively to the values given in Table 2. We found,
when changing from one  to the next smaller value, that only a short thermalization
time of the order of ten trajectories was required.
5.1 Dynamics of the HMC { cost of a simulation
To achieve our physics goal, we performed quite a large number of simulations with dif-
ferent values of the parameters ,  and c
sw
. Although this was not our main objective,
it is natural to also attempt to learn something about the dynamics of the algorithm.
12
Table 2: The parameters of the runs (we typically had N
safe
= 6). We denote by  the
step size of the leap-frog integrator, giving in brackets the value of the safety step size.
P
acc
denotes the acceptance rate and N
CG














12.0 0.12981 1.1329500 0.040 1600 0.976(3) 129.5(0.5)
12.0 0.12981 1.1829500 0.040 3264 0.981(2) 130.0(0.4)
12.0 0.12981 1.2329500 0.040 2080 0.978(3) 130.8(0.6)
9.6 0.13135 1.2211007 0.033 2304 0.985(3) 137.0(0.6)
7.4 0.13245 1.4785602 0.066(0.04) 1280 0.890(10) 138.3(1.3)
7.4 0.13460 1.2155946 0.066(0.04) 1632 0.902(10) 139.4(3.0)
7.4 0.13396 1.2813360 0.071(0.04) 3040 0.887(10) 133.8(0.2)
7.4 0.13340 1.3445066 0.033 1856 0.987(1) 154.9(0.7)
6.8 0.13430 1.4251143 0.066(0.025) 3104 0.859(12) 145.9(3.0)
6.3 0.13500 1.5253469 0.047(0.04) 1536 0.947(8) 165.2(1.3)
6.0 0.13330 1.7659000 0.033(0.02) 2080 0.958(6) 172.1(2.5)
6.0 0.13640 1.5159000 0.033(0.02) 2336 0.888(17) 186.2(4.5)
6.0 0.13910 1.2659000 0.033(0.02) 1856 0.966(3) 160.2(3.0)
5.7 0.14130 1.2798947 0.037(0.033) 1600 0.963(6) 168.7(3.0)
5.7 0.13410 1.8339110 0.040(0.033) 2528 0.920(10) 192.3(2.5)
5.7 0.13770 1.5569030 0.037(0.033) 2720 0.963(5) 179.5(2.0)
5.4 0.13790 1.7275432 0.033(0.027) 5120 0.948(8) 208.7(2.5)
5.4 0.14360 1.3571728 0.027(0.01) 3200 0.974(5) 205.6(1.4)
5.4 0.13250 2.0979135 0.027(0.01) 5760 0.958(7) 216.8(1.0)
5.2 0.13300 2.0200000 0.030(0.025) 3072 0.964(2) 163.3(1.1)
Before doing so, let us recall the special physical situation where these simulations were
performed. We kept L=a and T=a xed, and stayed close to the critical line. In contrast
to the situation in innite volume, the infrared cuto is given by T and the quark mass,
once small, plays only a minor role for the physics and hence also for the dynamics of
















see [32]. This quantity was computed in all simulations, using the method of ref. [34,35].
For quark mass zero and with Schrodinger functional boundary conditions, k has
a value of order (T=a)
2
for free fermions [21]. In the interacting theory this is modied
by terms of order g
2
0
. For the MC dynamics, the inverse square root of the condition
13
number is expected to roughly take over the role that the quark mass plays for innite
volume simulations.
Figure 5: The expectation value of the condition number, eq.(5.1). When more than
one value is plotted at a given value of g
2
0
they correspond to dierent values of c
sw
.









. For the largest values




course, this is immediately reected in a considerable rise in the number of CG iterations




. In fact, in our particular implementation of
running N
rep
simulations in parallel on a SIMD machine, there is an additional impor-
tant overhead: the inversions have to run until the \slowest" replicum has converged.
Therefore the number of CG iterations depends on the maximum of k over the number
of replica, denoted by k
max





grows from around 0:1 at  = 12 to 0:5 at  = 5:4, we nd that hk
max
i=hki can be as
large as hk
max
i=hki  4. We have not exactly quantied the corresponding loss in speed
of the HMC as a function of N
rep






In addition to its direct relation to N
CG
, the condition number also is an important
parameter, which has an inuence on how large  may be chosen for a desired value
of the acceptance P
acc
. One may argue [36,37] that { for our leap-frog integrator { P
acc






The average is the usual ensemble average.
3
We remark that the condition number also develops a signicant dependence on the quark mass
when  becomes small and/or large quark masses are considered. For example at  = 5:4, c
sw
= 1:7275
we nd hki = 1871(95) at M = 0:009(1) whereas hki = 800(14) at M = 0:086(2).
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i. Only data with jaM j <
0:03 are included.
a rough consistency with such a scaling law (cf. Fig. 6).
As already mentioned earlier, the combination of the above eects leads to a large
increase in the cost of the simulations when g
2
0
is increased. In the following section
we will see that autocorrelations (mildly) enhance this eect further. This was one of
the reasons why we did not decrease  below  = 5:4, where we invested already of the
order of a month of CPU-time on our 6 Gop/s (sustained) machine. Given that the
length of our lattice might be around 2fm or larger for  < 5:4, it is in fact not a great
surprise that simulations with very light quarks become dicult in this regime.
5.2 Error analysis and autocorrelation times
We used two dierent methods to obtain the errors of our observables. The rst one
is to average observables over all measurements done within one replicum. One is then
left with N
rep
= 32 statistically independent measurements. The errors, computed by
jack-knife, then have no systematic uncertainty due to autocorrelations but they are





Alternatively we performed a jack-knife procedure combined with the following
blocking analysis. We generated an ensemble of blocked measurements by averaging
(for each replicum) subsequent measurements over blocks of length L
block
. The blocked









blocks) from which we then computed the jack-knife error (O) of
the observable O. For large statistics, these errors will have a negligible statistical
uncertainty, but still suer from systematic corrections due to autocorrelations. For
autocorrelation times  , which are small with respect to L
block
, the systematic eect due
to autocorrelations is proportional to =L
block
, while the relative statistical uncertainty




. A typical situation is
shown in Fig. 7 for the error of the lattice artifact M . Since the autocorrelations for






. The most precise estimate of the true error of M would probably




from larger values of N
block
. On the
other hand, there is a systematic (and subjective) bias in such an extrapolation and we
prefer to quote the unbiased error estimate discussed before, which has a satisfactory
statistical precision of 12:5% anyhow.









. The naive error is 
naive
= 4:5  10
 4
. The data are shown for
parameters  = 5:4,  = 0:1379, c
sw
= 1:7275432.
Our denition of the integrated autocorrelation time 
int
















is the naive error (computed with L
block
= 1). Estimating the true error




, this quantity has a statistical uncertainty
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and are back to the rst method, where there is no systematic
uncertainty of the error estimates. A little thought reveals that in general one expects an approximately














. We show in Fig. 8 the integrated autocor-






) and for our main observable M .
The gure indicates that the autocorrelation times increase with growing bare coupling.







the lattice artifact M as a function of the bare coupling. When more than one value
is plotted at a given value of g
2
0
, they correspond to dierent values of c
sw
.
Furthermore, the integrated autocorrelation times depend strongly on the observable:
for the lattice artifact M , 
int



















larger autocorrelation times for other observables have been observed after cooling. As
discussed in the following subsection, it is, however, very unlikely that they invalidate
our error estimate for M .
5.3 Metastable states
As an additional interesting observable we have also monitored the renormalized cou-
pling constructed as described in [38] (with the derivative with respect to the background
gauge eld acting only on the pure gauge action). While for the larger values of , this
quantity showed autocorrelation times of the same order as 
int
(M), we observed a
considerable rise in the integrated autocorrelation times eq.(5.2) for   5:4. We were




) are due to diculties
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Figure 9: Part of the HMC history of the gauge eld action S
G
after cooling. We show
three of our 32 replica. Simulation parameters are  = 5:4;  = 0:1325; c
sw
= 2:0979.
The bounds (5.3) and (5.4) are shown as dotted lines.
of the HMC algorithm to sample dierent topological sectors as they have been observed
before in large volume simulations [39] (see also [40]).
In order to investigate this possibility, we also examined the gauge elds after
performing a number of cooling iterations [41], computing among other observables the
gauge-eld action and the topological charge Q (\naive denition", see [42]). For our
abelian background eld, the gauge eld action satises the bounds [20] (a small O(a)

















We note that eq. (5.4) is derived for smooth elds in the continuum Schrodinger func-
tional, while eq. (5.3) is valid also for rough elds.
In all our runs where we performed cooling, we observed only once a value of Q
dierent from zero. The short Monte Carlo (MC) time interval where this happened






Exactly during the interval where the action is above the limit eq. (5.4) with jQj = 1, we
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also observe that Q has an (approximately) unit value. Given their rareness, topological
uctuations appear not to be relevant in our small volume simulations and there is an
indication that they are in fact not long-lived. In particular, slow topological uctuations
are clearly not the cause of the large autocorrelation times observed in our simulations.
Most of the time, the action (always after cooling in this section) is close to the
absolute minimum of eq. (5.3). However, we also observed longer sections in the MC-





 40). These appear to correspond
to non-trivial local minima of the action (with Q = 0). Since these states are stable
over several tens of trajectories, there is a mode with a very large autocorrelation time
in the HMC simulations.
We now have to investigate whether our observable M is aected by this large
autocorrelation time, and the small 
int
determined in the previous section is misleading.
We therefore want to know the correlation of M with these states. As a measure of






dard denition of the correlation coecient of primary observables, a; b, (i.e. observables
that are given directly as ensemble averages) is Cor(a; b) = Cov(a; b)=[Cov(a; a)Cov(b; b)]
1=2
,
where Cov(a; b) = h (a hai)(b hbi) i. Since we are mainly interested in M , a derived















= f2haihbi(a)(b)g ; (5.5)
which can easily be used also for derived quantities, by computing the variances 
2
(a)
by a jack-knife analysis.
We found very small correlation coecients between S
G
and all fermionic ob-
servables considered, where of course the fermionic observables are the ones that en-






) = 0:02 for  = 5:4; c
sw
= 2:0979. We conclude that the metastable




This corroborates our error analysis of Sect. 5.2.
6 Conclusions
In this paper we have performed the rst step to achieve a non-perturbatively O(a)
improved lattice theory for Wilson fermions. We have computed the improvement co-
ecient c
sw
as a function of  = 6=g
2
0
in a range of couplings 0    5:2. This
range of couplings seems to cover values of lattice spacings where simulations for e.g.
studying hadronic properties can be performed. As our main result we consider the
parametrization of eq. (2.25), which determines the non-perturbatively improved action
for N
f
= 2 dynamical avors of Wilson fermions. A number of quantities such as the
hadron spectrum can now be computed with lattice artifacts starting only at order a
2
and, indeed, such a programme has been initiated already [26]. In order to achieve the
19
same accuracy for hadronic matrix elements, also the improvement and normalization
of the operators have to be determined along the lines exploited already in the quenched
approximation [11,43,44] or following new suggestions [45].
Although after O(a) improvement the linear lattice artifacts are cancelled, higher
order discretization errors will remain. Indeed, we found indications that for  < 5:4
these eects can become non-negligible. It would be desirable to investigate these eects
further for additional physical observables.
During the course of our small volume simulations, we were also able to study
the dynamical behavior of the Hybrid Monte Carlo algorithm used throughout this
work. We found that the condition number of the fermion matrix rises with increasing
coupling strength. The condition number directly inuences various ingredients of the
algorithm: changing  from large values to  = 5:4, we found that the number of
Conjugate Gradient iterations increased by a factor of about 1:6, the step size had to
be decreased by a factor of 2 and the autocorrelation times increased by about a factor
of 2. All these eects add up to make simulations very expensive when  is chosen to
be   5:2 or even smaller.
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