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Abst rac t - -The  classical Purcell's vector method, for the construction of solutions to dense sys- 
tems of linear equations is extended to a flexible orthogonalisation procedure. Some properties are 
revealed of the orthogonalisation procedure in relation to the classical Ganss-Jordan elimination 
with or without pivoting. Additional properties that are not shared by the classical Gauss-Jordan 
elimination are exploited. Further properties related to distributed computing are discussed with 
applications to panel element equations in subsonic ompressible aerodynamics. Using an orthogo- 
nalisation procedure within panel methods enables afunctional decomposition fthe sequential panel 
methods and leads to a two-level parallelism. 
Keywords--Orthogonalisation, Pa el methods, Functional decomposition. 
1. INTRODUCTION 
Panel methods are now well established techniques for computational erodynamics. Particularly 
in the design process for steady or unsteady subsonic compressible flows over aerofoils. The 
method is based on Green's Theorem which states that the velocity potential at any point in a 
flow field can be expressed in terms of the induced effects of source and vorticity (or doublet) 
singularities distributed on the configuration boundary surface. The strength of these distributed 
singularities on the boundary surface is then calculated such that a proper set of boundary 
conditions and the trailing edge Kutta  condition are satisfied. The discretised replacement results 
in a set of dense linear equations which involves far fewer unknowns than any field method, such 
as finite difference or finite volume methods. Hence, a direct method such as Gaussian elimination 
is sufficient. However, on some parallel machines Gauss-Jordan elimination is preferred. These 
parallel implementations primarily rely on the extraction of parallelism to Gaussian or Gauss- 
Jordan elimination. The intrinsic sequential behaviour when such direct methods of solutions are 
being used in panel methods has not been removed to suit distributed computing. The use of large 
computer storage also makes the algorithm less suitable for distributed computing environment. 
Although this paper describes an application in panel methods, it should be noted that the use 
of the algorithm for boundary element methods is equally applicable. 
This paper describes an orthogonalisation procedure for the construction of solutions to dense 
systems of linear equations resulting from a panel method. The concept was inspired by the 
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classical Purcell's vector method of solving simultaneous linear equations described in [1]. The 
vector method was originally presented to take the advantage of an IBM card programmable 
calculator where memory was not sufficiently large to accommodate he dense matrix coefficients. 
The concept is to construct, step by step, bases for subspaces of decreasing dimensions such that 
these subspaces consist of vectors orthogonal to the row vectors formed by Ax - b, where Ax = b 
is the dense system of equations. When the subspace dimension finally reduces to one, the 
solution x of Ax = b is constructed. This paper gives a generalisation of the concept introduced 
by Purcell. Such generalisation has not been discussed in the literature as far as the knowledge of 
the author is concerned. Its link to the classical Gauss-Jordan elimination was first discussed by 
the author [2]. Although there is a number of parallel implementations for direct solvers in which 
some of them are excellent, we feel that the large memory requirement for storing dense matrices 
could not be avoided with the classical Gauss-Jordan or Ganssian elimination. The motive 
behind the present work is that the full advantage of direct methods may be fully exploited in a 
distributed computing environment when applied to panel element equations using a functional 
decomposition approach. The functional decomposition approach induces distributive parallelism 
into the sequential process of panel/boundary element methods. Furthermore, the approach leads 
to a secondary level of parallelism and does not require the storage of the dense matrix. 
This paper is organised as follows. First, the orthogonalisation procedure is introduced. By 
choosing a particular linear combination of vectors, the method is equivalent to the classical 
Purcell's vector method. With other linear combinations, the method becomes either the classical 
Gauss-Jordan elimination with or without pivoting or a general elimination process. Solutions 
to systems with redundant equations are also discussed. Second, a brief derivation is given of 
the classical Hess and Smith panel element formulation for potential flow problems [3]. Third, 
a functional decomposition approach for panel element methods is described. Its applications in 
a distributed computing environment is also described. Parallelism analysis of the algorithm is 
included. Finally, accuracy of the present method and Gauss-Jordan method for potential flows 
over NACA0012 and a thick aerofoil is presented. 
2. THE ORTHOGONALISAT ION PROCEDURE 
The method is based on the concept of orthogonality of vectors. Suppose the coefficients of 
the i th equation of the system Ax = b, where [A]ij = aij, [b]i = bi, and [x]~ = x~, are written as 
the vector Ai = [a~lai2 • • • ain-b i ]  T, i = 1, 2 , . . . ,  n, then a vector V is said to be the solution of the 
system provided that the last component of V is unity and that A~V = O, i = 1, 2 , . . . ,  n. Let C = 
{A1, As , . . . ,  An}. Define the set C (i) = {C1, C2, . . . ,  C~ I a selection of i different vectors from C} 
such that C (i) = C (~-1) U{c~} and the set R (i) as the subspace of dimension  + 1 - i which 
consists of vectors orthogonal to the vectors in C (~), for i = 1, 2 , . . . ,  n. It is intuitively obvious 
that the basis for the (n + 1)-dimensional subspace can be chosen as the natural basis, i.e., 
, 0 1} (1) V(0) = 0) := [10.. 0] T " ' '  "n+l :--- 
For each i from 1 to n, linear combinations of a chosen vector from the basis V (~-1) and one of 
the remaining vectors from that basis are performed. Such linear combinations are subject to 
the condition that the resulting vectors are orthogonal to Ci. Therefore, it is equivalent to the 
construction of the basis 
{Vk ( Vs~') 1) 1/('-1)subject to ,~, ,~ = 0, V (i) = ~) e R (i) [ Vk (i) := ak + ",n(k) ~z  Tz(i) 
(2) 
for any C~ • C \  C(~-1)1 < k•  N < n+l - i ,  s(k)  and re(k) • N and s (k )=/m(k)} .  
It can be easily shown that 
c iT  L,"(i  - 1) 
"re(k) 
), (3) 
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and that the vector V (0 is orthogonal to each of the vectors in C (~) C C. In order to avoid the 
breakdown of the orthogonalisation procedure, the condition C~V(,~ 1) # 0 must be satisfied. 
The dimension of the subspace R (n) is 1 and the basis V(") is orthogonal to every vector in 
C (n) = C. Thus, the solution of the system Ax = b is constructed. 
So far there is no preference in the of order of choosing vectors for C (0 from C. In fact, 
the order of choosing C~ is not important in the present procedure as described later. Also, no 
assumptions about the matrix A are made, and tests can be provided to indicate that either 
pivoting is needed or redundant equations have occurred. It can easily be seen that the data 
structure of the solution vector, i.e., V1 (n) is not affected with different choices of s(k) and m(k). 
These properties have not been pointed out by Purcell [1]. It has been mentioned in [2] that 
column pivoting strategy has no effect on the data structure of the solution vector. However, it 
is noted that the same property applies to row pivoting strategy as well as to any s(k) that is 
not the same as m(k). 
2.1. The  Classical  Purce l l ' s  Vector  Method 
The classical Purcell's vector method can be obtained by choosing s(k) = 1, re(k) = k + 1 [1,4], 
and C~ = Ai. It has been pointed out in [2] that the method is in fact Gauss-Jordan elimination 
without pivoting which was not discussed by Purcell. A four by four linear system is used to 
illustrate the orthogonalisation procedure. 
EXAMPLE. Choose s(k) = 1, ra(k) = k + 1, and Ci = A~. 
i = h C1 = A1 = [5,1,2,1,--17]T; 
c~v, (°) =5, c~vp) = i, c~vp)= 2, c~vi°)= 1, c~vp) =-17; 
V (')  _- - (1 /5 )V  (°) + V (°) = [-0.2, 1,0,0,0IT; 
v,(') = - (2 /5)  v~ (°) + vp)  = [-0.4,0,1,0,0V; 
v~(1) = -(1/5)v~ (°) + v,(°)= [-0.2,0,0,1,0V; 
V4 (1) = - ( -17 /5)V  (°) + V5 (°) = [3.4, 0, 0, 0,1] T. 
i = 2:C2 = A2 = [2, 10, 3,1, -35]7;  
c :v~ (1) = 9.6, c :v? )  = 2.2, c :v? )  = 0.6, c :v ,  (1) = -28.2; 
V (2) = -(2.2/9.6)V (I) + V (I) - [-0.35417,-0.22917,1, 0, 0] T; 
v~ ~) = -(o.6/9.6)v~ I) + v?) = [-0.18750,-0.06250, o 1,017; 
V3 (2) = - ( -28 .2 /9 .6)V  (I) + V (1) = [2.81250, 2.93750, 0,1, 1]T. 
i = 3:C3 = Aa = [1,4,8,2,-4117; 
C:  Vl (2) = 6.72915, C:  V2 (2) = 1.56250, C3 T V (2) = -26.4375; 
V1 (3) -- -(1.56250/6.72915)V (2) + V2 (2) ---- [-0.10506,-0.00929,-0.23221, I, 017; 
V (a) = -(26.4375/6.72915)V (2) + V (3) = [1.42104, 2.03714, 3.92880, 0, I]T. 
i = 4 :C4  ---- A4  - -  [6,2,4,20,-102]; 
64 TYl (s) = 18.42106, 64 TV (3) : -73.68428; 
Yl (4) = -(-27.68428/18.42106)V,(3) + V2(3) = [1, 2, 3, 4, 11. 
The difference between the present method and the classical Gauss-Jordan elimination is that 
the new coefficients introduced into the leading principal submatrix of A in any step of a Gauss- 
Jordan elimination are not stored in the present method. Another difference is that at any step i, 
no knowledge of any vectors from C \ C (i) is assumed. It should be noted that the first row 
of the leading principal submatrix of A, in a Gauss-Jordan elimination process is given by the 
inner products C~V (~-1), k = 1,. . .  ,n + 1 - (i - 1). The condition that the first entry in the 
leading principal submatrix should be nonzero in a Gauss-Jordan elimination is equivalent to the 
provision of a check on C~V (~-1) being nonzero. Purcell did not mention such equivalence in his 
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work. Although Fadeev and Fadeeva [4] imposed the condition that C~TV (~-1) must be nonzero, 
they have not extended the concept o include pivoting and other extensions as described below. 
2.2. Gauss - Jo rdan  E l iminat ion  wi th  P ivot ing  
In any step i, the absolute value of C~V (~-1) indicates whether it may be used to calculate al .  
If it is too small or close to zero, then one can use a column pivoting strategy. Let p E N and 
V (~-1) E V (~-1), such that 
C TVp (i-1) --l~_k(nm+lax(i_l){ C:Uk (i-1) }. (4) 
By choosing s(k) = p and either ra(k) = k for k < p, or ra(k) = k + 1 for k > p, the orthog- 
onalisation procedure becomes Gauss-Jordan elimination with column pivoting. Such column 
interchange makes no effect to the data structure of the solution vector. Hence, a record of the 
interchange is not required [2]. 
In the calculation of C~V (i-1), it is also possible to replace Ci = A~ by Ci = Aq(i), where 
q(i) E N. In this case, Ai may be retained for latter steps. Such replacement is equivalent to a 
row interchange between i th row and q(i)th row. Again, it has no effect on the data structure of 
the solution vector, and a record of the exchange is not needed. The implication is that computing 
C~V (i-1) becomes a waste of computational work. However, it also means that q(i) is flexible 
as long as q does not repeat itself for different integers of i. The implication of q(i) in terms of 
distributed computing is discussed in Section 4. 
2.3. F lex ib le  L inear  Combinat ion  
The choice of s(k) and re(k) can be as flexible as it could be, subject to the condition that 
s(k) ~ re(k). From (2), n + 1 - i pairs of vectors are chosen from the basis V (i-l), such that no 
two pairs of such vectors are identical, in order to perform the linear combinations. Note that 
the linear combinations are performed by using the constant ak, as given by (3), which involves 
the division of two floating point numbers. Therefore, c~k will loose accuracy if the two floating 
point numbers are of very different orders of magnitudes. Therefore, one criterion which governs 
the choices of s(k) and re(k) is to ensure similar order of magnitude of the floating point numbers 
C~ V(i(~ ) and C~ Vs~) 1). This involves ome additional logical comparison work. 
In a Gauss-Jordan elimination, s(k) and re(k) are predefined. Therefore, the pattern of zero 
in the vector V (i) is known. Hence, it is possible, with some programming effort, to minimise 
the computational work involved in scalar products. In a Gauss-Jordan elimination with column 
pivoting, the pattern of zero is also known because s(k) is fixed for a given value of i. Similarly, the 
pattern of zero in a Gauss-Jordan elimination with row pivoting is also known. The computational 
work required for scalar products with known zero patterns becomes inexpensive which typically 
involves O(n) floating point operations. 
However, when the accuracy of the constant (~k needs to be considered, the penalty is that 
the pattern of zero becomes less regular than those in the previous cases. Therefore, additional 
book-keeping is needed in order to maintain a knowledge of the zero. It is not intended, in this 
paper, to give an account on the minimisation of computational work involved in scalar products 
for flexible linear combination, but rather on the advantage of flexible linear combination in the 
evaluation of ak. 
Note that the classical Purcell's method has not shared such flexibility at the same level as 
that in the present approach. Note also that when s(k) is chosen as n + 1 - (i - 1), then the last 
component of V1 (n) does not equal to unity. Hence, the solution vector needs to be normalised 
against he last component of V1 (n). 
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2.4. F lex ib le  E l iminat ion  
The only criterion governing the choice of Ci is that C (i) consists of a selection of i different 
vectors from C. As discussed in Section 2.2, it is possible to choose AgO) provided that the map 
g : N --* N is one-to-one. Such mapping of g implies the order of elimination process is not as 
rigid as that in a Gauss-Jordan elimination. At any step i, only Ci E C (0 c C and V (i-l) are 
required in the computation. Therefore, the orthogonalisation procedure proposed in this paper 
can be completely separated from the knowledge of the set C \ C (0. This particular property is 
linked to the functional decomposition of panel methods as described in Section 4. 
Again, the pattern of zeros and ones does not depend on the order of choosing Ai and is regular 
as described above. Hence, the computation of scalar products can be optimised. 
2.5. Sys tems w i th  Redundant  Equat ions  
The situation when C~V ( i - l )  = O, k = 1 , . . .  ,n  + 1 - (i - 1) shows that Ci is a redundant 
equation. To carry on the orthogonalisation procedure, one needs to select another Ci from C 
and perform the i th step again. If there are r redundant equations, then a linear combination 
of the vectors in V (n-r) using r unknown constants gives the solution vector. In finite precision 
arithmetic, one can assume Ci is a redundant equation whenever [C?V (i-l) ] is smaller than a 
given tolerance for all integers k = 1, . . . ,  n + 1 - (i - 1). 
3.  THE PANEL METHOD 
For simplicity, an inviscid attached flow around an arbitrary lifting aerofoil of unit chord length 
with profile function p(X)  at a free stream velocity Uoo and an angle of attack ~ is considered 
(see Figure 1). The governing equation is Laplace's equation with no normal flow across the 
profile as boundary condition. The equation governing subsonic ompressible flows can be easily 
transformed to Laplace's equation. The aerofoil profile is divided into n - 1 panel elements, 
and the numbering of the elements tarts from the trailing edge and round the aerofoil in a 
counterclockwise direction (see Figure 2). The collocation points are defined at the mid-points 
of the elements. A uniform line source distribution of strength ai, and a uniform vorticity 
distribution of strength 7 is placed on the i th panel element. The source strength a, varies from 
element o element, whereas 7 is a constant for all elements. A brief derivation of the panel 
element equations is given below [3], such that all induced velocities are normalised with respect 
to Uoo. 
W + U~in a 
T Z U + U~cos a 
p00 
I I ~" ' " - . . . .~  i = n - 1 
. - ~  
:X  
( i=2  
19. 
Figure 1. An aerofoil w i th  profile function p(X)  at an angle of attack c~ and free 
stream velocity Uoo. Panel elements are numbered from i = 1 to n - 1 in a counter- 
clockwise direction. 
The induced effect of the j th element o a collocation point located at the local coordi- 
nates (x , z )  and the global coordinates (Xi, Zi) is depicted in Figure 3. First, the induced 
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jth collocation point located at (X~, Yi). 
The panel element is of length 2e} 
~~(X i ,  Yi) 
o.O°.°oO°°O°°°''°~X 
~X 
Figure 2. The i th and j th panel elements with their collocation points. 
!"" I..I Sub-task 2 "- 
. ........... ds~ ~,o l  ~!n~.....-" 
',, Sub-task 1 ," 
"" p nodes °/" 
""'--.. ...................... -'"°"" 
Figure 3. The distributed algorithm for panel methods. The sequential lgorithm is 
decomposed into two subtasks. Here, H stands for the host, squares represent odes, 
and h stands for communication between subtasks. 
velocities ~o(X~, Zi) and ~o(X~, Z,), due to the uniform line source distribution of strength 
aj of the j th element is given by 
aj f J  X~cosOj + ZisinOj -~  ~o(x,, z,) . _ .  (x, cos0j + z ,~:~ ¥ ¢---~, si-~-0j + z, cos 0~)' ~'  
and 
aj f~:~ -X~sin0j  + Z~cosOj 
~a(Xi ,  Zi) = ~ ej (Xicos0j + ZisinOj----~+ ( -X is in0 j  +ZicosOj) 2d~. 
Second, the induced velocities ~ (Xi, Zi) and E~ (Xi, Zi), due to the uniform vorticity distribution 
of strength 7 of the j th element is given by 
7 /~  -X~ sin 0j + Zi cos 0j 
g.~(Xi, Zi)= ~-~ .-~j (XicosOj + ZisinOj_~)2 + (_XisinOj + Z~cosOj)2 d~, 
and 
-7  /~'~J X~ cos0j + Zi sin0j - ~(x .  z,) 
ej (X~cosOj + Zi sin0j _~)2 + ( - -~  ~n 0j + Zi cos0~) 2 d~. 
Hence, the total induced velocity components axe obtained by adding the above corresponding 
velocity components to give 
U(X~, Z~) = ~¢ cos 0~ - ~a sin 0j + ~ cos 0~ - ~ sin 0j, 
W(X~, Z~) = ~a sin 0~ + ~a cos 0 i + ~ sin 0~ + ~ cos 0~, 
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which reduce to 
U(X~, Zi) = Iai,jaj + Ira,j7 and W(X~, Z~) = Is~,jaj - IA~,jT, 
where IA~,j and Im,i are known as the influence coefficients and are given by 
cos Oj /~J  Xi cos Oj + Zi sin Oj -- 
IAi'J = 27r ._ . i  (XicosOj "q- Zis~n~J-~'~? 7 ( -X is inOj  -4- ZicosOj) 2 d~ 
sin Oj /~'J -X i  sin Oj + Zi cos Oj 
2r __,~ (XicosOj + Z is inO j - - -~  + ( -X is inOj  + Z~cosOj) 2 d~ 
and 
cos 8j /~~ -X i  sin~Sj + Zi cos Oj 
Imd 
27r ,,_~ (X~cosOj + ZisinOi---~)- + ( -X is inOj  + ZicosOi) 2 d~ 
sin Oj / f J  Xi cos Oj + Zi sin Oj - 
+ (X, cos0s + ¥ (-X, sin-e  + Z, cosOj? 
d~. 
The total induced velocity components, including the effect of the angle of incidence are given 
as U + cos a and W + sin a, being induced at the point (X~, Zi) by all of the panel elements must 
satisfy the flow tangency, i.e., 
~S IBi,S ai -- IAi,S7 + sin(~ = p'(Xi) 
~_,j I Ai,ja s + IBi,j7 + COS a Uoo 
Hence, 
n--1 n-1 
Z (Im,j - p'(Xi)IA,,S) aS - 7 Z (IAi6 + p'(X,)Im,j) = p'(Xi) Uoo cos a - sin a. (5) 
S=I i=1 
Also, the trailing edge Kutta condition needs to be satisfied, i.e., the tangential velocities on 
the two elements on either side of the trailing edge are equal. Mathematically, the velocity 
components are equated as 
~(X l ,  Zl ) -I- cos Or) C08 O 1 -I- (W(X1, Zl) -I- sin a) sin 81 
= - (U(Xn-1, Zn-1) + cosa) cosO~_, + (-W(X~_x, Zn-1) + sina) sinOn-1, 
or 
n--1 
Z (Ial,i COS01 q- IBI,j sin01 + IA.-1,S COSSn_l + In~-x j  sinOn_l) a s 
5=1 
n-1 (6) 
+ 7 Z (IBI,j COS01 -- IAl,i sin01 + IBn - l j  COS 0n-1 -- IAn-I,S sin 0n-l) 
S=l 
= -- COS a (cos On- 1 + cos 01 ) - sin a (sin On- 1 + sin 01). 
Thus, (5) and (6) form a set of linear equations Ax = b known as the panel element equations, 
where x = [ax as ... an-x 7]-r 
One standard technique of comparing the accuracy of solutions is to compute the pressure 
coefficient along the boundary of the configuration Z = p(X), i.e., 
--2 
c,,(x, z )  = 1 - u,,  (7) 
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o | % ~ . ~  o.~ o.o o.~ o 
Figure 6. Pressure coefficient for Clark Y-14 aerofoil at 10.2 degree of attack. 
where Ut is the normalised tangential velocity at (X, Z), 
Ut(X, Z) = ("U(X, Z) + cosa) cos0 + (-~(X, Z) + sina) sinS. 
The pressure coefficient can be easily derived and is well illustrated in standard aerodynam- 
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ics textbooks. The orthogonalisation methods as described in Sections 2.1-2.4 are compared. 
Figures 5 and 6 show the pressure coefficients along NACA0012 at two degrees of attack and 
Clark Y-14 aerofoil at 10.2 degrees of attack, respectively. The difference between the pressure 
coefficients obtained using different schemes i  of the order 10 -5 . 
4. FUNCTIONAL DECOMPOSIT ION 
Divide and conquer type algorithms have been very useful in distributed and parallel comput- 
ing. There are notably three major classes of divide and conquer type of algorithms, namely 
domain decomposition methods [5], problem decomposition methods [6], and functional decom- 
position methods [7]. The first two methods concern geometric partitioning of computational 
domains according to either load balancing or regional physical/numerical behaviour and the lat- 
ter concerns functions/algorithmic partitioning. This paper examines the decomposition of the 
main function of panel methods. Such main function is broken down into distributive subtasks, 
each of which has its own function to be performed by means of specialised software. 
A sequential panel method can be described by the algorithm as follows. 
Panel Method (Sequential Algorithm A): 
Input data:- n, p(X), Uoo, a; 
For i -- 1 , . . . ,n -  1 do 
Compute IA i , j ,  IB i , j ,  j = 1 , . . .  ,n  -- 1; 
Construct Ai using (5); 
end-do; 
Construct An using (6); 
Use Gaussian elimination to solve Ax = b; 
End 
The algorithm is intrinsically sequential, as far as the construction of the set of panel element 
equations and its solution using a Gaussian elimination are concerned. In other words, Gaussian 
elimination can neither be included into the above do-loop nor executed concurrently within the 
do-loop. The same applies to Gauss-Jordan elimination. Parallelism based on a data parallel 
paradigm has been introduced for the construction of equations [8,9]. The data parallel paradigm 
concerns the parallelism that arises from the regular manipulation of the elements of large mono- 
lithic data structures uch as arrays which particularly suits the construction of panel element 
equations. Substantial effort has been spent on the solution of equations with dense matrices uch 
as those appeared in [10,11]. However, the intrinsic sequential behaviour cannot be removed. 
Using the fact that at any step i of an orthogonalisation method, no knowledge of C \ O(0 is 
assumed. One can rearrange the do-loop in the Sequential Algorithm A to give the following. 
Panel Method (Sequential Algorithm B): 
Input data:- n, p(X), Uoo, a; 
For i = 1 , . . . ,n -  1 do 
Compute IA i , j ,  IB i , j ,  j = 1 , . . . ,  n -- 1; 
Construct Ai using (5); 
C~ := A~; 
V (i) := Orthogonalisation procedure using (2) and (3); 
end-do; 
Construct An using (6); 
Cn := An; 
V (n) := Orthogonalisation procedure using (2) and (3); 
End 
Parallelism can now be introduced into Sequential Algorithm B. In each step i, the computa- 
tions involved are essentially, data parallel. Therefore, it is possible to introduce two levels of 
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parallelism. First, there are in essence two distributed subtasks, one of which specialised in cal- 
culating C~ and the other specialised in calculating scalar products, c~ i and V(0. In other words, 
the construction of panel element equations can be done concurrently with the orthogonalisation 
procedure. The distributed algorithm can thus, be written as follows. 
Panel Method (A Distributed Algorithm) 
Input data:- n, p(X), Uoo, a; 
Subtask 1 
For i = 1 , . . . ,n -  1 do 
Compute IA~,j, IBi, j ,  j = 1 , . . . ,  n -- 1; 
Construct A~ using (5); 
Nonblocking send of Ai to subtask 2; 
End do; 
Construct An using (6); 
Nonblocking send of An to subtask 3; 
End Subtask 1; 
Subtask 2; 
For i = 1, . . . ,n  do 
Blocking-receive of Ci from subtask 1; 
V (~) := Orthogonalisation procedure using (2) and (3); 
end-do; 
End Subtask 2; 
End 
The meaning of nonblocking send in the above algorithm is that computation i  the sending 
processor resumes as soon as the message is safely on its way to the receiving processor. The 
meaning of blocking receive is that the receiving processor has to wait until the correct message 
from the sending processor has arrived. A secondary level of parallelism can be introduced into 
the two distributive subtasks. A data parallel paradigm makes an ideal choice. The orthogonal 
procedure described in this paper involves only vector products and vector additions in order to 
generate V (i}. Therefore, instead of executing order n sequential steps to calculate V (i) E V (i) 
which requires a O(n) complexity, a data parallel implementation f the calculation requires only 
a O(1) complexity. 
5. ANALYSIS OF PARALLELISM 
Flop counts provide an idea of the execution time of an algorithm. The usual definition for a 
flop is one floating-point multiplication plus one floating-point addition or subtraction. A further 
assumption is made, in the present study, that the flop count is treated as equal to the number 
of floating-point multiplications, provided the number of floating-point additions or subtractions 
is smaller but not very different from the number of floating-point multiplications. It is also 
assumed that cosS~, sin0i, p~(Xi), sina, and cosc~ are computed in the preprocessing stage. 
Table i shows the flop counts for the induced velocity components, the influence coefficients, and 
the construction of A~. The computational cost for An is comparatively inexpensive. Table 2 
shows the flop counts for constructing the basis V (~) such that optimised scalar products are 
used. 
The total number of flop counts E, for the construction of n equations, can be easily obtained 
from Table 1 as, 
E = 42n 2 - 75n + 36, (8) 
and that the total number of flop counts F, for the construction of the solution using the present 
method can be evaluated as 
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Table 1. Flop counts for constructing one equation. 
~a Wa W,~ ~,~ IAi,j IBi,j 
10 10 10 10 20 20 
Ai  ~- [a i l  " -  ai,n-1 odn -b i ]  T 
42(n - 1) + 1 41 .-. 41 (n - 1) 1 
An "~ [an l "'" a . . . .  1 ann -bn]T  
8(n  - 1) + 3 4 ... 4 4(n  -- 1) 3 
Table 2. Flop counts for one step of the orthogonalisation procedure. 
Ci T '1 ( i -1 )  k = 1, . ,n  + 1 -- (i -- 1) "k  "" 
i--1 ( i - -1 ) (n+l - - ( i -  I)) 
V( i )  k= 1 , . . . ,n+1- i  
i+  1 ( i+ 1)(n+ 1 - i )  
Total 2i(n + 1) - 2i 2 + i - i 
n 3 n2 
i=1  
Therefore, the sequential orthogonalisation method requires O(n 3) flops. It is well known that 
a Gaussian elimination or a Gauss-Jordan method requires O(n 3) flops. Therefore, the orthog- 
onalisation method has no advantage over a Gaussian elimination or a Gauss-Jordan method in 
solving the panel element equations as far as computational work is concerned. However, it does 
not store the dense matrix but it should not be considered as an advantage with the present day 
inexpensive computer memory. For multiple right-hand sides, e.g., unsteady problems, a com- 
pact storage scheme for the first inner product in each step of the orthogonalisation procedure is
required so that back substitution can be done for different right-hand sides. The study of such 
a compact storage scheme is not within the scope of this paper. 
Now consider the distributed algorithm described in Section 4. Supposing the distributed 
computing environment consists of a cluster of workstations, each of which exhibits similar ex- 
ecution speed for 1 flop, and that it consists of a data parallel machine as a node amongst he 
duster. The duster is a network of SUN SPARC workstations, and MPI is used to provide com- 
munication harness between them. The data parallel machine is a typical CPP DAP that runs 
Fortran-Plus [12] and is attached to one of the SUN SPARC workstations. 
Define a dpflop as one floating point multiplication plus one floating point addition or sub- 
traction of the elements of large monolithic data structures uch as arrays. In order to simplify 
the analysis, it is possible to assume the execution times for 1 flop and 1 dpflop are the same. 
From (8) and (9), it can be seen that subtask 1 is inexpensive compared with subtask 2 as 
n --* oo. Therefore, subtask 2 requires to be speeded up whereas, subtask 1 may be executed in 
sequential or in a coarse-grained Single Program Multiple Data (SPMD) paradigm. As discussed 
in Section 4, it is natural to choose a data parallel paradigm as a secondary level of parallelism 
for subtask 2. Table 3 shows dpflop counts for one step of the orthogonalisation procedure. 
Table 3. Dpflop counts for one step of the orthogonalisation procedure. 
cTv  ( i -1 )  k= l , . . . ,n+ l - ( i -1 )  
x n+l - ( i -1 )  
v(i) k= l , . . . ,n+l - i  
2 2(n  + 1 - i) 
Total 3(n + 1) - 3i + 1 
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The total number of dpflop counts for constructing the solution using the orthogonalisation 
procedure can be approximated as 
n 3 2 5 
F@=~(3(n+l ) -3 i+ l )=~n +~n.  (10) 
i=1 
Therefore, the execution time is O(n 2) which is an order of magnitude faster than Ganssian 
elimination or Ganss-Jordan elimination. In order to guarantee such order of execution time, one 
must ensures that there is at least one equation Ci ready to be used by subtask 2 whenever it 
needs one. 
In order to compute subtask 1 in an SPMD paradigm, the sequential do-loop is distributed 
into p workstations of the distributed computing environment. It is equivalent to partition the 
profile function into p subdomains such that each of the subdomains is mapped to a workstation. 
In order to avoid communication between these workstations, a copy of the entire discretised 
profile function as well as other input data has to be kept in each of the p workstations. The 
sequential do-loop now becomes p concurrent do-loops, each of which has an upper iteration limit 
of n/p. An SPMD paradigm can be viewed as loosely synchronised. Therefore, the availability 
of Ci does not necessarily follow the order of the original set of equations. Solutions can only be 
obtained by means of the techniques developed in Section 2 for flexible linear combination and 
flexible elimination. 
The node, which consists of the data parallel machine is obviously more expensive than other 
workstation nodes. Therefore, it should be always kept busy rather than idle. Hence, it is sensible 
to have a sufficiently large number of nodes for subtask 1, such that at any step of the p concurrent 
do-loop, the elapse time for constructing p equations concurrently is less than the data parallel 
elapsed time for performing p steps of an orthogonalisation procedure. Therefore, for the parallel 
environment as depicted in Figure 3, we require the inequality 
cp 
42n - 41 _~ Z (3(n + 1) - 3i + 1), (11) 
i=(c--1)p+l 
where c denotes the number of loop counts in the concurrent do-loop. One assumption here is to 
use a constant value of p for any value of c. The inequality can be simplified as 
- (3c  - 1.5)p 2 % (3n + 2.5)p - (42n - 41) > 0. (12) 
The solution of (12) gives two lower bounds for p, one of larger value and the other of smaller. 
The smaller bound gives a physical viable distributed system, i.e., 
P > (3n -{- 2.5) - q (3n  -{- 2.5) 2 - 4(3c - 1.5)(42n - 41) (13) 
- 2 (3c -  1.5) ' 
subject to the condition 
c< (3n+2.5)  2 + 1 
- 12(42n - 41) 2" 
Hence, the lower bounds of p can be bounded from above by 
infp = 2(42n - 41) 
3n+2.5  ' (14) 
and as n becomes very large, (14) reduces to 
lira infp = 28. (15) 
n==*OO 
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The above analysis provides a guideline to ensure that at least a vector C~ is available for 
subtask 2 as soon as it needs it. A summary of the result is plotted in Figure 4. 
Now consider the speed-up ratios. At level one parallelism, the sequential algorithm is dis- 
tributed as two subtasks that are being run on two nodes. These two subtasks can run on the 
same type of nodes in which the sequential algorithm is being run, or it can run on an hetero- 
geous distributed environment as depicted in Figure 3. Therefore, the speed-up can be viewed 
in two different ways, namely, the algorithmic speed-up and the architectural speed-up. Let 
•al and Sat be the algorithmic speed-up and the architectural speed-up, at level 1, respectively. 
Taking account of the communication overhead h, the definitions for Sal and Sar are given by 
E+F 
8al = max{E, F} + h' (16) 
E+F 
•r  = max{E/Sp ,  Fdp} + h' (17) 
where Sp is the speed-up ratio when p identical nodes are applied to compute subtask 1. The 
only communication between the nodes in subtask 1 is to the node which subtask 2 is running, 
and therefore, h = O(n) .  As subtask 1 will send off Ai as soon as it finishes it, therefore, 
after every 42n - 41 flops of elapsed time, there are p equations available without prejudice to 
the data parallel node for the orthogonalisation procedure to be carried out. In this sense, the 
communication overhead can be made equal to zero when the data parallel node is only invoked 
when c > 1. 
However, at level two parallelism, it is not viable to define a speed-up ratio for subtask 2 
because the node is a data parallel machine which does bulk synchronous computation. On the 
other hand, according to the way that the panel elements and the profile function are distributed, 
as discussed before, there is no interprocessor communication between the nodes in subtask 1. 
One can easily derive the expression, Sp = p. Table 4 summaries the results for speed-up ratios 
for large values of n. 
Table 4. Level 1 speed-up ratios for large values of n. 
E+F E 
Algorithmic Speed-up Pal := max{E, F} + h 1 + ~ < 2 
,(1 ) 
ArchitecturalSpeed-up Par:= max{E/Sp, Fdp}+ h ~ n+43.5 <~n+29,  p<28 ~n+29,p>_28 
6. CONCLUSIONS 
An efficient distributed algorithm is presented for the use in panel/boundary element methods. 
The algorithm is based on an extension of the classical Purcell's orthogonality property. The- 
oretical analysis of the algorithm shows the effectiveness of the algorithm. The new technique 
shows the same accuracy as that exhibited by the classical Gauss-Jordan elimination. 
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