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The complete graph K, is said to have a G-decomposition if it is The union of edge disjoint 
subgraphs each isomorphic to G. The set of values of n for which K, has a G-decomposition is 
determined if G has four vertices or less. 
1. Introduction 
The complete graph K, is said to have a G-decomposition if it is the union of 
edge disjoint subgraphs each isomorphic to G. The G-decomposition problem is $0 
determine the set of naturals N(C), such that K,, has a G-decomposition if and 
only if n E N(G). 
G-decomposition problems, with G = K, have been raised and so.ved, for SC me 
values of r, fang time agu, as existence problems of Block Resigns. A review of 
results may be seen in f7]. Only relatively recently other graphs than K, have been 
considered and some results appeared as existence problems for G-designs, 
generaiizing Block Designs 18). A survey of results in this direction and a 
description of general methods used may be found in [1) and 121. 
As said in the title, this paper accomplishes the solution of the problem for small 
graphs G, namely having four or less vertices. Observe that from the point of view 
of the problem, isolated points of G are irrelevant, consequently we will consider 
only graphs G without isolated vertices. 
There ate only three such graphs with less than four vertices, namely: the graph 
consisting in a single edge G = e, the path of length two G = Pj and the triangle 
G = KJ. 
me solutions of the corresponding G-decomposition problems are as follows: 
T&jally N(e) is the set of all naturals, it is known and atss easy to we that 
N(IZJ) = {a 18 = 0 gr I(mod 4)); the set N(K,) has been determined in the classical 
formtttatfon iwoh4ng Steiner Triple System to be 
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N(K3) = {n 1 n = I or 3 (mod 6)). 
It can be easily seen that for any graph G having at most n vertices, the foflowing 
two conditions are necessary for the existence of a Gdecompositicn of K”: 
(i) f n(n - 1) is a multiple of the number of edges of G. 
(ii) n - I is a multiple of the greatest common divisor of the degrees of the 
vertices of G. 
The real problem is to estabtish sufficiency. Recent Wilson type r+sults f4, 1 l] 
show that asymptotically, sufficiency always holds, hence researches Gke this paper 
may be regarded as attempts to determine the exceptions in each case. 
We will Ice that when G has four vertices or less there are only three exceptions 
namely n = 3 and n = 4 if G is a star with three edges and n = S if C is a 
quadrilateral with one diagonal. 
A more genera, problem is to consider G-decompositions of other graphs than 
K,,. Although this is not the topic of the present paper, we will mention such 
decompositions for some complete tripartite graphs, since they will be used in the 
proof of our main result. 
2. Graphs G. with four vertices and. review of known G,-decompositions 
There are seven nonis<ljmorphic graphs with four nonisolated vertices: 
(i) The complete graph &. 
(ii) The quadrilateral with one diagonal Q. 
(iii) The circuit of length four C4. 
(iv) The triangle with attached edge D. 
(vj The path of length three PO. 
(vi) The star having three branches &. 
(vii) Two edges having no common vertex Ez. 
The solution of the corresponding problem is wzIl known for Kq and C.+ namely 
Hanani [6] proved 
N(K4)={nJn= 1 or 4 (mod 12)) 
and Kotzig [IO] proved 
N(C) = (n 1 n = 1 (mod 8)). 
It is easy to see that 
N(&) = (n 1 n = 0 or 1 (mod 4)). 
More recently W(S,) and N(&) have been determined by P. Cain f3] respectively 
by one of us [l] (see also [Z]) to be 
N(S) =: (tt I n = 0 or 1 (mod3); 3# rtJ4) 
and 
N[P.J = (n 1 n = 0 or 1 (mod 3)). 
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A more complete list of references is given in [2]., in addition mention also f 121. 
The remaining two cases will be the object of the following two sections. 
3. On the set N(Q) 
Let Q be as in Section 2 a quadrilateral with one diagonal. A quadrilateral with 
sides cab, bc, cd. da, will be denoted by (abed) and the same quadrilateral with 
diagonal QC respectively bd will be denoted (uzd), (abg). Commas will be used in 
some cases in order to avoid confusion. 
The main result of this paper is to establish the following theorem. 
Theorem 3.1. N(Q) = {n 1 n = 0 or I (mod S), n# 5). (1) 
The following Lemmas 3.~.. . 3 3 9 describe some direct construction.., while Lem- 
mas 3.W3.li and corollary contain composition methods used in the proof. 
Notation. Let the vertex set of K,, be Zn, unless otherwise specified, in particular, 
all addition of vertex labels are dent: mod n. Let {a, b, c,-si) be a subset of 2”. 
Denotethesetofgraphs(a+j, b+l c+j, d+j),jEZ, by(a.b,c,d)(modn). 
Denote further the least integer greater than or equal to k/2 by (k/2} and the 
greatest integer less than or equal to k/2 by [k/Z]. ’ 
Lemma 3.2. If n = 10 k + 1 then K, has a Q decumpo sition. For k 5 = 4 the folio wing 
k (1Ok + 1) graphs form Q Q decomposition of K, : 
(1,1+-<2k+2,4k’+i+l), i=3,4,...,I[k/2] 
(1,2k +3-5,2k +2.%2-i), i = l.;! . ..., {k/2} 
(lm + l&k) 
(i33i -t2,6k + 1) 
for k = 1,2 and 3 the decompositions are respectively: 
(m,5) (mod) 
(C-Xii, IS) 
(mod) 
(iz? 10) 
(mod) 
(mod 10k + 1) 
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Lemma 3.3. If n = 10k + 6, tlze folbwirag k( 10k t- 6) + 5k + 3 gru@zs fonrr u Q- 
decom@tion of K, : 
(1,2isZk,+ii), i = 1,2 ,..., (k/2) 
I 
(1,2i+2%},2+2ak +3+(k/2}+i). i = 1,2,..., [k/2] 1 
(mod 1Ok + 6) 
(l+j~~k-t4-tj,7k+S+j), j=O,l, . . . . 5k+2. 
Proof of Lemmas 3.2 and 3.3. Tfre above constructions are essentially an applica- 
tion of Bose’s difference method. For Lemma 3.2 each edge (x, y) of K, occurs in 
some graph of the decomposition since one of the differences x - y or y - x occurs 
in one of the k graphs listed above, the unicity follows from the fact that the total 
number of edges rn the decomposition is precisely the number of edges of K,,. For 
Lemma 3.3 the proof is similar but a Me more complicated, see all details in [a]. 
Lemma 3.4. K,” has a Q-decomposition, 
Proof. The decomposition is 
13-25 0% 
16ZI 05% 
8E OGS 
7% 7!z% 
Lemma 3.5. Kls has a Q-decomposition. 
Proof. The decomposition is: 
(m S)(l- 9)(fiO> 
(5-S 6)(2_ l3)(5zi 
(5% 1)(33 14)(Gi3 
(4% 12)(4m 
(SGZ 12)(5Cxij 
(6m 14)(6zi?J 
12)(ra 15) 
14)(9<93 15) 
10)(5575 13) 
10)(4_ 11) 
14)(&-? 15) 
15)(6<> 13) 
Lemma 3.6. Km has a Q-decompositwn. 
Proof. Let the vertex set of Kto be ZIO x (0, 1). Then the fotlowing 38 graphs form a 
Q -decomposition of Klo. 
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(d)(d)m, 1) with m 1 2 3 4 5 6 7 8 9 o 
-t n or930-04502. 
Lemma 3.7. KLTs has !I Q-decomposition. 
Proof. Let the vertex set of Kzs 5, 1~) U Z’IZ X (0, 1). Then ths following 60 graphs 
are a Q-decomposition of K2, 
(j,O)(j. 1.1) 
- 
I 
with j ==O,l,...,S 
(i + 1, l)(i,O)(j + 7,l)Ij f Wq 
(i,O)(i A 4,O)(i + 6,O)(i +i,o) 
(i + 2, I)(i,Om + 5,l) 
(i + 3,l)(i,O)(i + 8, l)(i + 4.1) 
We 
(@J)(i,O,(i - ll,l)(i + 9.1) 
with i =O,l,...,ll 
Lemma 3.8. The complete tripartite graph Kq. s. 5 has c 3-decompsition. 
hoof. The decomposition is 
the vertex set of K,. s.s being X U Y U 2, where X = (x,), Y = {y, ), 2 = (I, ) ilt\tf 
i ‘OJ,.. ,a. 
Lemma 3.9. ‘Dze ~orq&te tr@Qrtite graph Kg, 5.18 bus a Q-decomposition. 
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Proof. The decomposition 
(Zi, xzyl) 
(ti+29 X-1) 
0 l49x~tz) 
(2 I+67 x~+.l) 
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is 
i =0,1,2,3,3 
with X,Y as in Lemma 3.8 and Z={ti]q i=O,l,..., 9. 
Lemma 3.10. If K,,., and K,.,, have a G-decomposition, the KW,P.ar+(p-rr)t haa: Q 
G-decomposition for every Q, 0 s (Y d p. 
Broot. Denote the last tripartite graph by H, the vertex set being X U Y U 2, and 
partition X into p sets each containing 4 vertices, Y into p sets each containing r 
vertices and z into p sets CY of which containing each s vertices and the remaining 
p - cy containing each t vertices. 
As well known [S] the graph K,,,, may be decomposed into triangles and hence 
the graph H is decomposed into edge disjoint tripartite graphs isomorphic either to 
K q.r., or to K q,r.r. Each such graph having a G-decomposition by assumption, H has 
also a G -decomposition. 
Corollary. &p.5p.50+lqp-o) has a Q-decomposition for 0 s a s p. This follows from 
Lemma 3.8 and 3.9 putting y = r = s = 5, t = 10 cznd G = Q in Lemma 3.10. 
Fina!!y we mention the following self-evident Lemma. 
Lemma 3.11. 1’ KP,,,q, K, K, ancd K, have a G-decomposition, then also Kp+q+r bus 
a G -decomposition, 
Proof Iof Theorem 3.1. The necessity follows from conditions (i), and (ii) in Section 1 
and by observing that Ks has no Q-decomposition, 
For the su%ciency we will consider the two possible cases separately. 
Case 1. n = 1 (mod 5). In this case, K, has a Q-decomposition by Lemma 1, if 
n s 1 (mod IO), and by Lemma 3.3, if )c = 6 (mod IO), 
Case 2. 5 # n 3 8 (mod 5). We will proceed by induction, For n = 10, 15,20,25 
K has a Q-decomposition by Lemmas 3.4-3.6 and 3.7 respectivety. Suppose this is 
true for n C no and 12~ a 30. Then nr, = 15~ + h, w;th p ;s 2 and h = 0, S or lo. By 
induction hypothesis Ksp and K5,,+h have a ‘d-decomposition, hence by the 
Corollary, with a = ,o, p - 1, p -- 2 for h = 0,5,10 respectively KSRSR+,, has a 
Q-decomposition and finally by Lemma 3-l I K, has a Q-decomposition. 
119 
Remark I. It is possible to use induction also in tile proof of the first case, we need 
only the decompositions of Knr Krl, .&, and the further self evident l~8zmn~a: 
Lemma 3.12. If Kpyl. K,+l, KS+, and IL,.,.% hatle a C-decomposition tkr: ui.w 
K qtr*s+1 has a G-decomposition. 
Remark 2. The idea behind the decomposition &f K1,, and Krs can be generalized 
to decompositions of K, for n = 10 (mod 30) an I! n = 15 (mod 210) 
4. on the set N(D) 
Let D be as in Section 2 a triangle with atta& )l,,d edge. The triangle ahc with 
attached edge cd will be denoted by (ahc) - d. 
The complete solution of the D-decomp&ion xoblem is given in the following 
theorem. The necessity of the condition in Theorem 4.1 foilows from conditions (i) 
and (ii) of Section 1. The sufficiency when n = 1 (mod 8) has been proved in [‘l’], we 
will give a much simpler proof in this case and wilI Z&O prove the case n = 0 (mcd 8) 
which has been announced at a conference [4], 
Theorem 4.X. N(D) = {n 1 n = 0 or i (mod 8)) (2) 
Proof. For the sufficiency, if n = t3nl + 1, a 11 -decomposition of K, is given by 
(1,2m - 2i, 4m -h-l)-(6m -++I). i=O,l,...,m -1(mod8m +l) while if 
n = 8m a D-decomposition is given by 
(1,&n -2i,Jm -i)-(6rn -3) i = l,?,...,m -I 
I 
(mod8m - 1) 
(1,2m,4m)-x 
where Klrm has the vertices Z%,.,- I tJ (a~). 
This last notation means as usual that the tjrnlh vertex is denoted 3~ and does not 
change taking the shifts mod 8m - 1. 
Remark. The proof of Theorem 4.1 may also be done by induction as in Case 2 of 
Theorem 3.1. 
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