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XP pnq convergente en E, llamaremos a esta última serie un reordena-






Xnq denotaremos al conjunto de




E “ Rk y Sp
ÿ
ně1
Xnq ‰ 0, Steinitz (1913) probó que Sp
ÿ
ně1
Xnq es un subespacio
af́ın de Rk, que es lo primero que pretendemos estudiar. Este resultado de Steinitz
falla drásticamente en espacios de Banach de dimensión infinita, el contraejemplo
fue propuesto por Marcinkiewicz trabajando en el espacio L2r0, 1s.
La segunda parte del trabajo esta enfocado en el teorema de Banaszczyk (1990),
que extiende el resultado de Steinitz a espacios Fréchet Nucleares.
iv
Introducción
En el cuerpo de los números reales un resultado clásico de Riemann (1854) afirma
que si tenemos una serie condicionalmente convergente entonces al cambiar el orden
de los sumandos es posible hacerla converger a cualquier número deseado, o hacerla
diverger. En el caso de series de números complejos condicionalmente convergentes
podemos reordenar las partes reales (o imaginarias) y obtener cualquier suma pre-
fijada; pero esta misma reordenación también afecta a la parte imaginaria (o real),
pudiendo esta diverger, por tanto hacer que toda la serie de términos complejos
diverja y no habremos conseguido nada. Entonces podemos preguntarnos:
¿Cuál es el correspondiente teorema para series de números complejos?
P. Lévy (1905) probó que “el conjunto de todas las reordenaciones de una serie de
números complejos es el vaćıo o la traslación de un subespacio vectorial real”.
Este resulatdo fue generalizado a un espacio vectorial real n-dimensional por E.
Steinitz (1913) que es uno de los caṕıtulos que pretendemos estudiar en este trabajo
de tesis de una manera accesible e interesante.
De la misma manera nos podemos preguntar:
¿Cuál es la situación para espacios de Banach infinito dimensionales, se cumplirá el
resultado de Steinitz?
La respuesta a esta pregunta es negativa gracias a un contraejemplo propuesto por
Marcinkiewicz en el espacio L2r0, 1s.
Ahora lo natural es estudiar a que tipos de espacios se puede extender el resultado
de Steinitz, es decir, dar condiciones a ciertos espacios de dimensión infinita para
que el teorema de Steinitz se mantenga.
1
Por ejemplo, W. Banaszczyk en [13] y [14], probó que un espacio de Fréchet es
Nuclear si y sólo si se cumple el teorema de Lévy-Steinitz.
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Caṕıtulo 1
El Teorema de Lévy-Steinitz
El objetivo principal en este caṕıtulo es demostrar el Teorema de Lévy-Steinitz, pre-
viamente a esto, empezaremos definiendo series absoluta y condicionalmente con-
vergentes en espacios de Banach, aśı como, reordenaciones y demostrar el Teorema
de Riemann que nos dará una idea de como demostrar el Teorema de Lévy-Steinitz.
1.1. Serie de Vectores y Reordenaciones
Sea E un espacio de Banach y
ÿ
ně1




}an} converge, decimos que
ÿ
ně1
an es absolutamente convergente.
Si
ř
ně1 aϕpnq converge, para cualquier ϕ : N Ñ N biyección, decimos que
ř
ně1 an es incondicionalmente convergente.
Si
ř
ně1 an converge pero no incondicionalmente, decimos que
ř
ną1 an es con-
dicionalmente convergente.
Cabe mencionar que si E “ Rk, k P N y řně1 an una serie en Rk, decimos que
ř
ně1 an es condicionalmente convergente si
ř
ně1 an converge pero no absolutamen-































pn “ an, an ě 0




qn “ ´an, an ď 0
qn “ 0, an ą 0
luego pn ě 0, qn ě 0, pn ` qn “ |an| y pn ´ qn “ an
















pn ´ qn converge 
































an una serie de números reales absolutamente convergente de
suma S entonces cada reordenación de
ÿ
ně1
an es también absolutamente convergente





an es absolutamente convergente, por Teorema 1.1 es convergente, luego








bn “ aϕpnq, n “ 1, 2, 3, ¨ ¨ ¨ , ϕ : N Ñ N una biyección
luego



























kn “ |a1| ` |a2| ` ¨ ¨ ¨ ` |an|
Sn “ a1 ` a2 ` ¨ ¨ ¨ ` an
tn “ b1 ` b2 ` ¨ ¨ ¨ ` bn
Para cualquier ǫ ą 0, podemos encontrar un N P N tal que










pues pSnq converge a S y
ÿ
ně1
an es absolutamente convergente.
Luego para cualquier n se tiene





Escojamos unM P N tal que t1, 2, ¨ ¨ ¨ , Nu Ă tϕp1q, ϕp2q, ¨ ¨ ¨ , ϕpMqu, esto es posible
pues al ser ϕ biyectiva entonces en la enumeración de ϕp1q, ¨ ¨ ¨ϕpMq eventualmente
aparecerán los primeros ı́ndices 1, 2, ¨ ¨ ¨ , N
Ahora tomando n ą M entonces ϕpnq ą N ya que n ą M ą M ´ 1 ą ¨ ¨ ¨ ą 1, aśı,
ϕpnq R tϕp1q, ϕp2q, ¨ ¨ ¨ , ϕpMqu por ser ϕ inyectiva; por la condición de haber elegido
M se tiene que ϕpnq R t1, 2, ¨ ¨ ¨ , Nu luego ϕpnq ą N .
Y también
|tn ´ SN | “ |b1 ` ¨ ¨ ¨ ` bn ´ pa1 ` ¨ ¨ ¨ ` aNq|
“ |aϕp1q ` ¨ ¨ ¨ ` aϕpnq ´ pa1 ` ¨ ¨ ¨ ` aNq|
|tn ´ SN | “ |aN`1 ` aN`2 ` ¨ ¨ ¨ ` aϕpnq|
Por último para n ą M se tiene















bn converge a S. 
Observación 1.2. Del teorema anterior concluimos que para series absolutamente
convergentes, todos los reordenamientos conducen a series que son también con-
vergentes al mismo valor. Tal hecho es muy diferente en series condicionalmente
convergentes, veamos el siguiente ejemplo. Sabemos que:






















` ¨ ¨ ¨
Luego






















` ¨ ¨ ¨
S
2
“ 0 ` 1
2
` 0 ´ 1
4
` 0 ` 1
6
` 0 ´ 1
8
` 0 ` 1
10
` 0 ´ 1
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` ¨ ¨ ¨
esta última serie contiene todos los términos de S en orden diferente, es decir, 3S
2
es
una reordenación de S, sin embargo convergen a sumas diferentes.
Aśı concluimos que los reordenamientos en series condicionalmente convergentes
introducen cierto grado de anarqúıa, pues es posible hacerlos converger a cualquier
valor predeterminado o diverger tal y como nos lo dice Riemann.
1.2. Teorema de Riemann




an una serie de números reales condicionalmente convergente y sea λ cual-






an que converge a λ (o bien, cuando λ “ ˘8, que diverge a ˘8).
Prueba.
Caso 1: λ ă 8






. Si an ě 0 entonces pn “ an y







´qn son divergentes a `8 y ´8 respectivamente.
A los términos pn los llamaremos términos positivos de
ÿ
ně1
an, mientras que a los
términos ´qn los llamaremos términos negativos de
ř
an.
Sea λ P R, veamos como reordenar
ÿ
ně1
an para que la serie converja a λ.
Etapa 1
Escoger tantos términos positivos (digamos k1 términos) tales que su suma
supere por primera vez a λ, esto es
p1 ` p2 ` ¨ ¨ ¨ ` pk1 ą λ
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Continuamos sumando ahora los términos negativos (digamos r1 de ellos) tales
que su suma sea por primera vez inferior a λ, esto es
p1 ` p2 ` ¨ ¨ ¨ ` pk1 ´ q1 ´ q2 ´ ¨ ¨ ¨ ´ qr1 ă λ





A continuación sumese tantos términos positivos (digamos k2 de ellos) hasta
que por primera vez se tenga que
p1 ` p2 ` ¨ ¨ ¨ ` pk1 ´ q1 ´ q2 ´ ¨ ¨ ¨ ´ qr1 ` pk1`1 ` pk1`2 ` ¨ ¨ ¨ ` pk2 ą λ
Continuése con tantos términos negativos (digamos r2 de ellos) hasta que por
primera vez se tenga que
p1`p2`¨ ¨ ¨`pk1´q1´q2´¨ ¨ ¨´qr1`pk1`1`pk1`2`¨ ¨ ¨`pk2´qr1`1´qr1`2´¨ ¨ ¨´qr2 ă λ
y continuando con este proceso indefinidamente, obtenemos una serie cuyos términos
son los mismos que
ÿ
ně1





Veamos que sucede con las sumas parciales de esta nueva serie. Para esto necesitamos
ver la etapa m.
Al final de esta etapa se suman términos negativos (rm de ellos) hasta que por
primera vez se tenga
Sm “ p1 ` ¨ ¨ ¨ ` pk1 ´ q1 ´ ¨ ¨ ¨ ´ qr1 ` pk1`1 ` ¨ ¨ ¨ ` pk2 ´ qr1`1 ´ ¨ ¨ ¨
´ qr2 ` ¨ ¨ ¨ ` pkm´1`1 ` ¨ ¨ ¨ ` pkm ´ qrm´1`1 ´ ¨ ¨ ¨ ´ qrm ă λ (1.3)
Pero como
p1 ` ¨ ¨ ¨ ` pk1 ´ q1 ´ ¨ ¨ ¨ ´ qr1 ` pk1`1 ` ¨ ¨ ¨ ` pk2 ´ qr1`1 ´ ¨ ¨ ¨ ´ qr2 ` ¨ ¨ ¨
` pkm´1`1 ` ¨ ¨ ¨ ` pkm ´ qrm´1`1 ´ ¨ ¨ ¨ ´ qrm´1 ą λ
8
Sumando ´qrm se tiene
Sm ą λ ´ qrm
Por (1.3) se tiene 0 ă λ ´ Sm ă qrm
Cuando m Ñ 8, Sm Ñ λ
Caso 2: λ “ `8 _ λ “ ´8
Hagamos la prueba para λ “ `8, el otro caso es similar
Etapa 1
Sumamos los primeros términos positivos (digamos k1 de ellos) hasta que por
primera vez su suma sea mayor o igual a 1, es decir
p1 ` ¨ ¨ ¨ ` pk1 ě 1
Sumando un único término negativo se tiene
p1 ` ¨ ¨ ¨ ` pk1 ´ q1 ď 1
Etapa 2
Súmese tantos términos positivos (digamos k2 de ellos) hasta que por primera
vez la suma sea ě 2, es decir,
p1 ` ¨ ¨ ¨ ` pk1 ´ q1 ` pk1`1 ` ¨ ¨ ¨ ` pk2 ě 2
luego súmese un único término negativo, entonces
p1 ` ¨ ¨ ¨ ` pk1 ´ q1 ` pk1`1 ` ¨ ¨ ¨ ` pk2 ´ q2 ď 2








además viendo este procedimiento en la etapa m tenemos que




p1 ` ¨ ¨ ¨ ` pk1 ´ q1 ` pk1`1 ` ¨ ¨ ¨ ` pk2 ´ q2 ` ¨ ¨ ¨ ` pkm´1`1 ` ¨ ¨ ¨ ` pkm ě m
sumando ´qm se tiene
Sm ě m ´ qm
Por (1.4) 0 ď m ´ Sm ď qm




















X P E{X “
ÿ
ně1
Xppnq para p : N Ñ N biyección
+
Observación 1.3. Cuando E “ R y consideramos
ÿ
ně1
Xn una serie absolutamente




También por el teorema de Riemann se tiene Sp
ÿ
ně1






¿Qué sucede si consideramos series de vectores?
La respuesta a esto es la que nos conlleva a estudiar el Teorema de Lévy-Steinitz.
1.3. Teorema de Lévy-Steinitz
























“ R ˆ t0u
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no es todo R2, pero es un subespacio af́ın de R2. Este fenómeno fue observado por
Lévy para R2 en 1905 y por Steinitz para Rk con k P N en 1913. El enunciado del
teorema es el siguiente:
“El conjunto de sumas de todas las reordenaciones de una serie de vectores en Rn
es el vaćıo o la traslación de un subespacio”
En nuestra notación si
ÿ
kě1





Xkq “ ttraslación de un subespaciou,
veamos los detalles:
Primero demostremos el siguiente lema técnico:
1.3.1. El Teorema del Confinamiento Poligonal
Para cada “n”, existe una constante Cn tal que si tvi; i “ 1, ¨ ¨ ¨ ,mu es una familia
finita de vectores en Rn cuya suma es cero y }vi} ď 1, i “ 1, 2, ¨ ¨ ¨ ,m, entonces
















ď Cn para todo j (1.5)
Además podemos tomar C1 “ 1 y Cn ď
a
4C2n´1 ` 1 para todo “n”.
Prueba.
Caso n=1 (Idea del Teorema de Riemann)
Si v1 ą 0, escogemos P p2q tal que vpp2q ă 0; y continuamos escogiendo los v negativos
hasta que la suma (por primera vez) sea negativa. Es decir,
v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1q ă 0
Escogemos el siguiente v positivo y continuamos escogiendo los v positivos hasta
que por primera vez la suma de todos los vectores escogidos sea positiva. Es decir,
v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1q ` ¨ ¨ ¨ ` vP pk2q ą 0
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Continuamos de esta manera hasta que todos los v sean usados y como |vi| ď 1 para
todo i, entonces
0 ď v1 ` vP p2q ď v1 ď 1
0 ď v1 ` vP p2q ` vP p3q ď v1 ď 1
...
v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1q ď 0
Pero v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1´1q ě 0
Sumando vP pk1q se tiene
vP pk1q ď v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1´1q ` vP pk1q ď 0
entonces
0 ď |v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1q| ď |vP pk1q| ď 1
De manera similar
v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1q ď v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1q ` vP pk1`1q ď 0
luego
|v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1q ` vP pk1`1q| ď |v1 ` vP p2q ` ¨ ¨ ¨ ` vP pk1q| ď 1
Continuando con este proceso, concluimos que cada suma parcial está entre 0 y 1,
por tanto C1 “ 1
Caso general
Haremos la prueba por inducción.
Asumamos que n ą 1 y que Cn´1 ă 8, además consideremos tviu una colección de
vectores satisfaciendo la hipótesis.
Como tviu es finito, hay un número finito de posibles sumas parciales de los v que




L “ v1 ` u1 ` ¨ ¨ ¨ ` us donde tu1, ¨ ¨ ¨ ` usu Ă tviu
Sea tw1, ¨ ¨ ¨ , wtu los otros v tal que
L ` w1 ` ¨ ¨ ¨ ` wt “ 0
Afirmación 1 xui, Ly ě 0 para todo i
Supongamos que xui, Ly ă 0 para algún i
luego ´xui, Ly}L} ą 0 entonces }L} ´
xui, Ly
}L} ą }L}







lo cual contradice la maximalidad de }L}
Afirmación 2 xv1, Ly ě 0
Supongamos que xv1, Ly ă 0
entonces






“ }L} ´ 1}L} xv1, Ly ą }L}
Aśı }v1 ´ L} ą }L}
Como ´L “ w1 ` ¨ ¨ ¨ ` wt entonces
}v1 ` w1 ` ¨ ¨ ¨ ` wt} ą }L}
lo cual contradice la maximalidad de L
Afirmación 3 xwi, Ly ď 0 para todo i
Supongamos que xwi, Ly ą 0 para algún i.
entonces






“ }L} ` xwi, Ly}L} ą }L}
luego }L ` wi} ą }L}
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Como L “ v1 ` u1 ` ¨ ¨ ¨ ` us entonces
}v1 ` u1 ` ¨ ¨ ¨ ` us ` wi} ą }L}
Aśı v1 ` u1 ` ¨ ¨ ¨ ` us ` wi seŕıa una suma parcial de norma mayor que la de L.
Usaremos la hipótesis inductiva en el espacio pn ´ 1q-dimensional
LK “ tv P Rn{ xv, Ly “ 0u
Sea
v
1 “ v ´ xv, LyL}L}2
Proy ( )L v
'=Comp ( )Lv v
v
L
Como L “ v1 ` u1 ` ¨ ¨ ¨ ` us y
v
1






i “ ui ´
xui, LyL
}L}2 P L






1 ` ¨ ¨ ¨ ` u
1
s “ v1 ` u1 ` ¨ ¨ ¨ ` us ´
xv1 ` u1 ` ¨ ¨ ¨ ` us, LyL
}L}2





1 ` ¨ ¨ ¨ ` u
1
s “ L ´
xL,LyL
}L}2 “ 0
Similarmente se prueba que w
1
























ď Cn´1 para todo j “ 1, 2, ¨ ¨ ¨ , s (1.6)




















ď Cn´1 para todo j “ 2, ¨ ¨ ¨ , t (1.7)
Pongamos Rp1q “ 1 Como xv1, Ly ě 0 y xwi, Ly ď 0, escogemos el más pequeño r,









esto es posible ya que definiendo
A “
#










se tiene que A ‰ H porque t P A, luego A posee mı́nimo, a este mı́nimo llamemoslo
r1.








































Ponemos los vectores en el siguiente orden
pv1, wRp1q, wRp2q, ¨ ¨ ¨ , wRpr1q, uQp1q, ¨ ¨ ¨ , uQps1q, wRpr1`1q, ¨ ¨ ¨ , wRpr2q, ¨ ¨ ¨ q























v1, i “ 1
wRpiq, i “ 2, ¨ ¨ ¨ , r1
uQpi´r1q, i “ r1 ` 1, ¨ ¨ ¨ , r1 ` s1
wRpi´s1q, i “ r1 ` s1 ` 1, ¨ ¨ ¨ , s1 ` r2
...
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la idea es acotar }ProyL a} y }CompL a} “ }a
1} para luego usar el teorema de
Pitágoras y obtener una cota para “a”.


































Por (1.6) y (1.7) tenemos
}a1} ď Cn´1 ` Cn´1 “ 2Cn´1 (1.10)
Afirmación 5 }ProyL a} ď 1
Por (1.8) y la afirmación 3 tenemos
0 ď
@




}L} ď }v1} ď 1
0 ď
@




}L} ď }v1} ď 1
...
@






































}L} ď }wRpr1q} ď 1 (1.11)



























































































uQp1q ` uQp2q, L
D
}L} ď 0
















































































}L} ď }uQps1q} ď 1



















































}L} ď 1 para todo j
Por lo tanto por las afirmaciones 4 y 5 concluimos que





















Ahora el objetivo es probar “ el teorema del reordenamiento” siendo este un ingre-
diente esencial para la prueba del Teorema de Lévy-Steinitz.
Para su prueba es necesario demostrar la siguiente consecuencia del teorema del
confinamiento poligonal:















ď ǫ, }vi} ď ǫ para todo i,entonces
existe una permutación P de (1, ¨ ¨ ¨ ,m) tal que
}vP p1q ` vP p2q ` ¨ ¨ ¨ ` vP prq} ď ǫpCn ` 1q para 1 ď r ď m
Prueba.















ď 1, para todo i
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luego por el teorema de confinamiento poligonal, existe una permutación P de




















































































ď ǫpCn ` 1q para 1 ď r ď m

1.3.2. El Teorema del Reordenamiento
En Rn, si una subsucesión de la sucesión de sumas parciales de una serie de vectores
converge a S, y si la sucesión de términos de la serie converge a “0”, entonces existe
un reordenamiento de la serie cuya suma es S.
Prueba.





Asumimos que Smk Ñ S para alguna subsucesión Smk , y debemos mostrar como
reordenar los tviu tal que toda la sucesión de sumas parciales converga a S.
Veamos






















































































ď δk`1 ` δk ` }vmk`1}
Ahora para cada k definimos
ǫk “ máxtδk`1 ` δk, supt}vi} : i ě mkuu
















También }vi} ď ǫk ď 2ǫk para i ě mk
















ď 2ǫkpCn ` 1q para r “ mk ` 1, ¨ ¨ ¨ ,mk`1 ´ 1
Ahora ordenemos los tviu como sigue




, vmk`1, vmk`2, ¨ ¨ ¨ , vmk`1´1
looooooooooooooomooooooooooooooon
y ordenamos estos térmi-
nos de acuerdo a pk
q















luego haciendo k Ñ 8 y sabiendo que Smk Ñ S




















Antes de enunciar y probar el Teorema Lévy-Steinitz necesitamos también otra
consecuencia del Teorema de Confinamiento Poligonal




vi, 0 ă t ă 1 y }vi} ď ǫ para todo i, entonces





































Luego por el teorema del confinamiento poligonal existe una permutación P de


















4C2n´1 ` 1, 2 ď r ď m
aśı se tendŕıa lo pedido.
Veamos el caso para n “ 1
multiplicando por ´1 si es necesario asumamos que w ą 0
Sea S el más pequeño i tal que
v1 ` v2 ` ¨ ¨ ¨ ` vS ą tw (1.12)
entonces
v1 ` v2 ` ¨ ¨ ¨ ` vS´1 ď tw
luego por 1.12 y sabiendo que |vS| ď ǫ se tiene
|v1 ` v2 ` ¨ ¨ ¨ ` vS´1 ` vS ´ tw| ď |vS| ď ǫ
Aśı para el caso n “ 1 se tiene el Lema con Cn´1 “ C0 “ 0
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Notar también que en este caso ningún reordenamiento es necesario para obtener
una apropiada suma parcial.












































luego por el Teorema del confinamiento poligonal existe una permutación P de





















































ď }vi}}w}}w} ď ǫ para todo i



































papel de los vi.
Ahora definamos
a “ v1 ` vP p2q ` ¨ ¨ ¨ ` vP prq ´ tw
veamos que sucede con }a1} y }Proyw a}
22
a




P p2q ` ¨ ¨ ¨ ` v
1
P prq
Por (1.13) se tiene
}a1} “ }v11 ` v
1
P p2q ` ¨ ¨ ¨ ` v
1
P prq} ď ǫCn´1 (1.15)
Proyw a “
xa, wyw
}w}2 y }Proyw a} “


































































}Proyw a} ď ǫ (1.16)























Ahora podemos finalmente probar el resultado principal
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1.3.3. Teorema de Lévy-Steinitz
El conjunto de sumas de todas las posibles reordenaciones de una serie de vectores















x P Rn{x “
ÿ
iě1














asumir que 0 P Sp
ÿ
iě1
viq. Aśı solo debemos probar que Sp
ÿ
iě1
viq es un subespacio de
Rn.
Sea S1, S2 P Sp
ÿ
iě1
viq y tǫmu una sucesión de números positivos que converge a 0.
Como un reordenamiento converge a S1, luego existe un conjunto finito I1 de enteros















Como un reordenamiento converge a 0, existe un conjunto finito J1 de enteros posi-















(Elegir este J1 lo suficientemente grande hasta que contenga a I1)






























(Elegir este I2 lo suficientemente grande hasta que contenga a K1 y a t2u si es que
no lo tuviera)
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luego, procediendo de la misma manera, construimos inductivamente conjuntos
Im, Jm y Km de enteros positivos tal que












































Para cada m ordenamos los ı́ndices en Jm de modo que los que estén en Im se
ubiquen al comienzo, también ordenamos los ı́ndices en Km de tal manera que los
que estén en Jm se ubiquen al comienzo. Luego ordenamos los ı́ndices de Im`1 de tal
modo que los que estén en Km se ubiquen al comienzo. Aśı existe una permutación
P y sucesiones crecientes













































ă ǫm para cada m (1.19)


































ă ǫm ` ǫm “ 2ǫm (1.20)




















luego para cada m, reordenamos los vectores
tvP piq : i “ im ` 1, ¨ ¨ ¨ , kmu intercambiando los vectores
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que converge a S1 ` S2. Además como Sp
ÿ
iě1
viq ‰ H, vpP piqq Ñ 0 el teorema del




Faltaŕıa demostrar que si S P Sp
ÿ
iě1
viq entonces St P Sp
ÿ
iě1
viq, @t P R
Pero por la aditividad de Sp
ÿ
iě1








Aśı es suficiente probar para los casos en que t P p0, 1q y t “ ´1
Caso t P p0, 1q




Fijemos t P p0, 1q
























Aśı por el lema 1.2 existe una permutación Qm de tP pjm ` 1q, ¨ ¨ ¨ , P pkmqu y un rm


































ď Mδm ` 2ǫm



















ă ǫm ` Mδm ` 2ǫm “ 3ǫm ` Mδm
Por lo tanto, existe una subsucesión de la sucesión de sumas parciales que converge




caso t “ ´1



































ă ǫm`1 ` ǫm




















ă ǫm`1 ` 2ǫm
luego para cada m, reordenamos los vectores tvP piq, i “ jm ` 1, ¨ ¨ ¨ , jm`1u
intercambiando los vectores tvP piq, i “ jm ` 1, ¨ ¨ ¨ , kmu con los vectores
tvP piq, i “ km ` 1, ¨ ¨ ¨ , jm`1u.















ă εm`1 ` 2εm.






Observación 1.4. Como cualesquiera dos espacios de dimensión finita y de igual
dimensión son isomorfos, el Teorema de Lévy-Steinitz se cumple en cualquier espacio
finito dimensional.
Observación 1.5. En el Teorema del confinamiento poligonal el menor valor de Cn
que satisface (1.5) es llamada la constante de Steinitz de Rn.
Trabajando en el teorema del confinamiento poligonal con un espacio vectorial con
producto interno E de dimensión finita y denotando a su constante de Steinitz por
SpEq se tiene los siguientes resultados:
Steinitz probó que SpEq ď 2 dimpEq. Ver [18]
SpEq ď dimpEq. Ver [19]
Si dimpEq “ 2 ñ SpEq ď 3
2
. Ver [15]
Si E es un espacio euclidiano de dimensión n











Reordenaciones en Espacios de
Dimensión Infinita
Ahora lo natural es estudiar si es posible extender el Teorema de Lévy-Steinitz a
espacios de dimensión infinita. El primer intento se hizo en espacios de Banach,
veamos los detalles:
2.1. Contraejemplo de Marcinkiewicz
Recordemos que el espacio vectorial normado L2r0, 1s está definido por







Ahora consideremos las siguientes funciones en L2r0, 1s. Aqúı χA denota la función
caracteŕıstica de A.




s, yi,k “ ´xi,k, 0 ď i ă 8, 0 ď k ă 2i
Claramente }xi,k}2 “ 2´i para cada i, k. Luego
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px0,0 ` y0,0q ` px1,0 ` y1,0q ` px1,1 ` y1,1q ` px2,0 ` y2,0q ` ¨ ¨ ¨ “ 0
x0,0`px1,0`x1,1`y0,0q`px2,0`x2,1`y1,0q`px2,2`x2,3`y1,1q`¨ ¨ ¨ “ 1, ver figura 2.1
Ninguna reordenación converge a la función constante 1{2 porque todas las sumas
parciales son funciones con valores enteros. Aśı el conjunto de sumas de la serie
ÿ
i,k





























Sabiendo que el teorema de Lévy - Steinitz falla drásticamente en espacios de Banach
de dimensión infinita, podemos preguntarnos:
¿Puede extenderse el Teorema de Lévy Steinitz para ciertos espacios de dimensión
infinita?
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La respuesta a esto nos motiva a estudiar el Teorema de Banaszczyk, que extiende
el Teorema de Lévy-Steinitz a espacios Fréchet Nucleares.
2.2. Teorema de Banaszczyk
El objetivo en esta sección es probar el siguiente resultado.
Teorema 2.1 (Banaszczyk). Sea
ÿ
iě1

























“ tf P E 1 :
ÿ
iě1













u es un subespacio cerrado de E
Este es un resultado muy profundo. Para su prueba es necesario usar muchas herra-
mientas del análisis funcional, empecemos recordando algunos resultados de teoŕıa
espectral.
2.2.1. Algunos resultados de teoŕıa espectral para operado-
res compactos
Definición 2.1. Sea X e Y espacios de Banach. Sea T P LpX, Y q, es decir, un
operador lineal y continuo deX a Y . Se dice que T es compacto si T pUxq (donde Ux es
la bola unitaria cerrada en X) es compacto en Y o equivalentemente si toda sucesión
acotada pxnqnPN en X, la sucesión pT pxnqqnPN admite una subsucesión convergente.
En lo que sigue H denotará a un espacio de Hilbert y LpHq “ LpH,Hq.
Teorema 2.2. Sea T P LpHq un operador compacto y autoadjunto. Entonces, }T }
o ´}T } es un autovalor de T .
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Demostración.
Si T “ 0, el resultado es trivial. Supongamos entonces T ‰ 0, como T es autoadjunto
entonces }T } “ supt| xTx, xy | : }x} “ 1u, existirá una sucesión pxnqně1 en la esfera
unitaria de H tal que | xTxn, xny | Ñ }T }, es decir,
xTxn, xy Ñ }T } o xTxn, xny Ñ ´}T }
Supongamos que converge a }T }. Entonces,
0 ď }Txn ´ }T }xn}2 “ }Txn}2 ´ 2}T } xTxn, xny ` }T }2
ď 2}T }2 ´ 2}T } xTxn, xny Ñ 0
de donde pTxn ´ }T }xnq Ñ 0
dado que T es compacto, existe alguna subsucesión pTxknq que converge a algún
y P H.
Luego: }T }xkn Ñ y entonces xkn Ñ y}T }




Por unicidad de ĺımite y “ T pyq
}T }
entonces }T }y “ T pyq
Solo falta comprobar que y ‰ 0. Pero,
}T } “ }T }}xkn} Ñ }y}
y como T ‰ 0 entonces y ‰ 0. 
Lema 2.1. Sea T P LpHq y sea M un subespacio invariante por T , es decir, tal que
T pMq Ă M . Entonces, MK es invariante por T ˚ (adjunta de T ). En particular, si
T es autoadjunto, entonces MK es invariante por T también.
Prueba.
Sea y P MK. Entonces, dado x P M , xx, T ˚yy “ xTx, yy “ 0 pues T pMq Ă M .
Aśı T ˚y P MK, de donde T ˚pMKq Ă MK 
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Teorema 2.3 (Teorema espectral para operadores compactos autoadjuntos). Si T
un operador compacto autoadjunto sobre H. Existe un sistema ortonormal x1, x2, ¨ ¨ ¨
de autovectores de T con autovalores correspondientes λ1, λ2, ¨ ¨ ¨ tal que, para cada





Si la sucesión pλnqně1 es infinita, entonces converge a cero.
Prueba.
Pongamos H1 “ H y T1 “ T . Por el Teorema 2.2, T1 tiene un autovalor λ1 con
|λ1| “ }T1}. Sea x1 un autovector unitario. Pongamos ahora H2 “ tx1uK, que es
un subespacio cerrado de H1. El lema 2.1 garantiza que T pH2q Ă H2. Sea T2 la
restricción de T a H2. Claramente, T2 es un operador compacto y autoadjunto en
H2, de donde, si es no nulo, tendrá un autovalor λ2 con |λ2| “ }T2} ď }T1} “ |λ1|. Sea
x2 un autovector unitario asociado a λ2 (y, si λ1 “ λ2, ortogonal a x1). Entonces, el
conjunto tx1, x2u es ortonormal. Sea H3 “ tx1, x2uK. Entonces, H3 es un subespacio
cerrado de H y H3 Ă H2 y nuevamente por el lema 2.1, T pH3q Ă H3. Repetimos el
argumento con T3 “ T |H3 , que vuelve a ser un operador compacto autoadjunto en
H3.
Continuando aśı, el proceso o bien Tn “ 0 para algún n, se obtiene una sucesión pλnq
de autovalores de T y un sistema ortonormal de autovectores tx1, x2, ¨ ¨ ¨ u tales que
|λn`1| “ }Tn`1} ď }Tn} “ |λn| para n “ 1, 2, 3, ¨ ¨ ¨ . Si pλnq es una sucesión infinita,
entonces pλnq Ñ 0, ya que se puede probar que el conjunto de todos los autovalores
de un operador compacto T posee un único posible punto de acumulación λ “ 0
(ver [28], pag. 284, teorema 2).
Veamos ahora que T se puede representar de la forma indicada:
Caso 1. Tn`1 “ 0 para algún n.




xx, xjyxj. Es claro que yn P tx1, x2, ¨ ¨ ¨ , xnuK, de donde






ya que yn P tx1, ¨ ¨ ¨ , xnuK “ Hn`1 y aśı T |Hn`1 “ Tn`1.
Caso 2. Tn ‰ 0 para todo n.














ď 2|λn`1|}x} Ñ 0




λn xx, xnyxn. 
Observación 2.1. El conjunto tx1, x2, ¨ ¨ ¨ u es una base ortonormal de ImpT q.
Para cada k, se tiene Txk “ λkxk, de donde xk “ 1λkTxk P ImpT q.
Aśı tx1, x2, ¨ ¨ ¨ u es una sucesión ortonormal dentro del espacio de Hilbert ImpT q.







luego spantx1, x2, ¨ ¨ ¨ u es denso en ImpT q. Por lo tanto, es una base ortonormal.
Definición 2.2. Un operador T P LpHq se dice que es positivo si xTx, xy ě 0
@x P H.
Observación 2.2. Es sencillo probar que todo operador positivo es autoadjunto.
(Ver [29], pag. 313, teorema 12.32).
Corolario 2.1. SeanH1 yH2 espacios de Hilbert y T P LpH1, H2q un operador com-
pacto. Entonces existen una sucesión de números reales no negativos
λ1 ě λ2 ě ¨ ¨ ¨ ě 0 y sistemas ortonormales txnu en H1 e tynu en H2 tales que,





λn xx, xny yn (2.2)
Además, si la sucesión pλnq es infinita, esta converge a cero.
Prueba. Es una consecuencia directa del teorema 2.3, trabajando con el operador
positivo, autoadjunto y compacto T ˚T . (Ver [10], pag. 149, teorema 16.3). 
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Observación 2.3. A la representación (2.2) se le llama “Representación Schmidt
del operador T”.
El siguiente teorema, el lector puede encontrarlo en [27], Pag. 337, teorema 14.
Teorema 2.4 (Descomposición polar). Sea V un espacio vectorial finito dimensional
con producto interno y T un operador lineal en V . Entonces existe un operador
unitario U en V y un operador positivo P en V tal que
T “ UP
El operador P es único. Si T es inversible, U también es único.
Observación 2.4. Del teorema 2.4 el operador T también puede ser expresado de
la forma T “ QU donde Q “ UPU´1 es también un operador positivo y tiene los
mismos autovalores que P .
Notaciones: Sea V un espacio vectorial sobre K “ pR o Cq. Si A,B Ă V y λ P K
se definen
A ` B “ ta ` b : a P A, b P Bu y λA “ tλa : a P Au
Si A tiene un solo elemento, A “ txu, se escribe x ` B en lugar de A ` B.
Si D denota la bola unitaria cerrada de K, se define el conjunto:
DA “ tλa : a P A, λ P Du
Definición 2.3. Sea V un espacio vectorial sobre K “ pR oCq y A Ă V se llama
a) Convexo si tA ` p1 ´ tqA Ă A para todo t P r0, 1s.
b) Equilibrado si DA Ă A (y por tanto DA “ A)
c) Absolutamente convexo si es equilibrado y convexo.
Es fácil ver que un conjunto A es absolutamente convexo si y solo si αA ` βB Ă A
para escalares α y β que verifiquen |α| ` |β| ď 1
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2.2.2. Diámetro de Kolmogorov
Sea E un espacio vectorial sobre K. Consideremos subconjuntos absolutamente con-
vexos U, V Ă E.
Escribimos V ă U si V es absorbido por U , es decir, si existe t ą 0 tal que V Ă tU .
Para V ă U y cualquier F Ă E subespacio vectorial definimos
dpV, U ;F q “ ı́nftδ ą 0 : V Ă δU ` F u
Definición 2.4. Para V ă U y cada k “ 1, 2, 3, ¨ ¨ ¨ definimos el diámetro de
Kolmogorov
dkpV, Uq “ ı́nftdpV, U ;F q : dimF ă ku
Lema 2.2. Sean E, F espacios vectoriales sobre K y sean U, V subconjuntos abso-
lutamente convexos de E con U ă V .
a) Para cada operador φ : E Ñ F se tiene
dkpφpUq, φpV qq ď dkpU, V q
b) Para cada operador φ : F Ñ E con φpF q “ E, se tiene
dkpφ´1pUq, φ´1pV qq “ dkpU, V q
c) Para cada operador φ : E Ñ F invertible se tiene
dkpφpUq, φpV qq “ dkpU, V q
d) dkpU, V q ě dk`1pU, V q para todo k P N
e) Si U0 Ă U ă V Ă V0 entonces dkpU0, V0q ď dkpU, V q, para todo k.
f) Si dimE “ n entonces dn`kpU, V q “ 0, para todo k P N.
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Prueba.
Son consecuencias directas de la definición del diámetro de Kolmogorov. 
Una desigualdad muy conocida en espacios con producto interno es la desigualdad
de Bessel, el lector interesado puede encontrarlo en [10] o cualquier otro texto de
análisis funcional.
Teorema 2.5. Sea tenu un sistema ortonormal en un espacio con producto interno
H. Entonces para todo x P H se cumple
ÿ
kě1
| xx, eky |2 ď }x}2
Teorema 2.6. Sean H1 y H2 espacios de Hilbert, UH1, UH2 sus bolas unitarias cerra-





λn xx, xny yn es la representación Schmidt de T entonces
λn “ dnpTUH1 , UH2q n “ 1, 2, ¨ ¨ ¨
Prueba.




λn xx, xny yn ` F.




λn xx, xny yn}2 “
ÿ
něm`1
λ2n| xx, xny |2 ď λ2m
ÿ
něm`1
| xx, xny |2 ď λ2m
Por lo tanto dmpTUH1 , UH2q ď λm.
La desigualdad inversa es trivial si λm “ 0, entonces supongamos que λm ą 0 y
TUH1 Ă δUH2 ` F, dimF ă m (2.3)
Sea h1, ¨ ¨ ¨ , hu, u ă m, una base de F . Existe una solución no trivial y P Spanty1, ¨ ¨ ¨ , ymu
de las ecuaciones xy, hjy “ 0, j “ 1, ¨ ¨ ¨ , u. Por lo tanto y P FK.
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αnxnq “ Tx (2.4)
Como x ‰ 0, escribamos x1 “ tx y y1 “ ty donde t “ 1
}x}
y tendremos
y1 “ Tx1 y y1 P FK




|αn|2 “ 1. Para f P F obtenemos











entonces δ ě λm. Como δ y F , en (2.3), fueron arbitrariamente escogidos, hemos
probado que
dmpTUx, Uyq ě λm

2.2.3. Espacios localmente convexos nucleares
Definición 2.5. Un espacio vectorial topológico E es un K “ pR o Cq espacio
vectorial con una topoloǵıa el cual hace las aplicaciones suma f : E ˆ E Ñ E y
multiplicación por un escalar ¨ : K ˆ E Ñ E continuas.
Una topoloǵıa τ en un K-espacio vectorial es claramente una topoloǵıa del espacio
vectorial si y solo si los siguientes enunciados son válidos:
1. Para cada x, y P E y cada vecindad U de x ` y existen vecindades V de x y
W de y, tal que V ` W Ă U .
2. Para cada λ0 P K, x0 P E y cada vecindad U de λ0x0 existe ε ą 0 y una
vecindad V de x0 tal que:
tλV : |λ ´ λ0| ď ε, v P V u Ă U
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Observación 2.5. En todo espacio vectorial topológico E se cumple lo siguiente:
a) Para cada y P E, la traslación x ÞÑ x ` y es un homeomorfismo. En particular
las vecindades de cada x P E son de la forma
x ` V “ tx ` v : v P V u,
donde V es una vecindad de cero.
b) Para cada vecindad de cero U en E existe una vecindad de cero V en E con
V ` V Ă U .
c) Para cada vecindad de cero U en E existe una vecindad de cero W Ă U con
W “ tλw : |λ| ď 1, w P W u
d) Para cada vecindad de cero U en E tenemos E “ YnPNnU , ya que para cada
x P E la sucesión px
n
qnPN converge a cero.
Por observación 2.5, en todo espacio vectorial topológico, existe una base de vecin-
dades cero de U , de conjuntos equilibrados y absorventes (i.e., E “ YnPNnU), donde
para cada U P U existe V P U tal que V ` V Ă U . Además si una topoloǵıa τ
en un K-espacio vectorial E tiene estas propiedades, entonces pE, τq es un espacio
vectorial topológico.
Definición 2.6. Un espacio localmente convexo E es un espacio vectorial topológico
en el cual cada punto tiene una base de vecindades de conjuntos convexos.
Una topoloǵıa localmente convexa, en un K-espacio vectorial E, es una topoloǵıa τ
en E el cual hace a pE, τq un espacio localmente convexo.
Lema 2.3. Para un espacio vectorial topológico E los siguientes enunciados son
equivalentes
1. E es localmente convexo.
2. E tiene una base de vecindades de cero que son convexos.
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3. E tiene una base de vecindades de cero que son absolutamente convexos.
Prueba.
Como las traslaciones de conjuntos convexos son convexos, la equivalencia de (1) y
(2) se obtiene de la observación 2.5 (a). Como todo conjunto absolutamente convexo
es convexo, solo necesitamos probar (2) Ñ (3).
Sea U una vecindad de cero arbitraria. Entonces por la hipótesis existe una vecindad
convexa de cero V Ă U , y por observación 2.5 (c), existe una vecindad equilibrada
de cero W Ă V . Para la cápsula convexa W0 de W tenemos que W0 Ă V Ă U . W0








βjyj en W0 y λ, u P K con
|λ| ` |u| ď 1 tenemos












|u|yjq ` p1 ´ |λ| ´ |u|q ¨ 0 P W0

Lema 2.4. Si E es un espacio localmente convexo, entonces para cualquier vecindad
de cero absolutamente convexa U en E se cumple:
1. El funcional de Minkowski } ¨ }U : x Ñ ı́nftt ą 0 : x P tUu, de U , es una
seminorma continua en E.
2.
˝






Prueba. (1) es sencillo de la definición y (3) es consecuencia directa de (2), aśı que
solo probemos (2). Las inclusiones
tx P E : }x}U ă 1u Ă U Ă tx P E : }x}U ď 1u
son claras de la definición del funcional de Minkowski. Obviamente tx P E : }x}U ă
1u Ă
˝
U y U Ă tx P E : }x}U ď 1u. Para probar las otras inclusiones, notar que para
cada x P
˝
U existe un ε ą 0 con p1 ` εqx P
˝
U . Aśı, }x}U ď p1 ` εq´1 ă 1. Si }y}U ď 1
para un y P E, entonces 1
t




y P U . 
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Observación 2.6. Del lema anterior (3) se tiene que todo espacio localmente conve-
xo tiene una base de vecindades de cero que son absolutamente convexos y cerradas.
Definición 2.7. Sea E un espacio localmente convexo. Una colección U de vecinda-
des de cero en E es llamado un sistema fundamental de vecindades de cero, si para
cada vecindad de cero U existe un V P U y un ε ą 0 con εV Ă U .
Una familia p} ¨ }αqαPA de seminormas continuas en E es llamada un sistema funda-
mental de seminormas, si los conjuntos
Uα “ tx P E : }x}α ă 1u, α P A,
forma un sistema fundamental de vecindades de cero.
De acuerdo a esto, no es dif́ıcil probar que todo sistema fundamental de seminormas
p} }αqαPA en un espacio localmente convexo E, tiene las siguientes propiedades:
1. Para cada x P E, con x ‰ 0 existe un α P A tal que }x}α ą 0.
2. Para α, β P A existe γ P A y un C ą 0 tal que máxp} ¨ }α, } ¨ }βq ď C} ¨ }γ.
Lema 2.5. Todo espacio localmente convexo E posee un sistema fundamental de
seminormas.
Prueba.
Por el lema 2.3, E tiene una base de vecindades de cero U de conjuntos absolutamente
convexos. Entonces por el lema 2.4, p}¨}UqUPU es una familia de seminormas continuas
en E. Si V es una vecindad de cero cualesquiera en E, existe un U P U con U Ă V ,
luego por el lema 2.4 (2) se tiene
tx P E : }x}U ă 1u Ă U Ă V
Aśı p} ¨ }UqUPU forma un sistema fundamental de seminormas. 
Observación 2.7. Si un sistema fundamental de seminormas U es numerable enton-
ces podemos asumir que U “ t}¨}k : k P Nu donde }¨}1 ď }¨}2 ď ¨ ¨ ¨ . Esto es posible
escribiendo }x}k “ máx
j“1,2,¨¨¨ ,k
Pjpxq donde tPj : j P Nu es un sistema fundamental de
seminormas numerable.
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Lema 2.6. Para un espacio localmente convexo E, los siguientes enunciados son
equivalentes:
1. E es metrizable.
2. E tiene una base numerable de vecindades de cero.
3. E tiene un sistema fundamental de seminormas numerable.
4. Una métrica invariante por traslaciones genera la topoloǵıa de E.
Prueba. (1) Ñ (2) y (4) Ñ (1) son obvias.
Para mostrar (2) Ñ (3) asumamos que U1 Ą U2 Ą ¨ ¨ ¨ es una base de vecindades de
cero absolutamente convexos. Pongamos }¨}k “ } }Uk . Entonces }¨}k son seminormas
continuas. Si p es una seminorma continua, entonces podemos escoger k tal que
Uk Ă tx P E : ppxq ď 1u. Esto implica ppxq ď }x}k, @x P E.








1 ` }x ´ y}k
Es un ejercicio elemental mostrar que dp¨, ¨q es una métrica invariante por traslaciónes
que induce la topoloǵıa de E. 
Lema 2.7. Sea E un K-espacio vectorial y p} ¨ }αqαPA una familia de seminormas
en E con las propiedades (1) y (2) de la definición 2.7. Entonces existe una única
topoloǵıa localmente convexa en E, para el cual p}¨}αqαPA es un sistema fundamental
de seminormas.
Prueba.
Para cada x P E, α P A y ε ą 0, sea
Uα,εpxq “ ty P E : }y ´ x} ă εu
Entonces la colección de conjuntos
O “ tG Ă E : para cada x P G existe un α P A, ε ą 0 con Uα,εpxq Ă Gu
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Es una topoloǵıa en E localmente convexa, para el cual p} ¨ }αqαPA es un sistema
fundamental de seminormas.
Si existe otra topoloǵıa O1 con las propiedades dadas, entonces Uα,εpxq P O1, para
todo x P E, α P A y ε ą 0. Esto implica O Ă O1. Para mostrar que O1 Ă O, sea
U P O1 con 0 P U . Entonces existen α P A y ε ą 0 con Uα,εp0q “ εUαp0q “ εUα Ă U .
Como O y O1 son invariante por traslaciones, se tiene que O1 “ O. 
Observación 2.8. El lema 2.7 es usado frecuentemente para definir espacios lo-
calmente convexos como K-espacios vectoriales en el que una familia p} ¨ }αqαPA de
seminormas, satisfaciendo las propiedades (1) y (2) de la definición 2.7, han sido
dadas.
Entre las clases de espacios localmente convexos resaltan los espacios de Fréchet,
bornológicos, Schwartz, nucleares, etc. Todo el estudio anterior, sobre el diámetro
de Kolmogorov y los espacios localmente convexos, fue necesario para ahora definir
formalmente un espacio localmente convexo nuclear.
Definición 2.8. Un espacio localmente convexo E se dice que es nuclear si para cada
c ą 0, m “ 1, 2, ¨ ¨ ¨ y una seminorma p prehilbertiana continua (i.e., una seminorma
que satisface p2pu ` vq ` p2pu ´ vq “ 2p2puq ` 2p2pvq) existe otra seminorma q
prehilbertiana continua tal que
dkpBq, Bpq ď ck´m para todo k
donde Bp “ tu P E : ppuq ď 1u es llamada la bola unitaria cerrada con respecto a
la seminorma p.
Si E es un espacio Fréchet Nuclear (un espacio localmente convexo nuclear me-
trizable y completo) entonces tBpnuně1 es una base de vecindades de cero con
p1 ď p2 ď ¨ ¨ ¨ (ver observación 2.7 y Lema 2.6).
Informalmente, esto significa que si nos damos una bola unitaria cerrada de alguna
seminorna, es posible encontrar otra bola unitaria cerrada, de otra seminorma, con-
tenida en la original o que para alguna vecindad de cero V existe otra vecindad de
cero contenida en V .
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Hay varias definiciones de espacios nucleares, la utilidad de cada una de ellas depende
del contexto en que se trabaje. Probar la equivalencia de estas definiciones es un
trabajo no trivial.
2.2.4. Teorema de Banaszczyk
Algunos lemas previos son necesarios para la prueba del Teorema de Banaszczyk.
Previamente definamos una elipsoide en Rn.
Definición 2.9. Una aplicación af́ın T : Rn Ñ Rn es una aplicación de la forma
Tx “ Ax ` b, A : Rn Ñ Rn es lineal y b P Rn un vector constante. Un elipsoide
C n-dimensional en Rn con centro b es la imagen de la bola unitaria cerrada en Rn
bajo una aplicación af́ın no singular, i.e.,
C “ T pUnq “ ApUnq ` b
con T aplicación af́ın no singular (detA ‰ 0) y Un la bola unitaria cerrada en Rn.
Observación 2.9. Sea C un elipsoide en Rn, luego
C “T pUnq, T aplicación af́ın no singular
“ApUnq ` b, A lineal y detA ‰ 0
Por el teorema 2.4
“PUpUnq ` b, P positivo y U unitario
C “P pUnq ` b
donde los autovalores de P son llamados los semiejes principales de C.
Lema 2.8. Sea C un elipsoide n-dimensional en Rn con semiejes principales λ1, λ2, ¨ ¨ ¨ , λn.










Prueba. Podemos asumir que el centro de C es el origen. Sea T : Rn Ñ Rn un
operador lineal tal que T pUnq “ C. Tomamos una base ortonormal tekunk“1 de Rn






tkek : |tk| ď Sk, k “ 1, ¨ ¨ ¨ , n
+
donde Sk ą 0 es la mitad del tamaño de la arista paralela a ek.
Para cada k “ 1, ¨ ¨ ¨ , n, se tiene
Sk “ sup
uPUn
xTu, eky “ sup
uPUn





















t2kek con |tik| ď Sk k “ 1, 2. Entonces




































´Skek P P entonces




















De (2.5), (2.6) y (2.7) sup
x,yPP




































































se le llama la norma Hilbert-Schmidt del operador T y
de la afirmación cambiando ek por e
1









es decir la norma Hilbert-Schmidt de un operador no depende de la base ortonormal.
Finalmente por teorema 2.4 T “ UP , U unitario, P positivo con autovalores

















λn xx, xny yn (2.8)































Lema 2.9. Sea C un elipsoide n-dimensional en Rn con semiejes principales
λ1 ě ¨ ¨ ¨ ě λn
entonces dkpC,Unq “ λk, k “ 1, 2, ¨ ¨ ¨ , n
Prueba. Como C “ T pUnq, T lineal y detT ‰ 0; luego por el Teorema 2.4 T “ UP ,
















λn xx, xny yn
es la representación Schmidt del operador T .
Aplicando el Teorema 2.6 concluimos que
λk “ dkpT pUnq, Unq “ dkpC,Unq, k “ 1, 2, ¨ ¨ ¨ , n

Observación 2.10. Sea C un elipsoide n-dimensional enRn con semiejes principales
λ1 ď λ2 ď ¨ ¨ ¨ ď λn, luego T pUnq “ C con T lineal y detT ‰ 0. Queremos calcular
dkpUn, Cq, pero como 1λ1 ě
1
λ2
ě ¨ ¨ ¨ ě 1
λn
y del Lema 2.2 (b) tenemos que
dkpUn, Cq “ dkpT´1pUnq, T´1pCqq “ dkpT´1pUnq, Unq
entonces dkpT´1pUnq, Unq “ λ´1k , k “ 1, 2, ¨ ¨ ¨ , n.
Lema 2.10. Sea C un elipsoide n-dimensional en Rn con centro en cero y semiejes
principales λ1, ¨ ¨ ¨ , λn tal que
λ´21 ` ¨ ¨ ¨ ` λ´2n ď 1 (2.9)
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Sea M un subespacio af́ın pn ´ 1q-dimensional en Rn con
M X Un ‰ H (2.10)
entonces CXM es un elipsoide n´1 dimensional; denotando sus semiejes principales
por u1, ¨ ¨ ¨ , un´1, se verifica
u´21 ` ¨ ¨ ¨ ` u´2n´1 ď 1 (2.11)
Prueba.
Por (2.9), Un Ă C, y por lo tanto de (2.10) C X M ‰ H.
Como M es un subespacio af́ın pn ´ 1q-dimensional en Rn, entonces M “ x ` N ,
donde N subespacio pn ´ 1q-dimensional en Rn.
Como M XUn ‰ H entonces N XUn ‰ H. Luego consideremos un isomorfismo f de
Rn tal que fpCq “ Un, luego CXN “ f´1pUnqXf´1pAq “ f´1pUnXAq “ f´1pUn´1q
donde A subespacio pn ´ 1q-dimensional en Rn.
Finalmente
ñ C X M “ x ` f´1pUn´1q es un elipsoide pn ´ 1q-dimensional.
Asumamos que los semiejes principales de C estan en orden creciente:
λ1 ď ¨ ¨ ¨ ď λn
Entonces por la observación 2.10
dkpUn, Cq “ λ´1k (2.12)
Similarmente, denotando por µ el centro de la elipsoide C X M , M0 “ M ´ u y
asumiendo que los semiejes principales µ1, µ2, ¨ ¨ ¨ , µn´1 de C X M esten en orden
creciente, obtenemos
dkpUn X M0, pC X Mq ´ uq “ µ´1k (2.13)
Sea N “ fpMq, N0 “ fpM0q, D “ fpUnq
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D “ fpUnq y vk “ λ´1k ; entonces v1, ¨ ¨ ¨ , vn son los semiejes principales de la elipsoide
D. Por condición (2.9)
v21 ` ¨ ¨ ¨ ` v2n ď 1 (2.14)
Sea P un paraleleṕıpedo rectangular circunscrito aD tal que una de sus caras pn´1q-
dimensionales es paralela a N0. De (2.14) y del lema 2.8 tenemos que P Ă Un. Por
construcción, D Ă P y N0 X D ‰ H ya que M0 X Un ‰ H.
Sea π : Rn Ñ N0 la proyección ortogonal. Entonces es claro que πpP q es un parale-
leṕıpedo rectángular pn´1q-dimensional que circunscribe al elipsoide πpDq; además,
πpP q Ă pUnXNq´fpuq, luego diamπpP q ď 2 (trabajando con la métrica euclidiana)




d2kpπpDq, pUn X Nq ´ fpuqq ď 1 (2.15)




d2kpD X N0q, pUn X Nq ´ fpuqq ď 1 (2.16)
finalmente como f´1 es un isomorfismo, por Lema 2.2 (c) concluimos que
dkpD X N0, pUn X Nq ´ fpuqq “ dkpf´1pD X N0q, f´1ppUn X Nq ´ fpuqqq
“ dkpUn X M0, pC X Mq ´ uq “ u´1k
Aśı de (2.13) y (2.16) obtenemos (2.11). 
Lema 2.11. Sea A un espacio euclidiano af́ın n-dimensional y P un paraleleṕıpedo
n-dimensional en A tal que la medida de cada una de sus aristas es menor o igual
a 1. Sea C un elipsoide n-dimensional en A con semiejes principales λ1, ¨ ¨ ¨ , λn tal
que λ´21 ` ¨ ¨ ¨ ` λ´2n ď 1. Si P contiene el centro de C, entonces C contiene alguna
arista de P .
Prueba.
Usaremos inducción sobre n. Para n “ 1, el lema es trivial. Supongamos que el lema
es cierto para espacios pn´ 1q-dimensionales, n ě 2. Sea u el centro de C. Podemos
encontrar una isometŕıa af́ın T : A Ñ Rn con Tu “ 0.
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Definamos
s “ suptr ą 0 : rT pCq Ă T pP qu
Sea F una cara pn ´ 1q-dimensional de T pP q tangente al elipsoide sT pCq. Sea w el
punto en común de F y sT pCq y M un subespacio af́ın pn ´ 1q-dimensional de Rn








Luego como las aristas de T pP q son menores o iguales a uno, tenemos que M XUn ‰
H.
Luego por el lema 2.10 tenemos que T pCq X M es un elipsoide pn ´ 1q-dimensional,
y si u1, ¨ ¨ ¨ , un´1 son sus semiejes principales, entonces
u´21 ` ¨ ¨ ¨ ` u´2n´1 ď 1
Como w es el centro de T pCq XM y w P F , la hipótesis inductiva afirma que alguna
arista de F esta contenida en T pCq X M .
Esto significa que T pCq contiene alguna arista de T pP q, es decir, C contiene alguna
arista de P . 
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Para cada s P N, denotemos a Is a la colección de todos los subconjuntos de
t1, 2, ¨ ¨ ¨ , su.




d2kpBp, Bqq ď 1 (2.17)




vi : I P Isu (2.18)
entonces existe algún j P Is tal que 1 ď card J ď s ´ 1 y b `
ř
iPJ vi P Bq ` y.
Prueba.
Sin pérdida de generalidad podemos asumir que p, q son normas y v1, ¨ ¨ ¨ , vs son
linealmente independientes. Aśı, podemos asumir que E “ Rs y Bp “ Us. Entonces
el conjunto de (2.18), denotado por P , es un paraleleṕıpedo s-dimensional y Bq ` y
un elipsoide s-dimensional en Rs. Si λ1, ¨ ¨ ¨ , λs son los semiejes principales de Bq`y,
entonces, por (2.17), tenemos que
λ´21 ` ¨ ¨ ¨ ` λ´2s ď 1
En virtud del lema 2.11, existe una arista de P contenida en Bq ` y. Como s ě 2,





vértice de P tiene la forma b `
ÿ
iPJ
vi para algún J P Is, 1 ď card J ď s ´ 1, esto




ui una serie convergente en un espacio vectorial topológico E. Para cada























































es cerrado. Veamos que es un subgrupo aditivo de E.




















˚q Fijemos m P N, U vecindad de cero, entonces por observación 2.5 existe V








ui P V .
En particular x P Zn, es decir, cualquier vecindad de x, digamos x`V , satisface





ui P V, I Ă tn, n ` 1, ¨ ¨ ¨ u finito (2.19)

























p´x ` Uq X Zm ‰ H, @m P N

















entonces y P ZR con R “ k ` 1, k “ máx I, esto es





ui P V, J Ă tk ` 1, k ` 2, ¨ ¨ ¨ u finito
luego como I X J “ H se tiene






















Claramente I Y J Ă tm,m ` 1, ¨ ¨ ¨ u
entonces
ppx ` yq ` Uq X Zm ‰ H, @m P N
Por lo tanto x ` y P Zm, @m P N
entonces














ui una serie convergente en un espacio localmente convexo me-























“ tw P E : existe ρ una permutación de N y una sucesión








“ Ą ” Como E es espacio localmente convexo metrizable, entonces por el lema 2.6










Sea n0 “ 1, existe V vecindad de cero tal que V ` V Ă U1








































X Zn0 ‰ H















ui P V (2.20)







ui P V (2.21)





























Procediendo por inducción, encontramos
Ik Ă tnk´1, nk´1 ` 1, ¨ ¨ ¨ u finito y








































Ahora, sea jk “ nk ´1´ |Ii| y construimos una permutación δ de los naturales
con
δptnk´1, ¨ ¨ ¨ , jkuq “ Tk ´ Ik






























Sea I “ tδp1q, δp2q, ¨ ¨ ¨ , δpjkqu ´ t1, 2, ¨ ¨ ¨ , nu entonces
ÿ
iPI









































Un corolario del Teorema de Hahn-Banach que será de utilidad para el siguiente
lema es:
56
Corolario 2.2. Sea C Ă E un conjunto abierto convexo y x0 P E con x0 R C.




















































no contiene a w, existe una seminorma q prehilbert continua tal que























ą 1, para cualquier I Ă tm,m ` 1, ¨ ¨ ¨ u finito. (2.22)
Por definición de nuclearidad, podemos encontrar otra seminorma p prehilbert con-








Aumentando el valor de m, si es necesario, podemos asumir que



























Podemos asumir que s “ l ´ m ě 2. Denotemos a vi “ ui`m´1 para














para J Ă tm, ¨ ¨ ¨ , lu (2.27)







ď 1, el cual contradice (2.22). Esto
prueba (2.25). Aśı en virtud del corolario del teorema de Hahn-Banach, existe f P E 1
que separa estrictamente w de Q
sup
uPQ

















fpuiq converge. Por lo tanto, dee (2.29) y




















Lema 2.16. Sean B Ă C Ă D tres elipsoides con el mismo centro n-dimensionales

















ui P C, existe una permutación





uϕpiq P D pj “ 1, 2, ¨ ¨ ¨ , lq
Prueba.
Aplicaremos inducción sobre n. Para n “ 1, el lema es trivial. Fijemos un entero
m ě 2 y supongamos que el lema es cierto para n “ m´1. Probaremos que también
es cierto para n “ m.






























wi P G, existe




wδpiq P H pj “ 1, ¨ ¨ ¨ , lq
Para probar (˚), aplicaremos inducción sobre l. Para l “ 1, no hay nada que probar.
Fijemos un entero s ě 2 y supongamos que (˚) es verdadero para todo l ă s.
Probaremos que (˚) es verdadero para l “ s.




vi P G. Tenemos que





vρpiq P H pj “ 1, ¨ ¨ ¨ , sq (2.35)
Consideremos dos casos.
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vi : I P Is
+
contiene al cero. Sean p y q normas en Rm con Bp “ F y Bq “ G. Entonces
de (2.32) y el lema 2.12 con y “ 0, existe un J P Is tal que 1 ď card J ď s ´ 1 y
b`řiPJ vi P G. Denotemos a r “ card J y sean w1, ¨ ¨ ¨ , wr los elementos consecutivos
del conjunto tviuiPJ . Por nuestra hipótesis inductiva (˚) es verdad para l “ r, existe





wδpiq P H pj “ 1, ¨ ¨ ¨ , rq






vρpiq P H pj “ 1, ¨ ¨ ¨ , rq (2.36)
Ahora, sean w11, ¨ ¨ ¨ , w1s´r los elementos consecutivos del conjunto tviuiRJ . Sea l “
s ´ r en (˚) y reemplazando b por b ` řiPJ vi, vemos que existe una permutación τ








w1τpiq P H pj “ 1, ¨ ¨ ¨ , s ´ rq
En otras palabras, podemos ordenar los elementos de t1, ¨ ¨ ¨ , suzJ en una sucesión









vρpiq P H pj “ r ` 1, ¨ ¨ ¨ , sq (2.37)
Entonces ρ es una permutación de t1, ¨ ¨ ¨ , su y (2.35) se obtiene de (2.36) y (2.37).
Caso 2: Supongamos ahora que cero no pertenece a la cápsula convexa de Z. Aśı,
en virtud del corolario del Teorema de Hahn-Banach, existe un funcional f en Rm
con
fpuq ą 0, para todo u P Z (2.38)
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Sea h “ suptfpuq : u P Gu. Evidentemente, Z es simétrico con respecto al punto




vi. Como el punto medio pertenece a G, de
(2.38) se tiene que
fpuq ă 2h, para todo u P Z (2.39)
Podemos asumir queH “ Um y que ker f “ Rm´1, Sea π : Rm Ñ Rm´1 la proyección













d2kpπpF q, πpGqq ď 1 (2.40)
Podemos encontrar un paraleleṕıpedo rectángular P m-dimensional circunscrito a
G tal que una de sus caras sea paralela a Rm´1. De (2.33) y el lema 2.8 tenemos que
2P Ă Um. Aśı, llegamos a que
2πpP q Ă W “ πpUm
č
f´1p2hqq (2.41)
Obviamente πpP q es un paraleleṕıpedo pm´ 1q dimensional circunscrito al elipsoide








Denotemos a B “ πpF q, C “ πpGq y D “ W . Entonces de (2.40) y (2.42) obtenemos
(2.30) y (2.31), respectivamente. Luego, sea n “ m ´ 1, l “ s, a “ πpbq y ui “ πpviq

















P πpGq “ C
Luego, las hipótesis del lema 2.16 son satisfechas. Como se asumió verdadero, el





πpvρpiqq P W pj “ 1, ¨ ¨ ¨ , sq (2.43)
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vρpiq P L “ π´1pW q
č
f´1pr0, 2hsq pj “ 1, ¨ ¨ ¨ , sq
Finalmente, no es dif́ıcil darse cuenta que L Ă Um. Esto prueba (2.35). 
















ui P Bq, existe una permutación





uϕpiq P Br para j “ 1, ¨ ¨ ¨ , l
Prueba. Es consecuencia directa del Lema anterior. 
Prueba del Teorema 2.2 (Banaszczyk)





















Luego, por el lema 2.14, existe una permutación δ de N y una sucesión j1 ă j2 ă ¨ ¨ ¨




uδpiq. Podemos encontrar una sucesión p1 ď p2 ď ¨ ¨ ¨ de
seminormas prehilbert en E tal que tBpnu8n“1 es una base de vecindades de cero en



















para cada n P N, y que
pn`2puδpiqq ď 1 (2.46)
para cada n P N y todo i ą jn.




d2kpBpn`2 , BPn`1q ď 1 (2.47)










ya que pn`1 ď pn`2. Por (2.44) - (2.48) y el corolario del lema 2.16 tenemos que














para l “ jn ` 1, ¨ ¨ ¨ , jn`1.





ρnpδpiqq , jn ` 1 ď i ď jn`1
i , i ď j1









ď 1 pl ą jn : n P Nq
































La otra inclusión es una consecuencia trivial del Lema 2.14.
Observación 2.11. Si omitimos la nuclearidad en el teorema de Banaszczyck, en
[13] se prueba que existe una serie que no satisface (2.1).
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tenga la forma de (2.1).
Concluimos el trabajo mencionando algunos problemas abiertos
1) Encontrar espacios concretos y condiciones en una serie convergente para que su
conjunto de sumas de reordenamientos convergentes tenga la forma de (2.1).
2) ¿contiene todo espacio de Fréchet no nuclear una serie cuyo conjunto de sumas
de reordenamientos convergentes consista en dos puntos?
3) ¿Existe una serie en un espacio de Banach cuyo conjunto de sumas de reordena-
mientos convergentes es un subespacio af́ın no cerrado?
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