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Résumé
Dans le futur proche, de nombreux sondages de galaxies fourniront une car-
tographie de la distribution de la matière dans l’univers, avec laquelle il
sera possible de contraindre les paramètres cosmologiques avec une precision
inégalée. Cela implique que les predictions théoriques des observables en
question doivent atteindre une precision suffisante pour pouvoir être com-
parées aux observations et extraire le maximum d’information cosmologique.
Ces sondages ont été conçus pour comprendre la nature de l’énergie noire,
une composante dont on a supposé l’existence pour expliquer l’accélération
de l’expansion de l’univers observée à bas décalage vers le rouge. Dans le
modèle standard de la cosmologie, cette composante est représentée par une
constante cosmologique Λ qui domine le budget énergétique de l’univers au-
jourd’hui. Même si le modèle ΛCDM reste en bon accord avec les observa-
tions, de nombreux problèmes théoriques concernant la nature de la constante
cosmologique motivent l’étude d’un très grand nombre de modèles alternat-
ifs, qui doivent maintenant être mis à l’épreuve des observations. Pour ce
faire, il est nécessaire de tenir compte des effets de la dynamique non-linéaire
du processus d’effondrement gravitationnel. Cette thèse se place dans ce con-
texte, en utilisant les simulations N-corps comme outil pour relier aux ob-
servations la théorie de la formation des structures cosmiques dans le régime
non-linéaire. D’un coté je vais explorer l’impact des effets non-linéaires sur
l’estimation des paramètres cosmologiques dans le cadre d’une interprétation
statistique des données. Celle ci nécessite le calcul de la matrice de covari-
ance du spectre de puissance de la matière. L’estimation de cette matrice au
moyen des simulations permet de quantifier l’importance des ces effets qui,
si négligés, peuvent biaiser les résultats ou amener à une sous-estimation
des erreurs statistiques sur les paramètres cosmologiques. De l’autre, je
vais présenter les méthodes numériques pour résoudre l’evolution d’un fluide
d’énergie noire dans le cas où les perturbations ont une vitesse de propa-
gation très faible devant celle de la lumière. En s’effondrant l’énergie noire
laisse des empreintes distinctes sur la distribution de matière dans l’univers.
Dans ce cas, l’énergie noire ne peut être traitée comme un fluide homogène
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et son evolution doit être suivie dans le régime non-linéaire en meme temps
que celle de la matière noire. Ces méthodes numériques, une fois couplées
avec un code N-corps, permettront de produire les premières simulations de
l’evolution cosmique d’un modèle d’énergie noire in-homogène.
Mots clés
Cosmologie, structure à large échelle, Energie Noire, méthodes numérique
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Summary
In the near future numerous galaxy surveys are going to provide a cartog-
raphy of the distribution of matter in the universe, with which it will be
possible to constrain the cosmological parameters with an unprecedented
precision. This means that theoretical predictions of the observables at issue
need to attain a high level of precision, so that we can extract the maximum
cosmological information when comparing them to observations. Upcoming
surveys have been conceived to understand the nature of dark energy, a com-
ponent of which we have postulated the existence to explain the acceleration
of the expansion of the universe observed at low redshift. In the standard
cosmological model this component is represented as a cosmological constant
Λ that dominate the energy budget of the universe today. Even if the ΛCDM
model remains in good agreement with observations, a number of theoretical
problems regarding the nature of the cosmological constant justify the study
of a great number of alternative models, that now have to be put to the test
with observations. To do so, it is necessary to take into account the effects
of the non-linear dynamics of the gravitational collapse process. This thesis
is placed in this context, using N-body simulations as a tool to link observa-
tions to the theory of cosmic structure formation in non-linear regime. On
one side we are going to explore the impact of non-linear effects on the esti-
mation of cosmological parameters in a statistical framework. This requires
the computation of the covariance matrix of the matter power spectrum.
The estimation of this matrix using simulations allows the quantification of
the importance of non-linear effects that, if neglected, can bias the results or
lead to an under-estimation of the statistical errors on the cosmological pa-
rameters. On the other side, we are going to present the numerical methods
to solve the evolution of a dark energy fluid with perturbations that have a
very low speed of propagation with respect to the speed of light. Collapsing
dark energy perturbations leave a distinctive imprint on the distribution of
matter in the universe. In this case, dark energy cannot be treated as a ho-
mogeneous fluid and its evolution has to be followed in the non-linear regime
together with the dark matter component. These numerical methods, once
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coupled to an N-body code, will allow the production of the first simulations
of the evolution of an inhomogeneous dark energy model.
Keywords
Cosmology, Large Scale Structure, Dark Energy, numerical methods
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Chapter 1
Introduction
Cosmology is the branch of physical sciences that studies the universe as a
single physical system. Over the course of history the origin and fate of the
universe have stimulated the minds of great thinkers, however it is only at
the beginning of the 20th century that cosmology has emerged as a scien-
tific discipline. In the last hundred years we have gathered an impressive
amount of information on the properties of our universe. Our understand-
ing of what we observe has improved along with the quality of the data,
thanks to great theoretical advancements. Nowadays, we have a standard
cosmological model that fits very well the data: the so called ΛCDM model.
It is also called the concordance model, since a set of redundant observa-
tional tests agree very well on the values of its parameters. Nevertheless,
this model remains problematic since it relies on the existence of two “dark”
components: Dark Matter and Dark Energy, the latter being identified with
the cosmological constant Λ of the Einstein equations of General Relativity
(GR). The cosmological community is nowadays mostly devoted to under-
stand these mysterious components, both theoretically and observationally.
This thesis finds its place in this effort: making use of numerical techniques
we will bridge theoretical models of dark energy to observations of the large
scale structure of the universe.
In this first chapter we will put the work of this thesis in a historical
perspective: we will outline the history of 20th century cosmology in §1.1
and discuss the problems left open in §1.2, where we will present the main
unknowns of cosmological theories today: Dark Matter and Dark Energy.
1
1.1 A brief history of modern Cosmology
In the first half of the 20th century the emergence of two new physical theo-
ries revolutionised the way we think about our Universe. Einstein’s relativity
theory defined a new framework for the study of gravitational interactions
while Quantum Field Theory (QFT) emerged as the framework to describe
electromagnetism and subsequently the weak and strong nuclear forces which
were later discovered. Following Einstein’s formulation of the theory of GR,
it became clear that this could be used to study the universe as a whole, since
at large scales gravity is the predominant force ruling the distribution of mat-
ter. The first cosmological model was in fact proposed by Einstein himself
in 1917 [61]. It described a stationary universe filled with matter homoge-
neously and isotropically distributed. Homogeneity and isotropy constitute
the so called Cosmological Principle: every observer sees the same properties
of the universe when looking at it from different locations and in different
directions. In this solution space has positive curvature and is thus closed,
i.e. a 3-D sphere and is unstable since the self-gravitational attraction of
matter leads the universe to collapse. Einstein proposed the introduction of
a new term in the field equations, the cosmological constant Λ, that could
stabilise his solution and achieve stationarity in the presence of matter. De
Sitter published in 1917 a concurrent solution that described a static empty
universe [57]. In this model galaxies are observed with a redshift, a predic-
tion that later drew Hubble’s attention to a cosmological explanation of his
redshift-distance relation. In the following decade other solutions of the Ein-
stein equations (with or without the cosmological constant term) were found
by Friedmann [69, 70], Lemaître [100], Robertson [138] and Walker [181] in-
dependently, corresponding to expanding or contracting universes.
On the observational side, the pioneering observational programs by Shap-
ley and Hubble used Cepheids for the first time to infer distances to other star
systems [150], revealing not only that the Galaxy is much larger than pre-
viously thought [151], but also that there are other galaxies in our universe,
at huge distances from our own [85]. In 1917, Slipher used spectroscopic
observations of faint galaxies to measure the Doppler shift of their spectral
lines [153]. Interpreting this shift to be due to the relative velocity between
the observer and the source, he deduced unexpectedly high velocities for all
the galaxies and observed that most of them were receding from the solar
system. Wirtz suggested in 1922 that with a suitable averaging procedure it
could be seen an approximately linear relation between redshift and apparent
magnitude of galaxies [184], but it was only by combining Humanson’s ob-
servations of redshifts with estimates of the distances to these galaxies that
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Hubble was able to formulate the linear redshift-distance relation known as
Hubble’s law in 1929 [86]. Hubble also realised that he could use the dis-
tribution of galaxies to test the homogeneity assumption, which he found
consistent with the observed magnitude distribution of catalogs of galaxies
[87].
On its own, Hubble’s law does not imply that the universe is expanding.
In fact, as stated above, De Sitter’s model predicted a red-shift in the fre-
quency of light proportional to the distance of the source. The problem with
this solution is that it holds only for matter densities very close to zero, a
fact ruled out by updated estimates of the mass of the Galaxy. The apparent
recession of galaxies can instead be the result of the expansion of space-time
itself, as described by Lemaître in his work of 1927 [100]. The expansion of
the universe was considered as an established fact by the early 1930s. At this
point the cosmological constant term was discarded because unnecessary, and
was later defined by Einstein himself as “very ugly” [62] since it introduces a
logically independent additive constant in a theory of interactions, which is
usually determined only by the strength of the interaction, i.e. a multiplica-
tive constant.
Lemaître was probably the first to mention the possibility of a Big Bang,
by describing the beginning of the universe as the “explosion” of an unstable
quantum [101]. He pointed out that if we extrapolate the expansion back in
time, we can get to a state where the entire energy of the universe is contained
in a single quantum. At this scale, according to Heisenberg uncertainty prin-
ciple, space and time do not make sense anymore, thus the fragmentation
of this quantum can be thought as the beginning of the universe. In 1946
Gamow proposed the Big Bang Nucleosynthesis (BBN) model [73] for the
formation of chemical elements in the early universe by neutron capture,
starting from a sea of protons, neutrons, electrons and radiation. The model
successfully predicted the abundances of Hydrogen and Helium but failed to
get sensible results for heavier elements. It was later realised that there are
no stable elements with atomic number 5 or 8, thus making neutron capture
an inefficient mechanism to build elements beyond Lithium. Those elements
can instead be created through chains of nuclear reactions in the interior of
stars or in SuperNovae explosions [33].
Taking further the calculations of Gamow for the evolution of the early
universe, Alpher and Herman predicted the existence of a cosmic black body
radiation with temperature of ∼ 5°K [7]. The success of the Big Bang theory
was then consolidated by the discovery of this so called Cosmic Microwave
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Background (CMB) in the 1960s [125, 58]. By this time, cosmology was
an increasingly observationally-driven discipline, while philosophical a-priori
like the static nature of our universe were falling under the weight of obser-
vational evidences.
The first hint of the next puzzle in cosmology dates to the 1930s, when
Zwicky observed that the radial velocities of galaxies in the Coma cluster
are so large that galaxies should fly away from the cluster, since the gravita-
tional attraction due to the visible mass of galaxies cannot keep the system
bounded [191, 192]. Most of the astronomers at the time thought that this
was to ascribe to some observational error. Although Zwicky under-estimated
the visible mass of the cluster, the difference was still not sufficient to explain
the observations. Further observational evidence of some form of “missing
mass” came with the measurement of the rotation curve of stars in spiral
galaxies. This resulted to be nearly flat up to very large radii. The first of
such observations is the rotation curve of Andromeda published by Rubin
and Ford in 1970 [139]. By the end of the 1970s most of the astronomers
and cosmologists were convinced of the necessity of an invisible form of mat-
ter [see e.g. 67], that was called Dark Matter (DM), a name suggested by
Zwicky himself in 1933 [191].
Despite the success of the Hot Big Bang model in describing the primor-
dial universe, some inconsistencies with observations were concerning the
cosmologists of that time. In fact, given the estimated age of the universe,
only solutions with flat geometry can account for the presence of complex
structures as we observe them. It is also possible to show that if the universe
is very close to being flat today, it must have always been so to an extreme
precision. On the other hand, even revised estimates of the matter energy
density of the universe with the inclusion of DM accounted only for 20% of
the total energy density of a flat universe [60, 122].
The flatness of the universe also raised some philosophical questions. The
universe must in fact be born with a very peculiar value of its energy content,
out of the infinite possibilities: the only value for which its geometry is flat.
This concept is commonly referred to as “fine-tuning”, and it is recurrent in
modern cosmology. In 1981 Guth presented his theory of inflation, where
an accelerated phase of exponential expansion takes place in the very early
universe [78]. If this phase lasted long enough, the extreme stretching of
space-time can explain the fact that we observe a universe with a geometry
very close to flat.
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Inflation solved other problems of the Hot Big Bang model as well. The
scale at which the homogeneity of the abundance of light elements is tested
is much larger than the size of a causality-connected region (the horizon) of
the universe at the time of BBN. The same argument can be made for the
homogeneity of CMB radiation on scales much larger than the size of the
horizon when it was emitted. The fact that regions that have never been in
causal contact have the same density and are highly homogeneous requires
again a fine-tuning of initial conditions to a very homogeneous state. During
inflation, though, the horizon may have been expanded to scales that are
much larger than the size of the horizon today, thus explaining the observed
homogeneity on very large scales. Inflation also allows small quantum fluc-
tuations to be stretched to macroscopic scales, thus seeding the formation of
structures and leaving an imprint of the CMB photons.
The COBE satellite was launched in 1989 and carried an instrument
to measure the spectrum of CMB (FIRAS) and another one to detect the
predicted tiny temperature fluctuations of cosmological origin (DMR). The
first-year data of DRM were released in 1992 [155] and showed the existence
of temperature fluctuations of a part in 105 at large angular scales, thus
opening the possibility to test inflationary models. The data from FIRAS
showed with high accuracy the black body nature of CMB spectrum [110],
confirming that CMB is of cosmological origin. Later CMB experiments were
able to measure the power spectrum of temperature fluctuations with higher
accuracy and down to smaller scales, yielding values of the spectral index
in agreement with predictions of most inflationary models. COBE obser-
vations marked the beginning of what we now call “precision cosmology”: a
data-driven discipline with a standard model which is robust to observational
tests.
The last piece of the puzzle for the currently accepted cosmological model
made its entrance in 1999, when two independent experiments announced
having detected the evidence of an accelerated expansion at late times, which
is still ongoing [135, 128]. The observations were measurements of the appar-
ent magnitude of SuperNova events of type Ia. In a similar way of Cepheids,
this type of SuperNovæ can be calibrated to yield an estimate of their dis-
tance, thus probing the redshift-distance relation. They are much brighter
than Cepheids, allowing to probe the relation up to higher redshifts. So-
lutions of the Einstein equations for a universe composed of matter and
radiation cannot have an accelerated expansion rate. Nonetheless, the accel-
eration can be explained by re-introducing the cosmological constant term
in the Einstein equations and adjusting the value of its energy density to
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account for the missing energy to make the universe flat. This solution raises
again physical and epistemological problems which we will discuss in some
details in §1.2.2. The year after, balloon CMB experiments provided a strong
evidence for the spatial flatness of the universe [55, 80].
1.2 State-of-the-art Cosmology
The Hot Big Bang model, together with the theory of inflation, provides a
successful theoretical framework in which to interpret observations. As we
have seen in the previous section the 20th century has left us with two big
mysteries to solve: the “missing mass” problem and the acceleration problem.
The solution to the first one is sought in particle physics models, since new
particle types that do not interact with the Standard Model sector if not
through gravitational forces can explain the lack of visible mass. The mass
of these particles determines the behaviour of density perturbations in the
DM component and has important implications for the growth of structures
in our universe, as we will see in Chapter 3. We will briefly describe the
phenomenological classification of DM candidates in the next section. The
solution to the acceleration problem is on the other hand more complicated to
tackle. As already mentioned the cosmological constant solution raises many
questions, making it an unsatisfying solution. In recent years a great number
of alternative models to account for the observed accelerated expansion have
been proposed. They can mainly fit into two broad categories: Dark Energy
models and Modified Gravity models. In the first category the acceleration
is driven by a new component that contributes to the stress-energy tensor
(i.e. the right-hand side of the Einstein equation), while the second kind
of models modifies the theory of gravity by extending General Relativity.
We will present the problems of the Cosmological Constant solution and the
motivations for alternative solutions in §1.2.2.
1.2.1 Dark Matter
The common assumption of most DM models is that DM particles have
been in thermal equilibrium with the other components in the early uni-
verse, allowing to use the Boltzmann equation to make predictions on their
cosmological evolution. Thermal DM can be classified as Cold or Hot Dark
Matter (CDM or HDM), depending on whether particles were relativistic at
the time they decoupled from the other components. There are models of
non-thermal DM, like monopoles, axions and cosmic strings, but there is no
general treatment for this type of DM.
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The property of DM particle candidates that is most relevant for cosmol-
ogy is their mass. In fact, more massive particles become non-relativistic
earlier in the history of the universe and have a larger clustering strength.
This affects the growth of structures, as we will see in §3.2. Particles with
mass mDM & 1 eV become non-relativistic before decoupling and lead to a
structure formation scenario which significantly differs from that of lighter
particles that become non-relativistic later, such as massive neutrinos, which
are HDM candidates. Perturbations in HDM density are quickly erased due
to the high velocity dispersion of particles while they are still relativistic,
determining the scale of the first structure to collapse in HDM dominated
cosmologies (see §3.2). These cosmologies are currently ruled out by observa-
tions since they predict a structure formation history that starts at the scales
of clusters of galaxies, that then host the formation of smaller structures.
This is contradicted by the presence of galaxies up to very high redshifts,
which would not have had the time to form in HDM cosmologies. The re-
cent experimental confirmation of the non-zero mass of neutrinos [160, 161],
together with upper bounds coming from cosmological observations [104],
indicate that a small fraction of HDM should nevertheless be taken into ac-
count to yield accurate results on the growth of structures.
CDM scenarios are the standard in present day cosmology. They are not
exempt of problems though. The leading particle candidates are the so called
Weakly Interacting Massive Particles (WIMPs), but direct searches with par-
ticle colliders or underground experiments are not succeeding in agreeing on
any new particle detection. Moreover, numerical simulations of structure for-
mation in ΛCDM scenarios show clustering properties at small scales which
differ significantly from the observed ones [117, 95, 31]. In particular, the
abundance of small structures in such simulations does not agree with obser-
vations of the Milky Way satellites.
A Warm Dark Matter scenario has also been proposed, motivated by
sterile neutrino models. This kind of particles have intermediate velocity
dispersion between CDM and HDM, which allows to form less small struc-
tures than in CDM and at least alleviate the discrepancy with observations.
This kind of particles, though, are strongly constrained by observations of
high redshift Lyman-α forest measurements, which seem to rule out most of
WDM candidates that would solve the small scale problems of CDM [8].
The missing mass problem is far from being solved, but a number of efforts
are ongoing in order to shed light on this elusive form of matter. Direct
7
search experiments are exploring larger areas of the parameter space, while
further observational investigations of local group galaxies can exclude the
statistical improbability of the Milky Way as an explanation for the missing
satellites problem. On the theoretical side many alternative models, like Self-
Interacting Dark Matter (SIDM) [158] or Late-Forming Dark Matter (LFDM)
[53], are being proposed and their predictions on structure abundances are
being computed thanks to numerical simulations [180, 4].
1.2.2 Dark Energy
Adding the cosmological constant Λ term to the Einstein equations yields a
solution that fits all current observational data. Physically, it corresponds to
the introduction of a component with constant energy density and negative
pressure. When this component dominates the energy budget of the universe,
the negative pressure acts repulsively on space-time, driving the acceleration
of the expansion. It has a characteristic value of the ratio between pressure
and energy density of w = PΛ/ρΛ = −1, and the value of the energy density
inferred from observations is:
ρΛ c
2 ' (3× 10−3eV)4. (1.1)
Lemaître has been the first to propose that the cosmological constant
term can be interpreted as the gravitating energy of the vacuum [102]. This
idea was independently developed decades later by Sakharov and Zel’dovich
on the basis of QFT [141, 188]. In quantum field theory the vacuum is not
empty, but it is permeated by a sea of virtual particles that are continuously
created and annihilated. As a consequence, the energy of the vacuum is not
zero and according to General Relativity it should gravitate. An attempt
to evaluate this energy by computing the contribution of all possible virtual
particles gives enormous values. The contribution of the electron alone would
amount to (5 × 105eV)4. Explaining why the measured value of the cosmo-
logical constant is so small compared to the value expected from quantum
field theory considerations poses an unprecedented fine-tuning problem: in
fact it would require a staggering precise cancellation of quantum-vacuum
diagrams. This would be possible if a symmetry enforcing the cancellation
to be exact (no vacuum energy) is spontaneously broken such that vacuum
energy is non-zero but small. This consideration has led to the formulation of
supersymmetric models, in which contributions to the vacuum energy from
bosons and fermions exactly cancel because of the symmetry. The supersym-
metric models that could solve the fine-tuning problem though are currently
ruled out by particle colliders experiments.
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Another approach to the cosmological constant problem could be to con-
sider Λ as a constant of nature, like the gravitational constant G. As already
stated above Einstein himself found this solution unappealing, since this
would be the only additive constant of nature involved in a theory of interac-
tions. This is as if at cosmological scale gravitational dynamics was ruled by
Λ, while locally gravitational interactions were determined by their strength
G. Moreover, fine-tuning of the value of Λ is necessary to achieve the level
of clustering of structures that we currently observe.
Cosmological observations agree very well with a cosmological constant
[129], but the problems here exposed motivated many to propose alternative
models to explain the acceleration, and their predictions are being tested
against observations. Given that the moment in which dark energy influ-
ences the most the evolution of the universe is at late times, CMB obser-
vations are rather insensitive to the details of the competing Dark Energy
or Modified Gravity models. This is why a lot of efforts are going towards
making predictions for these models in the non-linear regime, in order to
compare predictions of the large scale structure of the universe with data of
large volume galaxy surveys. It is in the context of this effort that the work
of this thesis is framed.
1.3 Plan of the thesis
The thesis is divided in three parts. The first part introduces cosmological
and structure formation models as well as numerical simulations. We will
begin by reviewing the standard cosmological model and some of its exten-
sions in Chapter 2. We will then apply these results to structure formation
models: in Chapter 3 we will review the solutions of these models in the
linear regime, where they can be obtained analytically, while in Chapter 4
we will present some numerical methods to study structure formation in the
non-linear regime.
The second part concerns some cosmological applications of large galaxy
surveys. In particular we will concentrate on the matter power spectrum ob-
servable, which is at the basis of many large scale structure observables, and
we will model its estimator in the non-linear regime of gravitational collapse
using N-body simulations. In Chapter 5 we will introduce the observables
of interest for this thesis and the statistical tools used to infer cosmological
parameters from observations. In Chapter 6 we will study the non-linear
effects on the matter power spectrum covariance matrix using a large set of
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N-body simulations. We will concentrate on numerical systematics related
to the mass resolution of the simulations and propose an empirical statistical
correction for the covariance. The work presented in this Chapter has been
published in Ref. [26]. In Chapter 7 we will study the errors associated to the
estimation of the covariance and its inverse, the precision matrix, using large
samples of N-body simulations and we will show how these errors impact the
estimation of cosmological parameters. Moreover, using the Fisher matrix
technique we will confirm that non-linearities in the covariance induce larger
errors on the cosmological parameters with respect to those obtained in the
linear approximation. The content of this Chapter is the result of a collabo-
ration with Thomas Kitching and Luca Amendola and will be submitted for
publication in the next months [27].
The third part of the thesis is dedicated to numerical methods for simula-
tions of clustering dark energy cosmologies. In particular we will describe in
Chapter 8 Godunov hydrodynamical methods for dark fluids characterised
by a constant equation of state parameter and speed of sound. These meth-
ods will be presented in Ref. [46] that will be submitted for publication in
the next months together with a companion paper on the spherical collapse
of DM in presence of DE perturbations [25]. We will conclude in Chapter 9
with an outline of future prospects of the work presented in this thesis.
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Part I
Theoretical Cosmology
11

Chapter 2
Cosmological models
In this chapter we present the basic equations describing the evolution of our
universe in the framework of General Relativity. The chapter is structured as
follows: in §2.1 we introduce various definition of distances in cosmology and
we discuss Hubble’s law in §2.2, then in §2.3 we describe the Hot Big Bang
model which forms the basis upon which the current cosmological model is
built. The Einstein-de Sitter model, for which it is possible to find analytical
solutions, is presented in §2.4 while the ΛCDM standard model is discussed
in §2.5. We close this chapter with an overview of the Dark Energy models
that are relevant to this thesis in §2.6.
2.1 Distances in cosmology
Assuming the Cosmological Principle the distance between two points in an
expanding space-time is given by the Friedmann-Lemaître-Robertson-Walker
(FLRW) metric, which in polar coordinates (%, θ, ϕ) reads:
ds2 = gαβdxαdxβ = (c dt)2 − a(t)2
[
dr2
1− kr2 + r
2
(
dθ2 + sin2 θ dϕ2
)]
, (2.1)
where % = a(t) r, a(t) is the expansion factor and k is the curvature param-
eter that takes values of −1, 0 and 1 for an open, flat and closed geometry
respectively.
In cosmology it is possible to define various types of distance, depending
on how the cosmic distance is measured. We will in general be interested in
measuring the distance from an observer located at the origin of the spatial
coordinate system to a source located at (a r, 0, 0). By combining measure-
ments of two or more types of distances for the same object it is possible to
infer constraints on the geometry and expansion of the universe.
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Proper and comoving distances
We can define the proper distance between two points in space-time as the
distance measured at a fixed time. It is defined as:
dp ≡
∫ r
0
a dr
(1− k r2)1/2 = a f(r), (2.2)
where:
f(r) =

arcsin r if k = 1
r if k = 0
arcsinh r if k = −1.
(2.3)
The proper distance measured today is called comoving distance:
dc =
a0
a(t)
dp, (2.4)
where a0 is the expansion factor today.
Redshift
The redshift of a light source is defined as the relative change of wavelength
that a photon emitted from the source at time te has experienced because of
the expansion, when it reaches an observer at time t0:
z ≡ λ0 − λe
λe
, (2.5)
where λe and λ0 are the wavelengths of the photon at emission and obser-
vation time respectively. Since photons travel along null geodesics from the
source to the observer, the comoving distance traveled by the photon is given
by: ∫ t0
te
c dt
a(t)
=
∫ r
0
dr
(1− kr2)1/2 = f(r). (2.6)
If a second photon is emitted after a time δte, the distance traveled by the
second photon would be:∫ t0+δt0
te+δte
c dt
a(t)
=
∫ t0
te
c dt
a(t)
= f(r). (2.7)
By subtracting the two integrals we get:∫ t0+δt0
t0
c dt
a(t)
=
∫ te+δte
te
c dt
a(t)
, (2.8)
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If the time between the emission of the two photons is a wave period δte =
1/νe, which is much smaller than the characteristic time-scale of the expan-
sion, we can consider a as constant in time and integrate Eq.(2.8) to:
ν0 a0 = νe ae. (2.9)
From this we can derive the relation between redshift and the expansion
factor:
1 + z =
a0
ae
. (2.10)
Luminosity distance
The luminosity distance dL is defined through the relation:
l0 ≡ L
4pid2L
, (2.11)
where l0 is the apparent luminosity of a source with absolute luminosity L, or
equivalently the flux received by an observer at time t0. The area of a sphere
centred on the source and passing through the observer at time t0 is 4pi a20 r2.
The absolute luminosity is the energy emitted by the source in a time δt.
By the time photons reach the observer, their frequency has been redshifted
by a factor a/a0 and the time interval has been spread to δt0 = a0/a δt, so
Eq.(2.11) can be written as:
l0 =
L
4pi a20 r
2
(
a
a0
)2
, (2.12)
from which we can read:
dL = a
2
0
r
a
= a0 (1 + z) r. (2.13)
Angular diameter distance
The angular diameter distance dA is defined as the ratio of the proper diam-
eter of a source Dp and the angle ∆θ under which it is seen by an observer:
dA ≡ Dp
∆θ
. (2.14)
The proper diameter is found by integrating the metric Eq.(2.1) with dt =
dr = dϕ = 0 and is given by:
Dp = a r∆θ, (2.15)
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from which we read:
dA = a r =
dL
(1 + z)2
, (2.16)
where the last equality is a consequence of Eq.(2.13). Notice that for a flat
universe dA = dp.
2.2 Hubble’s law
By deriving Eq.(2.2) with respect to time we get the apparent radial recession
velocity of an object at distance dp from the observer due to the expansion
of space-time:
vH = a˙ f(r) =
a˙
a
dp = H dp, (2.17)
which is usually called Hubble flow. Here H = a˙/a is the Hubble parameter.
If the observer is at time t0 we get the Hubble law:
v = H0 dc. (2.18)
Notice that Hubble in 1929 derived this law using the luminosity distance of
Cepheids and redshift as a proxy for velocity, but for small redshifts it can
be shown that the relation c z ' H0 dL holds. This can be seen by expanding
a(t) in a Taylor series around a0:
a(t) = a0
[
1 +H0(t− t0)− 1
2
H20q0(t− t0)2 + ...
]
, (2.19)
where q is the deceleration parameter:
q ≡ − a¨ a
a˙2
. (2.20)
Using Eq.(2.10) we get an expansion for z:
z(t) = H0 (t− t0) +
(
1 +
q0
2
)
H20 (t− t0)2 + ... (2.21)
For a photon the integration of the metric gives:
c
a0
∫ t0
t
(1 + z(t))dt = f(r). (2.22)
Using Eq.(2.21) and expanding f(r) around r = 0 we get to:
r =
c
a0H0
(
z − 1
2
(1 + q0)z
2 + ...
)
, (2.23)
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from which we can derive:
dL = a
2
0
r
a
' c
H0
(
z +
1
2
(1− q0)z2 + ...
)
. (2.24)
At first order we recover the Hubble law for the luminosity distance dL =
v/H0, where v = c z is the apparent recession velocity.
2.3 Hot Big Bang model
The equations that describe the evolution of a relativistic system are the
Einstein equations:
Rαβ − 1
2
gαβR =
8piG
c4
Tαβ, (2.25)
where α, β = {0, 1, 2, 3} indicate time and space components, Rαβ is the
Ricci curvature tensor, R is the scalar curvature, gαβ is the metric tensor, c
is the speed of light, G is the gravitational constant and Tαβ is the stress-
energy tensor. Assuming homogeneity and isotropy, Tαβ has two degrees of
freedom: the energy density ρ c2 and the pressure P , which depend only on
time. It is in the form:
Tαβ = −P gαβ + (P + ρ c2)uαuβ, (2.26)
where u is the 4-velocity of a comoving element of the fluid as viewed from an
observer in a local inertial reference system. If we introduce the cosmological
constant term Λ the Einstein equations read:
Rαβ − 1
2
gαβR− Λ gαβ = 8piG
c4
Tαβ. (2.27)
The contribution of Λ can be incorporated into the stress-energy tensor:
T˜αβ = Tαβ +
Λ c4
8piG
gαβ (2.28)
and the corresponding pressure and density are:
P˜ = P − Λ c
4
8piG
, (2.29)
ρ˜ = ρ+
Λ c2
8piG
. (2.30)
As we will see later, the negative term on the right-hand side of Eq.(2.29)
can account for the observed accelerated expansion.
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It is reasonable to treat the universe as an isolated system and assume
that the expansion is adiabatic. In this case we have the condition:
dU = −P dV, (2.31)
where U is the internal energy and V is the volume. If we assume that the
internal energy is dominated by the mass energy then this condition can be
written as:
d(ρ c2 a3) = −P da3. (2.32)
The Einstein equations for the FLRW metric (2.1) with these assumptions
can be written as:
a˙2 + k c2 =
8piG
3
ρ a2, (2.33)
a¨ = −4piG
3
(
ρ+
3P
c2
)
a, (2.34)
which are called the Friedmann equations. These are not completely inde-
pendent, but one can be recovered from the other using Eq.(2.32). From
Eq.(2.33) we can see that there is a critical density for which the universe is
flat that is given by:
ρcrit ≡ 3H
2
8pi G
, (2.35)
so that if the total density is ρtot > ρcrit the universe is spatially closed while
if ρtot < ρcrit it is spatially open. Using this definition we can construct the
dimensionless density parameter :
Ω = ρ/ρcrit. (2.36)
The system of Friedmann equations is closed by adding the equation of
state (EoS) that relates pressure and density of the fluid. If we consider the
universe as composed of matter, described as a perfect fluid, and radiation
we can write:
Ptot = Pm + Pr =
ρm c
2 kB T
mp c2
+
1
3
ρr c
2, (2.37)
where kB is the Boltzmann constant and the subscripts m and r indicate
matter and radiation respectively. Since the thermal energy of matter is
negligible compared to its mass energy, we can approximate Pm ' 0. We can
thus write a generic EoS in the form:
P = w ρ c2, (2.38)
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where w is called the EoS parameter and takes the values of 0, 1/3 and
−1 for matter, radiation and cosmological constant respectively. Note that
relativistic matter has the same EoS of radiation. It is possible to define an
adiabatic speed of sound:
c2sA =
(
∂P
∂ρ
)
S
= w c2, (2.39)
where the subscript S means at constant entropy. By requiring that 0 ≤
csA ≤ c we get a condition on the EoS parameter 0 ≤ w ≤ 1 that is called
the Zel’dovich interval.
Substituting Eq.(2.38) into Eq.(2.34) we obtain:
a¨ = −4piG
3
ρ (1 + 3w) a. (2.40)
We can see that in the Zel’dovich interval the universe is always decelerating.
The cosmological constant has an EoS that is not in this interval and can
in fact change the sign of the deceleration parameter q. We can see this by
considering a universe composed of matter and cosmological constant (as we
will see in §2.5 these are the only relevant components in the epoch when q
changes sign) and compute the deceleration parameter Eq.(2.20) as:
q =
a¨
aH2
=
(
4
3
piGρm − Λ c
2
3
)
1
H2
=
1
2
Ωm − ΩΛ. (2.41)
If ΩΛ,0 > 12Ωm,0 the present expansion of the universe is accelerated.
2.3.1 Big Bang singularity
Substituting Eq.(2.38) into Eq.(2.32) we find the evolution of density with
respect to the scale factor:
ρ = ρ0
(a0
a
)3(1+w)
. (2.42)
From this it is clear that for w > −1 if we extrapolate the expansion back
in time a→ 0, the density grows towards a singularity ρ→∞. The way in
which the density approaches the singularity depends on the function a(t):
if w > −1
3
, a(t) is a monotonically increasing concave down function so the
singularity is reached in a finite time in the past. An accelerating phase could
help avoiding such singularity but as we will see in §2.5 the estimated value
of the cosmological constant today indicates that the current accelerated
phase started not long ago, so it is not effective in removing the Big Bang
singularity from the model.
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2.3.2 Cosmological horizons
Given that light has a finite speed, if the universe is finite in time there can be
a maximum distance that a photon can travel. In particular, if the universe
is finite in the past the maximum distance that a photon can have traveled
at a given time t is:
RH(t) = a(t)
∫ t
0
c dt
a(t)
, (2.43)
which is called the particle horizon, or simply the horizon. This can be
thought of as the radius of the sphere enclosing all events that have been in
causal contact with us. We can also define an event horizon, that represents
the region of space that will come in causal contact with us in the future:
Re(t) = a(t)
∫ ∞
t
c dt
a(t)
. (2.44)
For models in which a grows faster than t this quantity is finite.
2.3.3 Thermal history of the universe
From Eq.(2.42) we see that ρr evolves more rapidly with a than ρm. Since
today we observe that ρr,0  ρm,0 (see §2.5), there is a moment in the past
when the two components had the same energy density. This moment is
called equivalence and is estimated to be of the order of zeq ' 5 · 103. Before
equivalence, the energy density of radiation was dominating the energy bud-
get of the universe, thus driving the evolution of a(t). This period is thus
called the radiation era, while the one after equivalence is called the matter
dominated era.
Today, the characteristic time between two collisions of photons with
matter particles is much longer than the characteristic time of the expansion,
so matter and radiation components are not in thermal equilibrium. This
condition can be written as:
τcoll ' 1
nσT c
 τexp ' 1
H0
, (2.45)
where n is the mean number density of matter particles and σT is the Thom-
son scattering cross-section. In all viable cosmologies τcoll evolves more
rapidly than τexp, so we can find a redshift in the past where matter and ra-
diation were in thermal equilibrium. This redshift is estimated to zdec ' 103,
where dec stands for decoupling, and is in general zdec < zeq, so that decou-
pling happens during matter era.
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From Eq.(2.31) we can derive the scaling of the temperature of matter
and radiation with respect to the scale factor. For the matter component
this gives:
d
(
ρm c
2 a3 +
3
2
ρm
mp
kB Tm a
3
)
= −ρm
mp
kB Tm da3, thus: (2.46)
Tm = Tm,0
(a0
a
)2
. (2.47)
For the radiation component, if we approximate its spectrum to a black body,
the energy density is ρr c2 = σSB T 4, where σSB is the Stephan-Boltzmann
constant. Thus:
d
(
σSB T
4
r a
3
)
= −1
3
σSB T
4
r da
3 (2.48)
and Tr = Tr,0
(a0
a
)
. (2.49)
After decoupling the temperature of the two components evolves indepen-
dently following these scalings. Before decoupling the two fluids were tightly
coupled by electromagnetic interactions and had a common temperature T ,
whose evolution can again be recovered from the adiabatic condition:
d
(
ρm c
2 a3 +
3
2
ρm
mp
kB T a
3 + σSB T
4 a3
)
= −
(
ρm
mp
kB T +
1
3
σSB T
4
)
da3.
(2.50)
Defining the dimensionless quantity
σrad ≡ 4mp σSB T
3
3 kB ρm
(2.51)
we can simplify Eq.(2.50) as:
dT
T
= −da
a
(
1 + σrad
1
2
+ σrad
)
. (2.52)
We can compute the value of σrad after decoupling by using T = Tr:
σrad(t) ∝ T
3
r
ρm
= const. = σrad,0, (2.53)
which is estimated to σrad,0 = 1, 35 · 108 (Ωm,0 h2)−1, where h is the value of
the Hubble parameter today normalised to 100 km s−1 Mpc−1. Knowing that
at decoupling σrad  1 Eq.(2.52) can be integrated to obtain:
T ∝ a−1, (2.54)
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so the universe before decoupling behaves like a radiation universe.
The temperature of the universe also determines the matter constituents.
At the beginning of the matter era, temperatures are so high that all the
atoms are fully ionised. As the temperature drops, the interactions between
photons and electrons become less frequent and the electrons start to com-
bine with protons to make Hydrogen atoms. The time between the first
combination and the moment in which Hydrogen is completely neutral is
called recombination. The drop in density of free electrons makes the Thom-
son scattering inefficient and photons are almost completely free to travel
through the mainly empty space. This sea of photons released at decoupling
is what we observe today as the CMB. As soon as the first stars start form-
ing their surroundings are re-ionised by the emitted radiation and part of
the CMB photons are re-absorbed. In fact, CMB observations can provide
constraints on the optical depth of the medium at the time of re-ionisation.
At the beginning of the radiation era, temperature is above the thresh-
old that triggers nuclear reactions. The efficient reactions in this era are
the p + α and the α + α reactions, where p is a proton and α is a 4Helium
nucleus. Since stable elements with atomic number of 5 or 8 do not exist,
only elements lighter than 7Li are formed. In fact, density in this era is not
high enough for unstable 8Be atoms to efficiently combine with α particles
to form 12C atoms. This process is called Big Bang Nucleosynthesis and is
supported by observations of the abundance of Hydrogen and Helium. In
particular, the abundance of Helium today is too high to be explained by
nucleosynthesis in the interior of stars. There is though a problem with the
prediction of the abundance of 7Li, which yields values three times higher
than the measured ones (but see [130]).
Going further back in time, the temperature of the universe can reach a
value Tx where:
kB Tx = 2mx c
2, (2.55)
where mx is the mass of a given particle type x, for example electrons. Above
this temperature a significant amount of couples e+ e− are created, and sim-
ilarly at higher temperatures couples of heavier leptons, then hadrons and
quarks are created. The following eras are defined:
• Lepton era: kB Te = 0, 5 MeV < kB T < kB Tpi = 130 MeV
• Hadron era: kB Tpi < kB T < 200− 300 MeV
• Quark era: kB T > 200− 300 MeV
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2.4 Einstein–de Sitter universe
The Einstein–de Sitter (EdS) model describes a flat universe without cosmo-
logical constant. In this model the Friedmann equations for a single com-
ponent can be integrated analytically. We will review here the main results
because as we will see in §2.5 these results can be used to approximate the
evolution of the universe at given epochs.
Let us rewrite Eq.(2.33) in different forms that will be useful in the fol-
lowing. By dividing Eq.(2.33) by a0 and evaluating it today we get:
H20 (1− Ω0) = −
k c2
a20
. (2.56)
By inserting this expression for k c2/a20 into Eq.(2.33) we get:(
a˙
a0
)2
= H20
[
1− Ω0 + Ω0
(a0
a
)3w+1]
. (2.57)
which can be re-casted as an evolution equation for the Hubble parameter
by dividing it by (a/a0)2:
H2 = H20
(a0
a
)2 [
1− Ω0 + Ω0
(a0
a
)3w+1]
(2.58)
In the EdS model Ω0 = 1 so Eq.(2.57) gives:
a˙ = a0H0
(a0
a
) 1+3w
2
, (2.59)
which once integrated yields:
a = a0
(
t
t0
) 2
3(1+w)
. (2.60)
The Hubble parameter evolves in time as:
H =
1
3 (1 + w) t
, (2.61)
while the deceleration parameter turns out to be constant:
q =
1 + 3w
2
. (2.62)
23
Combining Eq.(2.42) and Eq.(2.60) we can find the evolution of density:
ρ = ρ0
(
t
t0
)−2
, (2.63)
but since ρ = ρc we can write:
ρ =
1
6 (1 + w)2 pi G t2
. (2.64)
The horizon evolves as:
RH =
w + 1
w + 1
3
c t. (2.65)
2.5 ΛCDM scenario
The ΛCDM model describes a flat universe whose components are DM, bary-
onic matter, radiation and the cosmological constant. The relative abun-
dances of such components in terms of energy density are given by the
Ω parameters (see Eq.(2.36)), that are measured today at Ω0,DM ' 0.27,
Ω0,b ' 0.05, Ω0,r ' 5 × 10−5 and Ω0,Λ ' 0.68 [129]. These values determine
the important epochs of the history of the universe. The dominant compo-
nent today is the cosmological constant. It is possible to define a redshift of
equivalence between matter and cosmological constant as:
Ω0,Λ = Ω0,m(1 + zΛ)
3 (2.66)
where Ω0,m = Ω0,DM + Ω0,b, from which we get zΛ ' 0.3. The deceleration
parameter is measured today at q0 ' −0.55, from SN Ia observations mainly,
indicating that the universe is currently accelerating. From Eq.(2.41) we can
find the redshift at which the acceleration started by requiring that q = 0,
so:
Ω0,m(1 + zacc)
3 = 2 Ω0,Λ (2.67)
from which we get zacc ' 0, 6. The redshift of equivalence is instead given
by:
Ω0,m(1 + zeq)
3 = Ω0,r(1 + zeq)
4, (2.68)
from which we get zeq ' 6400. If we consider a time well inside the matter
era 6400  z  0.3, the universe can be described by an Einstein-de Sitter
universe filled with matter. Similarly, well inside the radiation era the evolu-
tion of the universe is well described by an Einstein-de Sitter universe filled
with radiation. Near the transitions zeq and zΛ both components (matter
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and radiation and matter and cosmological constant respectively) contribute
with similar importance, so two components models have to be used to com-
pute the relevant quantities.
The ΛCDM model is specified by 6 independent parameters {H0, Ωb, Ωm,
ns, As, τ}, where As and ns are the spectral parameters (see §3.1) and τ is
the optical depth of re-ionisation. All the other parameters can be derived
from this set. This model is also called the “concordance” model, since a
wealth of observational evidences converge in a small region of the parameter
space. The main observables are the CMB power spectrum (see §3.1), the
distance-redshift relation probed by standard candles, the Baryon Acoustic
Oscillations (BAO, see §5.2) and the cluster mass function (see §3.1). In
particular, the Hubble parameter is directly probed by the redshift-distance
relation and it is measured to beH0 = 73.8±2.4 kms−1 Mpc−1 [136]. There is
currently a tension between this value and the inferred value ofH0 from CMB
data of the Planck satellite, which gives H0 = 67.4± 1.4 kms−1 Mpc−1 [129].
The inclusion of massive neutrinos could help reduce this tension [20] but
the issue is not yet solved and will be the object of further investigation in
the coming years.
2.6 Scalar field models of Dark Energy
The simplest models of Dark Energy are those in which the additional com-
ponent is represented by a dynamical scalar field ϕ minimally coupled to
gravity. We can in general write the action of a scalar field as:
S =
∫
L(X,ϕ)√−g d4x, (2.69)
where
√−g is the determinant of the metric and L is the Lagrangian, that
is an arbitrary function of the field ϕ and the kinetic term:
X =
gµνϕ,µ ϕ,ν
2
. (2.70)
Here the comma denotes a derivative, e.g. ϕ,µ = ∂µϕ. The stress energy
tensor of the field is obtained by varying the action Eq.(2.69) with respect
to gµν and gives:
Tµν = L,X ϕ,µ ϕ,ν −Lgµν . (2.71)
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It is possible to rewrite Tµν in the form of Eq.(2.26) by defining:
ρ = 2X L,X −L, (2.72)
P = L, (2.73)
uµ =
ϕ,µ√
2X
. (2.74)
The EoS parameter is thus:
w =
L
2X L,X −L . (2.75)
For a generic Dark Energy model the acceleration Friedmann equation near
the transition redshift zacc can be written as:
a¨ = −4piG
3
(ρm + ρDE + 3PDE) = −4piG
3
(ρm + ρDE(1 + 3w)) , (2.76)
from which we can compute the deceleration parameter:
q = − a¨
aH2
=
1
2
(Ωm + ΩDE(1 + 3w)) . (2.77)
So the condition to get an accelerated solution is:
w < − 1
3ΩDE
(ΩDE + Ωm) ' − 1
3ΩDE
. (2.78)
2.6.1 Quintessence
In quintessence models ϕ is a canonical scalar field with:
Lϕ = X + V (ϕ), (2.79)
where V is the potential. In a flat space-time with FLRW metric Eq.(2.1)
the variation of the action Eq.(2.69) with respect to ϕ gives:
ϕ¨+ 3H ϕ˙+
dV
dϕ
= 0. (2.80)
The stress-energy tensor is in this case:
Tµν = ϕ,µ ϕ,ν −Lϕgµν . (2.81)
From this we can compute the two independent degrees of freedom:
ρ = T 00 =
ϕ˙2
2
+ V (ϕ) , (2.82)
P = −T ii =
ϕ˙2
2
− V (ϕ) , (2.83)
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from which we get:
w =
ϕ˙2
2
− V (ϕ)
ϕ˙2
2
+ V (ϕ)
. (2.84)
To get an EoS parameter w ' −1 the field has to be slowly varying, i.e.
ϕ˙2/2  V (ϕ). In general w can take any value between -1 and +1, and
varies in time.
2.6.2 K-essence
In these models the accelerated phase is realised by the kinetic energy of the
scalar field, which is a function of X. In this case the action is written as:
S =
∫
P (X,ϕ)
√−g d4x, (2.85)
where P (X,ϕ) corresponds to a pressure density and ρ = 2XP,X −P . The
EoS parameter is then:
w =
P
2XP,X −P , (2.86)
from which we see that w ' −1 if |2XP,X |  |P |.
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Chapter 3
Structure formation
In the previous Chapter we have derived relations that characterise a homo-
geneous and isotropic space-time. However, matter in the universe is only
approximately homogeneously distributed. At small scale matter is clustered
in stars and galaxies, while on the large scales and at early times deviations
from homogeneity are small. The CMB reveals in fact that at the time of
decoupling the universe was homogeneous up to a part on 105, i.e. fluctua-
tions of the density field were of the order of δ ∼ 10−5.
The theory of gravitational instability of density perturbations was first
formulated by Jeans in 1902 [89]: he showed that, if the effect of pressure
is not able to oppose the tendency of over-densities to collapse under self-
gravity, perturbations can grow in time. The scale over which fluctuations
can grow is called Jeans length of the fluid. Jeans limited his analysis to
a homogenous and static fluid, but Bonnor extended it to the case of an
expanding background in 1957 [30]. This was further developed into a cos-
mological liner perturbation theory in the following years [see e.g. 152, 124].
In this framework the scaling of the Jeans length in time gives us information
about the growth of structures in the different epochs of the history of the
universe.
As already mentioned, density fluctuations are believed to be sourced by
quantum fluctuations stretched to macroscopic scales during inflation. We
will thus describe the fluctuations as a stochastic field, as outlined in §3.1,
and follow the evolution of the density field with the Euler equations for an
adiabatic fluid. We will first derive the evolution equations in linear regime
in §3.2 followed by some insights on the evolution in non-linear regime and
some approximated solutions in §3.3. We mainly follow Ref.s [43, 124] in this
Chapter.
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3.1 Statistical treatment of perturbations
The most generic quantity that describes a stochastic field is the joint proba-
bility density for the realisation of the field φ at all points. This quantity can
be represented as a functional p[φ], and allows us to define the expectation
value of an observable f as:
〈f〉 =
∫
Dφ p[φ] f [φ]. (3.1)
This is an infinite-dimensional integral, but expectation values can be under-
stood as the limit of a finite-dimensional average defined as:
〈f〉 =
∫
dnφ p(φ1, ... , φn) f(φ1, ... , φn) (3.2)
over a large finite sample of the field. In the field formalism, the Cosmo-
logical Principle translates into the invariance of the density function under
translation and rotation transformations.
The expectation values are not measurable unless we have access to sev-
eral realisations of the field, which is obviously not the case in cosmology. We
thus borrow a theorem from statistical physics, the ergodic theorem, to intro-
duce an additional assumption. In cosmological context this theorem states
that we can replace the ensemble averages with space averages over large
volumes if the correlations of the field decay sufficiently rapidly in space. In
other words: sufficiently large volumes of one realisation can be treated as in-
dependent realisations of the underlying field. This is why this assumption is
often referred to as the fair sample hypothesis. Let us introduce at this point
the concept of cosmic variance: since we can only access a finite volume of
the universe with observations, we measure expectation values with a finite
error. Analogously to sample variance for a finite number of realisations,
cosmic variance can be seen as due to the finite volume of the observable
universe.
The observable of interest for cosmology is in general the density fluctu-
ation field:
δ(x) =
ρ(x)− ρ¯
ρ¯
, (3.3)
where ρ¯ is the mean density of the universe. In particular, we will be mainly
interested in the N -point functions of the fluctuation field, i.e. the connected
part of the N -point moments of δ. Those can be defined using the generating
30
function formalism: the N -point moments of the field can be written as
derivatives of the generating functional Z
〈δ(x1) ... δ(xN)〉 = 1
iN
∂N
∂J(x1) ... J(xN)
Z[J ]
∣∣∣
J=0
, (3.4)
where
Z[J ] ≡
〈
exp
(
i
∫
dnx J(x) δ(x)
)〉
. (3.5)
In words, Eq.(3.4) means that the N -point moments can be considered as
the terms of a power series expansion of Z around J = 0. The connected
N -point correlation functions are then defined as follows:
ξN(x1, ... , xN) =
1
iN
∂N
∂J(x1) ... J(xN)
lnZ[J ]
∣∣∣
J=0
. (3.6)
The connected 2- and 3-point functions coincide with the first moments of
the δ field:
ξ2(x1, x2) ≡ ξ(x1, x2) = 〈δ(x1)δ(x2)〉, (3.7)
ξ3(x1, x2, x3) = 〈δ(x1)δ(x2)δ(x3)〉, (3.8)
while for higher N only the connected part of the moments contribute to the
N-point functions.
In the standard cosmological model density perturbations have originated
from the amplification of quantum fluctuations during inflation. Quantum
fluctuations are uncorrelated and random, thus the resulting field is the sum
of a great number of stochastic variables and, for the central limit theorem,
has a Gaussian probability distribution. This prediction of inflationary mod-
els has been confirmed by CMB observations. The mean of the field δ(x) is
0 by definition, so the probability distribution at a given point x is given by:
p(δ(x)) =
1√
2pi σ2(x)
exp
(
− δ(x)
2
2σ2(x)
)
, (3.9)
where σ2(x) is the variance. The joint probability density function for δ on
N points is then a multivariate Gaussian distribution, that can be written
as:
p(δ1, ... , δN) =
1
2piN/2 det(C)1/2
exp
(
−1
2
dT ·C−1 · d
)
, (3.10)
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where C = 〈δ1 ... δN〉 is the covariance and d = (δ1, ... , δN) is the vector of
the N values of δ at (x1, ... ,xN). For N = 2 the covariance is C = 〈δ1 δ2〉 =
ξ(x1 − x2). The generating functional for such a field is:
Z[J ] = exp
(
−1
2
∫
dnx
∫
dny J(x)ξ(x− y) J(y)
)
, (3.11)
from which we see that lnZ[J ] is a polynomial of second order in J . It is
then evident from Eq.(3.6) that the N-point functions for N > 2 vanish, so
that the multivariate Gaussian distribution is fully determined by its 1 and
2-point functions.
The translational invariance of the density field allows us to expand δ in
terms of harmonics. In 3-dimensional space:
δ˜(k) =
∫
d3x δ(x)e−ik·x, (3.12)
where δ˜(k) is the Fourier transform of the fluctuation field, which is a complex
field, and k is a 3-dimensional vector. Since δ is real, its Fourier transform
satisfies:
δ˜∗(k) = δ˜(−k), (3.13)
where ∗ denotes the complex conjugate. In the following we will omit the
tilde superscript on Fourier transforms.
The Fourier transform of a Gaussian random field is a complex Gaussian
random field, i.e. its real and imaginary parts are jointly Gaussian random
fields. If we write δ(k) = ak + i bk then:
p(δ(k)) =
1
pi σ(k)2
exp
(
−a
2
k + b
2
k
σ(k)2
)
. (3.14)
Complex numbers can also be written as δ(k) = δk eiθ, where δk =
√
a2k + b
2
k
is the modulus and θ is the phase. If δ(k) follows the distribution in Eq.(3.14)
then:
p (δk, θ) dδk dθ =
2δk dδk
σ2(k)
(
dθ
2pi
)
exp
(
− δ
2
k
σ2(k)
)
, (3.15)
from which we can infer that the modulus follows an exponential distribution
while the phase is uniformly distributed in the interval (0, 2pi).
For a statistically homogenous field we can define the power spectrum
P (k) as :
〈δ(k)δ(k′)〉 = (2pi)3P (k)δD(k+ k′), (3.16)
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where δD is the Dirac delta function. The power spectrum is the Fourier
transform of the 2-point correlation function, in fact:
ξ(r) =
1
(2pi)6
∫
d3k d3k′〈δ(k)δ(k′)〉e−ik·x−ik′·(x+r) =
1
(2pi)3
∫
d3k P (k) eik·r. (3.17)
Using the condition in Eq.(3.13) we can write:
〈δ(k)δ∗(k′)〉 = (2pi)3P (k)δD(k− k′). (3.18)
If we take k = k′:
〈|δ(k)|2〉 = (2pi)3P (k)δD(0) = P (k)V∞, (3.19)
where V∞ is the formally infinite volume of integration, which can be consid-
ered in practice as the volume of the universe. Notice that 〈|δ(k)|2〉 = σ2(k)
of Eq.(3.14), so this relation basically states that the power spectrum is pro-
portional to the variance of fluctuations at a given wave-number k. This
means that if we know the power spectrum we can reconstruct the full prob-
ability distribution function of the δ field, as already noted above.
Analogously, we can define the bi- and tri-spectrum as:
〈δ(k1)δ(k2)δ(k3)〉 = (2pi)3δD(k123)B(k1,k2,k3), (3.20)
〈δ(k1)δ(k2)δ(k3)δ(k4)〉c = (2pi)3δD(k1234)T (k1,k2,k3,k4), (3.21)
where the subscript c stands for the connected part.
Enforcing isotropy means that the N -point functions depend only on the
N − 1 distances between the points. For N = 2 the correlation function ξ(r)
depends only on r = ‖r‖ and the power spectrum only depends on k = ‖k‖.
Most of the inflationary models predict that the power spectrum has a power-
law form P (k) = As kns with ns very close to 1, i.e. a scale-free spectrum.
These models, though, do not give any information about As, that has to be
estimated from observations.
Using the Parseval theorem and the fair sample hypothesis, it is possible
to relate the variance of the density field to the power spectrum as:
σ2(x) =
1
V∞
∫
d3x〈δ2(x)〉 = 1
(2pi)3
∫
d3k P (k). (3.22)
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This is what is called the punctual variance, that requires knowledge of the
density field in every point of the volume V∞ to be computed. To define an
observable quantity we can filter the field over a given scale R to get a mass
variance:
σ2M =
〈δM
M
〉
=
1
V∞
∫
d3x〈(δ(x) ∗W (x, R))2〉 = 1
(2pi)3
∫
d3k P (k) W˜ 2(k, R),
(3.23)
where M is the mass contained inside the radius R:
M = ρ¯ V (R), (3.24)
V (R) =
∫
d3xW (x,R) (3.25)
and W is a window function. The most used window functions in cosmology
are the Gaussian and top-hat filters. Top-hat windows are of easier inter-
pretation because they filter the information contained in the scales smaller
than R sharply, but have complicated Fourier transforms. The Gaussian
filter instead remains Gaussian in Fourier space, making calculations much
easier.
As we mentioned above the normalisation of the matter power spectrum
has to be determined by observations. There are many observables that
are sensitive to the normalisation at two different epochs, e.g. CMB, the
galaxy power spectrum and the cluster mass function. The amplitude of the
spectrum of the CMB gives a constraint on As at the time of decoupling.
The mass function is instead proportional to the mass variance filtered with
a spherical top-hat in real space on the scale of a cluster, that for historical
reasons has been fixed at 8Mpch−1, σ28 ≡ σ2(8Mpch−1). The measurement
of σ8 or of the normalisation of the galaxy power spectrum give constraints
on the amplitude of the matter power spectrum at low redshift.
3.2 Linear Perturbation Theory
The idea behind Linear Perturbation Theory (LPT) is to treat matter den-
sity fluctuations as small perturbations around a homogeneous and isotropic
distribution, then in the regime δ  1 the equations that regulate the evo-
lution of the fluid can be linearised and solved. We will outline here the
main results, and we refer to Ref.s [43, 124] for further details. The usual
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conservation laws for adiabatic fluids are expressed by the Euler equations:
∂ρ
∂t
+∇ · (ρv) = 0, (3.26)
∂v
∂t
+ (v · ∇)v + ∇P
ρ
+∇φ = 0, (3.27)
∂s
∂t
+ v · ∇s = 0, (3.28)
where φ is the Newtonian gravitational potential and is given by the Poisson
equation:
∇2φ = 4piGρ. (3.29)
Starting from the homogeneous and static solution ρ = ρ0, v = 0, s = s0,
P = P0 and ∇φ = 0, a perturbation is added and the system is linearised.
More specifically, for ρ = ρ0 + δρ, v = δv, s = s0 + δs, P = P0 + δP and
φ = φ0 + δφ we obtain :
∂ δρ
∂t
+ ρ0∇ · δv = 0, (3.30)
∂ δv
∂t
+
1
ρ0
(
∂P
∂ρ
)
s
∇δρ+ 1
ρ0
(
∂P
∂s
)
ρ
∇δs+∇δφ = 0, (3.31)
∇2δφ− 4piG δρ = 0, (3.32)
∂ δs
∂t
= 0. (3.33)
If we look for solutions in the form of plane waves:
δρ(t) = δρ(k) exp(ik · x+ iωt) (3.34)
δv(t) = δv(k) exp(ik · x+ iωt) (3.35)
δφ(t) = δφ(k) exp(ik · x+ iωt) (3.36)
we find the dispersion relation:
ω2 = c2s k
2 − 4piGρ0. (3.37)
This equation has two types of solutions depending on whether the wave-
length is greater or smaller than the Jeans length:
λJ ≡ cs
(
pi
Gρ0
)1/2
. (3.38)
If λ < λJ then the frequency ω is real and the perturbation is an acoustic
wave that propagates with fixed amplitude, while if λ > λJ ω is imaginary
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and the amplitude of the perturbation δρ = δρ(k) exp(±|ω|t) exp(ik·r) varies
with time exponentially. One of the two modes decays over time, while the
other grows exponentially.
We can get an idea of how an over-density in an expanding universe can
grow by considering a spherical perturbation as a small closed universe inside
a flat background universe. The mean density inside the perturbation ρ1 is
lager than the background mean density ρ0. If we consider scales that are
much larger than the Jeans length we can neglect pressure terms and the
first Friedmann equation for the two reads:
H20 =
8
3
pi Gρ0 (3.39)
H21 =
8
3
pi Gρ1 − c
2
a2
. (3.40)
By defining δ = (ρ1 − ρ0)/ρ0, when H0 = H1:
δ =
3 c2
8pi Gρ0 a2
. (3.41)
For a flat universe ρ0 ∝ a−3(1+w), so the evolution of δ is given by:
δ ∝ a1+3w. (3.42)
This means that in the radiation era the evolution of perturbations is:
δ(t) ' δr(t) ∝ a(t)2, (3.43)
while after equivalence:
δ(t) ' δm(t) ∝ a(t). (3.44)
For a more insightful treatment, if we restrict to scales much smaller
than the horizon, we can write Eq.s (3.26)-(3.29) in the Post-Newtonian
approximation [107]:
∂ρ
∂t
∣∣∣
r
+∇r · (ρu) + P
c2
∇r · u = 0, (3.45)
∂u
∂t
∣∣∣
r
+ (u · ∇r)u+
(
ρ+
P
c2
)−1
∇r P +∇r φ = 0, (3.46)
∇2r φ− 4piGρ = 0, (3.47)
where r = ax is the proper coordinate, x is the comoving coordinate, u =
Hr+ v is the proper velocity and v is the peculiar velocity, i.e. the velocity
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of the fluid element once we subtract the Hubble flow. For non-relativistic
fluids the terms P/c2 can be considered negligible. We consider an expanding
homogeneous and isotropic solution with small perturbations in the form:
ρ = ρ0(1 + δ), (3.48)
u = Hr+ v, (3.49)
P = P0 + δP, (3.50)
φ = φ0 + δφ. (3.51)
The corresponding linearised system of equations, neglecting relativistic pres-
sure terms, is:
∂ δρ
∂t
+H(r · ∇r δρ+ 3δρ) + ρ0∇r · v = 0, (3.52)
∂ v
∂t
+Hv + (Hr · ∇r)v + 1
ρ0
∇r δP +∇r δφ = 0, (3.53)
∇2r δφ− 4piG δρ = 0. (3.54)
By changing from proper to comoving coordinates we get:
∂ δρ
∂t
+ 3H δρ+
ρ0
a
∇x · v = 0, (3.55)
∂ v
∂t
+Hv +
1
a ρ0
∇x δP + 1
a
∇x δφ = 0, (3.56)
1
a2
∇2x δφ− 4piG δρ = 0. (3.57)
Looking for solutions in the form of plane waves (Eq.s (3.34)-(3.36)) and
defining δk(t) = δρ(k) exp(iωt), we find the dispersion relations:
δ¨k + 2
a˙
a
δ˙k + δk
(
k2c2s −
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3
piGρ0
)
= 0 for a < aeq, (3.58)
δ¨k + 2
a˙
a
δ˙k + δk
(
k2c2s − 4piGρ0
)
= 0 for a > aeq, (3.59)
where the relation for the radiation era is obtained by considering also the
pressure terms. Assuming solutions of power-law type δk = α tβ we find the
Jeans length to be:
λJ,r = cs
√
3pi
8Gρ0
for a < aeq, (3.60)
λJ,m =
cs
5
√
24pi
Gρ0
for a > aeq. (3.61)
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Comparing the Jeans length with the size of the horizon Eq.(2.65) one can
note that during the radiation era λJ,r > RH . In fact:
λJ,r =
2pi c t√
3
> 2c t, (3.62)
this means that fluctuations in the density field on scales smaller than the
horizon do not grow until the time of matter-radiation equivalence.
This analysis can also be applied to the DM component, that is a colli-
sionless fluid, by substituting cs with the velocity dispersion σv. In this case
what opposes the collapsing tendency due to self-gravity is the stochastic
diffusion of the particles, that tends to smear out and eventually damp the
fluctuations.
The relations obtained above are only valid for the dominant component
of each era. It is possible to gain some insight in the growth of perturbations
of sub-dominant components by considering a multi-component fluid [77].
The dispersion relation for the dark matter component in the radiation era
is then given by:
δ¨k,DM + 2
a˙
a
δ˙k,DM + k
2σ2vδk,DM − 4piG
∑
i
ρ0,iδk,i = 0, (3.63)
where the sum in the last term runs on all the components. As we have
seen radiation perturbations do not grow in this era and since the baryonic
component is still coupled to radiation its perturbations do not grow either.
Eq.(3.63) then reduces to:
δ¨k,DM + 2
a˙
a
δ˙k,DM + k
2σ2vδk,DM − 4piGρ0,DMδk,DM = 0. (3.64)
If we restrict to scales well above the Jeans length we can neglect the third
term and solve for the growing mode of δk,DM :
D+,DM = 1 +
3 a
2 aeq
. (3.65)
From this we can see that DM perturbations that enter the horizon at a time
thor before equivalence grow by a factor of:
D+(teq)
D+(thor)
=
5/2
1 + 3 ahor/(2 aeq)
(3.66)
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which is smaller than 2.5. This stagnation of DM perturbations is called
Meszaros effect [114]. After equivalence DM becomes the dominant compo-
nent and DM fluctuations begin to grow as in Eq.(3.44).
Similarly, we can write the dispersion relation for baryonic matter after
decoupling as:
δ¨k,b + 2
a˙
a
δ˙k,b + k
2c2sδk,b − 4piGρ0,DMδk,DM = 0, (3.67)
and solve for the growing mode:
D+,b = D+,DM (1− adec/a) . (3.68)
This is smaller than D+,DM but tends to it with growing a. This means that
as soon as baryonic matter decouples from radiation its fluctuations have
an accelerated growth with respect to DM ones. This phenomenon is called
baryon catch up. As it is often phrased, DM perturbations collapse first,
forming potential wells in which baryonic matter subsequently falls.
The Jeans length has a corresponding mass scale, called the Jeans mass,
that discriminates whether a fluctuation of a given mass will collapse or not.
The Jeans mass is defined as:
MJ =
4pi
3
ρMλ
3
J (3.69)
for baryonic matter and
MJ =
4pi
3
mDMnDMλ
3
J (3.70)
for DM, where mDM is the mass of DM particles and nDM is their number
density. In a collisionless fluid, fluctuations on scales < MJ can be damped
by two physical processes: in the ultra-relativistic regime, when the particle
velocities are all of order v ' c, the amplitude of a perturbation decays
because particles move with a large dispersion from over-dense to under-
dense regions, and vice versa; in the non-relativistic regime there is on the
other hand a considerable spread in the particle velocities which tends to
smear out the perturbation. In both cases, after a time t, perturbations are
dissipated on a scale λ < λfs, where λfs is the free-streaming scale:
λfs = a(t)
∫ t
0
v(t′)
a(t′)
dt′. (3.71)
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Analogously to the Jeans case, a free-streaming mass can be defined:
Mfs =
4pi
3
mDMnDMλ
3
fs. (3.72)
It is found that both for CDM and HDM Mfs equals MJ soon after equiva-
lence, so the phenomenon of free-streaming erodes all the fluctuations with
masses below the Jeans mass.
In the baryonic component viscosity and thermal diffusion due to the
interaction with photons before equivalence dissipate all perturbations below
the scale:
λS ' 2, 3 c (τγet) 12 , (3.73)
where τγe is the rate of interactions between photons and electrons. The
related Silk mass is:
MS ' 8× 107 (Ωb h2)−5
(
1 + z
1 + zeq
)− 15
4
M (3.74)
This dissipative process causes a decrease of the amplitude of an acoustic
wave on a mass scale M < MJ , with a rate that depends on M .
Since at the time of decoupling the value of the free-streaming mass is
equal to the value of the Jeans mass, the type of DM particles determines
the scenario of structure formation:
Bottom-up the least massive structures collapse first, then the bigger ones
form by merging;
Top-down the most massive structures collapse first, then the smaller ones
form by fragmentation of the bigger ones.
If the DM is cold, a bottom-up scenario is preferred, since the first collapsed
objects have a mass MJ(zdec) ∼ 105 − 106M; vice versa, if the DM is hot,
structure formation would happen with a top-down hierarchy, starting from
objects with mass MJ,max ' 3.5 · 1015(ΩHDMh2)−2M.
3.2.1 Power spectrum evolution in linear regime
In the linear regime each Fourier mode evolves independently so the evolution
of the shape of the power spectrum is described by a simple function of the
scale T (k), called transfer function. The processed power spectrum P (k, t)
is related to the primordial power spectrum Pini(k) = P (k, tini) as:
P (k, t) = Pini(k)D
2
+(k, t). (3.75)
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For scales larger than the Jeans length the growing factorD+ does not depend
on k so:
P (k, t) = Pini(k)D
2
+(t). (3.76)
As seen above, the growing factor has a different trend before and after
equivalence:
D+ ∝
{
a2 a < aeq,
a a > aeq.
(3.77)
Matter fluctuations that enter the horizon before equivalence suffer from
Meszaros effect until equivalence, while fluctuations on scales large enough
to remain outside the horizon until equivalence continue to grow as a2. This
different behaviour distorts the initial power spectrum in a predictable way.
Indicating the moment when a given fluctuation enters the horizon with aH ,
the amplitude at equivalence is given by:
δ(k, aeq) =
δ(k, aini)
(
aH
aini
)2
∝ δ(k, aini)k−2 for aH < aeq,
δ(k, aini)
(
aeq
aini
)2
∝ δ(k, aini) for aH > aeq,
(3.78)
where aini is the expansion factor calculated at tini. Thus, the power spec-
trum at equivalence is given by:
P (k, aeq) ∝ δ2(k, aeq) =
{
δ2(k, aini)k
−4 ∝ kns−4 for aH < aeq,
δ2(k, aini) ∝ kns for aH > aeq.
(3.79)
The matter transfer function at equivalence is shown in Figure 3.1 for differ-
ent species of DM. The point in which the slope changes indicates the value
of k corresponding to the scale of the horizon at equivalence. The main dif-
ference between the predicted power spectrum for hot and CDM is that in
the former case free-streaming erodes all the fluctuations on small scales.
3.3 Non-linear regime
When the fluctuation field becomes |δ| ∼ 1 the linear approximation is no
longer valid and higher-order terms of the expansion become important. At
second order some of the additional terms induce the coupling of modes
on different scales, thus Fourier modes do not evolve independently any-
more [124].
The Jeans length as given by Eq.s (3.60) and (3.61) grows in time, hence
increasingly larger scales begin to collapse. Modes that collapse spawn higher
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Figure 3.1: Square of the matter transfer function for the HDM, mixed DM (the
indicated percentage refers to the HDM fraction) and CDM cases. From Ref. [44].
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frequency perturbations (harmonics) in phase with the original. These har-
monics then interact with other modes leading to the coordination of phases
between modes of different amplitudes [149]. This breaks the uniform dis-
tribution of θ, meaning that the δ(x) field is no longer Gaussian. In Fourier
space modes on large scales can still be considered as Gaussian distributed,
while at small scales the departure from Gaussianity is not negligible and
grows in time.
As we mentioned in §3.2, Gaussian fields can be fully specified by their
power spectrum. When non-gaussianities become important, the power spec-
trum is not sufficient and higher-order correlation functions are sourced. We
will get back on this in Chapter 5. Notice however that these higher-order
statistics focus on the information content of the modulus of the fluctua-
tion field and are strongly correlated with the power spectrum, yielding few
independent information. Various statistics of the phases have been pro-
posed, which aim at the information content of the phases of the field. See
e.g. [37, 121] and references therein.
The power spectrum is itself distorted by the non-linear evolution of the
mode amplitudes, so its evolution cannot be described by a simple transfer
function. In particular, the modes generated by the collapse enhance the
power spectrum at high k, as it is shown in Figure 3.2.
In this regime the evolution of the fluctuation field cannot be solved an-
alytically, unless simplifying approximations are introduced. Perturbation
Theory (PT) is the natural extension of LPT to higher orders in the expan-
sion of the δ field around a homogeneous and isotropic background solution.
There exists various versions of PT, the exposition of which is beyond the
scope of this thesis. We refer to [22, 35] for a review of the topic.
In the following we will describe two approximate solutions, the Zel’dovich
approximation and the Spherical Collapse model.
3.3.1 The Zel’dovich approximation
In analogy with fluid dynamics, it is possible to define a Lagrangian reference
frame for cosmic fluids where the coordinates are constant along the fluid
flow. These are related to the Eulerian coordinates through a transformation
that is in general non-linear. The Zel’dovich approximation [189] is essentially
a prescription on this transformation where the Eulerian position of a fluid
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Figure 3.2: Matter power spectrum evolution in the non-linear regime from the
DEUS FUR simulation [134]. The solid blue curve shows the linear prediction for
the matter power spectrum at z = 0.
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element is a function of the initial Lagrangian position and time only:
r(q, t) = a(t) q + F (q, t), (3.80)
where q is the initial Lagrangian position and F (q, t) is the displacement
field. In the Zel’dovich approximation F is a separable function:
F (q, t) = f(t)G(q). (3.81)
Calibrating f and G on the linear solution, we get to:
r(q, t) = a(t) [q −D+(t)∇qΦ0(q)] , (3.82)
where Φ0 is called the peculiar velocity potential. Its name comes from the
consideration that:
v =
dr
dt
−H r = −a(t) D˙+(t)∇qΦ0(q). (3.83)
Using the conservation of mass it is possible to relate the density in the
Lagrangian and Eulerian coordinate system. In fact:
dM = ρ0 d3q = ρ(x, t) d3x, (3.84)
where x = r/a is the comoving Eulerian coordinate. From this we infer that:
ρ(x, t) = ρ0
d3q
d3x
. (3.85)
The quantity d3x/d3q is the determinant of the Jacobian of the transforma-
tion Eq.(3.82):
J
[
∂x
∂q
]
= a3
[
δij −D+ ∂
2Φ0
∂qi∂qj
]
, (3.86)
where
∂2Φ0
∂qi∂qj
(3.87)
is the deformation tensor. Since it is a symmetric tensor it is always possible
to diagonalise it and the Eulerian density results to be:
ρ(x, t) =
ρ0
a3
3∏
i=1
[1−D+λi(q)]−1 , (3.88)
where λi are the eigenvalues of the deformation tensor. Writing the density
in this form makes evident that the evolution is determined by the sign of
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the eigenvalues. In particular, when at least one of the eigenvalues is positive
one obtains ρ(x, t)→∞ for D+λi → 1.
We can interpret the Zel’dovich solution as an approximation of the dy-
namics of a collapsing (or expanding) region due to local gravitational effects,
with the deformation tensor playing the role of the tidal tensor. In fully non-
linear dynamics this evolves in time, while here it is completely determined
by the initial configuration of the fluid elements. The eigenvalues of the de-
formation tensor, once ordered λ1 ≤ λ2 ≤ λ3, can be used to identify the
regions of Lagrangian space that will give rise to different types of structures:
• Void: λ1 ≤ λ2 ≤ λ3 < 0, the fluid element expands along all the
eigenvectors of the deformation tensor,
• Sheet: λ1 ≤ λ2 < 0 ≤ λ3 the fluid element expands along two and
collapses along one of the eigenvectors of the deformation tensor,
• Filament: λ1 < 0 ≤ λ2 ≤ λ3 the fluid element expands along one and
collapses along two of the eigenvectors of the deformation tensor,
• Halo: 0 < λ1 ≤ λ2 ≤ λ3 the fluid element collapses along all the
eigenvectors of the deformation tensor.
In practice when the collapse starts in one of the directions the denomi-
nator of Eq.(3.88) may vanish and the density predicted with this approxi-
mation is divergent. This can be understood by considering the trajectories
of the fluid elements described by the displacement field: the elements follow
the trajectories imprinted by the gravitational field at the initial moment
but they cannot interact, so they cross each other trajectories and the map-
ping between Lagrangian and Eulerian spaces becomes singular, leading to
the formation of caustics, where the density is infinite. The moment of the
formation of the first caustic is called shell crossing and is considered as the
limit at which the Zel’dovich approximation breaks down.
3.3.2 Spherical collapse
The Spherical Collapse is an exact solution to a highly idealised case: the col-
lapse of a perfectly spherical matter over-density in an expanding background
with vanishing initial relative velocity. We can consider the over-density as
a closed matter universe and use the Friedmann equations to compute its
evolution. This solution can be used to compare deviations from linearity at
the time of collapse by comparison with predictions from linear theory.
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For simplicity let us consider a spherical perturbation during the matter
dominated era, which is in any case the period in which most of the per-
turbations begin to grow. Since in this era a ∝ t2/3 we can write the time
dependence of δ as:
δ(t) = D+(ti)
(
t
ti
)2/3
+D−(ti)
(
t
ti
)−1
, (3.89)
where we have included the decaying mode, that in this era scales as a−3/2.
Let us also assume that δ(ti) < 1, so that we can use the linearised continuity
equations to compute the velocity:
v = i
δ˙k
k
=
i
ki ti
[
2
3
D+
(
t
ti
) 1
3
−D−
(
t
ti
)− 4
3
]
, (3.90)
where k = ki/a is the comoving wavenumber. We have assumed that v(ti) =
0 so D−(ti) = 23D+(ti) and we get:
δi = D+(ti) +D−(ti) =
5
3
D+(ti). (3.91)
This means that the three fifths of the initial over-density remain in the
growing mode while the rest decays.
To see how the perturbation collapse let us write the Friedmann equation:(
R˙
Ri
)2
= H2i
[
ΩP (ti)
Ri
R
+ 1− ΩP (ti)
]
, (3.92)
where R is the scale factor of the perturbation, that can be interpreted as its
radius, and ΩP (ti) = (1 + δi)Ω(ti) is the perturbation density parameter. If
we look for the maximum of R, i.e. R˙M = 0, we find:
RM
Ri
=
ΩP (ti)
ΩP (ti)− 1 . (3.93)
Since ρ ∝ R3 we have:
ρ(RM) = ρc(ti)ΩP (ti)
(
ΩP (ti)− 1
ΩP (ti)
)3
. (3.94)
There exists an exact parametric solution to the Friedmann equations for a
closed matter universe which reads:
R(θ) = Ri
ΩP (ti)
2(ΩP (ti)− 1)(1− cos θ), (3.95)
t(θ) =
1
2Hi
ΩP (ti)
(ΩP (ti)− 1)3/2 (θ − sin θ). (3.96)
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The maximum of R corresponds to θM = pi, so we find:
tM =
pi
2Hi
ΩP (ti)
(ΩP (ti)− 1)3/2 =
[
3pi
32GρP (tM)
] 1
2
, (3.97)
where we have used Eq.(3.94). The background density at the maximum is:
ρ(tM) =
1
6pi G t2M
, (3.98)
so that D+(tM) ' 4, 6. The prediction for the growing factor in the linear
theory is:
D+(tM) = D+(ti)
(
tM
ti
) 2
3
' 1.07, (3.99)
showing that the linear prediction is already a factor of four smaller than the
non-linear solution at the time of maximum expansion.
When the perturbation reaches its maximum size it begins to collapse.
The solution Eq.(3.95) indicates that the perturbation should collapse to a
point of infinite density at a time tc = 2 tM . In reality when the density is
high shock waves are formed and the heating due to dissipation of such shocks
drives the perturbation to the virial equilibrium thus halting the collapse.
The virial theorem states that:
2T + V = 0 (3.100)
where T is the kinetic energy and V is the potential energy. This means that
the total energy is:
E = −T = V
2
. (3.101)
At the time of virialisation tvir we have:
E(tvir) =
1
2
(
−3
5
GM2
Rvir
)
, (3.102)
while at tM the kinetic energy is 0 so:
E(tM) = −3
5
GM2
RM
(3.103)
and ρP (tvir) = 8ρP (tM) ' ρP (tc). This means that δ(tc) ∼ 200 while the
linear theory prediction is D+(tc) ' 1.686, two orders of magnitude away
from the non-linear solution.
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Chapter 4
Numerical simulations
In the previous Chapter we have seen that an analytical treatment of the col-
lapse of matter in the non-linear regime is only possible in approximate cases
which are not applicable to follow the clustering of the density field in the
full non-linear regime. This requires cosmological simulations which allow to
follow the evolution of the density and velocity fields over a large range of
scales and times. These consist of a discretised representation of large vol-
umes of the universe evolved from a set of initial conditions at high redshift
in a given cosmological setup. The evolution of ordinary matter under the
action of gravity can be solved with hydrodynamical methods, on the other
hand the DM fluid is collisionless to good approximation on astrophysical
scales and thus requires different numerical techniques. Most of the existing
cosmological codes make use of N-body techniques, which will be presented
in §4.1. The computational domain of such simulations is usually a cube of
side L, which for modern simulations varies from hundreds of Mpch−1 to tens
of Gpch−1. As we will see fields can be discretised on this computational
domain either as particles or on a grid. In both cases the number of com-
putational elements is bounded by memory and time requirements, limiting
the range of scales that can be explored with simulations and introducing
systematic errors.
In §4.2-4.4 we will briefly describe numerical methods employed for the
simulations used in this thesis. We outline Eulerian hydrodynamics methods
in §4.2, as an introduction to numerical methods for clustering Dark Fluids
simulations, discussed in Chapter 8. In §4.3 we present the basic method to
generate initial conditions for N-body simulations, while in §4.4 we discuss
the estimation of the matter power spectrum from simulations, including an
overview of numerical systematic errors related to this estimation.
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4.1 N-body techniques
A collisionless self-gravitating gas of particles of mass m is described in phase
space by its distribution function f(t,x,p), where p is the momentum, and
its evolution is given by the collisionless Boltzmann’s equation [24]:
df(t,x,p)
dt
=
∂f
∂t
+
p
ma2
· ∇xf −m∇xφ · ∇pf = 0, (4.1)
with the gravitational potential φ obeying the Poisson equation:
∇2φ = 4piGmDM
a
(∫
d3pf − n¯
)
, (4.2)
where n¯ is the mean number of DM particles in the universe. These equa-
tions forms the so called Vlasov-Poisson system. In the case of CDM the
thermal velocity dispersion is much smaller than the bulk velocity due to
gravitational interactions, so its velocity distribution has negligible width.
This confines the evolution of f in a sheet in phase space and reduces the
dimensionality of the problem, allowing to solve the Vlasov-Poisson system
in 3D configuration space. In linear regime the sheet does not fold, so in each
point x the velocity is single-valued and DM can be treated as a perfect fluid
with P ≈ 0 [189]. As soon as shell crossing occurs multiple streams with
different velocities pass through the points where caustics form and the fluid
can no longer be described by bulk quantities.
The solution of Eq.(4.1) can be represented by an infinite set of character-
istics. N-body techniques rely on a coarse-graining of the distribution func-
tion, which corresponds to sampling the characteristics with a finite number
N of tracers. The distribution function of these tracers is [94, 59]:
fN(t,x,p) =
N∑
i=1
δD(x− xi(t))δD(p− pi(t)). (4.3)
Substituting Eq.(4.3) in (4.1) we can see that fN is conserved along the
characteristics:
dxp
dt
= vp, (4.4)
dvp
dt
= −∇φ, (4.5)
where xp and vp are the position and velocity of the tracers. These tracers
can be viewed as particles representing a discrete volume δV containing a
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mass m of microscopic DM particles. In N-body techniques at each time-step
particles are displaced following the equations of motion Eq.s (4.4)-(4.5) and
the force field ∇φ generated by the new configuration of particles is com-
puted using Poisson solver algorithms. N-body methods differ mainly in this
second step.
The simplest approach to compute the gravitational force acting on par-
ticles is called direct summation or Particle-Particle (PP)[2]: the sum
f(xj) = mj
∑
i 6=j
Gmi
xi − xj
|xi − xj|3 (4.6)
is performed for each particle j summing over all the other N − 1 particles
i. This method has a computational cost of the order of N2, making it unaf-
fordable for cosmological simulations, where the number of particles ranges
from 106 to 1012. Moreover, this method diverges when close encounters oc-
cur between two particles, so a “smoothing” of the force is required [1]. This
is done by substituting the Newtonian force with a force f softij that tends to
fnewtij when |xi − xj| → ∞ and tends to 0 when |xi − xj| → 0. A simple
example of such a smoothed force is:
f softij = Gmimj
xi − xj
(|xi − xj|2 − 2)3/2 , (4.7)
where  is called softening length and can be interpreted as the size of the
particles. Unphysical two-body interactions can arise if the softening length
is smaller than the mean inter-particle separation [112], leading to departures
from the collisionless nature of the Vlasov-Poisson system.
The so called Hierarchical Tree methods [16] alleviate the computational
cost of the Poisson solver by using direct summation only for particles that
are below a certain distance, while the force due to long range interactions
is approximated by expanding the gravitational field in multipoles and trun-
cating the expansion to a given order. The computational cost of these algo-
rithms is of the order of N logN . In these methods, particles are assigned to
a tree of computational cells, which is constructed by iterative subdivision of
the volume of each cell in 8 parts, halting the procedure when the number
of particles in the cell goes below a threshold. An opening angle parameter
for the tree is defined so that smaller distances correspond to larger opening
angles. This procedure assures high resolution of the force in high density
regions but is inefficient for low contrast mass distribution.
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Particle-mesh (PM) methods [83] take a different approach to solve the
Poisson equation. In these methods a grid is superimposed to the particle
distribution and physical quantities like density and velocity are interpolated
from particle positions to grid nodes. Imposing periodic boundary conditions
allows one to use Fast Fourier Transform algorithms [132] to compute the
potential. In fact, in Fourier space the Poisson equation is:
φ(k) = G(k) ρ(k), (4.8)
where G(k) is the Green function, whose form depends on the discretisa-
tion scheme. PM algorithms first transform ρ(x) → ρ(k) using forward
FFT, multiply it by the Green function to obtain φ(k) and then transform
φ(k)→ φ(x) using backwards FFT. The potential is then interpolated back
to the particle positions. The advantage of this approach is that grid meth-
ods have a “natural” softening length given by the spacing of the grid points,
which also sets the resolution scale of the simulation. This also means that
the numerical error on the force with this method is more predictable than
with PP or Tree methods. In the limit of vanishing spacing (Ng → ∞) we
recover the Vlasov-Poisson system. The computational cost of PM methods
is of order N for particle displacements and Ng logNg for the Poisson solver,
where Ng is the number of grid nodes.
Tree and PM methods are the basis upon which currently used algorithms
have been built. TreePM hybrid methods use the Tree algorithm for small-
range interactions and exploit the speed of FFT to compute long-range grav-
itational forces with the PM algorithm. Adaptive Mesh Refinement (AMR)
methods allow to reach higher accuracy in high density regions with respect
to PM methods by introducing sub-grids with finer spacing where the density
in the grid cells exceeds a given threshold. The potential at refined levels
of the grid is computed with relaxation methods, using the solution inter-
polated from the previous level as initial guess and as boundary conditions,
while at coarse level the potential is computed using standard FFT methods
[96, 170]. The RAMSES code [170], used in this thesis, is an AMR code.
4.2 Eulerian hydrodynamics
For collisional fluids, like baryonic matter, the Boltzmann equation can be
expanded in its moment series and truncated with the introduction of an
equation of state. The moments are found by integrating the Boltzmann
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equation as:∫
Q(p)
(
∂f
∂t
+
p
ma2
· ∇xf −m∇xφ · ∇pf
)
d3p = 0, (4.9)
where Q(p) is a conserved quantity. In particular, three moments with
Q(p) = (m,p,p2/2m) are sufficient to fully characterise the system if the
equation of state is in the form P = P (ρ, e), where e is the specific total
energy of the fluid. The resulting equation system in proper coordinates and
in the so called conservative form reads as:
∂ρ
∂t
+∇ · (ρu) = 0, (4.10)
∂ρu
∂t
+∇ · (ρu⊗ u) +∇P = −ρ∇φ, (4.11)
∂ρe
∂t
+∇ · [ρu(e+ P/ρ)] = −ρu · ∇φ, (4.12)
P = P (ρ, ρe). (4.13)
Neglecting gravitational source terms these equations express the conserva-
tion of the quantities (ρ, ρu, ρe), i.e. mass, momentum and total energy per
unit volume, respectively.
When writing this set of equations in comoving coordinates, using con-
formal time τ and peculiar velocities v = u − Hr, new terms due to the
expansion appear in the equations. Cosmological simulations usually employ
super-comoving variables [109], that are defined so that the expansion of the
background does not appear explicitly in the equations. By defining:
dτ˜ = H0
dτ
a2
, (4.14)
x˜ =
1
a
x
L
, (4.15)
ρ˜ = a3
ρ
Ωmρc
, (4.16)
P˜ = a5
P
ΩmρcH20L
2
, (4.17)
v˜ = a
v
H0L
, (4.18)
φ˜ = a2
φ
H20L
2
, (4.19)
it is possible to show that all the equations remain in the form given in Eq.s
(4.10)-(4.12) except for a friction term in the energy equation, that can be
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treated as a source, while the Poisson equation reads:
∇2φ˜ = 3
2
aΩm(ρ˜− 1). (4.20)
In the context of cosmological simulations Eulerian methods for fluids are
coupled to PM methods (or AMR methods) for DM, so that the components
share the same grid, and the Poisson equation is sourced by the total energy
density.
Eq.s (4.10)-(4.12) can be written in compact form as:
Uτ + Fx(U) = S(U), (4.21)
where indices denote derivatives. This can be solved by splitting the problem
in two steps: the solution of the homogeneous system Uτ + Fx(U) = 0 and
of the ODE Uτ = S(U). In the RAMSES code the homogenous system is
solved using a second-order Godunov scheme and the ODE with a predictor-
corrector scheme. We introduce these methods here since we are going to use
similar methods for clustering Dark Fluids presented in Chapter 8.
Godunov methods are finite volume methods that rely on the evaluation of
state variables (ρ, ρu, ρe) at cell interfaces by solving the associated Riemann
problem. The fluxes are computed using these evaluated states and their
spatial derivatives are then computed with finite differences. Let us restrict
for simplicity to the 1D case. Eq.(4.21) is discretised at first order as:
U˜n+1i = U
n
i +
∆t
∆x
(Fni+1/2 − Fni−1/2) (4.22)
Un+1i = U˜
n+1
i + ∆tS(U˜
n+1
i ) (4.23)
where Uni is the value of the state variables at time-step n at the centre of
the grid cell i. The fluxes Fni+1/2 are computed as F(U
n
i+1/2), where U
n
i+1/2
is obtained by sampling at xi+1/2 the solution of the Riemann problem:
Uτ + Fx(U) = 0 (4.24)
U(x, 0) =
{
UL if x− xi+1/2 < 0
UR if x− xi+1/2 > 0
(4.25)
where UL and UR are the values of the state variables at the left and right
of the interfaces. The solution of the Riemann problem is a system of l
waves, where l is the number of equations of the system, that propagate
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from the interface at different velocities depending on their nature (i.e. shock,
rarefaction or contact waves). By imposing the CFL condition:
∆t =
Ccfl∆x
Smax
, (4.26)
where the coefficient 0 < Ccfl ≤ 1 and Smax is the maximum wave speed, we
make sure that waves arising at the interfaces do not travel for more than ∆x.
The simplest method to evaluate UL and UR at xi+1/2 is to consider
the states as constant inside the cells, so that UL = Ui and UR = Ui+1.
This method is called Piecewise Constant Method and is first-order accurate.
Second-order Godunov methods reconstruct the value of the state at the
interface using different approximations: the Piecewise Linear Method uses
first order Taylor expansions of the data to reconstruct the state at i+1/2 and
n+1/2, while the Piecewise Parabolic Method uses parabolic reconstruction.
These reconstructed states are then used as initial conditions for the Riemann
Problem. The order of the method used to solve the ODE problem Uτ =
S(U) must be the same of the Godunov method, thus at second order the
typical discretisation scheme is:
U
n+1/2
i = U
n
i +
1
2
∆tS(Uni ) (4.27)
U˜n+1i = U
n+1/2
i +
∆t
∆x
(F
n+1/2
i+1/2 − Fn+1/2i−1/2 ) (4.28)
Un+1i = U˜
n+1
i +
1
2
∆tS(U˜n+1i ) (4.29)
where we have used Strang splitting for source terms [159]. For a detailed
presentation of Godunov methods see [171].
4.3 Generation of initial conditions
Initial conditions for cosmological simulations are generated at high redshift,
usually > 30, where the Zel’dovich approximation is still valid on the scales
of interest. As we have seen in §3.1 at early times the fluctuation field δ
is a homogeneous and isotropic Gaussian random field. For such a field, a
particular realisation can be written as:
δ(x) =
1
(2pi)3
∫
d3k
√
P (k)λk eik·x, (4.30)
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where λk is a white noise field, i.e. a complex Gaussian random field that
satisfies the independence condition:
〈λk1λ∗k2〉 = (2pi)3δD(k2 − k1). (4.31)
Since δ(x) is real the white noise is also subject to the Hermitian condition:
λ∗k = λ−k. (4.32)
Eq.(4.30) is used in the Zel’dovich approximation to generate the initial par-
ticle displacement. A realisation of the λk field can be obtained by draw-
ing Gaussian random numbers with zero mean and unity variance at each
grid-point. This field is then multiplied by the square-root of linear power
spectrum for the desired cosmology, which can be computed using Boltzmann
codes like CAMB [105] or CLASS [103]. Once the density field is constructed,
the velocity field is computed using linear theory:
v = −i a D˙+
D+
k
k2
δ. (4.33)
FFT methods are used to Fourier transform the obtained density and veloc-
ity fields in configuration space. Once chosen a pre-initial configuration of
particles, positions and velocities are evolved to the initial redshift of the sim-
ulation using Zel’dovich approximation. The displacement field is computed
as:
s =
v
a D˙+
, (4.34)
and particle positions and velocities are given by:
xp(a) = q+D+ s(q), (4.35)
vp(a) = a D˙+ s(q), (4.36)
where q is the pre-initial position of the particle. In the simplest approach
particles are placed at the position of grid-points, but in some cases their
pre-initial configuration can be chosen not to coincide with the grid (e.g.
glass configurations [183]). In such cases an additional interpolation of the
velocity field to particle positions is required to compute the displacement.
4.4 Power spectrum estimation
The power spectrum defined in Eq.(3.16) is a continuous quantity, but for
all practical purposes it is discretised in k bins of finite width ∆k. Common
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binning strategies include linear and logarithmic binning, the number of bins
depending on the application. For cosmological simulations the binned power
spectrum is obtained by Fourier transforming the density field and taking the
average of its amplitude for all the wave-vectors that fall in a given k bin.
The discrete version of the 3D Fourier transform for the density field is:
ρ˜lmn =
Ng∑
i
Ng∑
j
Ng∑
k
ρijk e
i 2pi
Ng
(il+jm+kn)
, (4.37)
where ρijk is the value at the grid-point (i, j, k) and ρ˜lmn is its Fourier trans-
form at the eigenvector:
k =
2pi
L
(l,m, n). (4.38)
We define the estimator of the power spectrum as:
Pˆ (k) = 〈|ρ˜lmn|2〉k∈∆k , (4.39)
where:
k =
2pi
L
√
l2 +m2 + n2 (4.40)
and ∆k =
{
k − ∆k
2
, k +
∆k
2
}
. (4.41)
In this approach the largest wavenumber one can sample is determined by
the Nyquist frequency of the grid kmax = piNg/L, while the smallest is set by
the fundamental mode of the grid kmin = 2pi/L.
The power spectrum measured from N-body simulations is affected by
numerical systematics, due to the fact that simulations follow the evolution
in a smaller volume than the observable universe, and due to the discrete
representation of the density field with particles. In a finite box a mode of
amplitude k is sampled a number of times given by:
Nk =
Vshell
Vf
≈ 4pik
2
∆k2
, (4.42)
where Vshell is the volume of a spherical shell in Fourier space of radius k and
width ∆k and Vf is the fundamental volume in k-space given by ∆k3. This
means that the power spectrum estimate is affected by sampling error, that
for a Gaussian density field is given by:
σP (k) =
√
2
Nk
P (k). (4.43)
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Figure 4.1: Relative difference of the matter power spectra at z = 0 from
simulations of different box-lengths with respect to that from DEUS-FUR with
L = 21000Mpch−1 (red line). The various lines correspond to the simulations
with box-length L = 10500Mpch−1 (green line), L = 5250Mpch−1 (light-blue
line), L = 2625Mpch−1 (dark-blue line) and L = 1312.5Mpch−1 (magenta line)
respectively. All curves are truncated outside the range where σP /P > 0.01. The
vertical error bars at k = 0.02Mpch−1 show σP , while the horizontal ones give
the wavenumber bin size for the different simulation box-lengths respectively. The
arrows mark the wavenumber values where ∆k is 1% of k. From Ref. [134].
This approximation is not valid for high k, where, as we will see in Chapter 5,
strong deviations from Eq.(4.43) arise due to coupling of modes that develop
during the non-linear regime. At low k the modes are sampled few times,
giving rise to large sample variance. Figure 4.1 shows the relative difference
between power spectra from simulations of different box-lengths with respect
to the spectrum of the largest one. Spectra are truncated at the k value above
which sampling variance is below the 1% level. We can see the increasing
level of noise at fixed k with decreasing box-lengths. Sample variance can be
reduced by using volumes much larger than the scales of interest or running
several realisations of the same cosmological model and averaging the power
spectra. Another type of finite volume effect is due to the absence of modes
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larger than the box size in the simulation. For relatively small box-lengths
(below 250 Mpch−1) these modes are coupled to small scale modes at low
redshift, where non-linearities become important. The missing coupling con-
tribution delays the onset of non-linearities at scales close to the box size [82].
This results in a suppression of power at small k, that is usually buried under
the noise due to sample variance. This effect is shown in Figure 4.2, where
multiple realisations are averaged to achieve the same low level of sample
variance for the different box-lengths.
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Figure 4.2: Comparison of power spectra from three different box sizes,
2000Mpch−1 (blue), 936Mpch−1(red) and 234Mpch−1 (green). The initial power
spectrum scaled to z = 0 is subtracted from the final power spectrum and the result
is averaged over all realisations (4 for the big box, 8 for the medium box, and 127
for the small box), and divided by the smooth prediction from linear theory. The
error bars show the standard deviation. The overall agreement of ∆2(k) from the
two large box sizes is better than 1% on scales below k ∼ 0.1hMpc−1 (the 1% limit
is shown by the dotted lines). The small box result displays an overall suppression
of the power spectrum at low k. From Ref. [82].
Discreteness effects in PM codes are due to errors in the computation of
the force, which are controlled by the size of the grid cell. At high redshift
most of the volume is occupied by matter with density close to the mean. In
this low density contrast regime the errors are the largest since small over-
densities are spread over the volume of a cell, thus diluting the gravitational
attraction towards that cell. Nevertheless, AMR techniques allow to refine
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Figure 4.3: Relative difference of the matter power spectra at z = 0 from simu-
lations with mp = 1.2× 1012 h−1M (green lines), mp = 1.5× 1011 h−1M (black
line) and mp = 1.8× 1010 h−1M (blue line) respectively. The reference spectrum
is given by the simulation with mp = 1.5× 1011 h−1M. The red line corresponds
to spectrum of the simulation with 10243 particles and 2592h−1Mpc box-length
corrected for the mass resolution effect. From Ref. [134].
the computation of the force in high density regions, giving rise to a more
accurate estimation of the power spectrum at low redshift, where most of
the matter is in collapsed structures. It is customary for cosmological AMR
simulations to set the number of coarse grid cells to be equal to the number
of particles, thus casting this problem in a mass resolution error framework.
Moreover, refinement criteria are based on the number of particles in the
cell, linking the mass resolution to the accuracy of the computation of the
force. This mass resolution effect manifests as a depletion of power at high
k, as shown in Figure 4.3, and is more important at higher redshifts. In
Ref. [134] the spectrum of low resolution runs has been corrected using the
spectrum of higher resolution ones. The mass resolution effect is in fact a
smooth function of k, so it can be estimated by taking the ratio of the spectra
of two simulations with the same volume and different mass resolution and
then fitting it with a polynomial function. The correction yields an accurate
spectrum, as it can be seen from the red curve in Figure 4.3. As we will see
in the next Chapter mass resolution effects also affect the power spectrum
covariance matrix computed from low resolution simulations.
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Part II
Cosmology with large volume
galaxy surveys
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Chapter 5
Cosmological dependence of the
large scale structure of the
universe
The galaxy distribution contains cosmological information. In fact galaxies
result from the collapse of the baryonic gas in the potential well generated
by matter density fluctuations. Thus, luminous matter in the universe is a
tracer of the underlying matter density field, so that measurements of the
statistical properties of the galaxy distribution provide information on those
of the matter field. Surveys of the large scale structures have been providing
insightful data for more than a decade now. Observational projects such as
the 2-degree Field Galaxy Redshift Survey (2dFGRS) [127, 39] and the Sloan
Digital Sky Survey (SDSS) [167] have yielded unprecedented measurements
of the clustering of matter on the large scales. The success of these projects
has opened the way to a new generation of survey programs. In the years to
come the Dark Energy Survey1 (DES), the Large Synoptic Survey Telescope2
(LSST) or the Euclid mission3 will map the distribution of galaxies in larger
cosmic volumes and with higher sensitivity.
In this thesis we focus on two particular Large Scale Structure (LSS) ob-
servables: the galaxy power spectrum, that we will describe in §5.1, and the
Baryon Acoustic Oscillations (BAO) in §5.2. Our goal is to use numerical
N-body simulations to study non-linear effects of the late time clustering of
matter on both probes.
1www.darkenergysurvey.org
2www.lsst.org
3www.euclid-ec.org
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To infer constraints on the cosmological parameters from these observ-
ables it is necessary to interpret the data in a statistical framework. Bayesian
techniques are the standard ones in cosmology since they allow to incorpo-
rate previous constraints through priors and combine different probes in a
statistically consistent way. We will present these techniques in §5.3.
5.1 Galaxy power spectrum
Luminous matter is a biased tracer of the matter density field, since it is more
probable for galaxies to form in over-density regions than in under-dense ones.
Moreover, the clustering of galaxies may differ depending on galaxy proper-
ties (e.g. type, luminosity, colour), thus leading to different bias effects [see
e.g. 187]. Galaxy bias is usually modelled linearly as δg = b δm, where δg
is the galaxy number density contrast and b is the bias factor. Using semi-
analytical methods it is possible to show that at early times galaxies form
in high-density peaks which are more strongly clustered than the underlying
dark matter field [15] so that b > 1. At later times this bias decreases, mak-
ing galaxies a better tracer over time [71, 168]. In general the bias factor is
scale-dependent but this dependence is weak and is well approximated by a
constant factor at large scales [108]. In principle the bias of a given galaxy
sample can be estimated by taking the ratio of the clustering of the observed
sample to the one of dark matter in a cosmological simulation. However, such
an estimate is cosmology-dependent, with b being strongly degenerate with
the σ8 parameter, thus extracting cosmological information from the sample
using this method can bias the analysis. For this reason b is usually treated as
a “nuisance” parameter and fitted together with the cosmological parameters.
In addition to bias, galaxies are discrete samples of the density field.
Hence, measurements of their statistical properties are affected by shot-noise
errors. Under the assumption that galaxies form a Poisson sample of the
density field [124] the contribution of shot-noise to the power spectrum is
a term 1/n¯, where n¯ is the mean galaxy density. We can thus model the
estimator for the galaxy power spectrum as:
Pˆg(k) = b
2〈|δm(k)|2〉 − 1
n¯
. (5.1)
Given the level of shot-noise of current galaxy surveys, only the largest
scales can be used to infer cosmological parameters. Since these scales are
in linear or mildly non-linear regime, predictions from LPT or higher-order
PT are sufficient to make accurate theoretical predictions that can be com-
pared to the data. On the other hand, smaller scales are sampled with lower
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cosmic variance errors and also carry cosmological information, however for
these to be accessible will require taking into account complex effects such
as non-linearities and baryonic feedback [see e.g. 140]. This is crucial since
upcoming surveys will observe larger numbers of galaxies, bringing shot noise
errors below the level of sample variance especially at small scales.
For the purposes of this thesis we will assume that both bias and baryonic
effects can be treated as nuisance parameters and focus on the effect of non-
linearities on the matter power spectrum and its covariance matrix.
5.2 Baryon Acoustic Oscillations
Prior to recombination small scale perturbations in the baryonic component
propagate as acoustic waves, which then stall at decoupling and start accu-
mulating baryons at fixed distances from the original perturbations [17, 18]
leaving a characteristic imprint on the matter distribution. We can define
the sound horizon as the maximum distance that such waves can travel until
recombination:
s =
∫ t(zrec)
0
cs(1 + z)dt, (5.2)
where cs is the sound speed of the baryon-photon plasma:
cs =
c
[3(1 + η)]1/2
(5.3)
and η = 3ρb/4ργ is the ratio of the baryon to photon momentum density.
The scale s is imprinted in the matter correlation function as a single peak
at s ∼ 100 Mpch−1, while on the power spectrum it manifests as a series
of peaks and throughs at wave-numbers k = npi/2s for n = 5, 9, 13, ... and
n = 3, 7, 11, ... respectively. This is similar to the Fourier transform of the
step function being spread over a series of damped oscillations in Fourier
space.
Since we have a precise estimate of the scale s at recombination thanks to
CMB observations, we can calibrate the scale of the BAO to be a standard
ruler. The comoving size of an extended object or feature in the directions
perpendicular and orthogonal to the line-of-sight is given by:
r‖ =
c∆z
H(z)
, (5.4)
r⊥ = (1 + z)DA(z)∆θ, (5.5)
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thus by measuring the scale of the BAO at redshifts probed by galaxy sur-
veys in these two directions we can estimate H(z) and DA(z) as a function of
redshift. The BAO feature has first been detected in the SDSS and 2dFGRS
surveys [63, 126], yielding estimates of the distance to the redshift of the sur-
veys with a few % precision. The Baryon Oscillation Spectroscopic Survey
[BOSS, 54] has recently determined the cosmic distance scale to one percent
accuracy from measurements of the BAO spectrum in the range of modes
0.01 < k[hMpc−1] < 0.30 [9]. Future surveys such as LSST or Euclid will
push these measurements even further, aiming to achieve sub-percent preci-
sions. This requires to address a series of effects of different nature, such as
Silk damping, redshift-space distortions and non-linearities, that shift and
damp the oscillations. Current measurements rely on reconstruction tech-
niques [65], where non-linear effects are erased to gain signal, but as we will
see in the next section these signatures carry cosmological information, and
if modelled accurately can give independent cosmological constraints.
5.2.1 Non-linear effects on BAO
Non-linear processing of the matter power spectrum in the epoch between
recombination and the redshifts probed by galaxy surveys distorts the signal
of the BAO in two ways: the oscillations are damped and the overall slope
of the spectrum is modified, causing a shift of the oscillatory pattern in a k
dependent way. In Ref. [134] a careful assessment of the non-linear effects
on the BAO pattern has been made using the DEUS-FUR large volume
numerical simulations. These simulations have a volume of 21Gpch−1 that
contains the scale of the horizon today. This allows to have cosmic variance
limited estimates of the BAO feature in the matter power spectrum and
thus to study non-linear effects with great accuracy. The BAO signal of
the DEUS-FUR ΛCDM simulation at z = 0 is shown in Fig. 5.1, where the
smooth power spectrum has been subtracted to isolate the oscillatory pattern.
Predictions of some approximated methods are shown for comparison. Here
the smooth power spectrum is found by running a simulation with a wiggle-
free initial power spectrum given by the Eisenstein & Hu fitting formulae [64].
The main difference between the various methods is the predicted broad-band
slope of the spectrum, thus it is useful to show the difference between the full
power spectrum and the smooth one predicted by each model, shown in Fig.
5.2. This highlights the difference in the predictions of the BAO oscillations
alone. By comparing the measured signal in the simulation with the linear
prediction we see that the shift in the peaks position due to non-linearities
is a few per cent effect at all redshifts, while damping is the dominant effect
and grows from high to low redshift. This is illustrated in Fig. 5.3, where the
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Figure 5.1: Relative difference of the BAO power spectrum to PFURsmooth(k) at
z = 1 (left panel) and 0 (right panel). The different lines correspond to the linear
prediction (black line), RegPT (blue line), Halofit (green line), DEUS-FUR (red
line) and DEUS-FUR fit (orange line) respectively. From Ref. [134].
shift and damping are shown for all the detectable peaks and throughs. The
second through and the third peak are the most stable features, making them
the most suited for precise cosmological parameter inference. Perturbation
theory predicts that damping evolves as the square of the linear growth factor
[52, 123, 148], which is shown as dashed lines in the right panel of Fig.
5.3. These are in good agreement with the results from the simulation.
Thus, by measuring the damping of the BAO oscillations in the observed
spectra of future surveys it will be possible to have an additional independent
cosmological constraint.
5.3 Bayesian methods for cosmological param-
eter inference
Modern cosmological data analysis is performed in a Bayesian inference
framework. This allows to incorporate observational errors and combine
different observables in a statistically consistent way. In this context the pa-
rameters θ of a given model M are taken as random variables and the Bayes
theorem is formulated as:
P (θ|D,M) = P (D|θ,M)P (θ|M)
P (D|M) , (5.6)
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Figure 5.2: Difference with respect to the smooth spectrum of each model nor-
malised to PFURsmooth(k) at z = 1 (left panel) and 0 (right panel). The different
lines correspond to the linear prediction (black line), RegPT (blue line), Halofit
(green line), the leading term from Renormalized Perturbation Theory (light blue
line), DEUS-FUR (red line) and DEUS-FUR fit (orange line) respectively. From
Ref. [134].
where θ is the set of parameters, D are the data, P (θ|D,M) is the poste-
rior, P (D|θ,M) is the likelihood, P (θ|M) is the prior and P (D|M) is the
model evidence. The prior contains the previous knowledge about the model,
coming either from theoretical considerations or from past data, and the pos-
terior represents the state of knowledge of the parameters θ updated with
the data D. The likelihood function has to be constructed from a statistical
model of the data and the instrumental errors. Here the model evidence can
be considered as a normalisation constant. The maximum of the posterior
probability in the parameter space represents the best fit parameters of the
model. It is possible to draw contours of credibility that encompass the 68%
or 95% of the posterior probability around the maximum.
It is possible to extend this formalism to “model selection” problems,
where different models Mi with different sets of parameters θi can be com-
pared by means of their evidence:
P (D|Mi) =
∫
P (D|θi,Mi)P (θi|Mi)dθi, (5.7)
where each model has its set of priors P (θi|Mi). The model posterior is then
built using Bayes theorem in the form:
P (Mi|D) ∝ P (D|Mi)P (Mi), (5.8)
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Figure 5.3: Left panel: evolution of the shift of BAO extrema as a function of
the scale factor a. The different solid lines correspond to peaks (P) and troughs
(T) as in the legend, while the dashed lines show the square of the linear growth
function D2+(a) from perturbation theory. Right panel: evolution of the damping
factor of BAO extrema as a function of the scale factor. The black solid line shows
the evolution of the effective one-dimensional amplitude of large-scale velocity flow
σv(a), while the dashed lines corresponds to D+(a) scaling of the damping of the
BAO extrema as expected from perturbation theory. From Ref. [134].
where P (Mi) is the prior on the model. This method can be useful when com-
paring models with different numbers of parameters, e.g. for distinguishing
dynamical DE models from ΛCDM [119].
5.3.1 Maximum Likelihood Estimator
Suppose that we want to estimate the most probable value for a parameter
θα given a dataset D. When we look at a fixed dataset we can think at the
likelihood as a function of the parameters, i.e. L(D; θα). The Best Unbiased
Estimator (BUE) is the one that is unbiased, i.e. 〈θˆ〉 = θ, and minimises
the error ∆θ = (〈θˆ2〉− 〈θˆ〉2)1/2. The estimator that maximises the likelihood
is called Maximum Likelihood Estimator (MLE) and has two properties [see
e.g. 169]:
• if there is a BUE this is θˆMLE or a function of it,
• the MLE is asymptotically the BUE, i.e. θˆMLE → θˆBUE for increasing
data sample size.
Given the large volumes of data coming from galaxy surveys, θˆMLE repre-
sents the best approach to build a BUE.
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From Eq.(5.6) it is clear that for uniform priors the maximum of the
posterior probability coincides with the MLE.
5.3.2 Fisher matrix
The Fisher matrix is a measure of the information content in a given dataset
D on the parameters θ and is defined as:
Fαβ =
〈∂2L(D;θ)
∂θα ∂θβ
〉
, (5.9)
where L(D;θ) = − lnL(D;θ) is the log-likelihood. The Cramer-Rao in-
equality gives us a lower limit for the variance of any unbiased estimator of
a parameter:
σ2(θˆα) ≥ [F−1]αα, (5.10)
so that the inverse of the Fisher matrix can be considered as the best preci-
sion achievable for a parameter estimate. The equality is reached when the
estimator is the BUE.
The Fisher matrix is used for forecasting the ability of a given survey to
constrain the parameters of a given model. The idea is to simulate the data
by including instrumental errors and study the shape of the posterior around
the true parameter values. Expanding the likelihood in a Taylor series around
the MLE, i.e. in the variable δθ = θˆMLE − θ, at second order we get:
L(D;θ) ∼ exp
(
−1
2
∑
αβ
Fαβ δθα δθβ
)
, (5.11)
which corresponds to a Gaussian likelihood with zero mean and covariance
given by the inverse of the Fisher matrix:
Fαβ =
∑
ij
∂Di
∂θα
[cov−1]ij
∂Dj
∂θβ
, (5.12)
where cov is the data covariance. The error on a parameter θα is then
σ(θα) = ([F
−1]αα)1/2. Notice that this estimate of the error depends on
the fiducial model parameters, i.e. our best guess of the MLE parameters
θˆMLE. This means that these errors cannot be used to forecast the ability of
an experiment to rule out a given model, but rather to have an estimate of
the minimum achievable error-bars on the parameters within a given model.
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See Ref. [119] for an extension of Fisher parameter forecast to model selection
using Bayes factors.
In the Gaussian likelihood approximation, assuming that we have perfect
knowledge of a parameter comes down to eliminating the corresponding row
and column of the Fisher matrix, while marginalising over a parameter is
done by eliminating the corresponding row and column of the inverse of
the Fisher matrix. This simplicity is what makes Fisher matrix forecasts so
popular. Moreover, for the Central Limit theorem the likelihood will tend
to a Gaussian distribution for large data-sets, justifying the approximation
Eq. 5.11.
5.3.3 Information content of galaxy surveys
If we make the more realistic assumption that the parameters θ will be
estimated through an observable O(D), which is a function of the data, with
a given unbiased estimator Oˆ, the Cramer-Rao inequality reads:
cov(Oˆ) ≥
[
∂O
∂θ
]T
F−1
∂O
∂θ
, (5.13)
where T stands for transpose. This can be recast as:
F (θ) ≥
[
∂O
∂θ
]T
cov(Oˆ)−1
∂O
∂θ
. (5.14)
From Eq.(5.14) we can see that the information content on a given observable
O (the right-hand side) is always less than the total information content of
the data on the parameters (the left-hand side). This expression can be
generalised to a set of observables O as:
F (θ) ≥
∑
ij
∂Oi
∂θ
[cov−1]ij
∂Oj
∂θ
. (5.15)
As we have seen in §3.1, the density contrast field can be decomposed in a se-
ries of connected N-point correlation functions, or connected moments of the
field. It can be shown that if we consider as observables O the series of cor-
relation functions, Eq.(5.15) becomes an equality, provided that the moment
series is determinate, that is to say that the density can be uniquely recov-
ered from the moment series [42, 36]. For Gaussian distributed density fields
this means that the full information can be recovered from measurements of
the first two moments. Non-linearities distort the distribution function of δ
71
making it more tailed towards high δ values. In general for tailed distribu-
tion the information content in the moment hierarchy converges less rapidly
(or is not determinate, thus never converges), making it an inefficient set of
observables to extract information about the δ field [36].
5.4 Contributions of this thesis
In Chapter 6 we present a study of the estimator of the band-averaged matter
power spectrum (or band-powers) using N-body simulations. Weak-lensing
observables, BAO and the galaxy power spectrum measurements all rely on
modelling of the matter power spectrum to make theoretical predictions. We
place ourselves in the formalism of §5.3.2, where the simulated spectra are
considered as data, so that their distribution over a set of realisations is pro-
portional to the likelihood P (D|θ,M). We show that in non-linear regime
the band-powers have highly correlated errors, making estimation of their
covariance matrix necessary for unbiased parameter inference. Moreover,
the probability distribution function deviates significantly from the Gaus-
sian distribution, indicating that the likelihood is not well approximated by
Eq. (5.11). This means that data analysis of future galaxy surveys will require
estimates of the shape of the likelihood function for observables in the non-
linear regime. We leave a detailed study of the impact of non-Gaussianities
on parameter estimation to future work.
In Chapter 7 we focus on the sample covariance estimator for the data
covariance matrix and its inverse, the precision matrix. Assuming that the
sample covariance computed from a set of more than 104 simulations is the
true covariance we study the dispersion and bias of the estimator when vary-
ing the number of simulations used, both for the covariance and the precision
matrices. These can be predicted analytically for Gaussian distributed inde-
pendent errors, since in this case the sample covariance is Wishart-distributed
while its inverse follows an inverse-Wishart distribution. Comparison with
these predictions show that the deviations from Gaussianity of the power
spectrum estimator impact the distribution of the sample covariance and
precision estimators, increasing their dispersion in the large k range. Finally,
we use the Fisher matrix formalism to quantify the impact of correlations on
the forecasted parameter errors for Euclid-like surveys. We show that using
the linear prediction for the power spectrum covariance under-estimates the
error on the cosmological parameters and changes the direction of degenera-
cies.
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Chapter 6
Matter power spectrum
covariance matrices from the
DEUS-PUR simulations
An unbiased statistical analysis of measurements of the power spectrum re-
quires estimates of the band-averaged power spectrum covariance matrix. In
fact, while in the linear regime Fourier modes of the density field evolve in-
dependently and the covariance of the matter power spectrum has a simple
diagonal form, at small scales and late times the covariance develops non-
vanishing off-diagonal terms which account for the mode coupling caused
by the non-linear regime of gravitational collapse. In such a case the er-
rors on band powers become correlated causing a larger dispersion on power
spectrum measurements [111]. Neglecting such correlations may lead to bi-
ased results as shown by several studies of weak lensing observables [see e.g.
182, 147, 99, 93] and to a biased determination of BAO parameters [see e.g.
164, 120]. Hence, the future generation of large scale structure surveys will
need estimates of the covariance matrix which require sampling the matter
power spectrum from large samples of N-body simulations [166].
Let us consider the formal expression of the matter power spectrum co-
variance matrix [see e.g. 144]:
cov(k1, k2) =
2
Nk1
P 2(k1)δk1,k2+
+
1
V
∫
∆k1
∫
∆k2
d3k′1
Vk1
d3k′2
Vk2
T (k′1,−k′1,k′2,−k′2),
(6.1)
where P (k) is the matter power spectrum, Nk = Vk/Vf is the number of
k-modes in the volume V (see Eq.(4.42) for the definition of Vk and Vf ), ∆ki
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is the band power integration interval centred on the mode ki and Vki is the
integration volume in Fourier space; the integrand T (k′1,k′2,k′3,k′4) is the
trispectrum of the density fluctuation field (see Eq.(3.21)). The first term in
Eq.(6.1) represents the Gaussian contribution to the covariance: for a Gaus-
sian density field the power spectrum covariance is diagonal with amplitude
2P 2(k)/Nk. The second term in Eq.(6.1) represents the contribution of non-
Gaussianity arising during the non-linear regime of gravitational collapse at
small scales and in general is non-diagonal.
Eq.(6.1) can be rewritten as:
cov(k1, k2) = Vf
[
2
Vk1
P 2(k1)δk1,k2 + T¯ (k1, k2)
]
, (6.2)
where T¯ (k1, k2) =
∫
∆k1
∫
∆k2
d3k′1
Vk1
d3k′2
Vk2
T (k′1,−k′1,k′2,−k′2) is the bin-averaged
trispectrum. In this form it is evident that both terms of the covariance have
the same scaling with the volume of the survey V = (2pi)3/Vf , while only the
Gaussian term has an inverse dependence on the volume of the bin-shell Vk.
This means that to reduce sample variance in a given survey, enlarging the
volume V is more effective than reducing the size of the bins in k.
The estimation of the covariance matrix by sampling the matter power
spectrum from a large ensemble of numerical N-body simulations is not ex-
empt of systematic uncertainties. For instance, the finite volume of simula-
tions is source of non-Gaussian errors [137] and as shown in Ref. [163] this
can introduce large uncertainties even on weakly non-linear scales. We leave
a detailed study of this effect to a forthcoming work. In the following, we fo-
cus on systematic errors due to the mass resolution of the simulations, which
have been neglected in previous studies.
6.1 N-body dataset
We use the N-body simulation dataset from DEUS-PUR project. This con-
sists of 12288 simulations of a flat ΛCDM model with parameters (see Table
6.1) calibrated to the WMAP-7yr data [157] of a cosmological volume of
(656h−1 Mpc)3 with 2563 particles, for a formal mass resolution of 1.2 ×
1012 h−1 M (Set A), and 96 simulations of the same cosmological model
and equal volume with 10243 particles, corresponding to a mass resolution
of 2× 1010 h−1 M (Set B). These runs have been realised with “A Multiple
purpose Application for Dark Energy Universe Simulation" (AMADEUS)
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h Ωmh
2 Ωbh
2 ns σ8
0.72 0.1334 0.02258 0.963 0.801
Table 6.1: DEUS-PUR cosmological model parameter values.
[5]. This workflow application includes a dynamical solver based on RAM-
SES [170], where the refinement criterion is set such as to allow up to 6 levels
of refinement. The quoted mass resolutions are computed for the coarse level
of the simulations, but where the grid is refined the effective mass resolution
is higher.
The initial conditions of the simulations have been generated using the
code MPGRAFIC [133], that uses the method described in §4.3. In order
to avoid the generation of ∼ 104 white noises we generated 3 independent
white noises in cubes of 40963 particles each that we have subsequently split
into 4096 sub-cubes. The latter were then used separately to generate the
initial conditions of each simulation of Set A. A similar procedure has been
used to generate the initial conditions of the simulations of Set B. These have
been obtained by splitting 2 different white noises of 40963 particles in 64
cubes. The initial redshift has been set such that all simulations starts with
the same amplitude of density fluctuations at the scale of the grid resolution.
This is a standard technique that allows to consistently compare simulations
with different spatial and mass resolution. Let us denote by σ(L/Np, zi) the
root-mean-square fluctuation of the linear density field at an initial redshift
zi on the scale of the grid resolution L/Np, where L is the simulation box-
length and Np is the number of particles. Then, zi is determined by setting
σ(L/Np, zi) to an arbitrary small value and iteratively solving the algebraic
equation
σ(L/Np, zi)
σ(L/Np, z = 0)
=
D+(zi)
D+(z = 0)
. (6.3)
We set σ(L/Np, zi) = 0.02, such that initial redshifts are sufficiently large
to ensure the validity of the Zel’dovich approximation, but not exceedingly
large such as to avoid the introduction of systematic effects due to integra-
tion of numerical noise. In the case of simulation Set A this gives zi ≈ 105,
while for the higher resolution Set B we have zi ≈ 190. Such large values
guarantee that transient effects [143, 51] are negligible. Table 6.2 summarises
the characteristics of the DEUS-PUR simulations.
The authors of Ref. [163] have performed a study of the 3D power spec-
trum covariance matrix from 5000 simulations of a standard ΛCDM model
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Set Ns L (Mpc h−1) Np mp (M h−1)
A 12288 656.25 2563 1.2× 1012
B 96 656.25 10243 2× 1010
Table 6.2: DEUS-PUR simulation characteristics: Ns is the number of realisa-
tions, L is the box-side length, Np is the number of dark matter particles and mp
the mass resolution. Taking set A as a reference, set B has been designed to study
simulation mass resolution effects on large scale structure observables.
with a (1000h−1 Mpc)3 volume and a mass resolution of 4.1 × 1012 h−1 M,
realised with a Particle Mesh (PM) solver with no spatial refinement and
initial redshift zi = 20. For comparison our Set A has nearly 3 times more
realisations which allow us to determine the covariance matrix with reduced
statistical errors. Furthermore, the DEUS-PUR simulations have a mass res-
olution ∼ 3 times higher, a better spatial resolution at the level of the coarse
grid by nearly a factor of 1.5 (and a factor of ∼ 100 at the most refined level)
and start at a much higher redshift, thus allowing us to reduce the effect of
numerical systematics when compared to the sample used by Ref. [163].
The workflow of the AMADEUS application has been automated to gen-
erate a large number of N-body simulations. An external script has been
coded to monitor in real time the job-queue and submit new simulations as
soon as other simulations have terminated. For each simulation the initial
conditions, the dynamic evolution, the data reduction and measurements of
the matter power spectrum and the halo mass function are controlled through
the same script. A final check on the file content has been implemented to
detect any error due to unexpected machine failure. Each AMADEUS script
has been launched as a separate job on the ADA supercomputer 1 of the
Institute for Development and Resources in Intensive Scientific Computing
(IDRIS). Simulations of Set A were run on 8 processors Intel Sandy Bridge
E5-4650 for a running time of ∼ 1 h per simulation, while Set B simulations
took ∼ 24 h per simulation on 64 processors.
6.2 Power Spectrum & Covariance Matrix Es-
timators
We compute the matter power spectrum using the code POWERGRID [133].
This estimates the power spectrum in band powers from the Fourier trans-
1http://www.idris.fr/eng/ada/hw-ada-eng.html
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form of the matter density field (see §4.4). We correct the measured spec-
trum for the effect of smoothing due to the Cloud-In-Cell (CIC) algorithm,
that is used to estimate the density contrast field from the particle distri-
bution. We do not correct for aliasing, since varying the size of the CIC
grid we find that aliasing effects are negligible below half the Nyquist fre-
quency of the CIC grid. Since the simulations have adaptive refinement,
we use a CIC grid two times finer than the coarse grid of the simulation to
compute the power spectra. This means that its Nyquist frequency is given
by kN = 2 ( 3
√
Np pi/L), thus the range of modes in which we compute the
power spectrum is given by kmin = 2pi/L and kmax = kN/2. More specifi-
cally kmin ≈ 0.01hMpc−1 for both sets A and B, while kmax ≈ 1.22hMpc−1
for set A and kmax ≈ 5.9hMpc−1 for set B. To minimise the effect of nu-
merical systematics we restrict our analysis to Fourier modes in the interval
0.03 < k[hMpc−1] < 1.00.
The power spectrum measured from the DEUS-PUR simulations is binned
linearly with ∆k ≈ 0.0048 hMpc−1 for a total number of 202 bins up to
k ≈ 1hMpc−1. Since the outputs of the simulations are written at slightly
different redshifts zi due to numerical errors, we rescale each spectrum to the
same redshift z using the linear D+, i.e. Pi(z) = D2+(z)/D2+(zi)Pi(zi).
The covariance matrix is computed using the unbiased sample covariance
estimator:
ĉov(k1, k2) =
1
Ns − 1
Ns∑
i=1
[Pˆi(k1)− P¯ (k1)][Pˆi(k2)− P¯ (k2)], (6.4)
whereNs is the number of independent realisations and P¯ (k) =
∑Ns
i=1 Pˆi(k)/Ns
is the sample mean, with Pˆi(k) the matter power spectrum estimation of the
i-th realisation.
6.3 Numerical Simulation Mass Resolution Er-
rors
In the top panel of Fig. 6.1 we plot the diagonal elements of the matter
power spectrum covariance matrix normalised to the linear Gaussian ampli-
tude 2P 2lin(k)/Nk for Set A (dash lines) and B (solid lines) at z = 0, 0.3, 0.5, 1
and 2 (top to bottom) respectively. Here the linear power spectrum is ob-
tained by evolving the power spectrum generated by CAMB at the redshift
of the simulation snapshots using the linear growth function D+. As we
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Figure 6.1: Top panel: diagonal elements of the covariance matrix normalised to
the Gaussian variance for Set A (dashed lines) and B (solid lines) at z = 0 (green),
0.3 (red), 0.5 (light-blue), 1 (magenta) and 2 (blue) respectively. Bottom panel:
relative difference between Set A and B at different redshifts. The variance of Set
A is under-estimated compared to that of Set B.
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can see the curves corresponding to Set A are very smooth since they have
negligible noise due to the large size of the simulation sample. This is not
the case of Set B for which the covariance estimates are characterised by a
higher level of noise. As expected, the onset of the non-linear regime causes
deviations from the Gaussian prediction which occur at large k-values and
shift towards smaller ones at lower redshifts. For instance, a deviation of a
factor ∼ 5 at z = 1 occurs at k ∼ 0.55hMpc−1, while at z = 0 the same
deviation occurs at k ∼ 0.30hMpc−1. The effect of such deviations is to
increase the statistical errors on the power spectrum measurements at non-
linear scales. Despite the higher level of statistical noise associated to Set
B, it is evident that there is a systematic down shift of the variance of lower
resolution simulations. In the bottom panel of Fig. 6.1 we can see that such
a discrepancy exceeds the statistical noise of Set B at redshifts z > 0.5 in
the range of modes 0.20 . k[hMpc−1] . 0.80 with an amplitude that on
average can be as large as ∼ 40 per cent. This is a direct consequence of the
suppression of the matter power spectrum at large/intermediate k for lower
mass resolution simulations, as described in §4.4. Nonetheless, the artificial
suppression of power is mitigated at low redshifts and/or higher k when the
local density of particles in the simulations triggers the AMR grid refinement,
which explains why this systematic effect shown in Fig. 6.1 fades away across
the whole interval at z ≤ 0.5.
Ref. [134] corrected the BAO spectrum for the mass resolution effect by
combining the cosmic variance limited power spectrum from DEUS-FUR
with that of smaller volume and higher resolution simulations. In fact, since
the mass resolution effect on the matter power spectrum is a smooth function
of k, it can be corrected by taking the ratio r between the spectrum Pˆ
and a higher resolution one and fitting it with a polynomial function. The
corrected spectrum is then Pˆ corr = r Pˆ . Here, we opt for a similar strategy.
Since the covariance is obtained by sampling the matter power spectrum of
independent realisations, we can correct the lower resolution power spectra of
Set A by implementing statistical information on the power spectra obtained
from the higher resolution simulations of Set B. We assume that the corrected
power spectrum estimator, Pˆ corrA , and that of the lower resolution simulations,
PˆA, are related by a simple linear transformation:
Pˆ corrA = a PˆA + b. (6.5)
The goal here is to find a correction that maps each of the PˆA from the pdf
of Set A, f(PˆA), into the one of Set B, f(PˆB). Since the proposed correction
has two parameters, we only need the first two moments of f(PˆB) to correct
the spectra of Set A. In principle one can assume higher-order corrections,
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z α β γ δ
0 −0.156 0.569 −0.442 0.146
0.3 0.098 −0.039 −0.290 0.188
0.5 −0.410 0.695 −0.895 0.343
1 0.266 1.026 0.280 0.252
2 2.240 −5.272 2.924 −0.051
Table 6.3: Best-fitting values for the parameters α, β, γ and δ of Eq.(6.9) at
different redshifts.
but then higher moments of f(PˆB) are needed for the computation, and the
statistics of our sample is not sufficient to resolve them.
We determine the coefficients a and b by imposing that the average P¯ corrA =
P¯B and the variance σ2Pˆ corrA
= σ2
PˆB
. Those conditions translate in the system:
P¯B = a P¯A + b, (6.6)
σ2
PˆB
= a2 σ2
PˆA
, (6.7)
from which we finally obtain
Pˆ corrA (k) =
[
PˆA(k)− P¯A(k)
] σPˆB(k)
σPˆA(k)
+ P¯B(k), (6.8)
The standard deviation of the power spectra from Set B is very noisy,
and so is the ratio σPˆB/σPˆA . We find convenient to smooth out this noise and
assume a fourth degree polynomial fitting function of k, such that
σPˆB/σPˆA ≡ α k4 + β k3 + γ k2 + δ k + 1 (6.9)
where α, β, γ, δ are the fitting parameters that we obtain by fitting the poly-
nomial function to the numerical ratio of the standard deviations. We impose
that on the large linear scales, e.g. at kmin this ratio tends to unity since in
this regime there is no difference between Set A and B. In Fig. 6.2 we plot
σPˆB/σPˆA and the best-fitting smoothing function at z = 0, 0.3, 0.5, 1 and 2 re-
spectively. The best-fitting values of the parameters are quoted in Table 6.3.
In Fig. 6.3 we plot the average matter power spectrum and the standard
deviation at several redshifts in the interval 0 ≤ z ≤ 2 corrected for the mass
resolution effect. The standard deviation is largest near kmin due to finite
volume effects and reduces to less than 10% for k & 0.03 h Mpc−1. We may
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Figure 6.2: Ratio of the standard deviation of the spectra from Set B and A,
σPˆB/σPˆA as a function of k at z = 0, 0.3, 0.5, 1 and 2 respectively. The solid lines
are the best-fitting smoothing functions.
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Figure 6.3: Average and standard deviation of the non-linear matter power spec-
trum at 0 ≤ z ≤ 2 (bottom to top) of Set A corrected for mass resolution effects.
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Figure 6.4: Top panel: as in Fig. 6.1 including the diagonal components of the
covariance matrix from the corrected spectra of Set A (dot-dashed line). Middle
panel: relative difference of the uncorrected variance of Set A (central) with respect
to the corrected one. Corrections can be as large as 40 per cent at z = 2, 20 per
cent at z = 1 and less than 10 per cent at lower redshifts. Bottom panel: relative
difference of the variance from the higher resolution simulations Set B with respect
to the correct variance. The residuals show no systematic shift indicating that the
correction efficiently accounts for the mass resolution effect.
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notice that contrary to linear theory expectations the average power spectrum
at different redshifts is nearly flat in the range 0.01 < k [hMpc−1] < 0.03,
showing the typical power suppression due to finite volume effects [82]. Thus,
to be conservative from now on we set kmin = 0.03 h Mpc−1 unless otherwise
specified.
In Fig. 6.4 we show the diagonal elements of the covariance matrix nor-
malised to the Gaussian term for Set A before (dashed lines) and after
(dashed dotted lines) correction, and for set B (solid lines) at z = 0.0, 0.3, 0.5,
1.0 and 2.0 (top to bottom) respectively. As we can see the corrected curves
fit well through those obtained from the higher resolution simulations. In
the middle panel of Fig. 6.4 we show the relative differences between the
corrected and uncorrected curves at different redshifts (dashed lines top to
bottom corresponds to z = 0 to 2). We can clearly see that the amplitude of
the correction at high redshift in the interval 0.20 . k[hMpc−1] . 0.80 can
be as large as 40 per cent, while at z < 0.5 the difference remains below the
10 per cent level. In the bottom panel of Fig. 6.4 we also plot the residuals
between the corrected covariance of Set A and that from Set B (different dot
types correspond to different redshifts as shown in the legend). As we can see
there is no systematic shift and the only differences are due to the statistical
noise of Set B.
The mass resolution error also underestimates the off-diagonal compo-
nents of the covariance matrix, nonetheless the amplitude results to be smaller
than the systematic shift we have seen on the diagonal elements. As expected
we find the correction of the low resolution power spectra to also account for
the mass resolution effect on the off-diagonal components.
6.4 Fourier Mode Correlations
In order to quantify the correlation between pairs of Fourier modes it is useful
to introduce the correlation coefficient
r(k1, k2) =
cov(k1, k2)√
cov(k1, k1) cov(k2, k2)
, (6.10)
which varies between 1 (maximum correlation) and −1 (maximum anti-
correlation), and is 0 when modes are uncorrelated. In linear regime the
correlation coefficient is the identity matrix.
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Figure 6.5: Correlation coefficient matrix at z = 2 (left panels), 1 (central pan-
els) and 0 (right panels) respectively estimated from Set A (top panels) and Set B
(bottom panels). We can see the increasing amplitude of pair correlation at high k
shifting towards lower wave-numbers for decreasing redshift. The comparison be-
tween the two sets shows that the structure of the correlations is poorly reproduced
when using a low number of simulations.
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In Fig. 6.5 we plot r(k1, k2) in the interval 0.03 < k[hMpc−1] < 1.00
(which includes the BAO range) at z = 2 (left panels), 1 (central panels) and
0 (right panels) for Set A (top panels) and for Set B (bottom panels). We
do not show the correlation coefficient inferred from the corrected spectra of
Set A since this coincides with the uncorrected one to very good approxi-
mation. This is because the mass resolution effect discussed in the previous
section scales approximately linearly with the power spectrum affecting the
covariance matrix amplitude. Since the correlation coefficient is given by the
covariance matrix normalised by the root-square of the product of its diago-
nal elements the effect cancels out in the ratio.
Non-vanishing off-diagonal elements are already present at z = 2 at large
k values, for instance the mode k1 ∼ 0.3hMpc−1 has a 10 per cent correlation
with k2 ∼ 0.4hMpc−1 and 20 per cent with k2 ∼ 1hMpc−1. The amplitude
of the correlations increases as a function of k and extends towards smaller k
values at lower redshifts as the dynamics of the modes increasingly deviates
from the linear regime of collapse. The comparison between the two sets
shows the importance of having a large set of simulations, in order to reduce
the impact of noise. In fact, the structure of correlations is much clearer for
Set A than for Set B, for which at z = 2 the signal is hard to distinguish
from the statistical noise. It is worth noticing that in the BAO range (0.01 <
k[hMpc−1] < 0.30) the correlation in the off-diagonal components can reach
a level up to 30-35 per cent between redshift 1 and 0, which confirms the
need of an accurate estimation of the 3D power spectrum covariance matrix
for BAO data analyses.
6.5 Probability Distribution of the Power Spec-
trum Estimator
We now focus on the probability distribution function (PDF) of the matter
power spectrum estimator. For Gaussian initial conditions, during the lin-
ear regime of gravitational collapse the matter power spectrum at a given
wave-number k is distributed as a χ2 with Nk degrees-of-freedom [see e.g.
68]. In the large Nk limit, which corresponds to sufficiently large volumes
and high wave-numbers, the PDF tends to a Gaussian. However, at high k
the non-linear evolution of matter clustering is expected to introduce non-
Gaussianities (i.e. departures from a χ2-distribution in the large Nk limit).
The large sample of simulations from DEUS-PUR allows us to finely sam-
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ple such a distribution and test for non-Gaussianities. To this end it is con-
venient to rescale the power spectrum estimator as
√
Nk/2(Pˆ /P¯ − 1), such
that in the large Nk limit and in linear regime the distribution is a Gaussian
with zero mean and unity variance. In Fig. 6.6 we plot the estimated PDF
from Set A at z = 0 and k = 0.05, 0.20, 0.40, 0.60 and 1.00hMpc−1 respec-
tively. Poisson errors are shown as error bars on the points, but are usually
much smaller that the size of the points.
We quantify the deviations from Gaussianity in terms of the skewness
and kurtosis defined as:
S3(k) =
N−1s
∑Ns
i=1[Pˆi(k)− P¯ (k)]3{
(Ns − 1)−1
∑Ns
i=1[Pˆi(k)− P¯ (k)]2
}3/2 , (6.11)
S4(k) =
N−1s
∑Ns
i=1[Pˆi(k)− P¯ (k)]4{
(Ns − 1)−1
∑Ns
i=1[Pˆi(k)− P¯ (k)]2
}2 − 3. (6.12)
For a χ2-distribution with Nk degrees of freedom, these can be computed
exactly, resulting in S3(k) =
√
8/Nk and S4(k) = 12/Nk [see e.g. 163].
In Fig. 6.7 we plot S3(k) (left panels) and S4(k) (right panels) from Set
A estimated at z = 105 and z = 0, 0.3, 0.5 (where mass resolution effects are
subdominant) respectively. For visual purposes we have binned the estimated
values in bins of size ∆k/k = 0.1 and included statistical errors on the data
points. The dashed lines correspond to the χ2 expected values of S3(k) and
S4(k). We notice that at z = 105 the skewness is consistent with that from
the χ2-distribution, while for z < 0.5 and k & 0.25hMpc−1 we can clearly
see increasing deviations as a function of k at high statistical significance.
In contrast the kurtosis remains consistent with χ2 expected values and any
departure of S4(k) from the Gaussian random field prediction still remains
within statistical errors.
In Fig. 6.8 we show the skewness normalised to the χ2 expectation, where
we can see that non-linear effects induce a skewness up to 8 times larger
than the prediction at low redshift. These deviations can be understood
as a signal of the correlation between the modes. In fact, band powers are
measured from correlated modes, so that the central limit theorem does not
apply and the effective number of degrees of freedom in the bin is reduced.
We can have an estimate of the number of independent modes as [111]:
Ndof =
2P 2lin(k)
cov(k, k)
. (6.13)
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Figure 6.6: Probability distribution of the rescaled power spectrum estimator√
Nk/2(Pˆ /P¯ − 1) estimated from the 12288 realisations of Set A for k = 0.05
(green star) 0.20 (blue cross) 0.40 (red diamond), 0.60 (light-blue triangle) and
1.00hMpc−1 (magenta circle) respectively. The error bars are given by Poisson
errors. The solid line curves show the Gaussian distribution with sample mean and
variance of the same set at the corresponding values of k.
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(a) Skewness (b) Kurtosis
Figure 6.7: Higher moments of the probability distribution of Pˆ as a function
of k for z = 0, 0.3, 0.5 and 105 respectively. The measured values are binned in
intervals of size ∆k/k ∼ 0.1, the associated Poisson errors are smaller than the
data points. The dashed lines represent the χ2-distribution predictions.
This is shown in Fig. 6.9 at z = 0, 0.3, 0.5, where the dashed black line indi-
cates the number of modes obtained by counting modes in the binNk. We can
observe that the difference between the predicted and effective Ndof is am-
plified going toward lower redshifts, as the correlations due to the non-linear
evolution increase. This trend is consistent with the increase of skewness at
high k and low redshifts.
Previous studies have determined the power spectrum distribution using
smaller simulation ensembles and at low redshifts found no statistically sig-
nificant deviation of the skewness from expectations of a Gaussian random
density field [see e.g. 163]. We show in Fig. 6.10 a comparison of our mea-
sured skewness with the one of Ref. [163], that used 5000 simulations, where
the error-bars are given by the square-root of the skewness sample variance
∼√6/Ns. This stresses the necessity of using very large samples of simula-
tions to distinguish the skewness signal from sampling errors.
We believe that such a result can have important observational impli-
cations which warrant further investigation. At large k and z < 0.5 the
ratio S3(k)/
√
8/Nk & 2, hence unbiased measurements of the band power
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Figure 6.8: Skewness of the probability distribution of Pˆ as a function of k for
z = 0, 0.3, 0.5 and 105 respectively, normalised to the χ2-distribution predictions.
Figure 6.9: Effective number of degrees of freedom in the k bins for z = 0 (blue),
0.3 (green), 0.5 (red). The dashed black curve represents Nk, the number of modes
obtained by counting modes in the bin.
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Figure 6.10: Skewness of the probability distribution of Pˆ as a function of k at
z = 0, normalised to the χ2-distribution predictions, for the DEUS PUR sample
(blue) and the sample of Ref. [163] (green). Error-bars are given by the square root
of the skewness sample variance ∼√6/Ns normalised to √8/Nk.
from observables of the clustering of matter such as weak lensing observa-
tions [see also 142] may require prior knowledge of the Pˆ (k) distribution.
At lower k the departure from a χ2-distribution is at most a factor 2 for
k . 0.30hMpc−1. Thus, measurements of the BAO may still be performed
using only covariance matrix information, though aiming at sub-percent ac-
curacy may require a more detailed study to elucidate the full impact of the
non-Gaussian distribution of Pˆ (k).
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Chapter 7
Non-linear covariance matrix
errors and cosmological
parameter uncertainties for
Euclid-like surveys
In this Chapter we focus on the sample covariance matrix estimator and
study how the errors on this estimate propagate in the data analysis. We
start by studying the effect of mass resolution and sampling errors on the
power spectrum signal-to-noise in §7.1. For Gaussian distributed data it is
possible to compute analytically the error on the sample estimators of the
covariance matrix and its inverse, the precision matrix, which are respectively
Wishart and inverse Wishart distributed. We test these predictions against
the sample covariance and precision matrices measured in the DEUS-PUR
Set A (see Table 6.2) in §7.2. Finally, to assess the impact of such errors on
the cosmological parameter uncertainties from future surveys such as Euclid
we perform a Fisher analysis forecast in §7.3.
7.1 Signal-to-Noise
The signal-to-noise of the matter power spectrum is defined as:(
S
N
)2
=
∑
k1,k2<kmax
P (k1)P(k1, k2)P (k2), (7.1)
where P = C−1 is the inverse of covariance matrix, also known as preci-
sion matrix. Since we estimate the covariance from a finite ensemble of
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independent realisations, there is a statistical error associated to the sample
covariance. Thus, inverting the sample covariance gives a biased estimate of
the precision matrix. For Gaussian distributed data the unbiased estimator
of the precision matrix is given by (see §7.2):
P̂ = Ns −Nb − 2
Ns − 1 Ĉ
−1, (7.2)
where Ĉ is the covariance estimator defined in Eq. (6.4), Ns is the number
of realisations and Nb is the number of band power bins. This estimator is
defined only for Ns > Nb + 2. In any case, for Ns < Nb + 1 the values of the
sample covariance are not positive definite and its inverse is not defined [81].
As we will show in the next section, this bias correction is accurate even
if the power spectrum has a non-Gaussian distribution. In evaluating the
signal-to-noise we set the power spectrum in Eq. (7.1) to the average of the
corrected spectra from Set A and compute the signal-to-noise using the pre-
cision matrix defined by Eq. (7.2) for the corrected and uncorrected spectra
of Set A respectively.
In Fig. 7.1 we plot the resulting signal-to-noise estimates at z = 0, 0.3,
0.5, 1 and 2 respectively as a function of kmax. We can see that the effect
of mass resolution errors is to artificially enhance the signal-to-noise. As
discussed in Section 6.3 this is because lower mass resolution simulations un-
derestimate the covariance matrix. This results into a greater amplitude of
the precision matrix components and consequently in a larger signal-to-noise
compared to higher mass resolution estimates. As we can see in Fig. 7.1 the
signal-to-noise from the corrected Set A is up to ∼ 15 per cent smaller at
kmax & 0.30hMpc−1, while at lower redshift (where the mass resolution effect
is negligible) the S/N from the corrected and uncorrected Set A agree within
a few percent. Assuming that the precision matrix from Set A is drawn from
the inverse-Wishart distribution [131] we expect the statistical errors on S/N
to be ∼ 1 per cent (see §7.2.3), much smaller than the effect of mass resolu-
tion at z > 1. For comparison, we also plot the expected S/N in the Gaussian
case. As already noted by Ref. [11], the signal-to-noise saturates above a
redshift dependent scale [see also 154, 163]. The signal-to-noise can in fact
be interpreted as an information measure, so that the saturation reflects the
fact that at non-linear scales the correlations reduce the independent informa-
tion in the power spectrum, which leaks to higher-order correlation functions.
To have an idea of the effect of sampling error on the signal to noise we
plot in Fig. 7.2 the signal-to-noise at kmax = 0.40hMpc−1 (a scale on the
plateau of the S/N) as a function of the number of realisations at different
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Figure 7.1: Top panel: signal-to-noise of power spectrum measurements as a
function of kmax estimated from Set A with (solid line) and without (dash line)
mass resolution correction for z = 0, 0.3, 0.5, 1 and 2 respectively. The solid black
line corresponds to the Gaussian prediction. Bottom panel: relative difference of
S/N with and without mass resolution correction.
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Figure 7.2: Signal-to-noise of power spectrum measurements at kmax =
0.40hMpc−1 estimated from sub-samples of Set A with mass resolution correc-
tion and normalised to the signal-to-noise of the full Set A for z = 0, 0.3, 0.5, 1 and
2. Convergence at the per cent level is achieved for Ns > 4000.
redshifts. As we can see the signal-to-noise converges for Ns > 4000 at all
the redshifts within a few per cent.
7.2 Covariance and Precision Matrix Errors
Let us consider a set of data consisting of measurements of the matter power
spectrum, P dki collected in i = 1, ..Nd bands. A standard likelihood analysis
will use these measurements to infer constraints on a set of parameters ~θ given
a model prediction of the power spectrum P tki(~θ). In the case of Gaussian
distributed data the likelihood reads as
L ∝ exp
{
−1
2
Nd∑
i,j=1
[
P dki − P tki(~θ)
]
C−1ij
[
P dkj − P tki(~θ)
]}
, (7.3)
where C−1ij is the inverse of the covariance matrix, also dubbed as precision
matrix. Notice that in writing Eq. (7.3) we have assumed that the covari-
ance is independent of the parameters ~θ, in such a case we can neglect the
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normalisation factor which does not play any role in the determination of the
parameter constraints. Nevertheless, it is worth remarking that the power
spectrum covariance matrix may indeed vary with the cosmological param-
eters [see e.g. 97, who have studied the impact of a cosmological model de-
pendent covariance obtained from simulations of a lognormal galaxy field].
However, the extent to which the cosmological parameter inference is affected
by cosmological model dependencies of the covariance due to non-linearities
is still not known and will require a dedicated study which is beyond the
scope of this work.
The point that we want to address here is how non-linearities of the
density field impact the estimation of the covariance and precision matrix
errors. These errors arise from the fact that the true covariance C is unknown,
we only have an unbiased estimate of it as given by Eq. (6.4). This has twofold
consequences: first the inverse of the sample covariance, P̂ ≡ Ĉ−1, is not an
unbiased estimator of the precision matrix due to the noise in the sample
covariance [10]; second, the noise in the sample covariance propagates in the
cosmological parameter inference.
7.2.1 Precision Matrix Bias
Let us first consider the problem of the bias of the precision matrix estimator.
This can be built by inverting the sample covariance estimator such that
P̂ ≡ Ĉ−1 provided that Ns > Nd + 1 otherwise the sample covariance is
not positive definite and the inverse is undefined. For Gaussian distributed
data the expectation value of the inverse of the sampled covariance matrix,
assuming that the mean of the precision matrix distribution is unknown, is
given by [see e.g. 131, 10, 166]
〈P̂ij〉 = Ns − 1
Ns −Nd − 2 C
−1
ij , (7.4)
provided that Ns > Nd + 2, where Ns is the number of simulations used to
estimate the sample covariance. It follows that an unbiased estimate of the
precision matrix is given by [81]:
Punbiasedij =
Ns −Nd − 2
Ns − 1 Ĉ
−1
ij , (7.5)
which is the only unbiased estimator of the precision matrix [166]. We can
test the validity of Eq. (7.4) using the ensemble of Nt = 12288 spectra from
the DEUS-PUR Set A corrected for mass resolution errors and sampled over
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Nd = 250 bands in the range 0.03 . k [hMpc−1] . 1.22.
To compute the average of the sample precision matrix which appears in
the left-hand-side of Eq. (7.4) as a function of the number of simulation Ns we
divide the ensemble of spectra in Ng = int(Nt/Ns) groups, in each group we
estimate the sample covariance using Eq. (6.4) and computing the inverse we
obtain the biased estimate of precision matrix. Then, we compute the average
biased precision matrix over the Ng groups as 〈P̂〉 = 1/Ng
∑
k P̂k which we
compare to that obtained using the entire ensemble of Nt spectra, C−1, on
the right-hand-side of Eq. (7.4). To compare the numerical results against
the theoretical prediction we follow Ref. [166] and compute the fractional
bias defined as:
BP ≡ Tr 〈P̂〉
Tr C−1 =
Ns − 1
Ns −Nd − 2 , (7.6)
which we plot in Fig. 7.3 as a function of Ns from the ensemble of spectra
at z = 0. In the upper panel the solid black line is the scaling expected for
Gaussian distributed data, while the blue points are the numerical results,
the relative difference is shown in the lower panel. We can see that for
Ns > 500 the analytical prediction agrees to the N-body simulation results
to better than 0.5%.
7.2.2 Variance of Sample Covariance
Let us now consider the errors on the sample covariance. For Gaussian
distributed data the statistics of the sample covariance is described by the
Wishart distribution [185, 131]. Ref. [166] have derived an analytical expres-
sion for the variance which reads as
σ2(Ĉij) = 1
Ns − 1
(〈Cij〉2 + 〈Cii〉〈Cjj〉) . (7.7)
As for the estimation of the fractional bias we estimate the average and stan-
dard deviation of the covariance over Ng = int(Nt/Ns) groups of simulations
as a function of Ns. We can test the validity of Eq. (7.7) along the diagonal
elements by computing the ratio:
C =
√∑
i σ
2(Ĉii)∑
i〈Cii〉2
=
√
2
Ns − 1 , (7.8)
which we plot in Fig. 7.4 as a function of Ns having taken the sum over
the diagonal elements for three different k-intervals. We can see that de-
viations from the expected scaling in Eq. (7.8) are largest (> 10%) for
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Figure 7.3: Fractional bias of the trace of the mean of the sample precision matrix
at z = 0 as a function of the number of simulations, Ns. The solid black line is
the predicted scaling for Gaussian distributed data, Eq. (7.6), while the dots are
the estimates from the N-body simulations. The vertical dashed line indicates
the minimum number of simulations for which the sample covariance is positive
definite. In the bottom panel is shown the relative difference.
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0.03 < k [hMpc−1] < 0.11 and decrease for increasing values of kmin. These
deviations are due to finite volume effects which, as shown in Fig. 6.3, man-
ifest in a larger standard deviation of the estimated power spectra at low k.
For k > 0.11 h Mpc−1 this sample variance effect is < 5% on the matter
power spectrum and correlates with the reduced discrepancy from the scal-
ing of Eq. (7.8). Nonetheless, we may still notice deviations up to ∼ 10%
in the higher k-intervals. This can be seen more clearly in Fig. 7.5 where
we consider intervals at larger wave-numbers. In particular, we may notice
increasing departures from Eq. (7.8) above∼ 10% level forNs > 1500. We in-
terpret this systematic trend as an indication of deviations from the Wishart
distribution due to the non-linearities of the matter density field which cause
non-Gaussian errors. The same trend can be seen in the off-diagonal compo-
nents of the variance of the sample covariance. To this purpose we compute
the ratio of the sum of the left and right-hand side of Eq. (7.7) over off-
diagonal elements for which the corresponding elements of the matter power
spectrum correlation matrix are below and above the 50% level. We plot the
results in Fig. 7.6. In the case of off-diagonal elements with correlation < 0.5
we can see that the ratio is of order unity, while for off-diagonal elements
characterised by larger correlations (> 0.5) the ratio deviates from unity by
more than 10% for Ns > 1500. This clearly shows that the non-Gaussian
errors due to the non-linearities of the late time clustering of the matter
density field cause deviations of the sample covariance errors from expecta-
tions of the Wishart distribution. It is worth noticing that even with our
large ensemble of simulations, from the numerical analysis we are unable to
assess whether these deviations saturate for very large Ns values, suggesting
a significant departure from the Wishart distribution.
7.2.3 Variance of Sample Precision Matrix
The estimator of the precision matrix is distributed as the inverse-Wishart
distribution [185, 131] and an analytical expression for the unbiased variance
of the precision matrix has been derived in Ref. [166]:
σ2(P̂ij) = A
[
(Ns −Nd)〈Pij〉2 + (Ns −Nd − 2)〈Pii〉〈Pjj〉
]
, (7.9)
where A = (Ns−Nd− 1)−1(Ns−Nd− 4)−1. As in the case of the covariance
errors we test this relation along the diagonal components and compute the
ratio
P =
√∑
i σ
2(P̂ii)∑
i〈Pii〉2
=
√
2
Ns −Nd − 4 , (7.10)
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Figure 7.4: C as a function of Ns in different wavenumber intervals with increas-
ing values of kmin = 0.03 (green dots), 0.11 (red dots) and 0.30 h Mpc−1 (light
blue dots). Black solid line is the expected scaling from the Wishart distribution.
In the bottom panel is shown the relative difference with respect to the expected
scaling of Gaussian distributed data.
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Figure 7.5: As in Fig. 7.4 for larger k-intervals with kmin = 0.11 (blue dots), 0.50
(green dots), 0.70 (red dots), 0.90 (light blue dots) and 1.10 h Mpc−1 (magenta
dots).
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Figure 7.6: Ratio of the sum of the left-hand side of the off-diagonal components
of Eq. (7.7) relative to that of the right-hand side for wavenumber configurations
corresponding to correlation matrix elements with values in the range 0 < r < 0.5
(black points) and 0.5 < r < 1 (blue points). Error-bars indicate the dispersion.
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in the range 0.11 < k [hMpc−1] < 1.22 which we plot in Fig. 7.7 as a function
of Ns. Differently from the covariance errors we notice that deviations from
the expected scaling do not exceed 5% level in the range of Ns considered.
Similarly the off-diagonal components do not show significant departures
above 5% independently of the level of correlation as shown in Fig. 7.8.
7.3 Covariance Estimation Errors and Param-
eter Forecast
We perform a Fisher matrix analysis to investigate the impact of covariance
matrix errors on the cosmological parameter uncertainties. In principle the
use of analytical models of the covariance avoids such errors [see e.g. 162, 115,
for work in this direction] and thus no sampling error will contribute to the
model parameter uncertainties. Nonetheless, such models still need to match
numerical simulation results and as shown by Ref. [186] in the context of the
halo model, model calibration uncertainties will propagate in the parameter
estimation errors.
In the following we assume as fiducial cosmology the flat ΛCDM model
best-fit to the WMAP-7 years used for the DEUS-PUR simulations. We
model the galaxy power spectrum at a given redshift z as
P gz (k) = b
2
zPz(k), (7.11)
where bz is a constant and Pz(k) is the non-linear matter power spectrum,
while we model the galaxy power spectrum covariance matrix as in [163]:
covgz(ki, kj) = b
4
z Ĉij + b2z[Pz(ki) + Pz(kj)]n¯−1g (z) + n¯−2g (z), (7.12)
where Ĉij is the matter power spectrum covariance matrix at redshift z com-
puted from the DEUS-PUR simulations and n¯g(z) is the mean number den-
sity of galaxies.
We consider a Euclid-like survey [98] with measurements of the galaxy
power spectrum in Nz = 5 redshift bins in the range 0.2 ≤ z ≤ 2 and mean
galaxy number density n¯g(z) as given in Table 7.1. Notice that this setting
does not reflect precisely the Euclid survey: first of all our simulations have
a smaller volume with respect to the expected effective volume of the Euclid
surveys. Moreover, we consider redshifts for which we have the simulation
snapshots, that not always coincide with the Euclid redshift bins. The galaxy
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Figure 7.7: P as a function of Ns in the range 0.11 < k [hMpc−1] < 1.22. Black
solid line is the expected scaling from the inverse-Wishart distribution. In the
bottom panel is shown the relative difference.
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Figure 7.8: As in Fig. 7.6 for the variance of the precision matrix.
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z n¯g(z)
0.5 4.2× 10−3
0.7 2.99× 10−3
1.0 1.81× 10−3
1.5 0.77× 10−3
2.0 0.15× 10−3
Table 7.1: Central redshift of the redshift bins and mean galaxy number density
as expected from a Euclid-like survey [98].
number densities listed in Table 7.1 are as close as possible to those listed
in Ref. [98], so that the level of shot-noise that we consider is representative
of future galaxy surveys. In each bin we consider Nk = 250 band power
measurements in the range 0.03 < k [hMpc−1] < 1.22. We consider the
following vector of model parameters ~θ = {Ωm, w, σ8, ns,Ωb, b1, .., bNz}. The
Fisher matrix reads as
Fαβ =
Nz∑
l=1
Nk∑
i,j=1
∂P gzl
∂θα
(ki)
∂P gzl
∂θβ
(kj)covgzl(ki, kj), (7.13)
where we have neglected correlations among different redshift bins. We com-
pute the derivatives of the non-linear matter power spectrum using a five-
point stencil approximation:
∂P gz
∂θα
≈ 2
3
P gz (θˆα + ∆θα)− P gz (θˆα −∆θα)
∆θα
+ (7.14)
+
P gz (θˆα + 2∆θα)− P gz (θˆα − 2∆θα)
12∆θα
, (7.15)
where θˆα is the fiducial parameter value and ∆θα = 0.05 θˆα and the non-
linear power spectra are computed with the emulator PkANN1 [3].
In Fig. 7.9 we plot the marginalised 1 and 2σ contours obtained assuming
a simple Gaussian covariance with diagonal components proportional to the
linear matter power spectrum of the fiducial cosmology (dashed lines) and
the errors obtained with the covariance from the full ensemble of DEUS-PUR
simulations (continuous lines). As we can see, assuming a Gaussian covari-
ance underestimates the model parameter uncertainties. This can be inferred
1http://zuserver2.star.ucl.ac.uk/fba/PkANN/
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θ σGθ σ
NG
θ
Ωm 8.4× 10−5 1.8× 10−3
σ8 2.5× 10−3 4.3× 10−3
Ωb 7.0× 10−4 7.9× 10−4
ns 9.4× 10−3 9.1× 10−3
w 1.7× 10−2 1.7× 10−2
Table 7.2: Marginalised 1σ Fisher matrix errors on the cosmological parame-
ters obtained using a Gaussian covariance (second column) and the DEUS-PUR
covariance (third column).
more clearly in Table 7.2 where we report the marginalised 1σ errors on the
cosmological parameters for the two cases. The discrepancy is maximal in
the case of Ωm, for which the use of a linear covariance underestimates the 1σ
error by ∼ 95%. Smaller differences occur for σ8 and Ωb though still exceed-
ing the ∼ 10% level. This highlights the need of fully non-linear covariances
in order to have precise estimates of the uncertainty in cosmological param-
eter estimates.
In Fig. 7.10 we plot the ratio of the 1σ marginalised model parameter
errors σ~θ as a function of the number of simulations with respect the errors
obtained using the full DEUS-PUR sample. We can see that the fractional
error contribution of the sample covariance to the parameter errors reduces to
sub-percent level for Ns > 5000. This means that future galaxy surveys will
need large number of realisations to compute covariance matrices. Advance-
ments in numerical N-body simulations techniques may render this task less
challenging in the future. Nevertheless the development of theoretical ap-
proaches capturing the relevant features of the non-linear collapse of matter
on the scale of interest should be pursued to facilitate the statistical analysis
of future data as well as to infer information on the late time clustering of
matter.
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Figure 7.9: Fisher matrix 1 and 2σ contours in the case of a Gaussian linear
matter power spectrum covariance (dashed lines) and in the case of the fully non-
linear covariance matrix from the DEUS-PUR simulation ensemble (continuous
lines) for various combinations of the cosmological parameters, marginalised over
the constant redshift bin bias parameters.
109
Figure 7.10: Fractional error contribution to the cosmological parameter errors
of the numerically estimated covariance as a function of the number of simula-
tions relative to the errors obtained using the covariance from the full DEUS-PUR
sample.
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Part III
Numerical methods for Dark
Energy simulations
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Chapter 8
Numerical methods for clustering
Dark Energy simulations
As we have seen in §2.5, the success of the ΛCDM model remains purely
empirical as the physical origin of the cosmic dark components remains un-
known. In the lack of new fundamental principles which may guide the DE
theoretical model building, there is hope nevertheless that the next gener-
ation of cosmological observations may reveal hints of the new physics un-
derlying the DE phenomenon. This relies upon modelling DE as a perfect
fluid characterised by a homogeneous pressure and density that are related
through an equation of state parameter, w, the cosmological constant case
corresponding to w = −1. Such an approach allows us to test properties of
DE through observations. Future cosmological observations are specifically
designed to determine the value of w with great accuracy and to test its
behaviour as a function of time. However, if DE is a dynamical component
(i.e. w 6= −1), general covariance imposes that the DE energy density and
pressure have to vary in space too. This suggests that the detection of the
clustering of DE through observations of the cosmic structures may provide
smoking gun evidence of the dynamical nature of the DE phenomenon. In
this case an additional macroscopic quantity specifies the properties of the
DE fluid, namely the speed of propagation of density and pressure perturba-
tions, cs.
Bounds on the DE equation of state and speed of sound can be trans-
lated into constraints of its microscopic properties, since these quantities can
be related to terms in an effective field theory lagrangian of DE (see e.g.
[50, 74]). For instance quintessence models in which DE is the result of the
dynamics of a minimally coupled scalar field are characterised by c2s = 1
(in units of speed of light c = 1) [34], while k-essence models in which DE
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is due to a scalar field with a non-canonical kinetic term have c2s ≈ 0 [14].
It is important to notice that a perfect fluid approach is not limited to the
phenomenological study of DE. For instance models of unified DM and DE
[23] as well as alternative Dark Matter scenarios (see e.g. [92]) are described
as dark fluids characterised by an equation of state and a speed of sound.
For this reason throughout this Chapter we may refer indistinctly to Dark
Energy or dark fluids.
The clustering properties of Dark Energy can be tested through observa-
tions of the cosmic distribution of matter at different scales and times. On
the large scales, linear perturbation theory can be used to predict the ef-
fect of DE inhomogeneities on the evolution of matter density perturbations
[66, 21, 47]. However, since DE is a late time phenomenon, the presence of DE
perturbations does not drastically alter the linear regime of matter collapse
that determines the distribution of structures on the large scales. Conse-
quently, deviations from ΛCDM predictions are well within cosmic variance
uncertainties and available data remain uninformative [47, 56].
This may not be the case at small scales and late time where the col-
lapse process is highly non-linear. For quintessence-like fluids characterised
by c2s = 1 there are no relevant effects since any DE perturbation on sub-
horizon scales has been damped by free-streaming. In such a case DE affects
the non-linear structure formation by only altering the linear growth of struc-
tures due to its effects on the background expansion. Thus, in these models
the non-linear clustering of matter can be investigated using standard N-
body simulations [6, 91, 48]. Instead, in models with c2s < 1 perturbations
may cluster at small scales. Studies of the non-linear regime of inhomoge-
neous dark energy have been limited to the fully clustered case c2s = 0 in the
context of the spherical collapse model [118, 49, 19] or higher-order pertur-
bation theory [145, 12, 13].
A thorough cosmological analysis of the non-linear clustering of matter in
the presence of DE inhomogeneities has never been performed. This requires
performing cosmological simulations that account not only for the non-linear
evolution of the DM density field as sampled by N-body particles, but also
the gravitational collapse of the DE fluid fluctuations. The difficulty in real-
ising such simulations arises from the fact that the DE energy density does
not scale with the scale factor as a−3. Because of this, the mass of DE en-
closed in a finite volume element is not conserved. Moreover, if 0 < c2s < 1
pressure gradients generate fluid-dynamical effects at small scales. These pe-
culiarities imply that the clustering of DE cannot be followed through the
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gravitational dynamics of N-body lagrangian particles, instead an Eulerian
approach is necessary.
The work presented here intends to fill this gap. We will show that the
non-linear evolution of dark energy fluctuations is described by hyperbolic
Euler equations which can be cast in the form of modified equations of hy-
drodynamics. Numerical schemes that are best suited to solve this type of
equations are based on Finite Volume (FV) methods. Many of these schemes
are already implemented in cosmological simulation codes such as ENZO [32],
FLASH [72] or RAMSES [170] to follow the cosmological collapse of baryonic
gas. These codes use high-order variants of the Godunov scheme originally
introduced in [75] and have been shown to provide accurate solutions to a
variety of problems in gas dynamics. The accuracy of these schemes relies on
their ability to capture discontinuities in the fluid flow and correctly predict
the velocity of propagating waves. The starting point of these methods is
the solution of the Riemann problem. Exact and approximate solutions have
been derived for several systems including real gases [40], inviscid flows of
perfect gases [76], gases with generic equations of state [113], compressible
liquids [88].
Here, we present a detailed study of the Riemann problem for cosmic dark
fluid as a first step toward a cosmological study of the non-linear structure
formation in inhomogeneous DE models. We derive an exact solution of
the Riemann problem and construct several approximated solvers that in
combination with Godunov-type schemes can efficiently solve the non-linear
perturbation equations of DE. In future work we will apply these schemes
to the study of the spherical collapse of a inhomogeneous DE fluid in the
presence of pressure gradients.
8.1 Euler Equations for Dark Energy Fluids
The equations describing the evolution of a dark energy fluid under the influ-
ence of Newtonian gravity in a flat Friedmann-Lemaitre-Robertson-Walker
background have been derived in [145]. In cartesian coordinates these read
as:
∂ρ
∂τ
+3H(ρ+ p) + ~∇ · [(ρ+ p)~v] = 0 (8.1)
∂~v
∂τ
+H~v + (~v · ~∇)~v = − 1
ρ+ p
(
~∇p+ ~v ∂p
∂τ
)
− ~∇Φ, (8.2)
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where ρ and p are the DE energy density and pressure respectively, ~v is the
DE peculiar velocity with respect to the Hubble flow, τ is the conformal
time, H = d ln a/dτ is the Hubble rate with a the scale factor and Φ is the
gravitational potential. These equations are valid for non-relativistic pecu-
liar velocities (v  1) and on scales smaller than the horizon.
Given the non-barotropic nature of the DE fluid it is convenient to split
the evolution of the background density ρ¯ and pressure p¯ from that of the
fluctuations δρ and δp such that
ρ(~x, τ) ≡ ρ¯(τ) + δρ(~x, τ) (8.3)
p(~x, τ) ≡ p¯(τ) + δp(~x, τ), (8.4)
where p¯ = wρ¯ and
∂ρ¯
∂τ
= −3H(1 + w)ρ¯. (8.5)
In a generic frame density and pressure perturbations are related as [84]:
~∇δp = c2s ~∇δρ+ 3H(1 + w)(c2s − c2a)ρ¯ ~v, (8.6)
with
c2a ≡
˙¯p
˙¯ρ
= w − w˙
3H(1 + w) , (8.7)
that is the adiabatic sound speed of the fluid (dots indicate derivatives with
respect to conformal time). If the second term in Eq. (8.6), which is propor-
tional to the DE peculiar velocity, remains sufficiently small with respect to
the first one, which is proportional to the density gradient, then δp = c2sδρ.
This approximation is especially valid for small values of the sound speed
that characterise clustered dark energy models. Substituting this relation in
Eq. (8.4) and introducing the rescaled density variable
∆ ≡ 1 + w + (1 + c2s) δ, (8.8)
we can cast Eq. (8.1) and Eq. (8.2) in a quasi-conservative form:
∂∆
∂τ
+ (1 + c2s)~∇ · (∆~v) = 3H[(1 + w)(c2s − c2a)~v + (w − c2s)∆] (8.9)
∂(∆~v)
∂τ
+ ~∇ · (∆~v ⊗ ~v) + c
2
s
1 + c2s
~∇∆ = H(3w − 1)∆~v −∆~∇Φ, (8.10)
where we have intentionally written the friction terms due to the cosmic
expansion on the right-hand side to distinguish the advection part of the
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Euler equations from non-advecting time-dependent source terms. As we
can see, the equation of state parameter w only enters in the friction terms,
while the advection of density perturbations and velocities only depends on
the sound speed parameter. Casted in this form, Eq. (8.9) and (8.10) are a
hyperbolic system of non-linear equations describing the dynamical evolution
of dark energy fluctuations in an expanding background under the effect of
Newtonian gravitational potentials. It is worth noticing that in the case of
a vanishing equation of state and sound speed, and neglecting the source
terms the above equations reduce to standard conservation laws of mass and
momentum.
8.2 The Riemann Problem
Let us consider the Euler equation in one spatial dimension and write Eq. (8.9)
and (8.10) in a compact state-vector form
Uτ + F(U)x = S(U), (8.11)
where the indices denote partial derivatives, U is a state vector of unknowns,
F(U) is a vector of fluxes and S(U) a vector of sources respectively. These
are given by
U =
[
u1
u2
]
, F =
[
(1 + c2s)u2
u22
u21
+ c
2
s
1+c2s
u1
]
, S =
[
3H(1 + w)(c2s − c2a) + 3H(w − c2s)u1
H(3w − 1)u2 − u1Φx
]
,
(8.12)
with u1 = ∆ and u2 = ∆v. Hereafter, we will extensively follow Toro’s text-
book [171] to which we refer interested readers for a detailed presentation of
numerical methods in fluid dynamics.
The Riemann problem (RP) is an initial value problem (IVP) of the
advection equation
Uτ + F(U)x = 0, (8.13)
with initial conditions
U(x, 0) =
{
UL if x < 0
UR if x > 0
(8.14)
In general, the solution of RP for a m×m non-linear hyperbolic system
consists of m+1 constant states separated by m waves in the plane x− τ . In
our case m = 2, hence the solution of the Riemann problem consists of three
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constant states separated by two waves (see Fig. 8.1). These can be either
shocks, rarefaction or contact waves associated with the so called charac-
teristic fields of the advection equation (Eq.(8.13)). The characteristics are
curves in the plane x−τ along which Eq.(8.13) reduces to an ordinary differ-
ential equation. In order to determine these curves let us rewrite Eq. (8.13)
as
Uτ + A(U)Ux = 0, (8.15)
where A(U) is the Jacobian matrix of the flux vector1
A(U) ≡ ∂F
∂U
=
[
0 1 + c2s
c2s
1+c2s
− v2 2v
]
. (8.19)
The eigenvalues of the Jacobian matrix A(U) are given by
λ± = v ± cs
√
1− v2, (8.20)
these roots are real and distinct if and only if cs 6= 0. In such a case we have
λ−(v) < λ+(v) and the system is strictly hyperbolic. Notice that since we
are considering Dark Energy models for which peculiar velocities are non-
relativistic (v  1) the wave structure of the system approximately repro-
duces that of an isothermal fluid with constant sound speed.
The right eigenvectors associated to λ± are given by
R+ =
[
1 + c2s
v + cs
√
1− v2
]
, R− =
[
1 + c2s
v − cs
√
1− v2
]
, (8.21)
1Notice that Eq. (8.13) can be rewritten also in terms of the primitive state variables
W = (∆, v):
Wτ + A˜(W)Wx = 0, (8.16)
where
A˜(W) =
[
(1 + c2s)v (1 + c
2
s)∆
c2s
∆
(
1
1+c2s
− v2
)
(1− c2s)v
]
, (8.17)
since conservative and primitive variables are related by a linear transformation dU =
Λ dW with
Λ =
[
1 0
v ∆
]
Λ−1 =
[
1 0
− v∆ 1∆
]
(8.18)
it is easy to show that A(U) = Λ A˜(W)Λ−1. This implies that the Jacobian matrix
whether written in terms of primitive variables or conservative ones has identical eigenval-
ues, while the corresponding eigenvectors are related by a linear transformation. Therefore,
the Riemann problem admits the same wave structure in the two formulations.
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Figure 8.1: Structure of the solution of Riemann problem for a 2× 2 hyperbolic
system.
while the left eigenvectors read as
L+ =
[
1
2∆(1 + c2s)
(
1 +
vc2s√
1− v2
)
,
1
2cs
√
1− v2
]
,
(8.22)
L− =
[
1
2∆(1 + c2s)
(
1− vc
2
s√
1− v2
)
,
−1
2cs
√
1− v2
]
and satisfy the relation L± ·R± = δ±±, where δ±± is the Kronecker symbol.
The eigenvalues λ± define the characteristic fields of the system, these
are said to be “genuinely non-linear” if ~∇Uλ± ·R± 6= 0. In such a case the
family of waves associated to these fields are either shocks or rarefactions.
Using Eq. (8.20) and Eq. (8.21) we obtain
~∇Uλ± ·R± = ± cs
∆
√
1− v2 [1 + v
2(1 + c2s)], (8.23)
hence the characteristic fields are genuinely non-linear if and only if cs 6= 0.
In this case the waves associated to λ± are rarefactions or shocks.
In Fig. 8.1 we sketch the structure of the solution of the Riemann problem.
Given the data to the left (UL) and the right (UR) of the initial disconti-
nuity at x = 0, we want to determine the state (U∗) in the region enclosed
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between the left and right waves and derive the solution of the Riemann
problem, U(x, τ). In Section 8.2.4 we will provide an exact solution in terms
of primitive variables, however it is first useful to derive a set of equations
that relate state variables across different wave patterns.
8.2.1 Generalised Riemann Invariants
These are ordinary differential equations which relate state variables across
contact and rarefaction waves (see [90] for a detailed discussion). In the case
of a 2× 2 system we have
du1
r±1
=
du2
r±2
(8.24)
where r±1 and r
±
2 are the two components of the right-eigenvectors R±. Using
Eq. (8.21) and after some algebra we can write these relations in terms of
primitive variables:
d∆
∆
= − (1 + c
2
s)dv
cs(vcs −
√
1− v2) (λ = λ+) (8.25)
d∆
∆
= − (1 + c
2
s)dv
cs(vcs +
√
1− v2) (λ = λ−) (8.26)
these can be integrated analytically to obtain the Riemann Invariants (RI)
ln ∆ − 1
cs
arcsin(v)− arctanh
(
vcs√
1− v2
)
+ ln[1− (1 + c2s)v2] = const. (λ = λ+)
(8.27)
ln ∆ +
1
cs
arcsin(v) + arctanh
(
vcs√
1− v2
)
+ ln[1− (1 + c2s)v2] = const. (λ = λ−)
(8.28)
which express the conservation of these relations across the waves associated
to the characteristic fields λ+ and λ− respectively.
8.2.2 Rarefaction Waves
Rarefaction waves are smooth solutions which connect two states without
discontinuities. They satisfy the condition λ±(UL) < λ±(UR) and Riemann
invariants hold across the rarefactions. We can use the Riemann invariants
to relate a known state to the left (right) of the wave to that onto the right
(left).
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Left Rarefactions
Let us consider a left rarefaction wave associated with λ−-field. Using the
Riemann invariant Eq. (8.28) we can relate the known state UL to the un-
known state in the star region U∗ shown in Fig. 8.1. It is useful to introduce
the auxiliary function
gLr(v) ≡ 1
cs
arcsin(v) + arctanh
(
vcs√
1− v2
)
+ ln[1− (1 + c2s)v2], (8.29)
hence from Eq. (8.28) we obtain
gLr(v∗) = ln
∆L
∆∗
+ gLr(vL), (8.30)
this implicit relation can be inverted to obtain
v∗ = fLr(∆∗,WL), (8.31)
where we have denoted with fLr the inverse function g−1Lr .
The rarefaction wave is enclosed in a region delimited by the head of
the wave moving with speed SHLr = λ−(vL) and the tail with speed STLr =
λ−(v∗). The evolution of this region, also dubbed rarefaction fan, can be
obtained by integrating along the characteristic equation dx/dτ = λ−(v)
with initial condition x(0) = x0 (the location of the discontinuity at initial
time), this gives
x− x0
τ
= λ−(vLfan), (8.32)
which can be inverted to obtain vLfan(x) at any given time. ∆Lfan(x) inside
the fan is then obtained using the generalised Riemann invariant Eq. (8.28):
ln ∆Lfan(x) = ln ∆L + gLr(vL)− gLr(vLfan(x)). (8.33)
Right Rarefactions
Let us now consider a right rarefaction wave associated with the characteristic
field λ+. Using the Riemann invariant Eq. (8.27) we can relate the known
state UR to the right of the wave to the unknown state in the star region U∗
shown in Fig. 8.1. Let us introduce the auxiliary function
gRr(v) ≡ − 1
cs
arcsin(v)− arctanh
(
vcs√
1− v2
)
+ ln[1− (1 + c2s)v2], (8.34)
from Eq. (8.27) we obtain
gRr(v∗) = ln
∆R
∆∗
+ gRr(vR), (8.35)
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this implicit relation can be inverted to obtain
v∗ = fRr(∆∗,WR), (8.36)
where we have denoted with fRr the inverse function g−1Rr .
The right rarefaction fan is delimited by the head of the wave moving
with speed SHRr = λ+(vR) and the tail with speed STRr = λ+(v∗). The
evolution of the fan region is given by solving dx/dτ = λ+(v) with x(0) = x0
(the location of the discontinuity at initial time):
x− x0
τ
= λ+(vRfan), (8.37)
this can be inverted to infer vRfan(x). Then, using the Riemann invariant
Eq. (8.27) we obtain ∆Rfan(x) inside the fan:
ln ∆Rfan(x) = ln ∆R + gRr(vR)− gLr(vRfan(x)). (8.38)
8.2.3 Shock Waves
Shock waves are discontinuous solutions which connect two states through
a single jump-discontinuity condition. By denoting with S the propagation
speed of the shock wave, it can be shown that across shocks hold the Rankine-
Hugoniot (RH) conditions:
∆F = S∆U. (8.39)
We can use the RH conditions to relate a known state to the left (right)
of the shock to that unknown to the right (left).
Left Shocks
Let us consider a shock moving from right to left separating the known
initial state UL from the unknown state U∗ in the star region represented
in Fig. 8.1. Using Eq. (8.39) we have a system of algebraic equations in the
primitive variables which reads as
(1 + c2s)(∆LvL −∆∗v∗) = S(∆L −∆∗) (8.40)
c2s
1 + c2s
(∆L −∆∗) + (∆Lv2R −∆∗v2∗) = S(∆LvL −∆∗v∗), (8.41)
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this is an algebraic system of two equations and three unknowns (∆∗, v∗, S).
We can solve for S and v∗ to find
SLs
1 + c2s
=
∆LvL
∆L + c2s∆∗
−
√
∆2Lv
2
L
(∆L + c2s∆∗)2
− ∆Lv
2
L
∆L + c2s∆∗
+
∆∗c2s
(∆L + c2s∆∗)(1 + c2s)
(8.42)
v∗ ≡ fLs(∆∗,WL) = ∆L
∆∗
vL − SLs
1 + c2s
∆L −∆∗
∆∗
, (8.43)
where SLs is the negative root of the quadratic equation obtained from
Eq. (8.40) and (8.41), this choice is consistent with the fact that the left
shock moves from the right to the left.
Right Shocks
Let us consider a shock moving from the left to the right separating the known
initial state UR from the unknown state U∗ in the star region represented
in Fig. 8.1. Using the Rankine-Hugoniot conditions we obtain the system of
algebraic equations
(1 + c2s)(∆∗v∗ −∆RvR) = S(∆∗ −∆R) (8.44)
c2s
1 + c2s
(∆∗ −∆R) + (∆∗v2∗ −∆Rv2R) = S(∆∗v∗ −∆RvR), (8.45)
this is an algebraic system of two equations and three unknowns (∆∗, v∗, S),
solving for S and v∗ we find
SRs
1 + c2s
=
∆RvR
∆R + c2s∆∗
+
√
∆2Rv
2
R
(∆R + c2s∆∗)2
− ∆Rv
2
R
∆R + c2s∆∗
+
∆∗c2s
(∆R + c2s∆∗)(1 + c2s)
(8.46)
v∗ ≡ fRs(∆∗,WR) = ∆R
∆∗
vR +
SRs
1 + c2s
∆∗ −∆R
∆∗
, (8.47)
where SRs is the positive root of the quadratic equation obtained from Eq. (8.44)
and (8.45), consistently with the fact that the right shock moves from the
left to the right.
8.2.4 Exact Riemann Solver
Having derived relations between primitive state variables WL, WR and
W∗ across the different wave patterns, we can derive an exact solution of
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the RP for dark fluids as given by Eq. (8.13). The first step consists in
determining the value of ∆∗ in the star region of Fig. 8.1. We have expressed
the velocity v∗ in terms of ∆∗ and the known states WL, WR for all possible
wave patterns. Thus, equating these relations for the left and right waves,
∆∗ is the root of the algebraic equation
fL(∆∗,WL)− fR(∆∗,WR) = 0, (8.48)
where
fL(∆,WL) =
{
fLs(∆,WL) if ∆ > ∆L (shock)
fLr(∆,WL) if ∆ ≤ ∆L (rarefaction)
(8.49)
with fLs(∆,WL) and fLr(∆,WL) given by Eq. (8.43) and Eq. (8.31) respec-
tively, while
fR(∆,WR) =
{
fRs(∆,WR) if ∆ > ∆R (shock)
fRr(∆,WR) if ∆ ≤ ∆R (rarefaction)
(8.50)
with fRs(∆,WR) and fRr(∆,WR) given by Eq. (8.47) and Eq. (8.36) re-
spectively. Eq. (8.48) can be solved for ∆∗ to the desired level of accuracy
using standard numerical root-finder schemes. Solving for ∆∗ completely
determines the nature of the waves, then the value of v∗ can be computed
from one of the functions fL(∆∗,WL) or fR(∆∗,WR). Once the state W∗ is
known, the solution of the Riemann problem across the entire spatial interval
can be sampled at any given time as follows:
• in the region to the left of the discontinuity corresponding to x− x0 <
v∗τ :
– if ∆L > ∆∗ the left wave is a rarefaction, then
W(x, τ) =

(∆L, vL) if x− x0 < SHLrτ
(∆Lfan, vLfan) if SHLrτ < x− x0 < STLrτ
(∆∗, v∗) if x− x0 > STLrτ
(8.51)
where vLfan is given by solving Eq. (8.32) and ∆Lfan is given by
Eq. (8.33).
– if ∆L < ∆∗ the left wave is a shock, then
W(x, τ) =
{
(∆L, vL) if x− x0 < SLsτ
(∆∗, v∗) if x− x0 > SLsτ
(8.52)
where SLs is given by Eq. (8.42).
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Test ∆L vL ∆R vR
1 1.0 0.0 0.125 0.0
2 1.0 −0.0003 1.0 0.0003
3 0.3 0.0001 0.3 −0.0001
Table 8.1: Initial data for three test problems with exact solution.
• in the region to the right of the discontinuity corresponding to x−x0 >
v∗τ :
– if ∆R > ∆∗ the right wave is a rarefaction, then
W(x, τ) =

(∆∗, v∗) if x− x0 < STRrτ
(∆Rfan, vRfan) if STRrτ < x− x0 < SHRrτ
(∆R, vR) if x− x0 > SHRrτ
(8.53)
where vRfan is given by solving Eq. (8.37) and ∆Rfan is given by
Eq. (8.38).
– if ∆R < ∆∗ the right wave is a shock, then
W(x, τ) =
{
(∆∗, v∗) if x− x0 < SRsτ
(∆R, vR) if x− x0 > SRsτ
(8.54)
where SRs is given by Eq. (8.46).
We construct an exact Riemann solver as in [171]. We first solve Eq. (8.48)
using the Newton-Raphson method. The value of ∆∗ is obtained to a given
level of accuracy  through an iteration procedure
∆∗(i) = ∆
∗
(i−1) −
f [∆∗(i−1)]
f ′[∆∗(i−1)]
, (8.55)
where f(∆∗) = fL(∆∗,WL)−fR(∆∗,WR) and f ′(∆∗) = df/d∆|∗ (the deriva-
tives can be computed analytically). The iteration continues until the desired
accuracy is reached
|∆∗(i) −∆∗(i−1)|
|∆∗(i) + ∆∗(i−1)|
<

2
. (8.56)
An initial guess value is necessary to start the iteration. Thus, the computa-
tion of the solution requires several iterations if the initial guess is too far off
the solution. To address this point we use an adaptive scheme to optimise
the initial guess using approximate Riemann solvers described in §8.2.5.
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Figure 8.2: Exact solution of Test 1 for ∆ (left panel) and v (right panel) at time
τ = 600 units for cs = 10−3 (solid blue line) and 10−4 (dot red line) respectively.
Figure 8.3: As in Fig. 8.2 for Test 2.
In Table 8.1 we quote the initial data for three standard test cases of
the RP. Test 1 is the standard Sod test [156], the solution consists of a left
rarefaction and a right shock. Test 2 has a solution consisting of two rar-
efaction waves, while Test 3 consists of two colliding shocks. We consider
two different values of the speed of sound corresponding to cs = 10−3 and
10−4 respectively. We set the initial discontinuity at x0 = 1 and sample the
solution in the interval 0 < x < 2 at time τ = 600. We set the accuracy of
the Newton-Raphson method to  = 10−6.
The exact solutions to Tests 1, 2 and 3 are shown in Fig. 8.2, 8.3 and 8.4
respectively. In the case of Test 1 we can clearly see the opening of the
rarefaction fan moving from right to left and the shock wave propagating
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Figure 8.4: As in Fig. 8.2 for Test 3.
to the right. For Test 2 we notice the opening of the two rarefaction fans
propagating to the left and to the right respectively, while in the case of Test
3 we can see the density and velocity profile of the colliding shock waves.
8.2.5 Approximate Riemann Solvers
Primitive Variables Riemann Solver
Let us consider the characteristic equations of the primitive variable ad-
vection equation Eq. (8.16) given by ~L± · d ~W = 0 where ~L± are the left
eigenvectors, Eq. (8.22), and d ~W = (d∆, dv). We have
d∆ +
1 + c2s
c2s
∆dv√
1− v2 + vcs
= 0 along dx/dτ = λ+ (8.57)
d∆ − 1 + c
2
s
c2s
∆dv√
1− v2 − vcs
= 0 along dx/dτ = λ−, (8.58)
and let us introduce the variables
C+ =
1 + c2s
c2s
∆√
1− v2 + vcs
, (8.59)
C− =
1 + c2s
c2s
∆√
1− v2 − vcs
, (8.60)
following the derivation presented in [171], we connect the star state to the
left state by integrating Eq. (8.57) along the characteristic of speed λ+ where
C+ is evaluated at the foot of the characteristic, this gives:
∆L −∆∗ = −C+L vL + C+L v∗. (8.61)
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Similarly, we connect the star region to the right state by integrating Eq. (8.58)
along the characteristic with speed λ+ with C− is evaluated at the foot of
the characteristics, we have
∆∗ −∆R = C−R v∗ − C−R vR., (8.62)
solving the linear system of Eq. (8.61) and (8.62) we finally obtain the ap-
proximate state variables in the star region
v∗ =
1
C+L + C
+
R
[
C+L vL + C
−
R vR + (∆L −∆R)
]
, (8.63)
∆∗ =
1
C+L + C
+
R
[
C+L ∆R + C
−
R ∆L + C
+
L C
−
R (vL − vR)
]
. (8.64)
Two Rarefactions Riemann Solver
This solver computes the primitive variables in the star region assuming
it is comprised between two rarefaction waves. Thus, from Eq. (8.30) and
Eq. (8.35) we have
gLr(v∗)− gRr(v∗) = ln ∆L − ln ∆R + gLr(vL)− gRr(vR), (8.65)
this algebraic equation can be solved numerically to obtain v∗, then substi-
tuting in Eq. (8.30) or Eq. (8.35) one obtain the value of ∆∗.
Two Shocks Riemann Solver
This solver computes the primitive variables in the star region assuming
it is comprised between two shock waves. Thus, equating Eq. (8.43) and
Eq. (8.47) we obtain an algebraic equation that can be solved numerically to
obtain ∆∗, which substituted back into Eq. (8.43) or Eq. (8.47) allows us to
obtain the value of v∗.
8.2.6 Specificities of the Riemann Problem for Dark
Fluids
The wave structure of the Riemann problem for dark fluids resemble that of
an isothermal gas. Nonetheless, there are aspects that have no equivalent
in standard gas dynamics and which are worth to clarify better. First, we
should remind that in the dark fluid case what is behaving as an isothermal
system are the dark density and pressure perturbations and not the dark
fluid as whole. Hence, while in gas dynamics the density variable ρ is strictly
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positive, the auxiliary density variable ∆ = 1 +w + (1 + c2s)δ is not, as for a
given set of DE model parameters the sign depends on the amplitude of the
density perturbation. More specifically, we have that ∆ is strictly positive
in regions where δ > −(1 + w)/(1 + c2s), while it is strictly negative in the
opposite case. However, the advection part of Eq. (8.9) and (8.10) is invari-
ant under sign transformation, ∆ → −∆, thus implying that the structure
of the Riemann problem remains the same independently of the sign of ∆.
On the other hand, the case ∆ = 0 deserves a separate discussion.
In gas dynamics ρ = 0 represents the vacuum state and the structure of
the solution of the RP differs from the conventional one. As shown in [171]
shock waves cannot propagate in a region adjacent to vacuum, while the
only admissible discontinuous solutions are rarefaction and contact waves.
This is not the case for dark fluids as no wave may propagate adjacent to
∆ = 0. On the one hand generalised Riemann invariants are ill defined, on
the other hand shocks are no solution of the system. This can be understood
by noticing that differently from gas dynamics ∆ = 0 does not represent a
vacuum state, rather a region where the density fluctuation is determined by
the background homogeneous dark fluid density, δρ = −(1+w)/(1+c2s)ρ¯. We
may construct a solution of the system in ∆ = 0 regions which are adjacent to
“non-vacuum” cells, by considering the advection part of the Euler equations
in terms of δ and ~v. These read as:
∂δ
∂τ
= 0,
∂~v
∂τ
+ (~v · ~∇)~v = 0,
where we can see that δ = const. and ~v = const. is a solution of the system.
The constant values can be determined in terms of the boundary cell values,
thus corresponding to a constant displacement in the cell with ∆ = 0 of the
density fluctuation and velocity of adjacent cells.
8.3 Wave structure in 3D
In the previous section we have discussed the Riemann problem in 1D. As we
will show here this provides the base results to solve the Riemann problem
in 3D. In fact, let us consider Eq. (8.9) and Eq. (8.10) without source terms
in Cartesian coordinates. In terms of the conservative variables these can be
written in a state-vector form:
U + A(U)Ux + B(U)Uy + C(U)Uz = 0, (8.66)
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with U = (∆,∆u,∆v,∆w) where u, v and w are the components of the
peculiar velocity vector along x, y and z respectively, and
A(U) =

0 1 + c2s 0 0
c2s
1+c2s
− u2 2u 0 0
−uv v u 0
−uw w 0 u
 , B(U) =

0 0 1 + c2s 0
−uv v u 0
c2s
1+c2s
− v2 0 2v 0
−vw 0 w v
 ,
C(U) =

0 0 0 1 + c2s
−uw w 0 u
−vw 0 w v
c2s
1+c2s
− w2 0 0 2w
 .
The eigenvalues of these matrices are λ1 = s− cs
√
1− s2, λ2 = s+ cs
√
1− s2
and λ3,4 = s with s = u, v and w for A, B and C respectively. Hence, the
3D case can be seen as the composition of three advections with the same
structure of the Riemann problem.
Let us consider the advection equations along the x-direction. The eigen-
values of A are λ1,2 = u± cs
√
1− u2 and λ1,2 = u, the corresponding eigen-
vectors read as
R1 =

1 + c2s
u− cs
√
1− u2(
1 + ucs√
1−u2
)
v(
1 + ucs√
1−u2
)
w
 , R2 =

1 + c2s
u+ cs
√
1− u2(
1− ucs√
1−u2
)
v(
1− ucs√
1−u2
)
w
 R3 =

0
0
1
0
 , R4 =

0
0
0
1
 .
(8.67)
The eigenvalues λ1,2 are real and distinct and associated to the genuinely
non-linear characteristic fields which correspond to the shock and rarefaction
waves discussed in Section 8.2. Using the components ofR1 andR2, it can be
shown after some cumbersome algebra that the Riemann Invariants relating
∆ and u are identical to those derived in the 1D case, Eqs. (8.27) and (8.28).
Similarly, one can also show that the Rankine-Hugoniot conditions relating
∆ and u are independent of the tangential velocities (v and w) and identical
to those derived in the 1D case. In the case of the tangential velocities the
Riemann invariants are given by:
cs
1 + c2s
u√
1− u2 ln ∆ − ln s = const. (λ = λ1) (8.68)
cs
1 + c2s
u√
1− u2 ln ∆ + ln s = const. (λ = λ2) (8.69)
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Figure 8.5: Structure of the solution of 3D Riemann problem along a given spatial
dimension.
where s = v, w. The main difference with respect to the 1D case is the
presence of additional waves associated to the degenerate eigenvalues λ3,4 =
u. From the Boillat’s theorem [29] the multiplicity 2 of these degenerate
eigenvalues implies that they are linearly degenerate fields corresponding to
contact discontinuities. From the components of right eigenvectors R3 and
R4, it can be immediately inferred that ∆ and u remain constant across the
contact discontinuity, only the tangential velocities vary, thus corresponding
to shear waves.
This provides us with all the information to draw the solution of the 3D
Riemann problem along a given spatial direction as shown in Fig. 8.5. We
can see that once the 1D Riemann problem is solved for ∆ and u, then the
values of the tangential velocities in the star region to the left and right
of the contact discontinuity can be easily determined using the Riemann
Invariants and the Rankine-Hugoniot conditions depending on the nature of
the λ1,2-fields:
• if λ1 is associated to a left-rarefaction, then
s∗L = sL exp
[
cs
1 + c2s
(
u∗√
1− u2∗
ln ∆∗ − uL√
1− u2L
ln ∆L
)]
, (8.70)
• if λ1 is associated to a left-shock, then
s∗L =
sL∆L(uL − SL)
∆∗(u∗ − SL) , (8.71)
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• if λ2 is associated to a right-rarefaction, then
s∗R = sR exp
[
cs
1 + c2s
(
uR√
1− u2R
ln ∆R − u∗√
1− u2∗
ln ∆∗
)]
, (8.72)
• if λ2 is associated to a right-shock, then
s∗R =
sR∆R(uR − SR)
∆∗(u∗ − SR) , (8.73)
where s = v, w and SL,R are the left and right shock speed respectively.
8.4 Upwind Numerical Schemes
8.4.1 Conservative Hyperbolic Methods
Let us consider the problem of solving numerically the 1D advection problem,
Eq. (8.11), provided with a set of initial conditions and boundary conditions.
The first step consists in discretising the time interval into a finite number
of time-steps ∆τ and the spatial domain in a finite number of cells Ii =
[xi− 1
2
, xi+ 1
2
] with i = 1, ...,M of size ∆x = L/M (finite volume approach),
where L is the size of the spatial domain of integration. A numerical solution
of Eq. (8.11) can be obtained by splitting the system into a purely advection
problem with Uτ + F(U)x = 0 and an ordinary differential equation Uτ =
S(U). The numerical solution to the advection problem can be obtained
using a finite volume scheme:
U˜
n+1
i = U
n
i +
∆τ
∆x
[
Fi− 1
2
− Fi+ 1
2
]
, (8.74)
where the Fi± 1
2
are intercell fluxes at the boundaries of the i-th cell. The
splitting method has to match the order of the solver used for the advection
problem: at first order the source step can be numerically solved using a
simple Euler method, e.g.
Un+1i = U˜
n+1
i + ∆τ S(U˜
n+1
i ), (8.75)
while at second order we can use Strang splitting [159], where the source
step is performed for half a time step before the advection problem and half
afterwards. Godunov methods, also known as upwind schemes, compute the
flux as Fi± 1
2
= F[Ui±1/2(0)] where Ui±1/2(0) is the solution of the Riemann
problem at each inter-cell boundary. Alternative to upwind methods are the
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so called centred schemes that directly use approximated expressions of the
intercell fluxes also derived from solutions of the Riemann problem at hand.
Upwind methods differ on how boundary states to the left and right of the
intercell location are evaluated to provide the initial data of the Riemann
problem. The original method introduced by Godunov [75] computes the
intercell fluxes at Uni±1/2(0), that is the solution of the Riemann problem
with initial data given by a constant distribution of the state variables Uni
and Uni+1 in contiguous cells. For this reason this scheme is also known as
“piecewise constant method”, however this is only first-order accurate and
consequently higher-order scheme are used for any real application.
Here, we will derive working examples of the Monotonic Upstream Cen-
tred Scheme for Conservation Laws (MUSCL-Hancock), the Piecewise Linear
Method (PLM) and the Piecewise Parabolic Methods (PPM) with charac-
teristic tracing steps for the advection equation of cosmic dark fluids. Before
describing these schemes in the following we specify the Riemann solver, the
choice of the integration time-step and the boundary conditions which are
used hereafter.
Approximate Riemann Solver
In the case of upwind schemes the Riemann problem can be solved using an
exact solver as the one described in Section 8.2.4. However, for any practical
application such as cosmological simulations, this is computationally too ex-
pensive, since it requires to iteratively solve algebraic equations at each cell
of the spatial domain of integration. For this reason, approximate solvers are
used instead of exact solvers. Here, we use the Primitive Variables Riemann
Solver (PVRS) described in §8.2.5.
It is worth noticing that in the case of dark fluids, sampling the similarity
solution of the Riemann problem at x/τ = 0 may require additional com-
putations for rarefaction waves. This is because the fluid velocity inside the
fan region is also given in the form of an algebraic equation, Eq. (8.32) for
left rarefactions and Eq. (8.37) for right ones. To avoid these expensive iter-
ative computations we use a weighted average estimate of the fluid velocity
inside the fan region. More specifically, defining fLr ≡ SHLr/(SHLr − STLr)
and fRr ≡ SHRr/(SHRr − STRr) we estimates the velocities in the fan as
vLfan = fLrv∗ + (1− fLr)vL, (8.76)
vRfan = fRrv∗ + (1− fRr)vR. (8.77)
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Courant Condition
The time-step ∆τ in Eq. (8.74) satisfies the condition ∆τ ≤ ∆x/Snmax where
Snmax is the maximum wave velocity at τn in the spatial domain of integration.
This condition ensures that no waves in the solution of the Riemann problem
travels more than the size of the cell ∆x in the time interval ∆τ . A time-
step satisfying the above condition can be set by introducing the Courant-
Friedrichs-Lewy (CFL) coefficient Ccfl, such that
∆τ = Ccfl
∆x
Snmax
, (8.78)
with 0 < Ccfl ≤ 1. Hereafter, we set Ccfl = 0.9 and estimate the maximum
wave velocity as
Snmax = max
i
{|vni |+ cs}, (8.79)
which provides a very good approximation in the case of rarefaction waves,
though it may underestimate the speed of propagation in the case of shocks.
Transmissive Boundary Conditions
We test the numerical schemes for the test problems given in Table (8.1)
assuming transmissive boundary conditions:
∆nM+1 = ∆
n
M , v
n
M+1 = v
n
M . (8.80)
In such a case the boundaries do not affect the propagation of waves.
8.4.2 MUSCL-Hancock Method
As already mentioned, the original Godunov’s scheme which is based on a
piecewise constant distribution of data is only first-order accurate. Neverthe-
less, as shown by Godunov’s theorem first-order schemes are guaranteed to
preserve the monotonicity of the solution which is not the case of higher-order
methods. In a series of seminal papers [173, 174, 175, 176, 177] Van Leer pre-
sented a modification to the piecewise constant data to achieve higher-order
accuracy while restraining the scheme to satisfy monotonicity constraints.
The idea is to use the initial piecewise constant data distribution to recon-
struct data inside cells and extrapolate the values of the state variables at
the cell interfaces. Then, using the conservation equations these boundary
values are evolved by half-time step to achieve second-order accuracy in time.
It is these reconstructed values that provide the initial data for the Riemann
problem at the cell interface. However, the data reconstruction inside cells
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may generate local extrema that lead to spurious numerical oscillations in
the solution, thus we impose monotonicity constraints on the reconstruction.
The MUSCL-Hancock method introduced by Van Leer2 in [178] is based
of a linear reconstruction of the data distribution inside cells. The recon-
struction consists of the following steps:
• Starting with the initial piecewise constant data Uni , the left and right
cell boundary value are linearly extrapolated as
Uni,L = U
n
i −
1
2
∂Ui , Uni,R = U
n
i +
1
2
∂Ui , (8.81)
where ∂Ui denotes the slope of the linear interpolation in the i-th cell.
• Evolve Uni,L and U
n
i,R by a time ∆t/2 according to
U¯
n+1/2
i,L = U
n
i,L +
1
2
∆τ
∆x
[
F(Uni,L)− F(Uni,R)
]
, (8.82)
U¯
n+1/2
i,R = U
n
i,R +
1
2
∆τ
∆x
[
F(Uni,L)− F(Uni,R)
]
, (8.83)
• Solve the Riemann Problem at intercell location with piecewise con-
stant data U¯n+1/2i,L and U¯
n+1/2
i,R :
Uτ + F(U)x = 0, (8.84)
with initial conditions
U(x, 0) =
{
U¯
n+1/2
i,L if x < 0
U¯
n+1/2
i+1,R if x > 0
(8.85)
A key point concerns the evaluation of the slopes ∂Ui, which must satisfy
monotonicity constraints. We implement the MUSCL-Hancock scheme with
the MINMAX slope limiter which reads as:
∂Ui =
1
2
[
sign(Uni −Uni−1) + sign(Uni+1 −Uni )
]×min (|Uni −Uni−1|, |Uni+1 −Uni |) .
(8.86)
In Fig. 8.6, 8.7 and 8.8 we plot the numerical solutions (dotted lines)
to test cases given in Table 8.1 obtained with the MUSCL-Hancock method
2In [178] the idea behind this scheme is attributed to S. Hancock, see also [179], from
which the acronym of MUSCL-Hancock method.
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Figure 8.6: MUSCL-Hancock (dotted lines) vs. Exact solution of Test 1 for ∆
(left panel) and v (right panel) at time τ = 600 units for cs = 10−3 (blue lines)
and 10−4 (red lines) respectively. In the bottom panels it is shown the absolute
difference between the numerical and exact solution.
against the exact solutions at τ = 600 units for cs = 10−3 (solid blue lines)
and cs = 10−4 (dashed red lines) respectively. In the bottom panels we plot
the absolute value of the difference between the numerical and exact solu-
tions.
Overall the scheme perform rather well. A zoom on the value of ∆ near
the shocks in Fig. 8.6 and 8.8 reveals that shock waves are spread over ∼ 3
cells, rather than having the zero-width of the exact solution. On the other
hand, the speed is correctly estimated as can be seen on the right panels,
thus indicating that the average shock position is well determined by the
numerical scheme. Another characteristic feature of the solutions of Test 1
and 3 near the shocks is the absence of spurious oscillations. In the case of
rarefaction waves, larger errors occur near the head and the tail as can be
seen from Fig. 8.6 and 8.7 and discontinuities are spread over ∼ 10 cells. We
have checked that the numerical solution converges to the exact by increasing
the spatial resolution of the grid.
8.4.3 Piecewise Linear Method (PLM)
This scheme introduced by Colella [40] builds upon the MUSCL method and
uses a linear reconstruction of the data. We will follow the implementation
presented in the lecture notes by M. Zingale [190] to which we refer the reader
for a clear summary of higher-order reconstruction methods of non-linear ad-
vection equations.
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Figure 8.7: As in Fig. 8.6 for Test 2.
Figure 8.8: As in Fig. 8.6 for Test 3.
137
The basic idea is to obtain left and right intercell states as a Taylor ex-
pansion of the primitive variables to first-order in ∆x/2 to displace from the
cell-centred value to the interface, and to first-order in ∆τ/2 to evolve the
states to mid-point in time. Then, the extrapolated left and right intercell
boundary states are obtained by expliciting in the expansion the wave struc-
ture of the system and accounting only for waves that moves toward the cell
interface, a constraint also known as characteristic tracing.
General formulae to construct these states are given in [190]. In the case
of dark fluids, these reads as
∆¯
n+1/2
i,L = ∆
n
i +
1
2
[
∆˜−i + ∆˜
+
i
]
, ∆¯
n+1/2
i+1,R = ∆
n
i+1−
1
2
[
∆˜−i+1 + ∆˜
+
i+1
]
, (8.87)
with
∆˜−i =
12
[
1− ∆τ
∆x
λ−(vi)
] [(
1− vics√
1−v2i
)
∂∆i − 1+c2s
cs
√
1−v2i
∆i∂vi
]
if λ−(vi) ≥ 0
0 otherwise
(8.88)
and
∆˜+i =
12
[
1− ∆τ
∆x
λ+(vi)
] [(
1 + vics√
1−v2i
)
∂∆i +
1+c2s
cs
√
1−v2i
∆i∂vi
]
if λ+(vi) ≥ 0
0 otherwise
(8.89)
and for the velocity
v¯
n+1/2
i,L = v
n
i +
1
2
[
v˜−i + v˜
+
i
]
, v¯
n+1/2
i+1,R = v
n
i+1 −
1
2
[
v˜−i+1 + v˜
+
i+1
]
, (8.90)
with
v˜−i =
12
[
1− ∆τ
∆x
λ−(vi)
] [(
1− v2i c2s
1−v2i
)
cs
√
1−v2i
∆i(1+c2s)
∂∆i −
(
1 + csvi√
1−v2i
)
∂vi
]
if λ−(vi) ≥ 0
0 otherwise
(8.91)
and
v˜+i =
12
[
1− ∆τ
∆x
λ+(vi)
] [(
1− v2i c2s
1−v2i
)
cs
√
1−v2i
∆i(1+c2s)
∂∆i +
(
1− csvi√
1−v2i
)
∂vi
]
if λ+(vi) ≥ 0
0 otherwise
(8.92)
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We compute the slope ∂Wi = {∂∆i, ∂vi} using the SUPERBEE slope
limiter:
∂Wi =
[
sign(Wni −Wni−1) + sign(Wni+1 −Wni )
]×
× min
[
|Wni −Wni−1|, |Wni+1 −Wni |,
1
2
max
(|Wni −Wni−1|, |Wni+1 −Wni |)] .
(8.93)
In Fig. 8.9, 8.10 and 8.11 we plot the PLM numerical solutions (dotted
lines) to test cases given in Table 8.1 against the exact solutions at τ =
600 units for cs = 10−3 (solid blue lines) and cs = 10−4 (dashed red lines)
respectively. In the bottom panels we plot the absolute value of the difference
between the numerical and exact solutions. We can see only minor differences
with the respect to the results obtained with the MUSCL-Hancock method
shown in Fig. 8.6, 8.7 and 8.8. In particular we may notice that the former
is less accurate than MUSCL-Hancock in resolving rarefaction waves, while
it performs better in the case of shocks.
8.4.4 Piecewise Parabolic Method (PPM)
Originally introduced by Colella & Woodward [41], these schemes achieve
second-order accuracy using a parabolic reconstruction of the data with char-
acteristic tracing. We refer again to Zingale’s notes [190] for a clear summary
of PPM in the case of non-linear advection equations. The expressions of the
parabolic reconstruction of primitive variables with characteristics tracing
step in the case of dark fluids are quite lengthy and here we only present the
results of the numerical tests of Table 8.1 shown in Fig. 8.12, 8.13 and 8.14
(dotted lines) against the exact solutions at τ = 600 units for cs = 10−3
(solid blue lines) and cs = 10−4 (dashed red lines) respectively. In the bot-
tom panels we plot the absolute value of difference between the exact and
the numerical solutions. We can see the improvement of the PPM scheme
compared to the PLM in resolving discontinuities.
8.5 Euler Equations in Supercomoving Variables
Cosmological simulation codes adopt super-comoving variables as defined in
[109]. These reads as dt˜ = (H0/a)dτ and dx˜ = dx/L, where H0 is the Hubble
parameter (in km s−1 Mpc−1) and L is the simulation box length (in Mpc).
The convenience of these coordinates is that for a matter component with
vanishing equation of state the Euler equations have the same form as in a
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Figure 8.9: PLM (dotted lines) vs. Exact solution of Test 1 for ∆ (left panel) and
v (right panel) at time τ = 600 units for cs = 10−3 (blue lines) and 10−4 (red lines)
respectively. In the bottom panel the absolute difference between the numerical
and exact solution.
Figure 8.10: As in Fig. 8.9 for Test 2.
Figure 8.11: As in Fig. 8.9 for Test 3.
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Figure 8.12: PPM (dotted lines) vs. Exact solution of Test 1 for ∆ (left panel)
and v (right panel) at time τ = 600 units for cs = 10−3 (blue lines) and 10−4
(red lines) respectively. In the bottom panel the absolute difference between the
numerical and exact solutions.
Figure 8.13: As in Fig. 8.12 for Test 2.
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Figure 8.14: As in Fig. 8.12 for Test 3.
non-expanding universe. Because of the non-conservative nature of DE this
is not the case of Eq. (8.9) and Eq. (8.10) which read as
∂∆
∂t˜
+ (1 + c2s)
a
H0L
~˜∇ · (∆~v) = 3a2E(a)[(1 + w)(c2s − c2a) + (w − c2s)∆]
(8.94)
∂(∆~v)
∂t˜
+
a
H0L
~˜∇ · (∆~v ⊗ ~v) + c
2
s
1 + c2s
a
H0L
~˜∇∆ = a2E(a)(3w − 1)~v − a
H0L
∆ ~˜∇Φ,
(8.95)
where E(a) = H(a)/H0 is the Hubble rate. It can be shown that the coordi-
nate transformation does not alter the wave structure of the Riemann prob-
lem described in Section 8.2. In fact the in 1D Jacobian matrix A˜ associated
with Eq. (8.94) and Eq. (8.95) can be written as a/(H0L)A(U), therefore the
eigenvalues and eigenvectors are simply rescaled by a time-factor a/(H0L).
This also implies that the generalised Riemann invariants do not change
with a rescaling of the time coordinate, while the speed of shocks from the
Rankine-Hugoniot conditions is simply rescaled S˜ = S/[a/(H0L)].
8.6 Euler Equations in Spherical Symmetry
In order to test our 1D Godunov solvers in a realistic setting we want to
compare the numerical solutions with analytical solutions of the spherical
collapse problem. To this purpose we need to write the Euler equations
Eq. (8.9) and Eq. (8.10) in spherical coordinates and assuming spherical
142
symmetry:
∂∆
∂τ
+ 3H(c2s − w)(∆− 1− w) +
1 + c2s
r2
∂
∂r
[
r2∆v
]
= 0 , (8.96)
∂∆~v
∂τ
+
1
r2
∂
∂r
[
r2∆~v ⊗ ~v]+ c2s
(1 + c2s)
∂∆
∂r
= (3w − 1)H∆v −∆∂Φ
∂r
. (8.97)
After some algebra we get to the pseudo-conservative form:
∂∆
∂τ
+ (1 + c2s)
∂∆v
∂r
= −2(1 + c2s)
∆v
r
− 3H(c2s − w)(∆− 1− w) , (8.98)
∂∆v
∂τ
+
∂
∂r
[
∆v2 +
c2s
(1 + c2s)
∆
]
= −2∆v
2
r
+ (3w − 1)H∆v −∆∂Φ
∂r
. (8.99)
By comparing these equations to Eq. (8.9) and Eq. (8.10) we see that the
only difference between the two systems are the geometrical source terms.
This means that we can make use of the 1D Godunov methods in carte-
sian coordinates to solve the homogeneous equations and add the geometric
sources with the splitting scheme described in §8.4.1. In order to close the
equation system we integrate the Poisson equation to get:
F (r) = −∂Φ
∂r
= −GM(r)
r2
, (8.100)
where M(r) is the mass enclosed in the radius r. If we consider matter and
DE perturbations M(r) = 4pi a2ρ¯
∫ r
0
(Ωmδm(x) + Ωdeδde(x) (1 + 3c
2
s))x
2dx,
where δm has to be evolved independently. The system of equations to solve
is then:
∂∆
∂τ
+ (1 + c2s)
∂∆v
∂r
= −2(1 + c2s)
∆v
r
− 3H(c2s − w)(∆− 1− w), (8.101)
∂∆v
∂τ
+
∂
∂r
[
∆v2 +
c2s
(1 + c2s)
∆
]
= −2∆v
2
r
+ (3w − 1)H∆v + ∆F (r),
(8.102)
F (r) = −4piGa
2ρ¯
r2
∫ r
0
(Ωmδm(x) + Ωdeδde(x) (1 + 3c
2
s))x
2dx, (8.103)
where the variables ∆ and v refer to the DE component alone.
143
144
Chapter 9
Future prospects
N-body simulations are an invaluable tool to understand the non-linear regime
of gravitational collapse of matter on cosmological scales. In the second part
of this thesis simulations allowed us to study in detail the effects of non-
linearities on the matter power spectrum estimator and its covariance matrix
on the scales that will be probed by upcoming galaxy surveys. This study is
the object of publications Ref.s [26, 27]. The work on numerical methods for
clustering dark energy simulations presented in the third part of the thesis
will enable us to explore the late-time phenomenology of this class of mod-
els, that once compared to observations can help shed light on the nature
of dark energy. The results of this work will be published in a series of pa-
pers that present the numerical methods, study the spherical collapse of DM
over-densities in presence of DE perturbations and present the results of the
first cosmological simulations of clustering DE scenarios, Ref.s [46, 25, 28]
respectively. There are many possible further studies that can build upon
the work presented here, some of which we will outline in the following.
As we already mentioned, covariance matrices are also affected by finite
volume errors [see e.g. 79, 106]. In the DEUS-PUR simulation ensemble we
have a set of simulations with the same mass resolution of the main set A
but with volumes 8 times larger that we plan to use for the study of volume
effects on the covariance matrix.
Since the matter power spectrum covariance is a key quantity for upcom-
ing galaxy surveys, a number of approximated methods to estimate it have
been proposed in the last years. Some of them rely on the simulation of sev-
eral realisations with approximated methods to account for the non-linear
regime [see e.g. 116, 165] and are thus subject to the same sampling errors
that we discussed in Chapter 7. This means that an equally large number of
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realisation is needed to achieve high precision in the estimated covariance.
Other methods instead rely on theoretical modelling of the covariance [see
e.g. 162, 115] and are thus exempt from sampling errors, but they may carry
calibration errors or other forms of modelling errors [186]. Thus, it is of
great interest to compare the covariance obtained with these methods with
the one measured from N-body simulations and study the impact on cosmo-
logical parameter estimation.
In Chapter 6 we have shown that the probability distribution of the mat-
ter power spectrum estimator deviate from the Gaussian distribution at small
scales. The distribution measured in the simulation set can be used to con-
struct a likelihood function and compare the parameter errors obtained in
the Fisher matrix approximation with those obtained with a full likelihood
analysis. Moreover, since these deviations are limited to a small skewing of a
Gaussian, the distribution can be described as a series expansion around the
Gaussian distribution and the posterior can be written as a series expansion
of which the Fisher matrix is the lowest order [see e.g. 146]. This kind of
approximations in the context of forecasts yield confidence contours which
better capture non-linear degeneracies between cosmological parameters.
We plan to extend the DEUS-PUR simulation ensemble used in this thesis
to different cosmological models. This will enable us to study the dependence
of the covariance on the cosmological parameters, that has been neglected in
most of the studies on galaxy surveys till now. Moreover, using the formalism
of model selection we can study the ability of a given galaxy survey to rule
out some cosmological models [119].
The numerical methods exposed in Chapter 8 are meant to be imple-
mented in the code RAMSES [170], where similar methods are used to sim-
ulate the baryonic matter component. This means that by simply modifying
the hydrodynamical solver we can take advantage of a well tested N-body
code and AMR structure. In particular, we will implement the Riemann
solvers described in Chapter 8 and modify the Godunov solver to take into
account the differences between the baryonic hydrodynamic equations and
the ones for the clustering Dark Energy. Simulations produced with the
modified code will allow us to explore the phenomenology of clustering dark
energy scenarios at cosmological scales. The presence of a clustering dark
energy component will have effects on all the usual cosmological observables,
like the matter power spectrum and the halo mass function, and can possibly
lead to a new range of phenomena that can be tested against observations.
These would in fact be among the first cosmological simulations with a sec-
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ond dynamical dark component that can significantly alter the dynamics of
gravitational collapse on the scale of the dark matter halos.
At the same time, the 1D Godunov solver can be used to solve simplified
problems in spherical symmetry, such as the collapse of a top-hat perturba-
tion in a cosmological setting or stellar equilibrium in presence of dark energy
perturbations. The first case has been studied before with analytical meth-
ods in Ref.s [49, 19], allowing us to compare the numerical solution to the
analytical one under certain conditions. As already mentioned, the methods
developed in this thesis can be generalised to any non-relativistic fluid-like
component that can be characterised by an equation of state parameter and
the speed of sound. This can be of interest for unified Dark Matter - Dark
Energy scenarios [see e.g. 23] or alternative Dark Matter scenarios [see e.g.
92].
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