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There is a consensus that prediction systems should be complex enough to predict yield, and the 
effect of various combinations of forest management practices on the functioning of interactive 
natural systems, but at the same time maintain a low level of detail in order to have low 
implementation costs and facilitate their use. For this reason hybrid mensurational-physiological 
models have gained importance and attention, and it is expected that their adoption will increase 
in the near future. This study aimed to explore the potential advantages of a hybrid mensurational–
physiological model compared to models currently used in forest plantation management, and 
provide a better understanding of their capability to improve precision and explanation maintaining 
a certain level of simplicity as required for forest management. This work also aimed to provide 
updated tools for managing Pinus taeda and Eucalyptus grandis in Uruguay. 
In Chapter 2, taper and volume equations were adjusted as those are essential to estimate individual 
volume and wood products. Emphasis was on testing compatible taper equations, since no models 
of this type have been developed to date for any species in Uruguay. However, variable exponent 
equations gave the best performance for predicting diameter at any height with the lowest 
prediction errors.  
In Chapters 3 to 5, three systems of stand level equations comprising dominant height, basal area, 
maximum diameter, standard deviation of diameters, and mortality were developed using 
differential equations through three approaches: 
i. Traditional time-based models using sigmoidal difference equations that restricted 
independent variables to age and parameters as functions of variables for region (base 
approach). 
ii. Augmented time-based models that had parameters as linear functions of water holding 
capacity and physiographical variables such as elevation, aspect and slope. 
iii.  Hybrid physiological-mensurational models based on cumulative light sums since time of 
planting, with potential radiation-use calculated by modifiers accounting for influences of 
temperature, vapour pressure deficit (VPD), and water balance.  These modified light sums 
replaced time in sigmoidal growth and yield difference equations. 
 
Water holding capacity was the most significant among the surrogate variables tested in the 
mensurational models for both species (Chapter 3), whereas elevation was seldom significant. Sine 
iv 
and cosine of aspect weighted by the slope, and slope were usually included but to a greater extent 
to one species than the other. Gains in accuracy of the augmented approach were small compared 
to the base equations. 
When adjusting hybrid growth models (Chapter 4), combinations of radiation modifiers were 
selected that yielded accurate results. It was important to determine whether or not the gains in 
accuracy were sufficiently high to justify dropping the least representative modifiers and lose 
flexibility. Differences in global radiation across terrain corresponding to a variety of slopes 
orientations were tested to see whether or not they significantly affected growth. Radiation-use 
modifiers related to water balance and vapour pressure deficit (VPD) produced the highest gains 
in precision; however the complete formulation (including also temperature) was preferred in order 
to maximize the model utility. Accounting for aspect and slope when computing radiation flux did 
not improve precision in any of the state variables for either species. 
For fitting hybrid mortality models (Chapter 5), it was hypothesised that the light-use efficiency 
approach could better explain the process leading to mortality because it accounts for predisposing 
site characteristics, recurring perturbations, and aggregation of stress. Extended periods of low 
water stress and short periods of high water stress were specifically tested as predictors of the 
probability of mortality. Results suggested that increase in stress did not influence the probability 
of mortality for Pinus taeda. However, stress helped explain the probability of mortality for 
Eucalyptus grandis with a negative effect: the accumulation of mild water stress tended to decrease 
the probability of mortality.  
For P. taeda, resource availability increased growth and decreased the probability of mortality and 
mortality rate, but for E. grandis, higher levels of resources increased growth, probability of 
mortality, and mortality rate. It was hypothesized that the eucalypt species is more sensitive to 
factors other than water, given a potentially higher tolerance to drought episodes and resilience 
compared to the pine species. 
A comparison of the three contrasting systems in terms of precision and bias as well as their 
capacity to reflect growth rates changes when site conditions vary was conducted. The comparison 
was extended to explore possible gains in diameter structure estimates. Results showed that 
precision tended to increase with higher levels of information; however explanatory variables 
included in the components of each approach and precision gains varied with species.  Any of the 
three systems of equations can be applied for managing forests in Uruguay, especially for 
projecting diameter distributions, since the three approaches provided diameter distributions of 
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similar accuracy. Nonetheless models based on the hybrid approach were more precise, especially 
for E. grandis (with precision gains between 9 and 14% among state variables). Biases of the 
predicted variables were similar between approaches, but consistently less for estimating mortality 
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𝑔𝑐 Canopy conductance m.s
-1 
𝑔𝑐𝑥 Maximum canopy conductance m.s
-1 
G Basal area  m2 
Gsc Solar constant Wm-2 
ℎ Total height  m 
ℎ𝑖 Height at a reference diameter m 
ℎ𝑑 Day length hours 
ℎ𝑑𝑜𝑚 Mean top height   m 
ℎ1 Sunrise hour angle on an arbitrary slope rad 
ℎ0 Sunset hour angle on an arbitrary slope rad 
Hs Global horizontal radiation MJ.m-2.day-1 
Hs
*
 Global radiation of a tilted surface MJ.m-2.day-1 
Ho
 Extraterrestrial radiation MJ.m-2.day-1 
I Interception mm 
Int Interval years or MJ.m-2 
𝐽 Julian day - 
𝑘𝑔 Coefficient of the relationship between stomatal 
conductance and VPD 
mbar-1 
𝐾𝑟 Proportion of diffuse radiation to the global horizontal 
radiation 
- 





Symbol/Acronym Description Units 
   
𝐿 Leaf area index - 
𝐿𝑔𝐶 
𝐿𝑈𝐸 
Leaf area index at maximum conductance 
Light use efficiency 
- 
- 
𝐿25, 𝐿30, 𝐿35, 𝐿40   Number of consecutive months since planting where 
waterMod≤ 0.25, 0.30, 0.35, or 0.40 
 
months 
MR Mean residual related to variable 
𝑛 Actual sunshine duration hours 
𝑛𝜃 Power of soil water modifier - 
𝑛𝑣𝑒 Number of days since vernal equinox days 
𝑁 Stocking stems.ha-1 
𝑁𝑜 Maximum sunshine duration hours 
𝑁2 Mortality rate stems.ha
-1 
𝑁2𝑎𝑑𝑗 Adjusted stocking calculated using the probability of 
mortality and mortality rate 
stems.ha-1 
P Probability of mortality occurrence - 
Pn Net primary productivity mol.m-2 
PSP Permanent sample plot - 
PULS Potentially useable light sum - 
PULSE Potentially useable light sum equations - 
𝑟𝜃 Moisture ratio - 
R Rainfall mm 
𝑅𝑑 Direct radiation proportion of that on a flat surface given 
aspect and slope 
- 
RMSE Root of mean square error related to variable 
ROC Receiver operating characteristic - 
𝑅𝑛 Net radiation MJ.m
-2.month-1 
𝑅𝑇 Radiation in month t MJ.m
-2 
Resp Respiration mol.s-1 
𝑅𝜃𝐷𝑇 Accumulated radiation modified by water, VPD, and 
temperature modifiers 
MJ.m-2 
𝑅𝜃𝐷 Accumulated radiation modified by water, and VPD 
modifiers 
MJ.m-2 
𝑅𝜃𝑇 Accumulated radiation modified by water, and 
temperature modifiers 
MJ.m-2 
𝑅𝐷𝑇 Accumulated radiation modified by water, VPD, and 
temperature modifiers 
MJ.m-2 
𝑅𝜃 Accumulated radiation modified by the water modifier MJ.m
-2 
𝑅𝐷 Accumulated radiation modified by the VPD modifier MJ.m
-2 
𝑅𝑇 Accumulated radiation modified by the temperature 
modifier 
MJ.m-2 
?̅?𝜃𝐷 30-year average of radiation modified by waterMod MJ.m
-2.month-1 
𝑆 Slope of the saturation vapour pressure curve for water KPa.oC-1 
𝑆𝐷𝑑 Standard deviation of the diameters at breast height cm 
𝑆𝐷𝐼 Stand density index - 
SE Standrd error of the estimate - 
SI Site Index m 
SWPA Soil water potentially available mm 
𝑆05, 𝑆10, 𝑆15, 𝑆20, 𝑆25 Number of months since planting where waterMod 0.5, 
0.10, 0.15, 0.20, or 0.25  
months 
𝑡 Time or age years 
𝑇𝑎 Mean temp for each month oC 
xxv 
 
Symbol/Acronym Description Units 
   
𝑇𝑚𝑖𝑛 Minimum temperature required for growth 
oC 
𝑇𝑜𝑝𝑡 Optimum temperature for growth 
oC 
𝑣 Under-bark total stem volume m3 
𝑣𝑚 Under-bark merchantable stem volume m
3 
waterMod Minimum value between water and VPD modifiers - 
Y Yield related to variable 
𝛼𝑠 sin(α)β - 
𝛼𝑐 cos(α)β - 
𝛽 Slope % or degrees 
𝛾 Psychrometric parameter kPa.oC-1 
𝛿 Solar declination rad 
 Maximum quantum efficiency - 
θT Root zone water balance  mm 
𝜆 Latent heat of water vaporization  J.Kg 
𝜌𝑎 Air density Kg.m
-3  
𝜑 Latitude rad  
𝜑∗ Modified latitude relative to slope and aspect rad 
𝜔𝑠 Sunrise hour angle rad 
𝜔𝑠
∗ Sunrise hour angle relative to slope and aspect rad 
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CHAPTER 1  
                                  INTRODUCTION 
BACKGROUND 
Sustainable management of long-cycle resources such as forests poses a challenge in a world 
where a major constant is change. Variations in climate and market requirements associated with 
an increasing world population, increasing consumption per capita (Kimmins, 2008), and 
diminishing resources demand a constant update of qualitative and quantitative methods for 
efficient forest management.  Forest models are essential tools in the decision making process. 
(Von Teuffel et al., 2006) enumerate three basic functions of forest models: i) to enhance the 
analysis of alternatives in the short and medium-term decisions; ii) to develop and assess 
silvicultural strategies in the long term; and iii) to instruct diverse public figures about the 
consequences of silvicultural decisions.  
Forest managers have largely used statistical models with no physiological inputs (traditional 
mensurational models). These are based on periodic tree measurements taken from growing stands 
and analysed statistically to establish logical mathematical relationships. They provide valuable 
information about volumes of wood, log sizes and diameter distributions in the stands. Because 
they are designed to describe growth and yield of stems as a function of time, they are relatively 
simple formulations and generally renowned for being robust and precise. 
Mensurational models can be sub-divided into the following categories (Munro, 1974; Weiskittel 
et al., 2011): 
i. Whole stand models: use population variables to estimate future characteristics of the stand 
ii. Single tree models: the modelling unit is a tree 
iii. Size class models: the stand is divided in classes of diameter breast height (d), representing 
an intermediate case between the other approaches 
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Whole stand models have a simpler model configuration, usually relying on easily available stand 
variables as mean top height (hdom), basal area per hectare (G) and stocking (N), for which they are 
suitable to single-species plantations. Two procedures must be differentiated here: i) fitting the 
main state variables independently as a function of time as proposed by  Clutter et al. (1983); and 
ii) fitting the main state variables simultaneously as introduced by García (1994, 1984) where the 
state variables are fitted through a transition function that models increments. Whereas the latter 
has the advantage of considering the relationship of dependence between state variables, the 
former methodology has the advantage of flexibility to choose the functional form that best fit 
each state variable, and for that reason it has been broadly applied and chosen for this study.  
 Sigmoidal equations, which express growth as a function of time, suppose a phase of 
multiplicative reproduction and a phase of growth control common to all living organism (Zeide, 
2002; Zeide, 1993). An example of this relationship is given by the Von Bertalanffy-Richards 
equation: 
 






where 𝑌 represent yield in any time (𝑡), 𝛼 is an asymptotic parameter,  and 𝛽 and 𝛾 are shape 
parameters. 
Desirable properties of growth functions aiming to be consistent with the principles of biological 
growth are (Burkhart and Tomé, 2012): 
i. The curve should show an inflection point separating an initial phase of increasing growth 
rate from a second phase of decreasing growth rate. 
ii. There is a maximum y2 value achieved at an older age. 
Those types of equations can be transformed into projection equations of two types:  anamorphic 
(curves with similar shapes but variable asymptotes) or polymorphic (curves with variable shapes 
and similar asymptotes) through the algebraic difference method (Bailey and Clutter, 1974). 
Examples can be found in  Amaro et al. (1998), Clutter et al. (1983), Diéguez-Aranda et al. (2005),  
McDill and Amateis (1992), Palahı́ et al. (2004).  
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Non-sigmoid equations are also used in forest modelling, also available in differential forms, 
however they do not satisfy all of the properties cited above (Burkhart and Tomé, 2012), and that 
is why this study is focused on sigmoid formulations. 
Traditional mensurational models have been criticised for their poor explanatory capacity leading 
to inflexibility under climate changing scenarios (Korzukhin et al., 1996; Porté and Bartelink, 
2002; Landsberg, 2003; Kimmins, 2008). In order to improve precision and make outputs more 
dependable on site conditions, different strategies have been explored to use causative  information 
such as: directly adding climate or soil information as covariates (Woollons et al., 1997; Temps, 
2005), using eco-physiological information such as water balance or evapotranspiration (Maestri, 
2003; Pinjuv,  et al., 2006), and using climatic indices derived from physiological models 
(Snowdon et al., 1999; Henning and Burk, 2004).  
Models specifically designed to explain physiological processes driving tree growth, condense the 
understanding of the dynamics of forest growth through process descriptions based on hypotheses 
about the relationships of variables involved in photosynthate production, respiration, reserve 
dynamics and allocation of assimilates. Those relationships describe the rate of change of state 
variables expressed in difference equations (Roux et al., 2001). The information is organized in 
several levels from biochemical processes  to relations between organs to conform the different 
components, with increasing uncertainty from lower levels to aggregated systems (Landsberg and  
Sands, 2011). Unfortunately, these models are  science-oriented and  hardly used by forest 
managers mainly due to complexity of the information required for their parameterization and 
application (Fontes et al., 2010), but also because of the poor or non-existent characterization of 
wood products that they usually offer. 
There is a need for prediction systems that are complex enough to predict yield, and the effect of 
various combinations of forest management practices on the functioning of interactive natural 
systems (Kimmins, 1985), but at the same time maintain the level of detail at its minimum in order 
to have low implementation costs and an increase in the adoption (Kimmins et al., 2008). For this 
reason hybrid mensurational-physiological models have gained importance and attention. 
Although the majority of models hybridize to some degree (Weiskittel et al., 2011), this type of 
model is defined as a formulation comprising causal and descriptive elements at the same 
hierarchical level (Mäkelä et al., 2000).  A series of hybridizing strategies include:  linking a 
physiological model with a mensurational model (Baldwin et al., 2001; Pinkard and Battaglia, 
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2001; Almeida et al., 2003),  linking more than two models (Peng et al., 2002; Robinson and Ek, 
2003), or modelling mensurational variables directly based on eco-physiological principles 
(Mason et al., 2007, 2011; Montes, 2012). All those strategies emphasize to different extent the 
advantages of mensurational and eco-physiological approaches: robustness, ease of use, capability 
to assess wood product mix, environment-dependence, and capability to predict growth in non-
afforested areas. Therefore each strategy finds different balance points between simplicity and 
flexibility.  
There is a consensus that hybrid physiological-mensurational models are the most appropriate 
approach for facing the new challenges posed by forest management (Bartelink and Mohren, 2004; 
Bugmann et al., 2010; Fontes et al., 2010; Landsberg, 2003; Mäkelä et al., 2000). Therefore, it is 
expected that adoption of this class of model will increase in the near future. 
OBJECTIVES 
The work described here aimed to explore the potential advantages of hybrid physiological –
mensurational models compared to models currently used in forest plantation management, and 
provide a better understanding of their capability to improve precision whilst maintaining a certain 
level of simplicity as required for forest management. The analysis was based on comparisons of 
three approaches using increasing levels of information to account for different growth and 
mortality rates. The comparison was based on precision and explanatory capacity of growth, 
potential wood products, and mortality.  
Specific objectives were: 
i. To develop compatible taper and volume equations for Pinus taeda and Eucalyptus grandis 
in Uruguay to be used in association with growth and yield models. 
ii. To understand the gains in prediction quality of mensurational models using variables that 
represent surrogates of factors influencing growth. 
iii. To adjust a hybrid model based on light-use efficiency for modelling all components 
representing growth on forecasting systems.  
iv. To assess whether the method based on light-use efficiency can be used to represent the 
decline process that leads to mortality. 
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v. To determine if the hybrid approach is more suitable than its mensurational counterparts 
for predicting stand dynamics and structure and whether results are consistent for 
contrasting species. 
STUDY AREA AND SPECIES 
The study was developed using permanent sample plots of plantations located in the northern half 
of Uruguay,  between 30°50’ and 32°49’N and 53°43’ and 58°21’W (Figure 1). The species 
selected were Eucalyptus grandis, which is managed for sawmills in the North and part of the 
Central regions, and managed in short rotations for pulp mills in the West; and Pinus taeda, which 
is mostly planted and managed for sawmilling in the North and also smaller portions of Central 
and Western regions. Forest plantations in Uruguay are mostly distributed in areas prioritized for 
this purpose, according to law 15939. Those areas are defined based on production characteristics 
and limitations of the soils mainly oriented to agriculture. Soils with similar production 
characteristics are grouped in broad categories defined by a number, and plantations occur mainly 




Figure 1.1 Prioritized soils for forestry and plots localization.  Produced with spatial information 
of soils prioritized for forestry (2010) available through the Ministry of Cattle, Agriculture and 
Fisheries (MGAP/RENARE) in http://www.cebra.com.uy/renare/mapa/cartas-tematicas/. 
Climate 
According to the Koppen-Geigen classification system the climate in Uruguay is tropical-sub 
humid, without marked variations in the country. This is caused by its position respect to both the 
Pacific and Atlantic Oceans, and the absence of prominent mountain ranges (Castaño et al., 2011).  
Despite the fact that rainfall is well distributed during the year, it has a highly irregular pattern. 

























Mean 1400 17.7 30 7 74 1100 
Maximum 1600 22.6 40 - 78 1200 
Minimum 1200 12.9 20 - 70 1000 
 
Geology, soils and topography 
Uruguay presents relative homogeneity in climate, vegetation (mostly herbaceous), and elevation 
(up to 514 meters over the sea level), but soils are highly diverse due the heterogeneity in 
geological parent material, plus local topography and variations in natural drainage (Durán and 
García-Préchac, 2007).  
In the North area, parent soil materials of the group 7 (see Figure 1.1) comprise sandstones formed 
during the Mesozoic era (Triassic, Jurassic and Cretaceous). With some exceptions, soils of this 
region are deep, reaching 1.5 to 3m, and poor with high levels of aluminium (MGAP/RENARE, 
1994). In a smaller portion, soils corresponding to the Precambrian supereon can be found, but are 
less explored for forestry purposes. 
The high variability of parent geological material of the West area corresponding to group 9 and 
09 is reflected in the variability of soil characteristics, nonetheless they are mostly sandy stones 
formed in the Cretaceous period. The slopes range from 1 to 6%, occasionally 12%, and with some 
variability in soil depth (MGAP/RENARE, 1994) 
The Central area corresponding to group 8 comprises sandstones from the Devonian, Permic and 
Carboniferous periods, as well as sandy materials deposited over those formations. Soils of this 
zone are generally sandy with low fertility but comparatively more fertile than the North area, and 





This thesis analyses and compares systems of equations predicting stand dynamics and structure 
at a regional scale with an increasing level of resolution. Accordingly, the study is organized in 
six chapters following the logic sequence of developing and testing the simplest approach to the 
most complex one, with a final comparison. Chapter 2 describes the development of taper and 
volume equations which are essential to estimate individual volume and possible wood products, 
and are often used jointly with growth and yield models. Several formulations were adjusted and 
offered for its use, but emphasis was on testing compatible taper equations, since no models of this 
type have been developed to date for any species in Uruguay.  
In Chapter 3, the inclusion of soil-based and physiographic variables (i. e. water holding capacity, 
altitude, slope, and aspect) representing surrogates of growth modifier factors (such as water 
available, temperature, and radiation), were tested to augment traditional-mensurational models. 
Base models (using minimal information required to obtain acceptable estimations) were 
compared to “augmented” models (using soil-based and physiographic information) through 
precision and bias of estimations using an independent dataset. Very few studies analyse the use 
of physiographic variables in a system of equations (including mortality and components related 
to diameters’ variability). However, this kind of study leads to a better understanding of the global 
scope of improvements achieved when explanatory information is incorporated. 
Chapter 4 describes results of using a hybrid approach to model all the variables comprising the 
same system of equations as those described in in Chapter 3. The approach was based on the 
substitution of time by the accumulation of light restricted by modifiers that account for principal 
physiological limitations on growth rate. It was tested which combinations of modifiers yield more 
accurate results and whether the gains in accuracy were sufficiently high to justify dropping the 
least representative modifiers and lose flexibility. It was also assessed whether there were 
differences in net radiation across terrain corresponding to a variety of slopes orientations that 
translated into growth differences. This accumulation of light method has not been used for 
predicting variables related to diameter variability, nor has it been applied to broadleaf species yet.  
Chapter 5 reports the use of both aggregated continued low stress and short high stress as predictors 
of the probability of mortality, and number of dead trees. Mortality is an essential process and yet 
very difficult to quantify due to the diversity of factors that interact along the life of stands. It was 
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hypothesized that the hybrid approach based on light-use efficiency could help to better understand 
the process and improve estimates. 
Based on the results obtained in Chapters 3, 4, and 5. Chapter 6 offers a comparison of the three 
methodologies in terms of precision and bias as well as their capacity to reflect growth rates 
changes when site conditions vary. In this way, the gains achieved when the specificity of 
information regarding growth factors increase across the different approaches can be better 
understood. The comparison is extended to understanding possible gains in diameter structure 
estimates.   
Finally, the key findings of the study are presented along with their implications for forest 
management and future research directions in Chapter 7.  
Chapters 2 to 6 have been structured to be published as individual papers. Chapter 2 was published 
in Agrociencia Uruguay as Rachid Casnati, C.; Mason, E. G.; Woollons, R.; Resquin, F. 
2014.Volume and taper equations for P. taeda (L.), and E. grandis (Hill ex. Maiden). Agrociencia 




CHAPTER 2  




Accurate taper and volume functions are essential tools for forest management. They complement 
inventory information intended to quantify volume stand production and evaluate profitability. 
They are often associated with growth and yield models and used for developing stand level 
volume equations. 
Individual volume functions estimate wood volume using tree variables that are easy to measure 
such as diameter breast height (d) and total height (h). Volume functions have been mostly 
formulated as linear or logarithmic combinations of d and h (Clutter et al., 1983). Taper functions 
describe changes in diameter under or over bark along the stem, and hence they facilitate 
estimation of log assortments from either inventories or model projections of inventories.  Several 
classes of equations have been used to describe taper:  simple polynomial functions (Bruce et al., 
1968; Kozak et al., 1969; Gordon, 1983), variable exponent functions (Kozak, 1988; Muhairwe, 
1999; Valentine and Gregoire, 2001; Westfall and Scott, 2010), trigonometric approaches (Thomas 
and Parresol, 1991; Bi and Long, 2001) and spline functions (Max and Burkhart, 1976; Liu, 1980; 
Koskela et al., 2006). Compatible taper and volume equations have the big advantage that both 
taper and volume models compute identical estimates of tree volume. The first formulation was 
presented by (Demaerschalk, 1971,1972) and since then several authors have reformulated taper 
                                                 
1 This chapter have been published as Rachid Casnati, C.; Mason, E. G.; Woollons, R.; Resquin, F. 2014.Volume and 
taper equations for P. taeda (L.), and E. grandis (Hill ex. Maiden). Agrociencia Uruguay 18(2): 47-60. 
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equations to be combined with volume functions (Cao et al., 1980; Fang et al., 1999; Jiang et al., 
2005; Jordan et al., 2005).  
In Uruguay there are only a few publicly available volume and taper models, especially for the 
Pinus genus, and compatible taper and volume equations are not available. Leites and Robinson 
(2004) fitted a segmented taper equation developed by Max and Burkhart (1976) augmented with 
crown variables such as crown length and crown ratio (calculated as the proportion of crown length 
with respect to total tree height) for Northern P. taeda plantations. For Eucalyptus grandis, Methol 
(2001) fitted a modified segmented equation by Max and Burkhart (1976) to represent the stem 
profile for this species, while Moras (2010) adjusted volume equations for Eucalyptus globulus 
ssp globulus for the South of the country. 
The objective of this study is to fit taper and volume equations for Pinus taeda and Eucalyptus 
grandis, with special emphasis in testing the suitability of compatible taper equations for 
plantations of the Northern and Western regions of Uruguay. 
METHODS 
Data from 863 and 932 trees from P.taeda and E.grandis respectively, collected by private 
companies and the National Institute of Agricultural Research (INIA) from the Departments of 
Rivera, Tacuarembó, Paysandú, and Rio Negro for inventory and research purposes were used.  
They included measurements of total height (h) and diameter breast height (d) for each tree, as 
well as diameters under bark (di) for every one metre from the stump height to the tip. Part of the 
E.grandis dataset also included measures of diameters between 0.6 and 0.7m of height. Total 
volume under bark (v) was calculated for each section using Smalian’s formula and summating all 
sections to the tip.  
The large dataset available enabled cross-validation for fitting taper and volume equations; hence 
datasets for taper and volume were randomly split in half for both species. A summary of both 
datasets (modelling and validation) for each species is given in Tables 2.1 and 2.2.  
Work included the following stages: screening, fitting and comparison of equations using the 
modelling datasets, and testing of equations using the validation dataset. Within the first stage, 
five linear and non-linear equations were evaluated for volume (Table 2.3), whereas six equations 
were tested for taper (Table 2.4). For the latter group, equations were selected in order to explore 
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a range of approaches including simple taper models such as the model proposed by (Ormerod, 
1973), a sigmoidal approach based in the von Bertalanffy-Richards model proposed by Biging 
(1984), the segmented polynomial equation developed by Max and Burkhart (1976), a variable-
exponent taper equation proposed by Kozak (2004) and a variation of Muhairwe (1999) equation 
proposed by Methol (2001), and finally a compatible polynomial taper equation as utilised by 
Goulding and Murray (1976). 
Table 2.1 Characteristics of datasets for modelling and validating taper and volume for Pinus 
taeda. 
Variable 
           Volume dataset                           Taper dataset 
Modelling Validation Modelling     Validation 
Number of trees 455 408 - - 
Number of total measurements - - 4014 4072 
Age (years)     
Mean 8.0 8.0 9.6 9.7 
Maximum 26.0 27.0  27.0 27.0 
Minimum 3.0 3.0 3.0 3.0 
d (cm)     
Mean 20.4 20.3  23.2 23.2 
Maximum 53.4 57.0  57.0 57.0 
Minimum 6.40 6.00  6.40 6.00 
Standard deviation 7.63 7.47 8.35 8.54 
h (m)     
Mean  11.6 11.5 13.2 13.3 
Maximum 26.9 26.8 27.0 27.0 
Minimum 4.00 4.20 4.00 4.00 
Standard deviation 4.26 4.27 4.63 4.71 
Total volume under bark(m3)     
Mean  0.20 0.20 - - 
Maximum 1.79 2.51 - - 
Minimum 0.007 0.007 - - 





Table 2.2 Characteristics of datasets for modelling and validating taper and volume for Eucalyptus 
grandis. 
Variable 
Volume dataset                         Taper dataset 
Modelling Validation  Modelling    Validation 
Number of trees 439 493 - - 
Number of total measurements - - 10166 10106 
Age (years)     
Mean 9.00 9.20 10.0 10.0 
Maximum 23.0 23.0 23.0 23.0 
Minimum 2.00 2.00 2.00 2.00 
d(cm)     
Mean 23.8 23.2 25.3 25.3 
Maximum 50.4 52.3 52.3 52.3 
Minimum 6.10 6.30 6.10 6.10 
Standard deviation 8.34 8.35 8.35 8.35 
h (m)     
Mean  25.1 24.7 26.5 26.6 
Maximum 47.2 47.2 47.2 47.2 
Minimum 6.50 6.70 6.50 6.50 
Standard deviation 4.63 4.63 4.63 4.63 
Total volume under bark(m3)     
Mean  0.56 0.53 - - 
Maximum 3.42 3.43 - - 
Minimum 0.009 0.01 - - 
Standard deviation 0.56 0.53 - - 
 
Table 2.3 Volume equations tested. 
Equation  Reference Eq. number 
𝑣 =  𝑏0  +  𝑏1 𝑑
2ℎ  (Spurr, 1954) 2.1 
𝑣 =  𝑏0  +  𝑏1 𝑑
2ℎ + 𝑏2ℎ  - 
2.2 
 
𝑣 =  𝑏0  +  𝑏1 𝑑
2ℎ + 𝑏2ℎ + 𝑏3𝑑
2 (Clutter et al., 1983) 
2.3 
 
𝑣 =  𝑑2/ (𝑏0 + 𝑏1 /ℎ)  (Honer, 1967) 
2.4 
 
𝑣 =   𝑏1 𝑑
𝑏2  ℎ 𝑏3  





The procedure followed to construct the compatible polynomial taper equations was basically the 
same proposed by Demaerschalk (1972, 1971) and extended by Goulding and Murray (1976): 
Notation:  
                𝑧 =  
ℎ−ℎ𝑖
ℎ
 ,                      𝑘 =  
𝜋
40000
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Where ℎ𝑖 is height corresponding to any 𝑑𝑖 diameter, and 𝑣 is the volume estimate achieved by 
using the selected volume function. 
Letting
                                       
𝑦 = 2𝑏1𝑧 + 3𝑏2𝑧






















































Integrating the equation and observing that ℎ = ℎ𝑖 for total volume, then 








Table 2.4 Taper equations tested. 
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𝑑𝑖 =  𝑑 [ 𝑏1 + 𝑏2log(1 − 𝑋 
1
𝑏3 (1 −  𝑒
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  2.13 
𝑑𝑖 =   𝑑 [𝑏1(𝑋 − 1) + 𝑏2(𝑋
2 − 1) + 𝑏3(𝑎1 − 𝑋)
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(Kozak, 2004) 2.16 
 
Equation 2.11 represents the generic form of the compatible taper equation. The final form of the 
equation was chosen by comparing several forms using up to seven parameters raised from the 
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4 + 6 𝑏5𝑧
5 + 7 𝑏6𝑧
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7) 2.22 
 
All the models (corresponding to taper and volume) were fitted using ordinary least squares (OLS), 
and compared with the following statistics:  the root of mean squared error (RMSE) as a measure 
of precision, mean absolute bias (MAB) as a measure of bias (Kozak, 2004), and model efficiency 
(EF) (Pinjuv et al., 2006). These were calculated as it follows: 
 




















Where: 𝑁 = number of observations, 𝑌= observed value, and 𝑌′= expected value, ?̅?= overall mean 
The prediction statistics specify how well the model estimates diameter under bark, as opposed to 
the fit statistics which indicate how well the models adjust to the data used in its development 
(Muhairwe, 1999). All four fit statistics were calculated, ranked and an overall rank for each model 
was calculated by summing up the rank values for all the statistics. Models with the lowest rank 
were selected. These steps were repeated for the prediction statistics using the validation dataset 
in order to verify the choice of the best model. Plots of residuals versus predicted values, as well 
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as versus dependent and independent variables, were examined for bias. In addition, predicted 
versus observed values were plotted to compare the actual slope with the ideal slope of 1 
(Goulding, 1979), and 95% confidence intervals were assessed.  
RESULTS 
Table 2.6 shows a summary of the fit statistics and their rank as well as overall ranks of volume 
equations for both species. Although differences between the statistics for all the candidate 
equations are small, model 2.5 ranked first for both species. Although equation 2.3 ranked second, 
it gave better residuals’ distributions for P. taeda and was selected ahead of model 2.5. For 
E.grandis the selected equation was eq. 2.5. Bias indicated by the residual analysis was minimal 
for both species (not shown). 
Table 2.6 Statistics of fit of the volume equations tested for the studied species and their rank 
position (in brackets). 
Species Equation RMSE MAB EF Overall rank 
P.taeda 
2.1 0.0242 (4) 0.0126 (2) 0.991 (4) 3 
2.2 0.0237 (3) 0.0132 (4) 0.991 (4) 4 
2.3 0.0211 (2) 0.0131 (3) 0.993 (2) 2 
2.4 0.0237 (3) 0.0134 (5) 0.992 (3) 4 
2.5 0.0198 (1) 0.0125 (1) 0.994 (1) 1 
E.grandis 
2.1 0.0471 (4) 0.0287 (4) 0.993 (2) 4 
2.2 0.0446 (3) 0.0270 (3) 0.994 (1) 3 
2.3 0.0432 (2) 0.0260 (2) 0.994 (1) 2 
2.4 0.0483 (5) 0.0293 (4) 0.993 (2) 5 
2.5 0.0422 (1) 0.0245 (1) 0.994 (1) 1 
RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
For P.taeda, plots of predicted versus observed values (Figure 2.1) for the selected equation (eq. 
2.3) showed that the slope was slightly different from one. This was confirmed by the confidence 
interval calculated, which ranged from 1.034 to 1.051. For the volume equation selected for 
E.grandis (eq. 2.5), predicted and observed values were closer; the 95% confidence interval ranged 





Figure 2.1 Observed independent values versus predicted values with the fitted regression line 
(dotted) and the (0, 1) line (continued), for volume under bark for (a) Pinus taeda, and (b) 
Eucalyptus grandis (overlaid).  
The prediction statistics generally showed higher degrees of bias and lower precision than the 





























































However, the ranks were very similar, with small differences between models, and the best 
equation for each species was confirmed.  
The best compatible taper equation for both species comprised a five parameter form with 
exponents raised from the third to the seventh power (Table 2.7), but with the linear and quadratic 
terms excluded. Equations 2.19 and 2.22 consistently ranked in the first and second place for both 
species, whereas the rest of the equations varied in position. Equation 2.18 yielded inconsistent 
values for P.taeda and was excluded from further analysis. 
Table 2.7 Statistics of fit of compatible taper equations fitted for P.taeda and E.grandis and their 
ranking position (in brackets) for the variable di (diameter under bark). 
Species Equation RMSE MAB EF Overall rank 
P.taeda 
2.17 1.2396 (5) 0.9141 (5) 0.975 (4) 5 
2.19 1.1628 (2) 0.8734 (2) 0.978 (2) 2 
2.20 1.1696 (3) 0.8922 (3) 0.978 (2) 3 
2.21 1.2056 (4) 0.8943 (4) 0.977 (3) 4 
2.22 1.1323 (1) 0.8512 (1) 0.980 (1) 1 
E.grandis 
2.17 1.0064 (3) 0.7581 (3) 0.986 (3) 3 
2.18 1.0262 (4) 0.7641 (4) 0.986 (3) 4 
2.19 0.9251 (2) 0.6984 (2) 0.988 (2) 2 
2.20 1.2805 (6) 0.7581 (3) 0.978 (5) 5 
2.21 1.2304 (5) 0.9274 (5) 0.979 (4) 5 
2.22 0.8937 (1) 0.6747 (1) 0.989 (1) 1 
RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
 
Taper models fitted for P.taeda and E.grandis, are compared in Table 2.8. The top ranked 
equations were consistent for both species with the exception of equation 2.16 which ranked 
second for P.taeda but showed an inferior performance for E.grandis. Equation 2.15 ranked first, 
whereas the compatible equation (2.22) ranked slightly worse than the segmented equation (2.14). 
Equation 2.12 showed the worst performance for both species. Equations 2.14, 2.15, and 2.22 were 
selected for further analysis while eq. 2.16 was excluded (in spite of its good performance for P. 
taeda) in order to compare different modelling strategies (eq. 2.16 is a variable-exponent taper 




Table 2.8 Statistics of fit of taper equations tested for P.taeda and E.grandis and their ranking 
position (in brackets) for the variable di (diameter under bark). 
Species Equation RMSE MAB EF Overall rank 
P.taeda 
2.22 1.1323 (4) 0.8512 (4) 0.980 (4) 4 
2.12 1.4710 (6) 1.1320 (6) 0.966 (6) 6 
2.13 1.2920 (5) 0.9838 (5) 0.973 (5) 5 
2.14 1.1010 (3) 0.8208 (3) 0.981 (3) 3 
2.15 0.9495 (1) 0.7281 (1) 0.986 (1) 1 
2.16 1.0810 (2) 0.8205 (2) 0.982 (2) 2 
E.grandis 
2.22 0.8937 (3) 0.6747 (3) 0.989 (2) 3 
2.12 1.0570 (6) 0.7738 (5) 0.985 (4) 6 
2.13 0.9542 (4) 0.7194 (4) 0.988 (3) 4 
2.14 0.8778 (2) 0.6642 (2) 0.989 (2) 2 
2.15 0.7866 (1) 0.5901(1) 0.992 (1) 1 
2.16 0.9927 (5) 0.7526 (5) 0.989 (2) 5 
RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
 
Residuals of the three selected models plotted against predicted values, and relative height are 
depicted in figures 2.2 and 2.3. Residuals against d were also plotted but are not shown. For 
P.taeda’s sectional diameter (di), equations 2.15 and 2.22 showed the smallest bias. However, 
large trees were scarce in the dataset and small bias was observed for di larger than 40 cm. 
Moreover, equation 2.22 showed some bias across the range of diameter breast height. For relative 
height, on the other hand, minimal bias was found for both equations,  
For E. grandis, eq. 2.15 presented minimal bias in general while equation 2.14 showed a tendency 
to overestimate values of diameter under bark greater than 30 cm as well as trees with large d 
(greater than 40cm). Equation 2.22 tended to underestimate di at the tip of the tree, but did not 





Figure 2.2 Residuals against diameter under bark predicted, and relative height with locally 
weighted scatterplot smoothing (lowess) for P.taeda corresponding to equations: 2.15 (a), 2.14 




Figure 2.3 Residuals against diameter under bark predicted, and relative height with locally 
weighted scatterplot smoothing (lowess) for E.grandis corresponding to equations: 2.15 (a), 2.14 
(b), and 2.22 (c) using the modelling dataset. 
 
The statistics of prediction developed with the validation dataset showed similar ranks to the fit 
statistics. The residual plots obtained using the validation datasets were examined and presented 
the same tendencies observed for the fitting residuals. 
Analysis of plots of observed versus predicted values for the compatible taper equation (Eq. 2.22) 
indicated that for P.taeda a slope slightly less than 1, with 95% confidence interval ranging from 
0.961 and 0.969. For E.grandis the range included the value 1 for this equation: from 0.999 to 
1.003 thus indicating an excellent fit. Plots of predicted versus observed for the compatible taper 
equations are depicted in Figure 2.4. 
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Average tree profiles using independent data and predictions using equations 2.15 and 2.22 suggest 
reasonable representation of taper for the species studied (Figure 2.6).  
Finally, the parameter’ estimates for all the fitted volume and taper equations are depicted in 
Tables 2.9 and 2.10.   
 
 
Figure 2.4 Observed independent values of di versus predicted values for equation 2.22 with the 
fitted regression line (dotted) and the (0, 1) line (continued), for diameter under bark for (a) Pinus 


























































Figure 2.5 Average line (lowess) of independent observed values (grey line), and predicted 




                                                 Table 2.9 Parameters estimates of the volume equations fitted for P.taeda and E.grandis. 
Species Equation 𝒃𝟎 𝒃𝟏 𝒃𝟐 𝒃𝟑 
P.taeda 
1 0.00328 0.00002912 - - 
2 -0.0157 0.00002829 0.002058 - 
3 -0.0047 0.00003388 0.003710 -0.0001449 
4 -137.58 36938.21 - - 
5 - 0.00002837 1.755 1.308 
E.grandis 
1 0.01482 0.00002974 - - 
2 -0.05701 0.00002852 0.003766 - 
3 -0.03228 0.00003132 0.003699 -0.0001188 
4 6.054 32967.164 - - 
5 - 0.00003242 1.804 1.178 
 
Table 2.10 Parameters estimates of the taper equations fitted for P.taeda and E.grandis. 
Species Eq. 𝒂𝟎 𝒂𝟏 𝒂𝟐 𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒃𝟒 𝒃𝟓 𝒃𝟔 𝒃𝟕 
P.taeda 
22 - - - - - 9.835 -33.258 56.752 -48.262 15.933 
12 - - - 0.928027 0.832407 - - - - - 
13 - - - 1.02755 0.93443 1.28321 - - - - 
14 - 0.560245 0.095326 -2.985498 1.511906 -2.052886 41.793622 - - - 
15 2.6479678 0.7889123 1.0055376 -0.3664782 0.5185238 0.2192664 -0.3055746 0.0523507 0.0086633  
16 0.764479 0.989266 0.079908 8.187748 -6.550314 -2.772829 24.505637 0.002694 6.149108 - 
E.grandis 
22 - - - - - 19.3731 -73.6115 121.9036 -95.4415 28.7763 
12 - - - 0.9525137 0.7400322 - - - - - 
13 - - - 1.061596 0.458419 2.036848 - - - - 
14 - 0.782271 0.046413 -3.656469 1.789581 -1.573512 139.637643 - - - 
15 1.3720045 0.9948877 1.0008304 -0.1865372 0.2835609 0.2939950 -0.1521256 0.0382399 - - 




In general, differences between the models’ statistics were greater for P.taeda than for E.grandis. 
In the case of taper equations, simpler models performed worse than more complex models. 
The Clutter et al. (1983) and the Schumacher and Hall (1933) equations were the best models for 
estimating volume for P.taeda and E.grandis respectively; however the differences between all 
the volume equations were small. Although the selected equations gave minimal bias, the big 
majority of the data for P.taeda represents volumes smaller than 1 m3, hence predictions beyond 
1.5 m3 should be treated with caution.  
Results for the taper equations fitted for both species indicated that equation 2.15 is the most 
precise and least biased of the six equations studied for estimating sectional diameter. This 
modification of the Muhairwe’s variable exponent model proposed by Methol (2001), was 
developed for estimating diameter under and over bark for Pinus radiata plantations in New 
Zealand and diameter over bark for Eucalyptus grandis in Uruguay by that author showing 
comparatively good estimations over 20 models.  The original model was developed and fitted for 
E. pilularis and E. grandis (Muhairwe, 1999) and showed a marked improvement over other 
equations, however it was not so effective in studies involving other species (Rojo et al., 2005). In 
spite of its good performance, this variable exponent equation presents some significant 
disadvantages: (i) it is a complex model which involves nine parameters, (ii) for calculating 
volume, predicted diameters under bark the function must be numerically integrated, and (iii) 
merchantable height for any desired diameter cannot be calculated (Muhairwe, 1999).  
Equation 2.14 ranked second and third for E.grandis and P.taeda respectively and precision and 
bias values were closer to the values corresponding to the compatible equation than the ones 
corresponding to the eq. 2.15. This model developed by Max and Burkhart (1976), originally for 
P. taeda, has been fitted to several species (Figueiredo-Filho et al., 1996; Jiang et al., 2005; Rojo 
et al., 2005; Brooks et al., 2008; Souza et al., 2008; Alegria and Tomé, 2011), and used as a 
reference to compare new equations (Cao et al., 1980; Muhairwe, 1999). Methol (2001), observed 
bias for the diameters predicted with respect to d for this species and proposed a modification of 
this equation. This particular problem was studied and small bias was observed for trees larger 
than 40cm for both species. Moreover, overestimation of large di was found for both species but 
especially pronounced for E.grandis. 
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This equation can be integrated to yield volume to any height (Brooks et al., 2008, 2007), and it 
can  also estimate height to any desired diameter. However, it has a major disadvantage that it is 
not compatible with estimations obtained through volume equations.  
Equation 2.22 based on the polynomial compatible taper equation proposed by Goulding and 
Murray (1976) remained in intermediate positions in the ranks for both species. It has been 
suggested that this model does not represent well the basal portion of the stem in species with 
strong butt swell. Gordon (1983) pointed out that the original five-parameter equation proposed 
by Goulding and Murray misrepresents the butt log region and also overestimates diameter at the 
tip in Pinus radiata, hence he suggested including an additional term well beyond the fifth degree 
to improve estimation. Muhairwe (1999) tested two models varying the higher terms but still found 
some bias for large d trees (larger than 60 cm) and for tips of all trees in Eucalyptus grandis and 
Eucalyptus pilularis. In this study, inclusion of a term raised up to the sixth and the seventh power, 
but excluding the first and second lower terms, showed minimal bias of diameter under bark 
estimates for P.taeda, however some bias with respect to diameter breast height was found. 
Although the slope of predicted versus observed values for this species differed from one, the 
average profile predicted shows very small variation with respect to the average of observations 
and with respect to the average of the best equation. 
For E.grandis, the equation slightly underestimated di values on the tip beyond 85% of height. 
Practically, this problem would have very minor implications for assessing wood products to 
commercial heights up to 4 to 6 cm of di.  
Goulding and Murray (1975), show that fitted compatible equations can also be used to estimate 
merchantable volumes, which is one of the major advantages of this equation. The expressions for 


























































]     
            (2.27)                               
Where 𝑣𝑚𝑡 and 𝑣𝑚𝑔 is merchantable volume for P.taeda and E.grandis respectively to any h. 
CONCLUSIONS 
The equations recommended to estimate total volume for P.taeda and E.grandis are Clutter et al. 
(1983) (eq. 2.3) and Schumacher and Hall equation (eq. 2.5) respectively. For the former species 
the prediction error is 12.2 % while for the latter is 7.4%. It is also recommended to use these 
equations between the ranges of 0.007-1.5 and 0.009-3.4 m3 for P.taeda and E.grandis 
respectively. 
The variable- exponent equation (eq. 2.15) is the best equation for estimating diameter at any 
desired height with the lowest prediction errors of 6.7% and 5.4% for P.taeda and E.grandis 
respectively offering comparatively better estimates especially for larger trees (d between 35 and 
50 cm) in the case of P.taeda, and the tip of the tree for E.grandis.  
Based on prediction statistics the compatible taper equation (eq. 2.22) did not perform quite as 
well as eq. 2.15 but because of the huge advantages of (a) simplicity, (b) compatibility (c) relatively 
small differences with respect to bias and precision compared with the equation 2.15, the 
compatible taper equation is recommended for forecasting systems and use in inventory 
estimations with prediction errors of 8.00% and 6.18% in diameter under bark for P.taeda and 
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E.grandis respectively.  This equation should be used within the d ranges of 7 to 40 cm for P.taeda 
and 7 to 50 cm for E.grandis, and volume ranges as specified for the volume equations. 
Although the fitted models cover a wide range of tree sizes, additional data from trees larger than 
45 cm of d are required for both species in order to fit models for a wider d span, especially for 
sizes near clear-cut age for sawmilling purposes. A better description of the butt log of P.taeda is 
also needed to improve quality of data and models. In this sense, additional measures at 0.6 to 




CHAPTER 3     
USING SOIL-BASED AND PHYSIOGRAPHIC 




Information provided by traditional mensurational models are essential inputs in the decision 
making processes for managing planted forests. Age-based sigmoidal equations representing tree 
growth, fitted using inventory data usually guarantee robustness and simplicity to those models, at 
the sacrifice of some explanatory ability. In this sense, the introduction of explanatory factors 
affecting tree development in growth equations attempts not only to improve the quality of 
predictions, but also to add useful information for underpinning forest management decisions.  
A selection of site specific climatic, physiographic and/or soils-based characteristics, are often 
considered in assessment of productivity (Weiskittel et al., 2011) and also to improve growth 
predictions. Different strategies have been explored to use this information for augmenting 
mensurational equations: Temps (2005) included a rainfall variable in the Von Bertalanffy-
Richards equation for estimating dominant height and basal area for Pinus taeda growing in the 
southern region of Brazil, which gave modest improvement. Woollons et al. (1997) tested the 
inclusion of solar radiation, rainfall, minimum and maximum temperature at a monthly level, and 
soil type to improve quality of predictions of mean top height and basal area of Pinus radiata. 
Results led to the conclusions that for dominant height there was no improvement by the 
integration of climate or soil information, but there was improvement in basal area (G) when 
rainfall and solar radiation were included in equations fitted by soil type. 
Other approaches (as opposed to age)  used structural indices to make growth more dependable on 
climatic and soil inputs, Snowdon et al. (1999) derived several climatic indices from two 
physiological models for incorporating annual variations in climatic factors into a Schumacher 
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projection model for stand basal area of Pinus radiata. The indices were annual growth season 
rainfall, and a growth index obtained from the combination of a light index, a thermal index, and 
a moisture index (gathering soil information, rainfall and evapotranspiration). A climatic index 
based on annual photosynthetic carbon fixation was also incorporated. Snowdon et al. (1999) 
compared various forms of generalised Schumacher’s equation with these indices, and found 
results were improved, with the annual growth index derived from a process-based model being 
the most effective. Based on this work, Henning and Burk (2004) used growth indices derived 
from physiological models as a factor to improve growth and yield estimates of an empirical 
model. They found that these external growth indices were effective in reducing bias in basal area 
estimations, but were less effective in improving precision. Maestri (2003) studied the inclusion 
of modifiers for Chapman-Richards’ parameters for modelling dominant height in Eucalyptus 
grandis, concluding that rainfall, potential evapotranspiration, and maximum and minimum 
temperature were the most significant explanatory variables of annual increment. However he also 
found that error reductions using water balance information were not higher than the error 
reductions obtained by using simpler environmental variables. 
Pinjuv et al. (2006) included the effects of available soil water in a mensurational model for Pinus 
radiata using the sub-model for water balance of the 3-PG growth model. Comparing the modified 
model with the original version, they found that the former was slightly more accurate with respect 
to basal area and dominant height  
The advantages of including explanatory variables in mortality functions have also been studied. 
Authors tested the use of individual or stand variables as well as site information for improving 
predictions of survival probability at an individual level (Avila and Burkhart, 1992; Monserud and 
Sterba, 1999; Eid and Tuhus, 2001; Crecente-Campo et al., 2009; Groom et al., 2012) or  
population level (Bailey et al., 1985;Amateis et al., 1989; Uzoh and Mori, 2012). Attempts to 
augment mortality rate are less frequent; Pinjuv et al. (2006) included an index for water balance 
in the asymptote with modest gains in precision and bias with respect to a counterpart without the 
water balance index. 
At a stand level, it is common to use probability density functions (pdf’s) in order to disaggregate 
the stand and provide information of the forest diameter structure as well as information of 
products per tree (Bailey and Dell, 1973). How projection of diameter distributions can be 
improved by using site information has been poorly studied. When choosing the method of 
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moments for recovering the parameters of probability density functions, outputs of mensurational 
equations are used. Using the inverse Weibull function, growth functions of basal area, maximum 
diameter, and standard deviation of diameters (or diameter variances) are needed, hence providing 
accurate estimates of those variables comprise the basis for sound diameter distribution estimates.   
Although the addition of site information in mensurational equations has been assessed, very few 
studies explore this possibility on a whole set of equations comprising a forecasting system. 
The main objective of this chapter is to assess the use of the following soil-based and 
physiographic attributes: soil water potentially available (SWPA), elevation (Elev), aspect (𝛼), and 
slope (𝛽) in a system of mensurational stand equations by comparing models augmented with this 
information versus base models. The objective was divided into two stages: 
 (i) fitting and analysis of dominant height, net basal area, maximum diameter, and standard 
deviation of diameters, 
 (ii) fitting and assessment of mortality equations,  
METHODS 
The steps taken for the analyses included: (i) data preparation; (ii) fitting and validation of simple 
and augmented equations for modelling growth and mortality. 
Growth and yield equations were fitted for predicting mean top height or dominant height (hdom), 
net basal area (G) , maximum diameter at breast height (dmax), and standard deviation of diameter  
at breast height (SDd) for Pinus taeda and Eucalyptus grandis. The last two variables are necessary 
to project diameters distributions by the method of moments using an inverse Weibull function. 
Stocking (N) was fitted using a two-step procedure proposed by (Woollons, 1998). 
Data preparation 
Information from 1662 geo-referenced permanent sample plots (PSP) dispersed in areas prioritized 
for forestry in the Northern half of the country was used to fit the equations (Fig 3.1). Most P. 
taeda plots corresponded to commercial plantations while the E. grandis dataset comprised plots 
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from commercial plantations and trials (pruning, thinning and breeding). Only PSPs with more 
than two measurements and with locations geo-referenced were included in the dataset.  
Figure 3.1 PSPs location and topography. Produced with spatial information of the Digital 
Terrain Model available through the Ministry of Cattle, Agriculture and Fisheries 
(MGAP/RENARE) in http://www.cebra.com.uy/renare/mapa/modelo-digital-de-terreno/. 
PSPs were linked to the following site characteristics: aspect (𝛼), slope (𝛽), elevation (Elev), and 
soil water potentially available (SWPA) using information publicly available through the Ministry 
of Cattle, Agriculture and Fisheries (MGAP/RENARE, n.d.a). For aspect, slope, and elevation, a 
digital elevation model with a precision of 30 x 30 m was used (MGAP/RENARE, n.d.b). Because 
slope was classified in categories, the average per category was calculated per plot. Aspect was 
decomposed to North-South and East-West components by calculating the sine and cosine of the 
azimuth angle respectively. In this way sine values ranges from 1 to -1 from East to West, and 
cosine values ranges from 1 to -1 from North to South (Fig 3.2).   Both components were weighted 
by the slope using the method proposed by Stage, (1976), so that the value for flat ground is 0 and 
it increases along with the slope. Therefore variables obtained were  𝛼𝑠 =  sin(𝛼)𝛽 and 𝛼𝑐 =
cos(𝛼)𝛽 (slope multiplied by sine and cosine of aspect respectively). Soil water potentially 
available (SWPA) was extracted directly from a digital national map developed by Molfino and 
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Califra (2001) based on the Uruguay Soil Classification Map 1:1.000.000 (MGAP/DS, 1976). The 
authors calculated SWPA for each soil profile type through pedotransfer functions developed for 
the country to compute water potentially available (between 1/10 to 15 atm). The values were 
calculated for each sub-horizon’s depth per soil type and weighted for the percentage that the soil 
type occupies on each of the 99 soil classification units. Finally, the authors applied a correction 
factor that accounts for limiting factors such as erosion, rockiness, stoniness, and salinity to get a 
value of net SWPA. The range of this variables across the plots is depicted in Figure 3.3. 
 Procedures involving georeferenced information were developed using QuantumGis (QGIS 
Development Team, 2015), and ArcGis for Desktop (ESRI, 2013). 
 
 
Figure 3.2 Transformation of aspect values 
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Figure 3.3 Range of water potentially available for PSPs of both species. Produced with spatial 
information of soil water potentially available (1:1.000.000 scale map) offered by the Ministry of 
Cattle, Agriculture and Fisheries (MGAP/RENARE) in 
http://www.cebra.com.uy/renare/mapa/cartas-tematicas/. 
Datasets for both species were screened through graphic methods before and after computing the 
required variables to assess the relationship between variables. Suspicious values were checked in 
original records and corrected. All possible age intervals per plot were used. 
hdom was calculated as the mean total height of the 100 trees with the largest d within a hectare 
using Garcia’s formula (García, 1998) to calculate the number of trees in each PSP equivalent to 
100 trees per hectare.  
70% of the plots were used for fitting while 30% were utilized for validation. A dataset was also 
prepared for hypothesis testing using only the longest interval of each plot of the entire dataset.  




Table 3.1 Summary of the variables used for modelling. 
Growth equations  
For modelling growth of hdom, G, dmax, and SDd, several differential equations in polymorphic and 
anamorphic form were tested (Tables 3.2 and 3.3). Those were fitted using non-linear least-squares 
as applied by Clutter (1963) using all possible intervals within PSPs.  Maximum likelihood has 
been recommended by García (1983), but  Sullivan and Clutter (1972) found that parameters 
estimated using non-linear least-squares and maximum likelihood, in practice, provided similar 
estimations. Mixed effects models are sometimes employed to account for multiple measurements 
within plots. In the study reported here the problems related to data serial correlation were avoided 
by testing the inclusion of new variables using a correlation-free dataset where only one interval 
per plot was included. In this way, valid hypothesis testing was undertaken. 
Variable 
P. taeda E. grandis 
Mean Min. Max. SD Mean Min. Max. SD 
PSP number - - 727 - - - 315 - 
Number of plot 
measurements  
4.00 2.00 11.0 - 4.00 2.00 11.0 - 
t (years) 7.13 2.00 25.9 3.20 6.95 1.18 18.7 3.47 
hdom(m) 10.6 2.20 27.0 4.65 21.2 4.40 46.6 7.86 
dm (cm) 17.2 2.30 41.9 7.56 17.6 3.10 45.2 7.18 
dmax (cm) 21.1 4.00 46.7 8.71 24.3 5.00 62.6 8.77 
dmin (cm) 12.8 0.48 36.6 6.92 10.1 0.10 41.1 6.64 
SDd (cm) 2.20 0.11 8.42 0.96 3.42 0.64 10.5 1.43 
G (m2.ha-1) 15.6 0.10 53.6 10.9 19.2 0.78 58.1 8.95 
N (stems.ha-1) 624 100 1667 180 886 87.0 1775 393 
Plot size 338 200 500 84.0 682 400 2250 315 
SWPA (mm) 148 85.1 179.6 33.8 140.5 85.1 180.6 30.0 
Elev (m) 151 61.0 256 32.5 121 21 201 57.0 
𝛽  (%) 5.00 0 >18 3.70 4.00 0 >18 3.33 
Number of PSP in Zone 
7 
- - 495 - - - 158 - 
Number of PSP in Zone 
8  
- - 90 - - - 6 - 
Number of PSP in Zone 
9 
- - 41 - - - 134 - 
Number of plots in other 
zones 
- - 101 - - - 17 - 
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Candidate equations were compared through the root of the mean square error (RMSE), as a 
measure of precision; the mean residual (MR) and mean absolute bias (MAB) as a measure of bias; 
and model efficiency (EF). All four prediction statistics calculated using the modelling dataset 
were ranked and an overall rank for each model was computed by summing the rank values for all 
the statistics. The best ranked model for each variable was selected.  Normality was analysed 
graphically through histograms and Q-Q plots, whereas plots of residuals against the variables 
fitted and the independent variables were also assessed. After selecting the equation for each 
variable, the inclusion of site variables was tested using the hypothesis testing dataset. Once the 
variables to include were known all the equations were re-fitted using the modelling dataset. 
In the case of dominant height, actual trajectories of PSP data were plotted with dominant height 
curves through time to assess the adequacy of the latter relative to the observations. For the 
validation stage, plots of residuals (observed in the validation dataset minus predicted values) 
versus predicted values were examined in order to detect bias. Confidence intervals for the slopes 
of predicted versus independent values with a level of significance of 5% were computed to 
compare the actual slope with the ideal slope of 1 (Goulding, 1979) . 
Comparisons of approaches were done through the statistics of fit as well as statistics of prediction 
(using the validation dataset) for each type of equation (simple and augmented) and comparing 
residuals. Finally, the behaviour of models including site variables were assessed by plotting 




Table. 3.2 Polymorphic form of equations tested 
Model Expression Number 


























Gompertz (1) 𝑌2 = 𝑒
𝑙𝑛(𝑌1)𝑒
−𝑏(𝑡2−𝑡1)𝑒𝑎[1−𝑏(𝑡2−𝑡1)]  (3.3) 
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Table 3.3 Anamorphic form of equations tested  
Model Expression Number 























































Mortality equations  
For modelling mortality, a  two- step approach proposed by (Woollons, 1998) was used for both 
species. Firstly, a logistic equation for estimating the probability of stand death occurrence was 









where 𝑃= probability of tree living or dying; 𝑏= vector of regression parameters and 𝑋= vector 
of explanatory variables 
The inclusion of the site variables (previously described), population variables such as hdom, G, 
and SDd, as well as age, were assessed by plotting site descriptors against all the modelled variables 
first. The soil and physiographic descriptors were then included in the model using a backward 
elimination. This procedure starts with all the variables in the model, and one variable is eliminated 
at a time based on the higher p-value less than the α-criterion. A refit sequence is carried out until 
all variables are significant in the model.  
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Base and augmented models were compared through the Akaike Information Criterion in a second 
stage. Contingency tables were assessed for testing the ability to predict mortality occurrence of 
each model and the percentages of true answers were compared. In addition, the receiver operating 
characteristic (ROC) curve was plotted for each equation, and the area under the curve (AUC) was 
computed (Saveland and Neuenschwander, 1990). The ROC curve analysis is a distribution free 
method to measure the discrimination capacity of a model (Saveland and Neuenschwander, 1990). 
By changing the threshold value, the true positive rate (sensitivity) is plotted against the false 
positive rate (1-specificity). The area between the formed curve and the chance line ranges from 
0.5 (where the rate of true and false positive are equally 0.5) to 1 (where the probability of true 
positive equals 1 and the probability of false positive equals 0). Hence, the higher AUC, the more 
accurately the model classifies the events. 
In a second stage, an equation was selected for modelling decreasing stems per hectare by 
analysing several candidate equations (Table 3.4) using the same procedure and statistics as for 
growth and yield equations. For this stage, only intervals where mortality occurred were chosen, 
and within these, the longest intervals were considered for both species. This criterion was adopted 
in order to avoid using all possible intervals and minimize the error for long interval predictions. 
Because for E. grandis the amount of information available was scarce, the oldest interval of each 
plot was also included in the analysis. In this way it is also possible to capture more information 
about the lower asymptote, which could be difficult to identify and model.  
The final number of living stems per hectare was calculated then as follows (Woollons, 1998): 
𝑁2𝑎𝑑𝑗 = 𝑁1 − 𝑝(𝑁1 − 𝑁2) 
The selected two equations for each species were validated jointly using the same procedure as for 
validating growth equations (analysis of residuals and confidence intervals for the slopes of 
predicted versus independent values). Finally, to test the concordance of the system behaviour in 
relation with the population competition, log-log plots of stocking versus mean squared diameter 
calculated using the basal area equation were compared with self-thinning lines (Reineke, 1933). 
For this purpose, trajectories were created using 5-year and 4-year intervals for P. taeda and E. 
grandis respectively where the basal area equation fitted for each species was projected using only 




Table 3.4 Mortality models tested 



















(Clutter et al., 1983) 






(Pienaar and Shiver, 










Matrices of simple linear correlations between the soil-based and physiographic variables and site 
index were initially assessed using the hypothesis testing dataset (Appendix I). High correlation 
between explanatory variables could interfere in determining the precise effect of each predictor 
and lead to large standard errors of the parameters. For P. taeda very low correlations were found 
between site variables; SWPA and Elev, and Elev and 𝛽 are the most correlated with coefficients 
slightly over 0.3 in both cases.  Moreover, none of the site variables showed high correlations with 
site index. Higher correlations were found in the case of the eucalypt species; the same variables 
SWPA and Elev, as well as Elev and 𝛽 presented correlation coefficients of 0.84 and 0.60 
respectively, whereas between SWPA and 𝛽 the coefficient was 0.47. Additionally, it was found 
that those three variables were the most correlated to SI.  
For both species the inclusion of a dummy variable (Z7) to distinguish growth in Zone 7 compared  
to the rest (Zones 9 and 8) was assessed (Methol, 2001). For the pine species, Elev was the site 
variable most correlated with the dummy (0.59), whereas correlation with SI was very low (0.16). 
For E. grandis, correlation was high between Z7 and Elev (0.88) and SWPA (0.80), while the 
correlation with 𝛽 was less evident (0.54). Therefore, it was not surprising that correlation between 




Whereas for P.taeda there were very modest or null improvements of the hdom equations tested by 
adding the dummy variable, (probably because most of plots were located in Zone 7), for E.grandis 
its inclusion improved both error and bias. For the pine species the chosen model was eq. 3.8 (von 
Bertalanffy-Richards ploymorphic) while for E.grandis it was equation 3.1 with the incorporation 
of the dummy variable in the asymptote. This equation ranked third after equations 3.2 and 3.8, 
but those projected excessively high growth rate during the first two years when plotting dominant 
height curves against plot trajectories, hence they were discarded. 













In this equation, a constant (𝑘) was added to t1 and t2 to the equation 3.1, giving the equation 
known as Johnson-Schumacher (Grosenbaugh, 1965). This modification greatly improved bias 
and precision while the equation still preserves the properties of path invariance and consistency.  
When assessing the incorporation of site variables, the inclusion of SWPA, and Elev in the 
equations selected for P. taeda decreased the root mean square error modesty, whereas. 𝛽, 𝛼𝑠, and 
𝛼𝑐 were not significant using the correlation-free hypothesis testing dataset. However SWPA, 𝛼𝑐, 
and 𝛼𝑠were significant for predicting E. grandis’ hdom, improving the error by 5.6 %. The 
augmented equations for P. taeda and E. grandis respectively were: 
ℎ𝑑𝑜𝑚2 = (𝑎0 + 𝑎1𝑆𝑊𝑃𝐴 + 𝑎2𝐸𝑙𝑒𝑣) [
ℎ𝑑𝑜𝑚1



















Statistics of fit of the selected simple and augmented models are depicted in Table 3.5, while their 
parameters are shown in Table 3.6.  
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Table 3.5. Statistics of fit of the equations chosen for predicting hdom through base (B) and augmented equations (A) for each species. 





3.8  B 0.894 -0.007 0.686 0.95 - 
3.8a A 0.867 -0.002 0.667 0.95 -3.0 
E.grandis 
3.1a B 1.785 0.114 1.353 0.91 - 
3.2a A 1.685 0.032 1.281 0.92 -5.6 
       RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
 
Table 3.6. Parameters of the equations selected for modelling hdom in the studied species. 
Species Eq.  𝒂 /𝒂𝟎 𝒂𝟏 𝒂𝟐 𝒂𝟑 𝒃 𝒌 
P.taeda 
3.8 
Estimate 30.413912 - - - 0.102622 - 
SE 0.323879 - - - 0.001877 - 
p-value <0.001 - - - <0.001 - 
3.8a 
Estimate 22.265319 0.023379 0.021562 - 0.109748 - 
SE 0.441550   0.001961 0.002314 - 0.001888 - 
p-value <0.001 <0.001 <0.001 - <0.001 - 
E. grandis 
3.1a 
Estimate 4.00389 0.19295 - - - 3.06896 
SE 0.01233   0.01010    - - - 0.08570    
p-value <0.001 <0.001 - -  <0.001 
3.2a 
Estimate 3.6014737 0.0029913 0.0087987 0.0175036 - 2.4973491 
SE 0.0223338 0.0001586   0.0028142    0.0011831   - 0.0870299   
p-value <0.001 <0.001 <0.01 <0.001 - <0.001 
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Residual plots for the four models are shown in Figures 3.4 and 3.5. For both species, residuals 
against predicted values as well as independent variables presented minimal bias.  
 
Figure 3.4. Residuals of the selected equation for modelling hdom for P. taeda for the base (a, b, c) 
and augmented equation (d, e, f) including lowess line (red). 
Figure 3.5. Residuals of the selected model for for modelling hdom E. grandis for the base equation 
(a, b, c) and augmented equation (d, e, f) including lowess line (red). 
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When validating the models, residuals of both types of equations for each species using the 
independent dataset also showed satisfactory behaviour (Fig. 3.6). The 95% confidence interval 
for the slope of the relationship between observed and predicted values was 1.00-1.02 for simple 
and enhanced models for P.taeda, whereas for E.grandis it was 0.96-0.99 and 0.98-1.01 
respectively. The RMSE using independent data was lower for enhanced equations with respect to 
the base ones but with small differences: for P.taeda RMSE were 0.86 and 0.85 for base and 
augmented equations respectively and 1.69 and 1.66 for E.grandis. 
       
 
Figure 3.6 Residuals using the validation dataset for P.taeda’s base (a) and augmented equations 
(b), and for E.grandis’ base (c), and augmented function (d) with lowess line (red). 
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Finally, the dominant height curves fitted showed correspondence to the trajectories of the entire 
dataset for each species (Fig. 3.7a and 3.8a and 3.8b). For the case of E. grandis, it can be noticed 
that plots located in the northern part of the country (Z7=1) reached greater dominant heights in 
general. This is also observed in the augmented equations curves when using the average SWPA 
and 𝛽 values for each zone; similarities between curves using the dummy variable and enhanced 
equations using average values of the site variables SWPA, 𝛼𝑠 and 𝛼𝑐 for each zone are evident. 
  
Figure 3.7 Dominant height curves (SI=14-24m ) for the base equation with original plot 
trajectories (a) and a comparison between projections using base (continued lines) and augmented 






Figure 3.8 Dominant height curves for E. grandis using the base equations for Zone 7 (SI=22-
34m ) (a), and rest  (SI=20-32m) (b) with observed plot trajectories, and a comparison with 
projections using augmented equations calculated using average values of SWPA, 𝜷 and 𝜶 for 
Zone 7 (c) and rest (d).  
A closer analysis of the influence of the site variables included in the equations (Figure 3.9), 
showed that for P. taeda higher growth rate was achieved in sites with higher elevation and higher 
SWPA values. For E. grandis, the equation projects higher growth rate for NE orientation in steeper 
terrains with high values of SWPA (Figure 3.10). In the example, for the same water availability, 
slopes facing NE comprised better sites than slopes facing SW, whereas flat terrains represented 




Figure 3.9 Dominant height growth curves for two levels of SWPA for elevation values of 230 m 
(continued line) and 65 m (dotted) for P. taeda.   
The example plots also show differences in hdom growth with respect to SWPA values changes 
between both species; when for P. taeda the increase in growth by increasing 65 mm of SWPA is 
approximately 2 m at the age 20, for E. grandis an increase of 53 mm represents around 5 m of 
height increase. This suggests that a smaller change in SWPA, leads to a larger increase in growth 




Figure 3.10 Dominant height growth curves for the average values of SWPA for zone 7 (black) 
and the rest (grey), for slopes of 9% facing NE (dashed) and SW (dotted), and slopes of 0% 
(continued). 
  
Net Basal Area 
For projecting basal area, the inclusion of a ratio of stocking  per hectare after thinning and before 
thinning divided by the time of thinning ((Na/Nb)/tt) (Temu, 1992; Methol, 2001) was also 
assessed. For the pine species, this term achieved no significance in the model and was not 
included but for E. grandis the effect was significant when using the hypothesis testing dataset. 
 
For P. taeda the best ranked equation was eq. 3.2 (Schumacher polymorphic 2) so it was selected. 
For E.grandis, a better distribution of residuals caused the equation 3.2 to be chosen.  The thinning 
variable was included in the shape parameter and a dummy variable to account for zoning was 









































The inclusion of the site variables SWPA, 𝛼𝑐 and Elev to the asymptote represented a significant 


















For E. grandis, SWPA and E located in the asymptote improved the error more than 6%. The final 









































Statistics of fit of the base and augmented models are depicted in Table 3.7 while parameters are 
shown in Table 3.8. 
 
Table 3.7 Statistics of fit of the equations chosen for predicting G through base (B) and 
augmented equations (A) for each species. 





3.2 B 3.151 0.014 2.246 0.90 - 
3.2c A 2.929 0.072 2.125 0.91 -7.0 
E.grandis 
3.2b B 2.847 0.051 1.998 0.82 - 
3.2d A 2.677 0.046 1.906 0.84 -6.3 
RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
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Table 3.8 Parameters of the equations selected for modelling G. 
Species Eq. - 𝒂/𝒂𝟎 𝒂𝟏 𝒂𝟐 𝒂𝟑 𝒄/𝒄𝟎 𝒄𝟏 
P.taeda 
3.2 
Estimate 4.51079 - - - 1.013 - 
SE 0.02101 - - - 0.01287 - 
p-value <0.001 - - - <0.001 - 
3.2c 
Estimate 3.7497295 0.0026375 0.0068628 0.0018031 1.0520980 - 
SE 0.0322047 0.0001733   0.0010891    0.0001776   0.0122932   - 
p-value <0.001 <0.001 <0.001 <0.001 <0.001 - 
E.grandis 
3.2b 
Estimate 3.7534 0.27345 - - 1.07956 -0.93323 
SE 0.01995 0.01834 - - 0.02539 0.05720 
p-value <0.001 <0.001 - - <0.001 <0.001 
3.2d 
Estimate 2.611299 0.0115832 -0.0033998 - 1.1164274 -1.0353749 
SE 0.0611871   0.0006817   0.0003416   - 0.0243492   0.0552464 
p-value <0.001 <0.001 <0.001 - <0.001 <0.001 
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Residual plots for the simple and augmented equations for each species are depicted in Figures 
3.11 and 3.12. Only a small bias is observed for both pine equations and both eucalypt equations 
(with minimal bias for the ranges where most of the data is concentrated). Bias against the 
independent variables G1 and t1 is minimal for all four functions. 
Figure 3.11. Residuals of the selected equation for modelling G for P. taeda for the base equation 
(a, b, c) and augmented equation (d, e, f) including lowess line (red). 
A residual plot using the validation datasets did not show any strong tendency neither for simple 
nor for enhanced models (Figure 3.13). The 95% confident interval for the slope of predicted 
versus independent observed data ranged between 1.04-1.07 and 1.00-1.05 for the baseline models 
of P.taeda and E. grandis respectively, whereas for augmented functions the interval ranged 
from1.03-1.06 and 1.01-1.06 for each species. RMSE was 3.20 and 3.13 for P. taeda, and 2.76 and 
2.65 for E. grandis for baseline and enhanced equations respectively. 
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Figure 3.12 Residuals of the selected equation for modelling G for E. grandis for the base equation 
(a, b, c) and augmented equation (d, e, f) including lowess line (red). 
The effect of the site variables over the net basal area growth curves can be observed in the example 
shown in Figures 3.14 and 3.15.  East aspects on steeper terrains and larger water storage capacity 
would favour basal area growth for P. taeda. For E. grandis, the equation predicts higher basal 




Figure 3.13 Residuals using the validation dataset for P. taeda’s baseline (a) and augmented 
equations (b), and for E.grandis’ baseline (c), and augmented function (d) with lowess line (red). 
The examples presented on Fig. 3.13 and 3.14 show that an increase in 65 mm of SWPA 
represented an increase of around 5 m2ha-1 for the pine species, whereas for E. grandis an increase 
of 53 mm would increase G by 20 m2ha-1. As observed for dominant height, a smaller increase 







Figure 3.14 Net basal area growth curves for the two levels of SWPA for elevation values of 150 
m (thick line) and 65 m (thin lines), 5% slopes facing E (dashed) and facing W (dotted), and 0% 
slopes (continued line) for P. taeda.   
 
Figure 3.15 Basal area growth curves for the average values of SWPA for zone 7 (black) and the 





For P.taeda, although equation 3.8 showed a smaller error, equation 3.2 was chosen for presenting 




















Only SWPA placed in the asymptote was significant when testing the use of site variables through 
the hypothesis testing dataset, however neither the inclusion of this variable, nor the use of a 
dummy variable for zone improved the error, hence an augmented counterpart was not further 
studied. However, site variables would be indirectly introduced if SI was calculated using the 
augmented equations for hdom (3.8a).  
 
For E.grandis, the best equation was eq. 3.2 (Schumacher polymorphic), with the inclusion of a 


















For this species the inclusion of site variables SWPA and 𝛼𝑠were significant and decreased the 
error over 10%.  























Table 3.9 Statistics of fit of the equations chosen for predicting dmax through base (B) and 
augmented equations (A) for each species. 




P.taeda 3.2e B 1.789 0.050 1.324 0.98 - 
E.grandis 
3.2f B 2.179 0.100 1.610 0.91 - 
3.2g A 1.951 0.060 1.450 0.93 -10.5 
RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
 
Table 3.10 Parameters of the equations selected for modelling dmax. 
Species Eq. - 𝒂𝟎 𝒂𝟏 𝒂𝟐 𝒄 /𝒄𝟎 𝒄𝟏 
P. taeda 3.2e 
Estimate 6.392204 -0.100819 - 0.749582 - 
SE 0.105504    0.004479   - 0.011994    - 
p-value <0.001 <0.001 - <0.001 - 
E. grandis 
3.2f 
Estimate 4.26886 1.14703 - 0.45368 -0.15881 
SE 0.07421   0.16114    - 0.02620   0.03274   
p-value <0.001 <0.001 - <0.001 <0.001 
3.2g 
Estimate 3.4624929 0.005749  0.0714808   0.5225331   -0.0101125   
SE 0.0483201   0.0002405 0.0067483 0.0187085 0.0027341 
p-value <0.001 <0.001 <0.001 <0.001 <0.001 
 
Residual plots for each species showed minimal bias with respect to the predicted variable as 
well as the independent variables (Figures 3.16 and 3.17). For the eucalypt species, it is clear the 





Figure 3.16 Residuals of the selected base equation for modelling dmax for P. taeda including 
lowess line (red). 
 
 
Figure 3.17 Residuals of the selected equation for modelling dmax for E. grandis for the base 




Residual plots did not show any tendencies for either species (Figures 3.18 and 3.19). The interval 
with 95% of confidence for the slope of observed vs predicted values were: 1.04-1.08 for P.taeda, 
and 0.92-0.97 and 0.96-1.02 for simple and enhanced equations for E.grandis respectively. RMSE 
was 2.08 for the pine species, and 2.22 and 2.18 for simple and augmented eucalypt’s equations. 
 
Figure 3.18 Residuals using the validation dataset for P. taeda simple functions with lowess line 
(red). 
  
Figure 3.19 Residuals using the validation dataset for E. grandis’ base (a), and augmented 
functions (b) with lowess line (red). 
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Site variables SWPA and 𝛼𝑠 included in the E. grandis’ equation affects dmax such that stands 
located in soils with high levels of water storage capacity and steeper terrains facing East result in 
larger diameters (Figure 3.20). 
  
Figure 3.20 Maximum diameter growth curves for the average values of SWPA for zone 7 (black) 
and the rest (grey) for 5% slopes facing East (dashed) and West (dotted),  and  slope values of 0% 
(continued line) for E. grandis.  
 
Standard deviation of diameters 
For modelling SDd  for P.taeda, the selected equation was eq. 3.8 (Von Bertalanffy-Richards). A 
dummy for zoning was not significant when assessed with the hypothesis testing dataset, whereas 
SWPA and Ele were significant in the asymptote. However, the error was not improved, hence an 
augmented model was not further tested. 
Equation 3.8a was the one with best fitting statistics for E. grandis, and the inclusion of a dummy 
variable in the asymptote that accounts for the differential growth rate in the zone 7 with respect 
to the rest of the zones was effective.  
𝑆𝐷𝑑2 = (𝑎0 + 𝑎1 𝑍7) (
𝑆𝐷𝑑1










Testing site variables, only 𝛼𝑠 was significant and it inclusion in the asymptote improved the error 
over 4%. The augmented equation is: 








Statistics of fit and parameters are shown in Tables 3.11 and 3.12 respectively. 
Table 3.11 Statistics of fit of the equations selected for predicting SDd through base (B) and 








P.taeda 3.8 B 0.484 -7.9e-5 0.335 0.72 - 
E.grandi
s 
3.8b B 0.516 0.025 0.379 0.83 - 
3.8c A 0.494 0.022 0.365 0.84 -4.3 
RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
 
Table 3.12 Parameters of the equations selected to model SDd. 
Species Eq. - 𝒂 𝒂𝟎 𝒂𝟏 𝒃 
P.taeda 3.8 
Estimate 5.132918 - - 0.070622 
SE 0.131473 - - 0.004199 
p-value <0.001 - - <0.001 
E.grandis 
3.8a 
Estimate - 9.230291 2.424718 0.054145 
SE - 0.404682 0.345347 0.005234 
p-value - <0.001 <0.001 <0.001 
3.8b 
Estimate - 8.863645    0.450453 0.069762    
SE - 0.305291 0.038898 0.005116 
p-value - <0.001 <0.001 <0.001 
  
Residual plots of the selected equations showed only small bias for both species (Figures 3.21-
3.22), whereas validation plots also indicated a good behaviour of models fitted for P. taeda and 
E. grandis (Fig. 3.23-3.24). It must be considered that in Figures 3.21 and 3.23 lowess lines show 




Figure 3.21. Residuals of the selected base equation for modelling SDd for P. taeda including 
lowess line (red).  
 
 
Figure 3.22. Residuals of the selected equation for modelling SDd for E. grandis for the base 




The 95% confidence intervals for the slope of predicted vs independent observed data ranged from 
1.02 to 1.07 for P. taeda, and from 0.96 to 1.01 and from 0.94 to 0.99 for the E. grandis base and 
augmented equations. The RMSE calculated using the independent dataset was 0.47 for P. taeda 
whereas for E. grandis’ baseline and augmented equations was 0.556 and 0.560 respectively. In 
this case, error was slightly larger for the enhanced model. 
 
  





 Figure 3.24 Residuals using the validation dataset for E.grandis’ base (a), and augmented 
functions (b) with lowess line (red). 
The site variables included in the eucalypt model modified SDd by increasing its magnitude in sites 
facing East, whereas flat ground yielded higher values of SDd than steeper sites facing West (Fig. 
3.25). 
 
Figure 3.25 Standard deviation of diameter curves 5% slopes facing East (dashed) and West 




Probability of mortality 
For fitting the probability of stand death occurrence, a model using only stand variables was 
assessed first. For P.taeda, N1, Interval (Int), SDd1, G1, hdom1 and the interaction of interval and 







When assessing the inclusion of site variables in a second stage (SWPA, 𝛽, 𝛼𝑠, 𝛼𝑐, and Ele) it was 
confirmed that none of them were significant for this species, hence no augmented equations were 
available for comparison.  
The percentage of correct predictions with the fitted model was 76%, which is relatively high, 
whereas the area under the ROC curve (Figure 3.26),  AUC value, suggests an acceptable 
discrimination (Hosmer et al., 2013).   
 




Fitting the probability of tree survival for the E. grandis baseline equations, the inclusion of stand 
variables such as: N1, Z7, SDd, Int, and t1 was significant, whereas G1 and hdom1 were not. The 





Testing the inclusion of site variables on equation 3.18b, SWPA, 𝛽, 𝛼𝑠, and 𝛼𝑐were significant 
along with the mensurational. The equation is: 
𝑃 =
1
1 + 𝑒−(𝑏0+𝑏1𝑁1+𝑏2𝑆𝐷𝑑1+𝑏3𝐼𝑛𝑡+𝑏4𝑆𝑊𝑃𝐴+𝑏5𝑡1+𝑏6𝛽 +𝑏7𝛼𝑐+𝑏8𝛼𝑠)
 (3.18c) 
The expression using site and stand variables had a lower AIC value and higher percentage of 
correct predictions (Table 3.13). ROC plots (Fig. 3.27) suggested that both offer excellent 
discrimination  according to Hosmer et al., (2013). Parameters of the equations fitted for each 
species are depicted in Table 3.14. 
Figure 3.27 ROC curves for the probability of death equations for E. grandis using stand variables 
(baseline) (a) and stand and site variables (augmented) (b). 
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Table 3.13 AIC and percentage of correct predictions for the probability of death equations through base (B) and augmented equations (A) for each 
species. 
Species Equation Approach AIC 
Correct 
predictions (%) 
P.taeda 3.18a B - 76 
E.grandis 
3.18b B 1732.1 74 
3.18c A 1580.6 77 
                    AIC: Akaike Information Criterion 
 
Table 3.14 Parameters of the probability of death equations. 
Species Eq.  𝒃𝟎 𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒃𝟒 𝒃𝟓 𝒃𝟔 𝒃𝟕 𝒃𝟖 
P.taeda 3.18a 
Estimate -4.1905612 0.0042098 0.3573926 0.5755308 0.0463895 -0.2491949 0.007767 - - 
SE 0.3961266 0.0003453 0.0358947 0.0582761 0.0159181 0.0420398 0.0027364 - - 
p-value <0.001 <0.001 <0.001 <0.001 <0.01 <0.001 <0.01 - - 
E.grandis 
3.18b 
Estimate -4.535313 0.002096 2.465474 0.867506 0.514887 -0.340538 - - - 
SE 0.442634 0.000305 0.219725 0.086757 0.043693 0.043227 - - - 
p-value <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 - - - 
3.18c 
Estimate -9.7103494 0.0026263 0.9481403 0.560091 0.0350884 -0.3628958 0.2183891 0.1242171 0.0895620 
SE 0.7565343 0.0002966 0.0937265 0.0465280 0.0038819 0.0470695 0.0397402 0.0324032 0.0243495 




In a second stage, a mortality rate was fitted. The best ranked models were the equations proposed 
by Woollons  (1998) (3.19) and Clutter et al. (1983) (3.20) for P. taeda and E. grandis respectively. 
For the first species, SWPA was significant but did not improved error, hence only the base model 
was studied further. The fitting statistics (Table 3.15) and the residual plots (Figure 3.28) showed 
that the equation is satisfactory. 
For E. grandis the baseline function was augmented with a dummy variable specific for the Zone 
7 in the b parameter as it follows: 






The inclusion of SWPA, 𝛽 and 𝛼𝑠 in the parameter b were significant, therefore the equation is 
given by:  





𝑒(𝑎0+𝑎1𝑆𝑊𝑃𝐴+𝑎2𝛽 )(𝑡2−𝑡1) (3.20b) 
This formulation improved the error in 4% (Table 3.15). Parameters for the equations of both 
species are depicted in Table 3.16.  
Table 3.15 Statistics of fit of the equations chosen for modelling number of dead trees through 
base (B) and augmented equations (A) for each species. 
RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
 
  




P.taeda 3.19 B 79 -7 63 0.64 - 
E.grandis 
3.20a B 89 -5 62 0.93 - 




Table 3.16 Parameters of the equations selected for predicting number of dead trees. 
Sp. Eq. - 𝒂𝟎 𝒂𝟏 𝒂𝟐 𝒃 
P. taeda 3.19 
Estimate - - - 0.41361 
SE - - - 0.01924 
p-value - - - <0.001 
E. grandis 
3.20a 
Estimate -0.010536    -0.012254    - -0.089108    
SE 0.005282 0.003460 - 0.029534 
p-value <0.05 <0.001 - <0.01 
3.20b 
Estimate 2.501e-02   -3.783e-04   2.837e-03   -7.164e-02   
SE 8.364e-03 6.956e-05 6.682e-04 2.911e-02 
p-value <0.01 <0.001 <0.001 <0.05 
  
Residual distributions against predicted and independent variables were satisfactory for both 
equations (Fig 3.28 y 3.29). An example of how site variables influence mortality are shown in 
Figure 3.30, which indicates that mortality increases in steeper terrains with higher water holding 
capacity. 
 
Figure 3.28 Residuals of the selected base equation for mortality rate for P. taeda including lowess 
line (red).  
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Figure 3.29 Residuals of the selected equation for E. grandis for mortality rate bas the base 




Figure 3.30 Stocking curves in sites with 5% of slope (dashed) and 0% (continued line) for two 
different SWPA values. 
Validation for both species was undertaken combining the two-step procedure using the 
probability equation first and the mortality rate model in the second step for checking the 
performance of the system with independent data. For P. taeda, the residuals’ plot showed 
acceptable performance of the model (Figure 3.31). Log-log plots of stocking versus mean squared 
diameter suggests that basal area and mortality behave well, since estimated trajectories indicated 
vigorous growth within the full stocking zone and mortality in the increasing competition zone 
just before the self- thinning line. Moreover, the behaviour shows congruence beyond the 
maximum age modelled (25 years). The 95% confidence interval of the slope of observed vs 




Figure 3.31 Residuals using the validation dataset for  P. taeda with lowess line (red), and log-
log plots of projected stocking vs quadratic mean diameter trajectories younger than 25 years (dark 
grey) and older than 25 years (light grey) including self-thinning lines. The self-thinning line has 
a slope of -1.605 (Reineke, 1933), whereas the increasing competition and the fully stocked lines 
are set to 35%  (dashed) and 55% (dotted) of the maximum Stand Density Index (SDI) as a 
reference. 
For E. grandis the residual plots using the independent dataset for the set of base equations and set 
of equations using the site variables showed small differences (Figure 3.32), with some under 
prediction of mortality (overestimation of stocking) for populations over 1400 stems.ha-1 (which 
represent a very extreme stocking for the Country). 95% confidence intervals of the slope of 
observed vs predicted ranged between 0.95 to 0.97 and 0.96 and 0.98 for base and augmented 
equations respectively. The log-log plots of stocking versus mean squared diameter showed that 
the mortality due competition is reasonable for both sets of equations,  For this species the system 
also seems to behave well (Fig 3.33) even simulating mortality for stands older than the maximum 
age available for modelling (20 years). RMSE were 64 and 60 stems.ha-1 for the equation fitted 





Figure 3.32 Residuals using the validation dataset for E.grandis’ base (a), and augmented 
functions (b) with lowess line (red). 
 
 
Figure 3.33 Log-log plots of projected stocking vs quadratic mean diameter trajectories younger 
than 20 years (dark grey) and older than 20 years (light grey) including self-thinning lines for E. 
grandis’ baseline (a), and augmented set of equations (b). The self-thinning line has a slope of -
1.605 (Reineke, 1933), whereas the increasing competition and the fully stocked lines are set to 





Traditional mensurational equations were fitted for P. taeda and E. grandis and the use of 
physiographic information to improve projections’ quality was explored. Equations predicting 
hdom, G, dmax, and SDd were first analysed, whereas mortality equations were assessed in a second 
stage.  
Results showed contrasting differences between the two species in the use of soil-based and 
physiographic information. For E. grandis all the variables modelled had improvement by 
including at least one site variable whereas for P. taeda only hdom and G showed improvement. 
Despite the fact that the ranges of site characteristics were similar for plots belonging to both 
species, growth was better explained through the soil-based and physiographic variables studied 
for E. grandis. Moreover, when fitting base equations, localizing growth models by the use of 
dummy variables improved predictions only for this species. Dummy variables have been used in 
the country by Methol (2001) for modelling hdom and G for the same eucalypt species in Uruguay, 
distinguishing growth curves for zones 7, 8, and 9 (see Figure1.1) . Moreover, Methol (2006) 
localized growth curves for hdom for Eucalyptus globulus sp globulus growing in the zones 2 and 
9. Because PSPs located in the zone 8 were very scarce for the eucalypt species, these were added 
to plots located in zone 9, spreading the information in 2 zones: 7 and rest. For the pine species, 
localization did not represent substantial improvement, nor the inclusion of soil-based and 
physiographic variables in dmax, SDd  or mortality equations, although stand variables did improve 
the latter.  This difference between the species, raises the hypothesis that the range of variation 
between the plots for the site variables studied are not enough to influence growth, or that other 
factors that were not included in this study are more influential on the behaviour of dmax, SDd and 
mortality for P. taeda. 
In general, the explanatory variables operate reasonably in the set of equations for both species. 
For E. grandis higher levels of water potentially available increased growth of hdom, dmax, G and 
SDd , as well as the probability of mortality and the number of dead trees. The aspect modified by 
slope influenced all the variables but G, in a way that steep terrains facing NE (for hdom and 
probability of death) and E (for dmax, SDd and number of dead trees) increase growth and mortality. 
For P. taeda, sites with higher SWPA and Elev tended to increase growth in hdom and G, while the 
growth in the latter also tended to be favoured in steep sites facing NE.  
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All the explanatory variables (site and stand variables) included in the equations were significant 
when tested using the autocorrelation-free hypothesis testing dataset, and their inclusion decreased 
the fitting error in a range from 3 to 10.5%. However, as expected, when errors were calculated 
with the independent dataset (prediction errors) reduction values were much lower ranging from 2 
to 4%. For mortality in the eucalypt species, soil-based and physiographic variables were 
significant in both equations comprising the set for predicting stocking (probability of mortality 
and number of dead trees). However improvements were modest and were not reflected in the 
general prediction error. Nonetheless the behaviour of mortality tested along the prediction ability 
of the system of equations with respect to competition was reasonable according to Reineke's 
(1933) model for both studied species. Applying a boundary straight mortality line as posed by 
Reineke (1933) is useful as a validation method, although there is evidence that the straight line is 
in fact  a curve concave down (Zeide, 1987).   
Given that bias also improved in most of the equations and that the SWPA and physiographic 
information are readily available, from a practical point of view there are still advantages in using 
augmented equations especially for E. grandis. For this species to date in Uruguay, differential 
growth is distinguished by zoning (using dummy variables) as a way to characterize a set of 
regional attributes related mainly to geology, topography, and soils. The site variables studied, 
especially SWPA, represented differences in site quality in a more descriptive way than with the 
localization strategy. This is clear in Figure 3.7c and 3.7d, where hdom curves using SWPA, 𝛼𝑐, and 
𝛼𝑠, averages for both identified zones are similar to those projected by the equation using the 
localization dummy variable.  
Physiographic and soil variables studied 
Although different combinations of the site variables worked better for modelling the growth of 
different components in both species with diverse levels of improvement, SWPA was consistently 
significant for the majority of the models augmented with site variables in P. taeda and E. grandis. 
The use of a range of variables related to soil moisture, available water for stands, or rainfall has 
been tested before on differential equations proving to be effective (Woollons et al., 1997; 
Snowdon et al., 1999; Temps, 2005; Pinjuv et al., 2006) especially for improving G predictions. 
Also Ritchie and Hamann (2008) found that water holding capacity was effective for modelling 
height and basal area increment.  
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Water availability is a key element for growth. Water stress leads to stomatal closure, and a 
decrease in carbon fixation efficiency. This leads to a reduction in cambial activity and foliage 
growth, and hence a decrease in production (Landsberg and Sands, 2011). Stape et al. (2004) found 
that for Eucalypt grandis hybrids an increase in water availability, increases quantum efficiency 
and leaf area, and decreases allocation to root. They found that “capture and use-efficiency of 
supplies where the key components defining production, and these efficiencies were under strong 
water-supply influence”. For P. taeda, Albaugh et al. (1998, 2004) found that stem growth 
efficiency (growth per LAI unit) as well as total biomass production efficiency increased by 
irrigation, and hypothesised that the increase occurred as a consequence of more biomass being 
allocated to photosynthesizing tissue.  
Soil water availability maps can be developed achieving high resolution depending on base 
information  (e.g. Schwärzel et al., 2009) and its importance in forest management is increasing. 
The variable SWPA used in this study is rather theoretical based on a low resolution 1:1000000 
soil map, however it synthesises solidly a series of essential soils characteristics, yielding 
consistent results with respect to forest productivity. Furthermore, an important feature of this 
variable is that it represents water availability without interfering on the path invariance property 
of differential equations, which is a fundamental characteristic to provide robustness to 
mensurational models. 
Slope by itself is not significant for most of the components except for mortality in E. grandis, 
very probably this is related to the fact that the average 𝛽 was as low as 5% (although the range 
was broad). In this sense the analysis could be improved by incorporating PSPs located on steeper 
sites. Moreover, position on the slope could also be incorporated in future analysis as a way to 
complement the slope percentage value and indirectly incorporate other factors that could 
influence growth (i.e. soil depth and moisture).   
The aspect weighted by slope (𝛼𝑠 and 𝛼𝑐) was consistent through most of E. grandis equations, 
whereas for P. taeda was significant only for G. NE and E aspect favoured growth and the effect 
was accented by the slope. Other studies found differences on productivity between steep and flat 
terrain (McArdle et al., 1949) and northern and southern orientations (Coble et al., 2001; Coble 
and Marshall, 2002). The use of sine and cosine of the azimuth angle as well as their association 
with slope is rarely used in differential growth equations, although, has been used for predicting 
site index (Trimble and Weitzman, 1956; Stage, 1976), stand volume (Stage and Salas, 2007),  
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probability of survival (Uzoh and Mori, 2012), and assess self-thinning lines (Weiskittel et al., 
2009) given its influence on radiation, temperature, and soil moisture, among other growth factors.  
Elevation has no explicit effect on growth but influences key growth factors such as temperature 
and soil moisture at a local scale. It has been used specifically in mountainous areas for forecasting 
site productivity (Monserud et al., 1990, Fontes et al., 2003), being incorporated as an explanatory 
variable in growth equations for predicting hdom, G, and dmax (Mason, 1992; Methol, 2001; Pinjuv, 
2006) , N (Methol, 2001), probability of stem death, individual stem height and SDd (Pinjuv, 2006), 
variance of d, and survival (Mason, 1992). It was consistently significant for P. taeda’s hdom and 
G equations with a positive effect on growth. Because differences in altitude are relatively small 
in terms of the impact on site-specific temperature, an alternative hypothesis is that there is a 
negative influence of soil moisture in lower ground, since the species is occasionally planted in 
marginal low areas which are waterlogged for short periods. This was investigated graphically by 
using categorical information of drainage speed and results showed that plots located  in sites 
classified as slow and medium drainage speed, were associated with smaller values of altitude (e. 
g. less than 150 m) what would confirm the first hypothesis. Although, elevation could be a 
surrogate of drainage for P. taeda, further research should be undertaken to confirm this theory as 
well as testing the correspondence of altitude with climate variables such as temperature.  
Because Elev was correlated with SWPA, a test proposed by Cook and Weisberg (2009) was 
performed to investigate if the information provided by both variables is redundant. The test 
consists of a three-step procedure where the model excluding Elev was fitted first to obtain 
residuals 1 (Res1) in the first step; a second step fitting Elev= f(SWPA) was performed for 
calculating residuals 2 (Res2); and in the third step residuals of step1 are fitted as a function of 
residuals obtained in the step 2 (Res1=f(Res2)). A low adjusted R-squared revealed that Elev was 
able to add new information to the model, moreover the Elev parameter did not present a large 
standard error. Likewise for P. taeda, further analysis should be taken in order to understand which 
is the main growth factor being influenced by Elev for the eucalypt species. Furthermore, there is 
a possibility that confounded effects regarding variables that are not considered in the present study 
could be interfering with those results. 
103 
 
Use of the equations and constraints 
Real improvements in bias and error are modest by using the augmented models, nonetheless the 
explanatory component adds utilities for forest management and the information needed is readily 
available with its quality tending to increase. However, care must be taken when using the 
equations when site variables border the extremes of the range of values used in this study, 
especially when using a combination of extreme values. Representation of all possible 
combinations of explanatory variables’ values is a common issue in forest modelling since the set 
of PSPs used is restricted. To take a closer look to this potential problem, the extreme values of 
site variables were plotted against all the values of each of the remaining site variables used in 
order to search for information gaps. Results showed that PSPs combining extreme values of the 
site variables were scarce for the eucalypt species (i. e. extreme values of a site variable were 
combined with average values of the rest), however because the range of aspects in the plots 
presented no constraints the main relationship to investigate was SWPA and 𝛽 extremes. In this 
sense PSPs located in sites with 𝛽 larger than 9% are very scarce; there are no PSPs with slopes 
larger than 9% in sites with low SWPA (less than 100 mm). For P. taeda elevation should also be 
taken into consideration: extreme combinations were available in the dataset for SWPA, 𝛽 and 
large values of Elev, whereas low values of Elev were strictly associated with low SWPA (100mm) 
and average 𝛽 (5%). 
Models for both species were adjusted using a dataset comprising a diverse genetic base, covering 
a large part of the variability for the country. This contributes to the generalization capacity of the 
models, however adaptations of certain genotypes to particular sites can occur. Interactions 
between genotypes and environments were not assessed and are not included in the models. 
An important information gap was found for P. taeda’s near the harvesting age, therefore care 
must be taken when performing projections beyond 16 years. 
CONCLUSIONS 
Stand level growth equations have been developed and can be recommended to be used for 
managing Pinus taeda and Eucalyptus grandis growing in the Northern half of Uruguay.  
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Soil-based and physiographic information was significant for improving predictions of all the 
variables fitted for E. grandis: hdom, G, dmax, SDd, probability of mortality and number of dead 
trees, but were significant only for hdom and G in the case of P. taeda. In general, the explanatory 
variables worked reasonably in the set of equations for both species since site characteristics that 
increased growth and diameter variability, also increased mortality.  
SWPA was consistently significant for the models augmented with site variables in P. taeda and 
E. grandis, while slope by itself was not significant in general. The aspect weighted by slope (𝛼𝑠 
and 𝛼𝑐) was consistent through most of E. grandis equations, whereas for P. taeda was significant 
only for G. Elevation was significant for P. taeda’s equations with a positive effect on hdom and G 
growth, however research should be undertaken in order to understand which other factors may be 
represented by elevation that directly influence growth. 
The use of explanatory variables (physiographic and stand variables) decreased the fitting error in 
a range from 3 to 10.5%, however decreases in the prediction errors calculated with the 
independent dataset were much lower ranging from 1.6 to 4%.  
Care must be taken when using a combination of extreme values of physiographic variables since 
information gaps for extreme values were found in the dataset used for this study. Because 
information was very scarce for mature stands of P. taeda, precaution must be also taken when 
performing projections beyond 16 years. 
Real improvement in bias and error are modest by using the augmented models, nonetheless the 
explanatory component adds options for forest management and the information needed is readily 
available with its quality tending to increase. Moreover the use of site variables could increase the 




CHAPTER 4  




Hybrids of mensurational and physiological models have been conceived as alternatives that mix 
the best features of each approach (mensurational and physiological) while trying to avoid their 
shortcomings from a forest management perspective. Usually the features that are enhanced are 
precision, process explanation, ability to estimate wood products, and simplicity in parameters 
definition.  Some hybridizing strategies included linking a physiological model with a 
mensurational model   ( Baldwin et al., 2001; Pinkard and Battaglia, 2001;Almeida et al., 2003), 
or linking more than two models (Peng et al., 2002; Robinson and Ek, 2003).  
A hybrid mensurational-physiological approach using equations based on potentially useable light 
sums (PULSE) was proposed by Mason et al., (2007), fundamentally  combining a methodology 
based on light use efficiency, mostly in the way it is formulated in the 3-PG model (Landsberg and 
Waring, 1997), and a mensurational counterpart given by difference sigmoidal models. 
The light use efficiency approach is founded in the linear relationship between absorbed 
photosynthetically active radiation (APAR) and dry mass production (Monteith, 1972, 1977; 
Landsberg, 1986) observed when production is considered at canopy level and yearly timescale. 
The relationship can be expressed as (Landsberg and Sands, 2011): 
 𝑃𝑛 = (𝜃, 𝐹, 𝑇)𝐴𝑃𝐴𝑅 − 𝑅𝑒𝑠𝑝 (4.1) 
where 𝑃𝑛 is net primary productivity,  is the light use efficiency of converting absorbed 
photosynthetically active radiation into carbohydrates; 𝑅𝑒𝑠𝑝  is total respiration, and 𝜃, 𝐹, and 𝑇 
represent soil water, nutrition, and temperature factors respectively. This principle has been very 
useful in forestry (as well as in other crops) because it provides a simple and yet sound framework 
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to study how light use efficiency , hence  productivity, varies with site conditions  (e.g. McMurtrie 
et al., 1994; Harrington and Fownes, 1995; Coops et al., 1998; Stape et al., 2008; Ryan et al., 
2010; Binkley et al., 2010). It has been adopted in the 3-PG as well as many other models 
(McMurtrie and Wolf, 1983; Running and Coughlan, 1988; Battaglia and Sands, 1997; Battaglia 
et al., 2004) , 
The 3-PG (physiological principles for predicting growth) is a physiological model developed to 
be used academically as well as by forest managers since it incorporates several process 
simplifications: i) the model runs at a monthly temporal scale; ii) respiration is considered as a 
constant NPP/GPP ratio; iii) carbon allocation is calculated through allocation ratios driven by 
water and nutrient availability; and iv) it assumes a soil single layer. For those advantages and 
because it is free, the model has been widely studied and parameterised for several species in a 
variety of environments.  
Based on the radiation utilization principle, 3-PG calculates net primary productivity as (Mason et 
al., 2007):  




where 𝐴𝑃𝐴𝑅𝑚 is absorbed photosynthetically active radiation in a month; 𝑓𝜃, 𝑓𝑑 , 𝑓𝑇  , 𝑓𝑁 , 𝑓𝐹𝑟  , 𝑓𝑠 
are modifiers for soil water, vapour pressure deficit, temperature, fertility, frost, and senescence 
respectively. Those modifiers are dimensionless ratios ranging from 0 to 1.  
In 3-PG radiation (provided by the user) is firstly transformed to APAR through Beer’s law (for 
which LAI is needed). The model moves through time by calculating monthly production which 
accumulates and generates plant growth (also root turnover and litterfall). Total biomass in each 
time unit is allocated into the different plant components using allocation ratios, regulated by 
modifiers accounting for water and nutrient availability. LAI is derived from foliar biomass in 
each period (and used for computing APAR), and an average diameter at breast height is calculated 
by applying allometric equations (whose parameters can be adjusted by the user).  
From a mensurational perspective, growth can be modelled as a function of time using sigmoidal 
equations. Clutter (1963), derived a growth model from a yield form and defined it as compatible 
since a yield equation can be mathematically integrated to derive a growth model. Moreover, 
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growth equations should present a series of properties which contribute to the robustness that 
characterizes mensurational methods applying sigmoidal equations to model growth. Using the 
Bertalanffy-Richards growth equation as an example 
 









given that 𝑦1and 𝑦2 represent yield in 𝑡1and 𝑡2respectively, those properties are:  
i. Consistency: t2 should approach t1 when y2 approaches y1; 
ii. Path invariance: for a given value of t1 the corresponding value of y1 remains the same for 
any starting tn, yn pair of values; 
iii. If t2 approaches to ∞ then y2 approaches to an upper asymptote 
The PULS approach consists of the substitution of modified radiation sums for time in those 
compatible equations, with radiation sums restricted by adaptations of modifiers used by the 3-PG 
model, to model directly the descriptive variable of interest. Radiation sums can be computed as 
 






where 𝑅𝑡 is the total radiation sum from month 1 to  𝑇 (MJ), and 𝑓𝜃, 𝑓𝐷, and 𝑓𝑇 are the soil water 
balance, vapour pressure deficit (VPD), and temperature modifiers calculated for month 𝑡.  
Nutrition is an important factor influencing net primary productivity, however the mechanisms 
that regulate nutrient uptake and photoassimilates dynamics are poorly understood (Landsberg and 
Waring, 1997). This is one of the main deficiencies in the 3-PG model (Landsberg et al., 2003; 
Bown et al., 2013) and it has also been a limitation for applying a fertility modifier in this study. 
Resuming the example of the Gompertz equation for projecting dominant height, the formulation 
of growth vs light sums would be as it follows:  
 









The approach seeks to improve explanation of the growth process with respect to the traditional 
mensurational counterparts, by introducing information about key factors regulating the proportion 
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of radiation that could be potentially used by stands to grow. It offers the advantage of avoiding 
representations of processes that are poorly known, such as carbon allocation (Mason, et al., 2011), 
while the properties of consistency and path invariance described above operate to improve 
robustness. Moreover, the use of LAI is avoided by employing total radiation (instead of absorbed 
PAR), since leaf area is rarely measured in a commercial forest. The method was firstly tested for 
estimating growth of ground-line diameter in a competition control experiment for Douglas fir in 
the United States (Mason et al., 2007). At an experimental scale and under several competition 
situations, parameters of the equation using potentially useable light sum equations (PULSE) 
proved to be stable in all the cases suggesting that environmental changes were “absorbed” by the 
modifiers. Later, the methodology was tested for Pinus radiata in New Zealand at a regional scale 
(Mason et al., 2011a) for modelling growth and yield of basal area and mean top height. 
Predictions using light sums were more precise than those using time for basal area and equally 
precise for dominant height. 
In a similar approach Montes (2012) modelled increments in height and basal area, and mortality 
as a function of absorbed PAR (APAR) sums restricted by the same modifiers (temperature, soil 
water, and vapour pressure deficit), using a state space approach (García, 1984).  The use of 
effective APAR as an explanatory variable required information about leaf area. Although 
comparisons with time-based functions were not undertaken, results showed good agreement 
between predicted and observed data at an experimental scale. 
Results of applying potentially useable light sum equations seem promising with respect to 
precision and outputs for predicting height and especially basal area. Nevertheless, there is still 
much to explore with respect to the potential performance of this approach at a broad scale since 
tests of the methodology at commercial levels are rare. The main questions addressed about the 
methodology in this Chapter are:  
1. How much would it contribute to understanding the variability in productivity of Pinus 
taeda and Eucalyptus grandis across regions in Uruguay?  
2. Would it be suitable for modelling components of forecasting systems aimed to estimate 
diameter distributions (e.g. variability of diameters and maximum diameter)? 
3. To what level of detail radiation should be provided? 
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In this chapter, potentially useable radiation sums equations (PULSE) were adjusted at a regional 
scale for Pinus taeda and Eucalyptus grandis to model hdom, G, maximum diameter (dmax), and 
standard deviation of diameters (SDd) using different light sum alternatives. It was also tested 
whether detailed information of aspect and slope improve estimations in order to be considered in 
the hybrid formulation. 
METHODS 
To develop the equations, modified light sums were firstly computed, whereas in a second stage 
the projection equations for hdom, G, maximum diameter (dmax), and standard deviation of diameters 
(SDd) were fitted directly as a function of the modified light sums. Because the methodology is 
being used with data currently available in Uruguay, absorbed photosynthetically active radiation 
is not explicitly used, as leaf area is not usually measured in standard inventories. In a sense, it is 
assumed that the absorbed utilized radiation is considered in the sigmoidal relationship between 
modified light sums and the modelled state variables. 
Radiation was calculated in two ways: i) considering a tilted surface (using aspect and slope), and 
ii) assuming a flat surface, in order to assess whether the use of this site information improved 
predictions. Monthly restrictions were applied by the use of the modifiers for water balance (𝑓𝜃), 
and VPD ( 𝑓𝐷), and temperature (𝑓𝑇) mostly in the same way as used by the 3-PG model 
(Landsberg and Waring, 1997), for each permanent sample plot available in the time range of the 
study (1979 and 2012). Several alternatives of restriction using all possible combinations of the 
modifiers were tested and compared in order to understand which of these factors is more useful 
for each species across the regions, and which combination gives the best predictions. In this way 
seven alternatives of radiation sums were compared: 𝑅𝜃𝐷𝑇, 𝑅𝜃𝐷, 𝑅𝜃𝑇, 𝑅𝐷𝑇, 𝑅𝜃, 𝑅𝐷, 𝑅𝑇, 
representing light sums restricted by: all three modifiers (the minimum between water balance and 
VPD, referred here as waterMod, plus temperature modifier); the minimum between water balance 
modifier and VPD (waterMod); water balance and temperature modifiers; VPD and temperature 





Geo-referenced permanent sample plots (PSP) measurements described in Chapter 3 were used 
including all possible intervals within PSPs. In this way, the same datasets used for modelling and 
validating time based equations were complemented with the inclusion of the modified light sums 
for each plot. A summary of the information used is presented in Table 4.1.  
Table 4.1 Summary of the dataset used in the analysis 
For computing light sums and the modifiers, variables calculated on a monthly basis were: solar 
radiation, mean air temperature, vapour pressure deficit (VPD), rainfall, and soil water balance. 
Data corresponding to 28 met stations and 57 rain gauges were available for the country (Figure 
4.1). Climate and soil data were provided by the National Institute of Meteorology (Instituto 
Nacional de Meteorología), Agroclimate and Information System Group (GRAS) of INIA 
Uruguay, and the Ministry of Cattle, Agriculture and Fisheries (MGAP). 
Monthly average values for daily maximum and minimum temperature and sunshine duration from 
each met station as well as accumulated precipitation from the rain gauges were interpolated into 
grids of 500 x 500 m for each month corresponding to the time range of study. For rainfall the 
interpolation method applied was Inverse Distance Weighting, whereas Thin Plates Splines were 
applied for the rest of the climate variables according to studies of Hartkamp et al. (1999). For 
Variable 
P. taeda E. grandis 
Mean Min. Max. SD Mean Min. Max. SD 
PSP number - - 727 - - - 315 - 
Number of plot 
measurements  
4.00 2.00 11.0 - 4.00 2.00 11.0 - 
t (years) 7.13 2.00 25.9 3.20 6.95 1.18 18.7 3.47 
hdom(m) 10.6 2.20 27.0 4.65 21.2 4.40 46.6 7.86 
dm (cm) 17.2 2.30 41.9 7.56 17.6 3.10 45.2 7.18 
dmax (cm) 21.1 4.00 46.7 8.71 24.3 5.00 62.6 8.77 
dmin (cm) 12.8 0.48 36.6 6.92 10.1 0.10 41.1 6.64 
SDd (cm) 2.20 0.11 8.42 0.96 3.42 0.64 10.5 1.43 
G (m2.ha-1) 15.6 0.10 53.6 10.9 19.2 0.78 58.1 8.95 
N (stems.ha-1) 624 100 1667 180 886 87.0 1775 393 
Plot size 338 200 500 84.0 682 400 2250 315 
SWPA (mm) 148 85.1 179.6 33.8 140.5 85.1 180.6 30.0 
Elev (m) 151 61.0 256 32.5 121 21 201 57.0 
𝛽  (%) 5.00 0 >18 3.70 4.00 0 >18 3.33 
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maximum and minimum temperature an exploratory analysis was undertaken through the 
Exploratory Regression Tool (ArcGIS) to test whether those variables were influenced by latitude, 
longitude, elevation, and distance from the sea. It was found that none of them related to minimum 
temperature, whereas maximum temperature was related to latitude and distance from the sea. 
Because latitude and distance from the sea are highly correlated, no specific corrections for the 
latter were applied. Monthly averages for the period 1979-2012 were examined to check whether 
spatial trends of values corresponded to published information for the country. It was confirmed 
that on an average annual basis, rainfall increased from SW to NE, whereas the maximum 
temperature increased from SE to NW, and minimum temperature was registered in the centre of 
the Southern half of the country within published ranges (Castaño et al., 2011). Distribution of 
average monthly rainfall, minimum, and maximum temperature for the studied period are depicted 
in Figures 4.2-4.4. 
 




Figure 4.2 Spatial variation (average for the studied period) of accumulated annual rainfall and 
plot location. 
 





Figure 4.4 Spatial variation (average for the studied period) of minimum temperature and plot 
location. 
The calculation of radiation and modifiers is described below. All the coefficients used for 
computing the different components are summarized in Table 4.2. 
Radiation 
Radiation was computed considering direct and diffuse radiation. Radiation measurements were 
not available for the study sites, so the Angstrom equation was used to calculate global horizontal 
radiation (MJ/m2/day): 
 







where 𝑛 and 𝑁𝑜 are actual and maximum sunshine duration respectively (hours), 𝐻𝑜 extraterrestrial 
radiation (MJ/m2/day), 𝑎 and 𝑏 are parameters. This equation was adjusted for 17 meteorological 
stations in Uruguay by (Abal et al., 2010) for developing solar maps, hence, the parameters’ values 
were interpolated to 500 x 500 m cells using thin plates splines in order to have values for each 
plot location.                
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𝐻𝑜 was calculated for each day of the year as described by Landsberg and Sands (2011): 
 














where  𝑑𝑟 is inverse relative distance Earth-Sun, 𝜔𝑠 is sunrise hour angle (rad), 𝜑 is latitude (rad), 
𝛿 is solar declination (rad). Those variables are calculated as follows: 
 



























Where 𝐺𝑠𝑐 the solar constant = 1367 Wm
-2; 𝐽 the number of the day in the year between 1 and 365 
or 366 (starting on January 1st);  𝑛𝑣𝑒 the number of days since vernal equinox; and ℎ𝑑 daylength. 
In a second step, monthly average daily values of global horizontal radiation were adjusted to 
account for the slopes and aspects of each plot. For this purpose, the formulation proposed by Tian 
et al. (2001), based on Revfeim (1978) was used: 
 
 𝐻𝑠






∗ is the global radiation received on a surface with an orientation 𝛼 and a slope 𝛽, 𝑓𝑏 is 
a “slope reduction factor” calculated as 1 −
𝛽
180
. 𝑅𝑑 is the direct radiation proportion of that on a 




































 Being ℎ1 and ℎ0  sunrise and sunset hour angle on an arbitrary slope. 
The algorithm suggested by Erbs et al. (1982) was used for computing the proportion of diffuse 
radiation to the global horizontal radiation(𝐾𝑟): 
For 𝜔𝑠 ≤ 1.4208   and  0.3 ≤ 𝐾𝑡 ≤ 0.8 
 






For 𝜔𝑠 > 1.4208   and  0.3 ≤ 𝐾𝑡 ≤ 0.8 
 

































Calculation of modifiers 
The modifier that considers vapour pressure deficit (VPD) describes a relationship where the 
modifier declines exponentially when VPD increases, and it is computed as (Landsberg and 
Waring, 1997): 
 





where 𝑘𝑔is a coefficient based in the relationship between stomatal conductance and VPD, and  









being 𝐷𝑇𝑚𝑎𝑥 and 𝐷𝑇𝑚𝑖𝑛 saturated vapour pressure when temperature =𝑇𝑚𝑎𝑥 or 𝑇𝑚𝑖𝑛. Those 
variables are calculated using minimum or maximum temperature per month (𝑇𝑖 ) through the 
expression: 
 
























being 𝜃𝑇 the soil water balance, and 𝑆𝑊𝑃𝐴 is the soil water potentially available. 
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Information provided by the map of 𝑆𝑊𝑃𝐴 developed for Uruguay by (Molfino and Califra, 2001) 
(applied in Chapter 3) was used in order to account for the maximum available water in the root 
zone. 
Soil water balance was estimated through the equation: 
 
 𝜃𝑇 = 𝜃𝑇−1 + 𝑅 − 𝐼 − 𝐸 − 𝐷 
(4.26) 
 
where θT-1 is root zone water balance in the previous month; R is rainfall; I is canopy interception; 
E is evapotranspiration and D is drainage. When 𝜃𝑇−1 + 𝑃 − 𝐼 − 𝐸 > 𝑆𝑊𝑃𝐴, excess water exist 
and it is assumed to be drained. 













Where 𝜆 is the latent heat of water vaporization (JKg);  𝑆 is the slope of saturation vapour pressure 
curve for water (KPaᵒC-1); 𝑅𝑛 is  net radiation absorbed by canopy (Jm
-2month-1); 𝜌𝑎  is  air density 
(Kgm-3); 𝑉𝑃𝐷  is  vapour pressure deficit (mbar); 𝛾 is the psychrometric parameter (KPaᵒC-1); 𝑔𝑏 
is  boundary layer conductance (ms-1); and 𝑔𝑐 is canopy conductance (ms
-1).  
Boundary layer conductance depends on wind speed as well as size and shape of leaves, and 
density of foliage (Landsberg and Sands, 2011), however fixed values are commonly used for 
practical purposes and a fixed value of 0.2 ms-1 was assumed based on the work of Mielke et al. 
(1999). Mielke et al. (1999) observed wind speeds around 2 ms-1 leading to canopy conductance 
values of 0.2 ms-1for E. grandis. According to the National Institute of Meteorology of Uruguay 
(INUMET), the average wind speed is 3.5 ms-1. According to Martin et al. (1999), boundary layer 
conductance did not increase markedly when wind velocity ranged from 1 to 2 m.s-1. Therefore, 
it was assumed that wind speed was spatially and temporally uniform, and boundary layer 
conductance values assumed in this study did not seem to lead to significant error. 
Canopy conductance was calculated as: 
 






where 𝑔𝐶𝑥 is maximum stomatal conductance, assumed as 0.02 ms
-1 (Almeida et al., 2004; Sands, 
2004), 𝐿 is leaf area index, 𝐿𝑔𝐶 is leaf area index at maximum conductance, and other terms are as 
specified before. 𝐿𝑔𝐶 value assumed is 3.33 (Sands, 2004). Because 𝐿 measurements were not 
available, it was assumed a relationship 𝐿/𝐿𝑔𝐶 = 1 for canopy conductance.  
Net radiation was estimated using a linear relationship with radiation (total shortwave radiation) 
as it follows: 
       




where 𝑞𝑎 (watts/m2) and 𝑞𝑏are the intercept and the slope parameters. The values applied for P. 
taeda were the ones used in 3-PG by Sands (2004). Almeida and Landsberg (2003) registered 
much lower intercept values for E. grandis growing in Brazil, since the sensitivity of this parameter 
is high, it was applied for this species. 
The temperature-dependent growth modifier is based in the assumption that production increases 
with increasing temperature and starts declining after an optimum is reached: 
  












where 𝑇𝑎 is mean temperature for each month, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, and 𝑇𝑜𝑝𝑡 are minimum, maximum, and 
optimum temperature required for growth respectively. In this study the mean daytime temperature 
was employed instead of mean temperature, as Mason et al. (2011) found that this modification 
gave better precision than daily mean temperature. As with Mason et al.’s study, daytime 
temperature was defined as: 
 𝑚𝑒𝑎𝑛 𝑑𝑎𝑦𝑡𝑖𝑚𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 = 




Table 4.2 List of parameters used for computing the potentially useable radiation sums. 
Parameter Symbol Unit Value  Reference 
Angstrom intercept coefficient 
for :  
    Salto, Paysandú,  
    Carrasco, San José,  
    Florida, Durazno,  
    Rocha,Treinta y Tres,  
    Melo, Rivera,  
    Tacuarembó, Artigas, 
     La Estanzuela, Salto Grande 









(Abal et al., 2010)  
Angstrom slope coefficient for: 
    Salto, Paysandú,  
    Carrasco, San José,  
    Florida, Durazno,  
    Rocha, Treinta y Tres,  
    Melo, Rivera,  
    Tacuarembó, Artigas,  
    La Estanzuela, Salto Grande 








(Abal et al., 2010) 
Response of canopy to VPD 𝑘𝑔 mbar
-1 0.05 (Sands, 2004) 
Coefficient of soil water modifier 
for: clay, clay loam,  
sandy loam, and sandy soils 





Power of soil water modifier for 
clay, clay loam, sandy loam, and 
sandy soils 
𝑛𝜃 - 3, 5, 7, 9 (Landsberg and 
Waring, 1997) 
Latent heat of water vaporization 𝜆 JKg 2460000 - 
Air density 𝜌𝑎 Kgm
-3 1.2 - 
Slope of saturation vapour 
pressure curve for water at 20 ᵒC 
𝑆 KPaᵒC-1 2.2 - 
Psychrometric parameter 𝛾 KPaᵒC-1 0.66 - 
Boundary layer conductance 𝑔𝑏 ms
-1 0.2 (Sands, 2004, Mielke 
et al., 1999) 
Maximum stomatal conductance 𝑔𝑆𝑥 ms
-1 0.02 (Sands, 2004) 
Leaf area index at maximum 
conductance 
𝐿𝑔𝐶 - 3.33 (Sands, 2004) 
Intercept and slope of the 
relationship between 𝑅𝑛 and 𝐻𝑠 
for: 
     Pinus taeda 













Maximum, minimum and 
optimum temperature for growth 
for : 
     Pinus taeda 






32, 2, 20 




(Landsberg and Sands, 
2011) 
(Almeida et al., 2004) 
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Potentially useable light sums 
Accumulated radiation for each month was multiplied by the different combination of modifiers 
for temperature, waterMod, and single modifiers for VPD and soil water. Each month was summed 












Where 𝑅𝑡 is the total radiation sum (MJ), and 𝑓𝜃, 𝑓𝐷, and 𝑓𝑇 are the soil water balance, vapour 
pressure deficit, and temperature modifier previously calculated for month 𝑡. Euan Mason (pers. 
comm.) provided R software, in the form of object oriented coding in an R workspace (R 
Development Core Team, 2014) that he developed for his own research that incorporated 
Revfeim’s (1978) equations, Erbs et al.’s (1978) formulation of proportions of diffuse and direct 
radiation, the water balance model from 3-PG, and his adjustments of 3-PG’s radiation sum 
modifiers to provide potential useable radiation estimates. Radiation flux using the Angstrom 
method was added in accessory code for the study reported here. 
Growth equations  
The methodology followed for fitting and validating growth of hdom, G, dmax, and SDd, as a function 
of radiation sums was the same described on Chapter 3. In the study reported here problems related 
to serial correlation were avoided by testing the inclusion of new variables using a correlation-free 
dataset where only one interval per plot was included. 
Only the three best equations identified for each variable in the time-base study (Chapter 3) were 
included as candidate equations. Three differential equations were fitted for each variable of 
interest using seven restricted light sum alternatives (previously described), each one in two forms 
related to whether the net radiation was computed considering  including slope and aspect or not. 
Each option was later compared using the methods specified in the previous chapter in order to 
select the best expression for modelling each variable of interest. In a second step validation was 
undertaken following the procedure also described in the previous chapter. 




Restricted light sums 
Averages of radiation sums per month using the three modifiers (i. e.  
𝑅𝜃𝐷𝑇) were categorized in three classes per species (Figure 4.5). Regional differences in the 
amount of light that could be utilized are suggested for both species with higher values at the very 
North.  
Figure 4.5 Monthly averages of accumulated potentially useable light sums for each species. 
Averages of waterMod, temperature, VPD, and water balance used per month were computed and 
also divided in three categories (Fig. 4.6-4.7). It can be observed that the trends of 𝑅𝜃𝐷𝑇 seem to 
be more associated to the water-related factor, and within this, the water balance factor is the 
modifier presenting values with the widest range. This is consistent with the fact that for the 
afforested sites studied, gradient of rainfall is larger than gradient in temperature (Figures 4.2 to 
4.4), plus there are also differences in soil water storage capacity (as shown in Figure 3.3) with 












Figure 4.7 Averages of VPD (a) and ASW (b) modifiers comprising the compound water-related 





Growth and yield equations 
In Chapter 3, it was observed that soil water potentially available has an effect on the asymptote 
of most variables of both species, therefore that alternative was also assessed on light-based 
equations. This was made by adding a water-related index computed as a 30-year average of 
monthly light sums constrained by waterMod, ?̅?𝜃𝐷. When analysing the inclusion of the variable 
through a hypothesis testing dataset (also utilized for testing explanatory variables in augmented 
models in Chapter 3), it was found significant for all the components except SDd for both species, 
and it was tested later using the modelling dataset. Although, for E. grandis the inclusion of the 
water related index in the asymptote presented a logical effect and a substantial improvement of 
the models, for P. taeda a clear effect was not observed and was not included, therefore all the 
modelled components remained with a fixed asymptote.  
Results of fittings for each component as well as comparisons regarding the use of information 
(tilted vs plane surface, and several modifiers) are presented in the next section. 
Dominant height 
The equation with the smallest RMSE was Von Bertalanffy-Richards for both species, represented 































Where 𝑅𝜃𝐷𝑇1 and  𝑅𝜃𝐷𝑇2 are radiations modified by water balance respectively, VPD, and temperature 
modifiers and aggregated up to 𝑡1 and 𝑡2 respectively, and ?̅?𝜃𝐷 is a 30-year average of monthly radiation 
for the site modified by waterMod. 
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 A comparison of errors of different alternatives regarding the use of slope and aspect for 
computing radiation as well as different combinations of restriction factors are depicted in Table 
4.2 ordered by the error magnitude.  Equations with skewed residual distributions were not 
considered in the rank.  
In general, differences between all the alternatives were small for both species. PULS computed 
using the water related factor (𝑅𝜃𝐷) (either considering tilted or flat terrain) gave the lowest error 
by a small margin. RMSE of the options considering slope and aspect were almost identical to the 
RMSE values estimated using light sums assuming flat surfaces. 
Despite not being the alternative with lowest errors, 𝑅𝜃𝐷𝑇 was chosen since differences with other 
options are small and it comprises a more complete description of growing conditions. Selected 
alternatives are highlighted in Table 4.3 and the parameters are presented in Table 4.4, whereas 
residuals of the fitting as well as residuals using the independent dataset are shown in Figures 4.8 
and 4.9 respectively. 
Table 4.3 Comparison of errors of the best three restricted light sums types with and without 
considering slope and aspect to model hdom. 
 Pinus taeda Eucalyptus grandis  
Surface 
PULS 
 type  



















𝑅𝜃𝐷 0.917 0 0 𝑅𝜃𝐷 1.618 0 0 
𝑹𝜽𝑫𝑻 0.932 1.6 - 𝑹𝜽𝑫𝑻 1.624 0.4 - 
𝑅𝜃 0.956 4.1 - 𝑅𝜃 1.643 1.5 - 
Plane 
𝑅𝜃𝐷 0.916 0 -0.1 𝑅𝜃𝐷 1.620 0 0.1 
𝑅𝜃𝐷𝑇 0.931 1.6 - 𝑅𝜃𝐷𝑇 1.624 0.2 - 
𝑅𝜃 0.955 4.1 - 𝑅𝜃 1.645 1.5 - 
RMSE: root mean square error 
1Differences within the same group regarding the use of slope and aspect 





Table 4.4 Parameters of the equations selected for modelling hdom using PULS approach. 
Species Eq. - 𝒂/𝒂𝟎 𝒂𝟏 𝒃 
P.taeda 4.32 
Estimate 30.116567 - 0.041078 
SE 0.329911 - 0.000743 
p-value <0.001 - <0.001 
E.grandis 4.33 
Estimate 14.815317 0.140033 0.035879 
SE 1.936893 0.009702 0.001230 
p-value <0.001 <0.001 <0.001 
 
 
Figure 4.8 Residuals of the selected equation for modelling hdom for P. taeda (a, b, and c) and E. 
grandis (d, e, and f). 
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Residuals plotted against the predicted variable as well as the independent variables showed 
minimal bias for both species, as also did residuals using the validation dataset. The interval with 
95% of confidence for the slope of observed vs predicted values were: 0.99-1.01 for P.taeda, and 
1.00-1.02 for E.grandis, whereas the RMSEs using the validation dataset were 0.884 and 1.518 
respectively. 
 
Figure 4.9 Residuals using the validation dataset for P. taeda (a) and E. grandis (b) with lowess 
line (red). 
 
Net Basal Area 
Different equations performed best for each studied species: equation 4.34 (Von Bertalanffy-
Richards polymorphic) had the smallest errors for P. taeda whereas the equation 4.35 (Schumacher 
polymorphic with one parameter) had the smallest RMSE for E. grandis. Those equations are: 


























Where 𝑅𝜃𝐷𝑇1 and  𝑅𝜃𝐷𝑇2 are radiations modified by water balance, VPD, and temperature modifiers and 
aggregated up to 𝑡1 and 𝑡2 respectively, and ?̅?𝜃𝐷 is a 30-year average of monthly radiation for the site 
modified by water balance and VPD. 
For both species differences between options using the slope and aspect information and the 
options that do not use this information were minimal. PULS alternatives also showed small 
differences, however for E. grandis those differences were slightly larger. For both species PULS 
formulation that better adjusted to the data was 𝑅𝜃𝐷, followed by 𝑅𝜃𝐷𝑇, and 𝑅𝜃. The second was 
the formulation selected (highlighted in Table 4.5) since differences in precision with respect to 
the best alternative were very small and the full formulation offers the possibility of adding 
temperature effect to predictions (as indicated previously). Parameters are shown in Table 4.6. 
Table 4.5 Comparison of errors of the best three restricted light sums types with and without 
considering the slope and aspect to model G for each species. 























𝑅𝜃𝐷 2.767 0 0 𝑅𝜃𝐷 2.879 0 0 
𝑹𝜽𝑫𝑻 2.803 1.3 - 𝑹𝜽𝑫𝑻 2.926 1.6 - 
𝑅𝜃 2.815 1.7 - 𝑅𝜃 3.005 4.2 - 
Plane 
𝑅𝜃𝐷 2.778 0 0.4 𝑅𝜃𝐷 2.880 - 0.03 
𝑅𝜃𝐷𝑇 2.813 1.2 - 𝑅𝜃𝐷𝑇 2.927 1.6 - 
𝑅𝜃 2.822 1.6 - 𝑅𝜃 3.010 4.3 - 
RMSE: root mean square error. 
1Differences within the same group regarding the use of slope and aspect 




Table 4.6 Parameters of the equations selected for modelling G using PULS approach. 
Species Eq. - 𝒂/𝒂𝟎 𝒂𝟏 𝒃 𝒄 
P.taeda 4.34 
Estimate 60.81 - 0.06975 - 
SE 92.7    - 9.491e-04 - 
p-value <0.001 - <0.001 - 
E.grandis 4.35 
Estimate 3.2921722 0.0030941 - 0.9017980 
SE 0.0942913 0.0004362 - 0.0204746 
p-value <0.001 <0.001 - <0.001 
 
Residuals plots of the fitting and validation of the chosen alternatives are shown in Figures 4.10 
and 4.11 respectively. No strong tendencies were found with respect to bias for any of the species. 
The interval with 95% of confidence for the slope of independent observations vs predicted values 
were: 1.00-1.04 for P.taeda, and 0.96-1.00 for E.grandis, whereas the RMSE using the validation 
dataset was 2.978 and 2.386 respectively. 
Figure 4.10 Residuals of the selected equations for modelling G for P. taeda (a, b, and c) and E. 









For 𝑑𝑚𝑎𝑥, the equation selected was a Schumacher polymorphic with 2 parameters for both species 
(Eq. 4.36 and 4.37). Once again, the use of slope and aspect information had almost null influence 
over the standard error.  
The ranks regarding PULS formulation were the same for both species, with a better fitting of the 
formulation using 𝑅𝜃𝐷, however differences in RMSE were very small with respect to the other 
options. Hence the full formulation was selected (highlighted in Table 4.7). Parameters of the 



































Where  𝑅𝜃𝐷𝑇1 and  𝑅𝜃𝐷𝑇2 are radiations modified by water balance, VPD, and temperature modifiers and 
aggregated up to 𝑡1 and 𝑡2 respectively, and ?̅?𝜃𝐷 is a 30-year average of monthly radiation for the site 
modified by water balance and VPD. 
Table 4.7 Comparison of errors of the best three restricted light sums types with and without 
considering the slope and aspect to model dmax for each species. 























𝑅𝜃𝐷 1.753 - 0 𝑹𝜽𝑫𝑻 2.017  0 0 
𝑹𝜽𝑫𝑻 1.787 1.9 - 𝑅𝐷𝑇 2.023 0.3 - 
𝑅𝜃 1.811 3.2 - 𝑅𝜃 2.051 1.7 - 
Plane 
𝑅𝜃𝐷 1.754 - 0.06 𝑅𝜃𝐷𝑇 2.017  0 0 
𝑅𝜃𝐷𝑇 1.788 1.9 - 𝑅𝜃𝐷 2.022 0.2 - 
𝑅𝜃 1.812 3.2 - 𝑅𝜃 2.053 1.8 - 
RMSE: root mean square error. 
1Differences within the same group regarding the use of slope and aspect 
2Differences between the best option per group for comparing the inclusion of slope and aspect information. 
 
Table 4.8 Parameters of the equations selected for modelling 𝒅𝒎𝒂𝒙 using PULS approach. 
Species Eq. - 𝒂/𝒂𝟎 𝒂𝟏 𝒄 
P.taeda 4.36 
Estimate 4.25329     - 0.83895     
SE 0.01942 - 0.01361 
p-value <0.001 - <0.001 
E.grandis 4.37 
Estimate 2.6107845         0.0124875 0.2622174     
SE 0.1482065 0.0007718 0.0122268 




Plots of residuals against modelled and independent variables did not show marked bias (Figure 
4.12) and neither did residuals plotted using the independent dataset (Figure 4.13) for none of the 
species studied. The interval with 95% of confidence for the slope of independent observations vs 
predicted values were: 1.03-1.06 for P.taeda, and 0.88-0.93 for E.grandis, whereas the RMSE 
using the validation dataset was 1.886 and 2.009 respectively. 
 
 
Figure 4.12 Residuals of the selected equations for modelling 𝒅𝒎𝒂𝒙 for P. taeda (a, b, and c) and 





Figure 4.13 Residuals using the validation dataset for P. taeda (a) and E. grandis (b) with lowess 
line (red). 
 
Standard deviation of diameters 
The equation that showed a better fit for SDd  was the Von Bertalanffy-Richards (Eq. 4.38) for both 
species. Considering slope and aspect did not show significant improvement of the RMSE, whereas 
the differences regarding the use of PULS calculated using different combination of modifiers was 
almost null for both species also for this stand descriptor. The PULS option applying all three 
modifiers was the formulation chosen for both species (highlighted in Table 4.9). The equations 
for Pinus taeda and Eucalyptus grandis has the form: 








Where  𝑅𝜃𝐷𝑇1 and  𝑅𝜃𝐷𝑇2 are radiations modified by water balance, VPD, and temperature 
modifiers and aggregated up to 𝑡1 and 𝑡2 respectively, and ?̅?𝜃𝐷 is a 30-year average of monthly 
radiation for the site modified by water balance and VPD. 




Table 4.9 Comparison of errors of the best three restricted light sums types with and without 
considering the slope and aspect to model SDd for each species. 




























0.482 - 0 
𝑹𝜽𝑫𝑻 
𝑅𝜃𝐷 
0.518 0 0 
𝑹𝜽𝑫𝑻 
𝑅𝜃𝑇 
0.483 0.2 - 𝑅𝜃 0.520 0.4 - 




0.482 - 0 
𝑅𝜃𝐷𝑇 
𝑅𝜃𝐷 
0.518 0 0 
𝑅𝜃𝐷𝑇 
𝑅𝜃𝑇 
0.483 0.2 - 𝑅𝜃 0.520 0.4 - 
𝑅𝐷 0.485 0.6 - 𝑅𝜃 0.522 0.8 - 
RMSE: root mean square error. 
1Differences within the same group regarding the use of slope and aspect 
2Differences between the best option per group for comparing the inclusion of slope and aspect information. 
 
Table 4.10 Parameters of the equations selected for modelling SDd using PULS approach. 
Species Eq. - 𝒂 𝒃 
P.taeda 4.38 
Estimate 4.912066    0.031274    
SE 0.120853    0.001734    
p-value <0.001 <0.001 
E.grandis 4.38 
Estimate 11.517349 0.017177 
SE 0.527159 0.001575 
p-value <0.001 <0.001 
Plots showing the distribution of residuals against the modelled variables as well as the 
independent variables, and plots of residuals of validation are shown in Figures 4.14 and 4.15 
respectively. Although, no strong patterns were found using the modelling dataset, some bias was 




Figure 4.14  Residuals of the selected equation for modelling 𝑺𝑫𝒅 for P. taeda (a, b, and c) and 
E. grandis (d, e, and f).  
 
The intervals with 95% of confidence for the slope of independent observations vs predicted values 
were: 1.01-1.07 for P.taeda and 1.92-1.97 for E.grandis, whereas the RMSE using the validation 




Figure 4.15 Residuals using the validation dataset for P. taeda (a) and E. grandis (b) with lowess 
line (red). 
It must be considered that in Figures 4.14a, 4.14b and 4.15a lowess lines show pessimistic 
estimates of bias in regions of plots where there are very few points. 
Testing the effect of changes in site conditions on growth  
The behaviours of models based on modified radiation sums under different climate conditions 
were assessed by plotting projections for combinations of rainfall and temperature regimes. In 
order to compare scenarios based on realistic but contrasting conditions, data from 3 areas of the 
country as shown in Figure 4.16 were used given the spatial variation of minimum and maximum 
temperature and rainfall (see Figures 4.2-4.4). In this way, growth under historical conditions for 
a plot in a central location was compared to growth under increased temperature regimes from a 
Western location, and increased rainfall regimes from a Northern location. Monthly climate 
information of 17 years was applied and the series was repeated from the beginning to complete 





Figure 4.16 Location of plots with contrasting temperature and rainfall regimes used to assess 
changes in growth conditions in a simulation plot. Temperature values are averages of the studied 
period. 
The simulation plot was located 31 o 44’ 46’’ latitude S and 55o 49’ 06’’ of longitude W, where 
soils have a water holding capacity of 168 mm, a slope of 2.9 degrees oriented to East, and 148 m 
of altitude. Temperature and rainfall combinations analyzed are depicted in Table 4.11. Simulation 
was initialized with real values of plots growing in the Central location for both species. 
Table 4.11 Temperature and rainfall conditions assessed and 30-year monthly averages of 
potentially useable radiation sums modified by VPD and water balance (?̅?𝜽𝑫) for the given 
condition. ?̅?𝜽𝑫 is used only for E. grandis (see eq. 4.33, 4.35, and 4.37). 
Average monthly 
temperature          
(oC) 
Average monthly 




17.5 1230 225 
17.5 1480 243 
19.4 1230 213 




Time series of the modifiers (water balance, temperature, and VPD) calculated for contrasting 
conditions are shown in Figure 4.17 and 4.18 for Pinus taeda and Eucalyptus grandis respectively. 
Warmer temperatures caused a decrease in water availability and an increase in VPD restrictions. 
However an increase in temperature signified a more restrictive regime for the pine species and 
less restrictive one for the eucalypt species. Higher temperature had opposing effects on vapor 
pressure and water balance modifiers with respect to the temperature modifier for E. grandis 
compared to P. taeda.  
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Figure 4.18 Time series of the modifiers for different temperature and rainfall regimes for 
Eucalyptus grandis. 
Radiation sums for all the temperature and rainfall regime combinations are depicted per species 
in Figure 4.19. Light accumulation over time was higher when temperature was lower and rainfall 
was heavier, and lower when temperature was higher and rainfall was moderate for both species. 
Figures 4.20 and 4.21 show growth as a function of modified radiation sums for each state variable 
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Figure 4.19. Potentially useable radiation sums for the combination of temperature and rainfall 
tested for (a) Pinus taeda, and (b) Eucalyptus grandis. 
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For both species, growth was higher for the regimes combining higher rainfall and lower 
temperature (1480 mm and 17.5 oC) and lower for the combination of lower rainfall and higher 
temperature (1230 mm and 19.1 oC). However, for the pine species regimes with lower temperature 
yielded better growth rates (Figure 4.20), whereas for E. grandis the regimes with higher rainfall 
were the ones that favoured growth the most (Figure 4.21). Moreover, differences between the less 
favourable regimes were not so clear for the standard deviation of diameters but conspicuous for 
maximum diameter of the eucalypt species. For the pine species, differences between regimes were 
smaller compared to the eucalypt species, and minimal for basal area when stand age approached 
25 years. 
 
Figure 4.20 Growth curves for the modelled variables as a function of time for the radiation 
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Figure 4.21 Growth curves for the modelled variables as a function of time for the radiation 
sums calculated for the spam of growth conditions analysed for Eucalyptus grandis. 
 
DISCUSSION  
This study shows that the PULS approach can be used to predict growth and stand dynamics of 
contrasting species at a regional scale. All four state variables for Pinus taeda and Eucalyptus 
grandis: dominant height, net basal area, maximum diameter breast height and standard deviation 
of diameters showed acceptable fitting when adjusted as functions of restricted light sums. 
There are no (known) records of the use of light sums for modelling maximum diameter or 
standard deviation of diameters. Both variables are important for estimating diameter distributions 
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approach. Using resource-driven diameter distributions would show whether or not changes in 
growth factors affected stand structure and how those changes influenced product volumes.   
A study of different alternatives of cumulative radiation for modelling the stand descriptors 
provided an insight of key factors influencing growth. For the majority of the state variables, the 
modifiers observed to excerpt the most influence were the ones related to the water status of the 
stands, followed by the full formulation (using the most restrictive element between vapour 
pressure deficit and water balance, and temperature), and the modifier accounting for water 
balance alone in third place. Although differences in the standard error between the best three 
PULS formulations were small, those differences were larger when modelling dominant height, 
basal area, and maximum diameter, whereas for standard deviation of diameters error differences 
between the formulations were almost non-existent. For most of the variables, radiation sums 
restricted solely by temperature presented the poorest fittings for both species. 
For both species the modifiers that had the most influence were the water balance and VPD 
modifiers. For P. taeda, water and temperature are key drivers of productivity (Teskey et al., 
1987), although across its natural range soil nutrient availability is suggested to be to be one of the 
most influencial factors  (Allen and Albaugh, 1999; Jokela et al., 2004; Hebert and Jack, 1998). 
The sensitivity of P. taeda to VPD, soil water content, and photosynthetically active radiation was 
verified by Ford et al (2004), the sensitivity to the first two factors was indicated by (Manogaran, 
1973) and confirmed in Uruguay by Gándara et al., (2014). For E. grandis hybrids, soil water 
content and atmospheric humidity was proven to be major growth modifiers in Brazil (Almeida et 
al., 2007; Stape et al. , 2008, 2010). Ryan et al., (2010) demonstrated that wood primary 
productivity increases due to increases in light interception, as well as photosynthetic efficiency, 
and partitioning to wood, when eucalypts are irrigated. An extensive review documenting the eco-
physiology of productivity in eucalypts was presented by Whitehead and Beadle, (2004) who 
emphasized the enormous increase in light use efficiency that the species can achieve in well-
watered soils as well as the high sensitivity of stomata in this species to vapour pressure deficit. 
On the other hand, the findings from the present study contrast with the results reported by Mason 
et al. (2011), who found temperature to be the factor that most restricted light use by Pinus radiata 
in New Zealand. However, this is not surprising given that in the study region in Uruguay, in 
contrast to New Zealand, temperature variation is small. This is reflected in the narrow ranges and 
high values of the averages for this modifier showed in Figure 4.6.  
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Results of this study also suggest that temperature could be slightly more restrictive for eucalyptus 
than for the pine species, which is consistent with the fact the average annual temperature, ranging 
spatially from 17.7 to 19.8 ºC (Castaño et al., 2011), corresponds better with the optimum growth 
temperature for Pinus taeda.   For the other two modifiers, ranges between the two species were 
similar.  
The importance of accounting for orientation and slope for computing the amount of light received 
by a surface in order to be used in this approach was also tested. Results showed that computing 
radiation considering a tilted surface did not improved the quality of the model fit. The fact that 
maximum slope values found in this study were 10 degrees and most of the plots were located in 
sites with milder slopes could have contributed to these results. Therefore it is possible that the 
methodology loses sensitivity in flatter terrains. However, this should be tested in sites with a 
wider range of slopes. Coops et al. (2000) showed that differences in incoming radiation between 
surfaces tilted to a variety of slopes and different orientations are worth considering when 
estimating incoming radiation for its application in forest eco-physiology. The study also showed 
that largest slopes presented larger estimation errors when reflected radiation was not considered.  
In this work, the methodology used was the one proposed by Tian et al. (2001), who also registered 
differences in estimated global radiation considering  slopes and aspects at a daily timestep.  Given 
that the digital terrain model from which slope and aspect information were extracted had a fairly 
fine scale (30 x 30 m), sufficient precision regarding this information would not be a main limiting 
factor.    
When assessing the behaviour of the model for contrasting combinations of rainfall and 
temperature, the approach showed sensitivity to an increase of 2 oC in average temperature and 
250 mm of rainfall, with a positive effect of rainfall increase and temperature decrease on growth 
for all response variables. The analysis showed differences between species regarding effect of 
climate factors on growth in the ranges studied. Because of the effect of a 30-year monthly average 
of radiation sums restricted by water balance or VPD on the asymptote in Eucalyptus grandis, 
differences between values of the variables under contrasting regimes were larger at the end of the 
projection period for this species. The analysis undertaken also served as an example of the 
possibilities of this methodology; it could be extended to test changes in water holding capacity of 
soils, as well the effect of droughts at different moments throughout the lifetime of the stands, or 
increases in temperature, for instance.  
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Soil information was provided by a rather coarse scale map, hence information about water holding 
capacity as well as soil texture would be expected to improve if finer scale maps were utilized. 
Further improvement with specific information about tree rooting depth in order to better estimate 
water holding capacity of stands would also be expected to enhance results of the tested approach 
in Uruguay. However, it was proved in this study that the methodology yields reasonable results 
using soil information that is currently available in Uruguay. 
Recently, Gonzalez-Benecke et al. (2016)  reported a new set of parameters to be used in the 3-
PG model for Pinus taeda, and tested the model in plantations of this species in Uruguay. In their 
study, the authors used water holding capacity maps similar to the one used in this study as well 
as publicly available climate information. The model showed very good behaviour for estimating 
above ground biomass as well as the main mensurational variables. These are promising results 
which add weight to the potential application of model developed in this study since relying on 
stable physiological parameters is crucial for its improvement. Moreover, it also confirms that 
climate and soil information publicly available in Uruguay will produce acceptable results in 
physiological or hybrid models. 
CONCLUSIONS 
Results presented here suggest that PULSE can be used to predict a complete set of variables that 
characterize stand growth for contrasting species, as a basis for its use in forecasting systems in 
Uruguay. 
The study of different alternatives of restricted cumulative radiation provided an insight of the 
factors driving growth at a regional scale. Water availability and vapour pressure deficit were the 
main factors (of the three studied) restricting potentially useable radiation for Pinus taeda and 
Eucalyptus grandis. However, the use of all three modifiers is recommended in order to make the 
most of the information offered by this approach. 
 Taking account of slope and azimuth (tilt) in computing light sums made little or no contribution 
to reducing fitting errors for the species and region studied. 
When analysing changes in climate variables such as rainfall and temperature all the components 
showed consistent results with varied levels of sensitivity to changes depending on the species and 
the state variables assessed. 
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Precision of the hybrid approach presented here may tend to increase in the future with updated 
physiological parameters as well as increases in precision of climate and soil information. For the 




CHAPTER 5  
MODELLING MORTALITY USING A HYBRID 
PHYSIOLOGICAL-MENSURATIONAL APPROACH 
INTRODUCTION 
Estimates of mortality are essential when modelling forest dynamics due to their influence on basal 
area yield and individual tree size, however the complexity of interactions among individuals as 
well as between individuals and environmental agents (biotics and non-biotics) make mortality 
forecasting difficult.  
Individual mortality is a discrete event and can be modelled either through a stochastic approach, 
where a probability of death is used; or through a deterministic approach where a threshold level 
is related to individual death  (Hawkes, 2000). Even-aged stand modelling usually includes the 
first approach using the logistic function to predict mortality (Monserud, 1976; Monserud and 
Sterba, 1999). For populations, the change in number of stems per hectare per time unit (stocking) 
is often represented by inverse sigmoidal functions (Clutter et al., 1983). Either modelling 
mortality or stocking, the use of explanatory variables as age, size, and competition can be used to 
enhance predictability. 
Regular (or non-catastrophic) mortality has been associated with competition, however 
competition is not a cause of death by itself and it is rather a factor that influences the susceptibility 
of trees to pests or stress (Weiskittel et al., 2011). Hawkes (2000) refers to mortality as “a 
cumulative build-up of chronic stress rather an instantaneous response to stress”. Vigour change 
is the key concept driving mortality since past events that reduce vigour increase susceptibility to 
mortality agents (Das et al. 2007), and hence the likelihood of survival (Mangel and Bonsall, 
2004). Manion (1991) and Manion and Lachance (1992) proposed a model of interactions between 
factors that drive mortality in the form of a three-tiered spiral. In the model, the outer ring is given 
by predisposing site characteristics (such as moisture holding capacity, compaction, drainage, 
pollution), and plant characteristics (given mostly by age and genetics). The second level 
comprises “inciting” factors mostly related to events that can cause temporary stress such as 
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drought and frosts; whereas the third level is related to biotic contributing factors such as fungi, 
insects, nematodes, and bacterial infections. Tree vigour translates to tree growth and size, and 
both metrics are often used to predict mortality risk when following the aggregative approach 
mentioned. Pedersen (1998) found distinctive pre-mortality patterns in a large-interval scale, and 
that stress episodes decrease vigour increasing susceptibility to further stresses, in accordance to 
Manion’s model. Antos et al., (2008) found that basal area growth diminished considerably in a 
long period prior to death, whereas Das et al. (2007) found that along with slow diameter growth, 
abrupt growth decline is also associated with an increase in mortality probability. Moreover, 
results suggested a differential interval length of the period where growth decreases prior to dead 
for different species related to growth habits such as shade tolerance.  
Waring (1983) pointed to the utility of a growth efficiency concept, defined as wood production 
per unit leaf area, as an “index of tree vigour since proportion of carbohydrates allocated to wood 
production decreases in parallel with a tree’s resistance to insect attack and production of 
protective compounds”. Prolonged stress lowers the photosynthetic activity of trees and their 
ability to accumulate reserves (Waring, 1983). Following this work, Prentice and Leemans (1990) 
as well as  Nikolov and Fox (1994) used growth efficiency to model probability of death. Prentice 
and Leemans used relative growth efficiency, assumed as the ratio of realized growth efficiency 
and the maximum efficiency for the species, to classify vigorous (with low probability of death) 
and suppressed trees (with high probability of death). When efficiency is less than a minimum, a 
tree is assumed to be suppressed. This minimum is a “prescribed” threshold value (Prentice et al., 
1993; Prentice and Leemans, 1990). 
Analogously, light-use efficiency (LUE) principles characterize the resources that are available 
for growth, maintenance and reserve, and it depends on the action of environmental factors, 
therefore, principles related to LUE could be as well applied to improve mortality predictions. For 
example,  Peterman et al., (2013) used the 3-PG model to assess yearly changes in gross primary 
productivity (GPP) associated to drought induced mortality. It is hypothesized here that the 
aggregated growth restrictions considered in a LUE context could represent the accumulation of 
stress factors that lead certain trees to death. In this sense, the approach could account for some of 
the pre-disposing and inciting factors posed by Manion (1991). In regimes where production is 
deeply related to water availability, as is the case in this study, drought periods could represent 
one of the main stress factors.  
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The physiological mechanisms leading to death caused by water stress are under discussion, with 
the coexistence of two main theories: i) carbon starvation and ii) hydraulic failure (Sala et al., 
2010; McDowell et al., 2011) . The first mechanism predicts carbon depletion due stomatal closure 
to avoid water loss with a subsequent reduction of gas exchange and CO2 assimilation, whereas 
the second is related to irreversible desiccation of tissues due extreme loss of water. Under a 
scenario of uncertainty of the physiological mechanisms associated to water-stress induced death, 
an “aggregate measure of fitness” (Meir et al., 2015) such as net primary productivity, non-
structural carbon production, growth efficiency or leaf area (McDowell et al., 2011) are options 
often considered.  
The objectives of this work were: 
i) To model mortality applying a hybrid physiological-mensurational approach based on 
potentially useable light sums (PULS). 
ii) To test whether information of historical stress conditions could be good predictors of 
mortality at a stand level in a hybrid approach. 
METHODS 
Mortality is necessarily modelled using permanent sample plot data, but coping with different 
measurement intervals can lead to over or underestimations of stocking depending on the 
occurrence of mortality in that period. To avoid this problem, Woollons (1998) proposed a two-
step method where a function of probability of death occurrence is predicted first, while in a second 
step sigmoidal function of stocking is fitted using only the plots with death events. The approach 
was adopted in this study and different description levels of resource availability or stress were 
tested for modelling probability of mortality (step 1), whereas one formulation was tested for 
modelling mortality rate (step 2). Differences in growth rates were deeply related to water 
availability for both species, according to results described in previous chapters, hence restrictions 
mainly related to water were considered as following. Although frosts represent a source of stress 
for E. grandis in Uruguay, this phenomenon is rather local, and plantations are usually spatially 
arranged in the slopes in a way to avoid lowest temperatures in winter and subsequent damage. 




Probability of mortality 
Three strategies were tested for modelling probability of mortality:   
 Formulation 1: Stand + site variables 
 Formulation 2: Stand variables + average of potentially useable light sums adjusted by 
water related modifiers (waterMod) 
 Formulation 3: Stand variables  + accumulation of long and short term water stresses 
For all three formulations, time has been replaced by radiation sums modified by temperature, 
vapour pressure deficit, and water balance, therefore 𝑡1 has been substituted by 𝑅𝜃𝐷𝑇1 (see Chapter 
4) and Interval (Int) is computed as the difference between 𝑅𝜃𝐷𝑇2  and 𝑅𝜃𝐷𝑇1. 
The first formulation represents an option with the least physiological information. It is given by 
the model chosen to model probability of mortality (through mensurational equations) in Chapter 
3 for each species with the mentioned substitutions. The second option includes a monthly 30-year 
average of light sums modified by water related factors only (?̅?30), which represents average 
growth/stress conditions for each plot. This variable was tested in Chapter 4 for modifying the 
asymptote of growth curves and found to improve model behaviour for E. grandis only. The third 
option includes accumulation of water stress. Provided that the length and the severity of stress 
events are relevant, e. g. Myers and Landsberg (1989) found that the reduction in dry matter 
production was greater if trees were subjected to moderate water stress for a long period than to 
severe water stress for short period. Variables tested were: a) accumulated prolonged, moderate 
stress, and b) accumulated short-term, severe stress. Those variables were computed utilizing the 
water related modifier (waterMod, which is the minimum value between the vapour pressure 
deficit (VPD) modifier and the soil water modifier), as follows: 
a. Number of consecutive months since planting where 𝑤𝑎𝑡𝑒𝑟𝑀𝑜𝑑 ≤ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 1 during 
the growing period, given a minimum of 3 months of stress duration. 
b. Number of total individual months since planting where 𝑤𝑎𝑡𝑒𝑟𝑀𝑜𝑑 ≤
 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 2  during the growing period. 
Since 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 1 accounts for moderate stress and 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 2 for severe stress, then 
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 1 >  𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 2. Moreover, it is unknown at  what level of stress mortality is most 
likely to be related, therefore decreasing thresholds were tested starting with the average of the 
minimum value of the water related modifier computed for both species (see ranges in Figure 4.6). 
151 
 
The growing season was considered from September to May. Long-term (moderate) and short-
term (severe) water stress variables are summarized in Table 5.1.  
The first and the second option are based on general growth conditions and average site water 
conditions on plot sites, the third option includes specific information of water stress episodes 
throughout the life of stands. In this sense, there is an improved mechanistic link between growth 
and water stress from the first to the third option. 
Table 5.1 Summary of variables tested in the formulations 2 and 3. 
Variable 
(units) 
Computation Threshold  Acronym 
Pinus taeda Eucalyptus grandis 














0.40 L40 0 5 21 0 4 34 
0.35 L35 0 4 20 0 3 27 
0.30 L30 0 3 17 0 2 24 











 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑   
0.25 S25 0 11 48  0 16 53 
0.20 S20 0 10 42 0 14 46 
0.15 S15 0 9 34 0 13 39 
0.10 S10 0 7 26 0 10 34 
















- ?̅?𝜃𝐷 207 257 288 202 225 275 
For the three strategies all the stand variables used in the chosen model in Chapter 3 for each 
species where initially included and a backward elimination process was undertaken in order to 
define the final model. In this procedure, one variable is eliminated at a time based on the higher 
p-value less than the α-criterion, and a refit sequence is carried out until all variables are significant 
in the model. For the third formulation, long and short term water stress variables were tested 
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separately in the model and the variable of each group that provided the lowest AIC value for the 
model was included and the model was re-fitted and tested with both.  
Mortality rate 
The inclusion of variables that change for each projected interval operates against the path 
invariant property, hence for this step formulation 3 could not be tested. The equations used were 
the ones chosen in Chapter 3, for which age (𝑡1 and 𝑡2) was substituted by the corresponding 
radiation sums modified by temperature, water balance and vapour pressure deficit (𝑅𝜃𝐷𝑇2  and 
𝑅𝜃𝐷𝑇1).  
Data and statistical analysis 
Stand information used was derived from the dataset utilized in Chapters 3 and 4; a modelling and 
an independent dataset were employed in the same way, and the methodology for fitting, testing 
variables, and validating mortality equations was as detailed in Chapter 3. A summary of the 
dataset is presented in Table 5.2. Likewise, significances of all variables included in the final 
models for each species were checked using a correlation-free hypothesis testing dataset where 
only one interval per plot was included, and the multi-colinearity between predictors was checked 
through the variance inflation factor (VIF). The potentially useable light sums computations for 




Table 5.2. Summary of the information used in the analysis. 
 
RESULTS 
Probability of mortality  
For Pinus taeda, the formulation applying long and short-term stress variables selected using the 
modelling dataset was discarded since the stress variables were not significant when tested with 
the hypothesis testing dataset. Therefore only the equations corresponding to Formulations 1 and 
2 were further studied, which correspond to equations 5.1 and 5.2 respectively. Statistics of fit 
depicted in Table 5.3 show that differences between both models were small; however, equation 
5.2 presented a smaller Akaike information index and was selected. The equation indicates that 
the probability of mortality increased with higher stocking, higher standard deviation of diameters, 
longer projection intervals and lower values of mean modified light sums (Table 5.4). Probability 








P. taeda E. grandis 
Mean Min. Max. SD Mean Min. Max. SD 
PSP number - - 727 - - - 315 - 
Number of plot 
measurements  
4.00 2.00 11.0 - 4.00 2.00 11.0 - 
t (years) 7.13 2.00 25.9 3.20 6.95 1.18 18.7 3.47 
hdom(m) 10.6 2.20 27.0 4.65 21.2 4.40 46.6 7.86 
dm (cm) 17.2 2.30 41.9 7.56 17.6 3.10 45.2 7.18 
SDd (cm) 2.20 0.11 8.42 0.96 3.42 0.64 10.5 1.43 
G (m2.ha-1) 15.6 0.10 53.6 10.9 19.2 0.78 58.1 8.95 
N (stems.ha-1) 624 100 1667 180 886 87.0 1775 393 
Plot size 338 200 500 84.0 682 400 2250 315 
SWPA (mm) 148 85.1 179.6 33.8 140.5 85.1 180.6 30.0 
Elev (m) 151 61.0 256 32.5 121 21 201 57.0 
𝛽  (%) 5.00 0 >18 3.70 4.00 0 >18 3.33 
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where 𝑁1 and 𝑆𝐷𝑑1 are the number of stems per hectare and the standard deviation of diameters 









where ?̅?𝜃𝐷 is the monthly average of 30 years of radiation sums modified by vapour pressure 
deficit and water modifiers (in MJ.m-2)., and the rest of the variables as defined before. 
For the Eucalypt species, it was possible to model the probability of mortality using the three 
strategies proposed. Formulations 1 to 3 are represented by equations 5.3 to 5.5 respectively. For 
the approach considering the accumulation of water stress (Formulation 3), only the moderate 
long-term stress variable was included since the short-term water stress variable chosen was not 
significant when the model including both stress-related variables was tested using the hypothesis 
testing dataset.  The adjusted equations for E. grandis were: 
𝑃 =
1




where 𝑅𝜃𝐷𝑇1  is the radiation sums modified by vapour pressure deficit, water balance, and 
temperature at the beginning of the interval,  𝑆𝑊𝑃𝐴  is soil water potentially available (mm), 𝛽  is 
slope (percentage), and 𝛼𝑐  is the cosine of aspect modified by slope (see Chapter 3 for the details 














where 𝐿04 is the long-term moderate accumulated water stress with a threshold = 0.4 (months), 
and the rest of the variables as defined before. 
All three equations indicate that the probability of mortality increases with standard deviation of 
diameters and length of projection interval and smaller initial light sums (Table 5.3). Individually, 
eq. 5.3 suggests that the probability of mortality increases with increasing soil water potentially 
available, slope and Eastern aspects; whereas eq. 5.4 and 5.5 indicate that higher mean radiation 
sums and more severe long-term water stress accumulation respectively would increase the 
probability of mortality. Statistics of fit of equation 5.3 suggested a better fit and this equation was 
chosen. 
For both species, differences between formulations were small. 
Table 5.3 AIC, AUC, and percentage of correct predictions for the probability of mortality 
equations. 





5.1 1 4431 0.78 75 
5.2 2 4419 0.75 75 
E.grandis 
5.3 1 1676 0.84 75 
5.4 2 1817 0.81 74 
5.5 3 1794 0.81 74 




Table 5.4 Parameters of the probability of mortality equations compared. 
Species Eq - 𝒃𝟎 𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒃𝟒 𝒃𝟓 𝒃𝟔 𝒃𝟕 
P.taeda 
5.1 
Estimate -6.0144485 0.0052454 0.3060121 0.1676708 - - - - 
SE 0.2529117 0.0002849 0.0490241 0.0082107 - - - - 
p-value <0.001 <0.001 <0.001 <0.001 - - - - 
5.2 
Estimate -4.09449 0.005225 0.359153 0.177518 -0.008156 - - - 
SE 0.556856 0.000285   0.050976    0.008669 0.002135 <0.001 <0.001 <0.001 
p-value <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 
E.grandis 
5.3 
Estimate -9.5267038 0.0023578 0.826633 0.2300163 -0.1112372 0.037175 0.0923128 0.1384784 
SE 0.7210865 0.0002832    0.0847746    0.0176437   0.0159298   0.0042472    0.0349668    0.0404837    
p-value <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.01 <0.001 
5.4 
Estimate -10.5741 0.92885 0.22363 -0.15275 0.03943 - - - 
SE 0.8650   0.08133    0.01704 0.01465 0.00373 - - - 
p-value <0.001 <0.001 <0.001 <0.001 <0.001 - - - 
5.5 
Estimate -2.42929 0.96153 0.22595 -0.03273 -0.23050 - - - 
 SE 0.22526 0.08610   0.01688   0.01585   0.02050 - - - 




ROC curves and AUC values for the chosen equations for P. taeda and E. grandis (5.2 and 5.3 
respectively) are depicted in Figure 5.1. According to the discrimination rank for AUC values cited 
by Hosmer et al. (2013), the model selected for the pine species offered acceptable discrimination 
whereas the one chosen for the eucalypt species provided excellent discrimination. 
 
Figure 5.1 ROC curves for the probability of mortality equations chosen for (a) P. taeda and (b)  
E. grandis. 
Mortality rate 
For Pinus taeda, the inclusion of the 30-year monthly average term in the equation proposed by 
Woollons, (1998) was significant (Eq. 5.6), however the equation chosen in Chapter 3 for 
Eucalyptus grandis (Clutter et al., 1983)  did not show a good fit. The exponential decay 
anamorphic was the second best option in that study, hence it was tested showing satisfactory 
behaviour to be used with radiation sums. The average radiation sum term was significant when 
tested through the hypothesis testing dataset (Eq.5.7). The expressions for the adjusted P. taeda 




















where 𝑁1 is the number of stems per hectare at the beginning of the simulation interval, and, ?̅?𝜃𝐷 
is the monthly average of 30 years of radiation sums modified by vapour pressure deficit and water 
modifiers (in MJ.m-2)., and 𝑅𝜃𝐷𝑇1 and 𝑅𝜃𝐷𝑇2 are the radiation sums modified by vapour pressure 
deficit, water balance, and temperature at the beginning and end of the simulation of the interval 
respectively. 




where all the variables are as defined before. 
Statistics of fit and parameters of the mortality rate equations adjusted for each species are shown 
in Tables 5.5 and 5.6, while the residual analysis is shown in Figure 5.2. Residual distributions 
against predicted and independent variables were satisfactory for both species.  
Table 5.5 Statistics of fit of the equations chosen for modelling mortality rate. 
 
 
RMSE: root mean square error; MAB: mean absolute bias; EF: efficiency 
 
Table 5.6 Parameters of the equations selected for mortality rate. 
Sp. Eq. - 𝒃𝟎 𝒃𝟏 
P. taeda 5.6 
Estimate 0.3673939 -0.0011964 
SE 0.0467603    0.0001774   
p-value <0.001  <0.001 
E. grandis 5.7 
Estimate - -0.00005309 
SE - 2.611e-06   
p-value - <0.001 
Species Equation RMSE MR MAB EF 
P.taeda 5.6 92 -7 70 0.54 




Figure 5.2 Residuals of the selected equation for P. taeda (a, b, and c) and E. grandis (d, e, and 
f), including lowess line (red).  
 
Tests of the behaviour of mortality rate according to changes in ?̅?𝜃𝐷 showed opposing effects 
between species; for Pinus taeda higher ?̅?𝜃𝐷 raised the asymptote whereas for Eucalyptus grandis 
the asymptote was depressed when increasing ?̅?𝜃𝐷  (Figure 5.3). This means that while for the pine 
species the more favourable conditions the lower the mortality rate, for E. grandis the mortality 




Figure 5.3 Stocking curves for Pinus taeda (a) and Eucalyptus grandis (b) applying minimum 
(dashed), average (dotted), and maximum (solid) values of ?̅?𝜽𝑫 calculated for each species. Those 
values for P. taeda are 210, 250, and 280 MJ.m-2; whereas for E. grandis: 200, 235, and 270 MJ.m-
2 respectively. 
Validation of the selected set of equations 
Validation for both species was undertaken combining the two-step procedure using the 
probability equation chosen for each species first and the mortality rate model in the second step 
for checking the performance of the system with independent data. Residuals plots showed 
acceptable performance of the models adjusted for predicting mortality based on radiation sums 
for P. taeda (Figure 5.4) and for E. grandis (Figure 5.5). Also, log-log plots of stocking versus 
mean squared diameter suggests that mortality models behave well and in accordance with basal 
area models based on radiation sums developed for each species in Chapter 4, since projected 
trajectories indicate vigorous growth within the full stocking zone and mortality in the increasing 
competition zone just before the self- thinning line. Moreover, the behaviour shows congruence 




Figure 5.4 Residuals using the validation dataset for  P. taeda with lowess line (red), and log-log 
plots of projected stocking vs quadratic mean diameter trajectories younger than 25 years (dark 
grey) and older than 25 years (light grey) including increased competition and self-thinning lines. 
The self-thinning line has a slope of -1.605 (Reineke, 1933), whereas the increasing competition 
and the fully stocked lines are set to 35%  (dashed) and 55% (dotted) of the maximum Stand 
Density Index (SDI) as a reference. 
 
Figure 5.5 Residuals using the validation dataset for E. grandis, and log-log plots of projected 
stocking vs quadratic mean diameter trajectories younger than 20 years (dark grey) and older than 
20 years (light grey) including increased competition and self-thinning lines. The self-thinning line 
has a slope of -1.605 (Reineke, 1933), whereas the increasing competition and the fully stocked 




For P. taeda, the 95% confidence interval of the slope of observed vs predicted values ranged 
between 0.92 and 0.95, whereas the RMSE was 45 stems.ha-1. The corresponding values for E. 
grandis were: 0.98-1.00 for the 95% confidence interval, and 57 stems.ha-1 for the RMSE. 
DISCUSSION 
This study was oriented towards an understanding as to whether a hybrid physiological-
mensurational approach where age is replaced by light sums modified by factors representing 
physiological restrictions to growth (temperature, transpiration, and water available) could be 
applied to model mortality. Focusing on a two-step approach, the inclusion of physiological 
information was tested in both steps: to model the probability of mortality, and the mortality rate. 
Particularly, it was of interest to test whether estimations of the probability of mortality could be 
improved by incorporating information regarding the accumulation of water stress throughout the 
life of the stands.  
Potentially useable radiation sums were applied with satisfactory behaviours observed with 
mortality equations for both species according to the validation procedure and their use can be 
recommended within the limits established by the modelling dataset. 
Regarding the second objective of this study, results showed that increments of stress aggregation 
were not associated with increments of the probability of mortality for either of the species. The 
long term accumulated stress variable could initially be related to structural site characteristics 
(like shallow soils), while short term accumulated stress could be more associated with climate 
fluctuations and extreme drought events. Nonetheless, results showed that the incorporation of 
both kinds of stresses together did not predict any increase in mortality. Moreover, for P. taeda 
none of the stress-related variables were significant whereas for E. grandis only the long-term 
stress was significant and the variable using the mildest threshold provided the best fit. However, 
the effect of this variable on the probability of mortality was negative, showing that the longer the 
duration of water stress, the lower the probability of mortality (this will be discussed later). The 
lack of substantial association of aggregated water stress and mortality could be attributed to 
different causes. Initially possible issues with the formulation itself should be considered; for 
example regarding the use of the water modifier to be used as a stress reference. However, other 
studies related mortality and water stress using this relationship embedded in the 3-PG model (see 
Peterman et al., 2013). It is also possible that the approach is sensitive to the coarse scale soil 
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information used in this study (i. e. a finer soil scale map would provide a better correspondence 
between mortality and water availability). Another issue could be that despite the fact that very 
low values of the soil water modifier were found in the interval used, maybe water stress episodes 
were not severe enough to lead to mortality, since plantations are usually located in sites where 
growth conditions are thought to be favourable for the species in general. This hypothesis is more 
suitable for E. grandis, than for P. taeda since none of the formulations that represented water 
limitations showed a positive relation with mortality in E. grandis.   
The probability of mortality and mortality rate behaved logically with respect to site growth 
conditions for each species but were contradictory between species.  For the pine species the 
probability of mortality tended to increase, and the asymptote of mortality rate tended to fall with 
poorer site conditions related to the plant water status, for the eucalypt species both mortality 
components showed the opposite behaviour. Moreover, all the three formulations adjusted for 
predicting probability of mortality for E. grandis showed this same tendency: characteristics 
stimulating growth also tended to stimulate mortality.  
The fact that the models exhibited contradictory behaviours could be explained by differences with 
respect to water stress tolerance between species or other factors associated to competition. 
Because the eucalypt population comprised plots managed for pulp (with no thinnings) and 
managed for sawmilling (with thinnings), while the pine stands were mostly thinned, Stand 
Density Indices (SDI) were examined for each species to understand the differences in competition 
status of both populations. Minimum, average, and maximum SDI values were: 20, 392, and 1008 
for P. taeda; and 35, 431, and 1107 for E. grandis respectively. Those values and the SDI 
distributions depicted in Figure 5.6 indicate that E. grandis population shows slightly higher levels 
of competition in general. Observing the log-log plots of projected stocking vs quadratic mean 
diameter trajectories (Figures 5.4 and 5.5), self-thinning in E. grandis starts with a smaller mean 
quadratic diameter compared to P. taeda, which indicates that the self-thinning boundary for the 
eucalypt could be lower than the pine and competition starts sooner. However, this should be 
statistically tested in order to establish more solid conclusions. The generality of the self-thinning 
boundary among species has been a matter of discussion. Recent evidence shows that  the 
parameters that define this line (intercept and slope) vary from species to species, mostly due to 
species’ particular space needs and shade tolerance  (Pretzsch and Biber, 2005; Weiskittel et al., 
2009), where more tolerant species show steeper slope values. According to Burns and Honkala 
(1990) P. taeda is classified as intolerant to shading as an adult (but considered tolerant as a 
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seedling). However, Zeide (1985) remarks the difference between tolerance and self-tolerance, 
along with the lack of correspondence between those characteristics, and point to P. taeda as of 
intermediate self-tolerance among the Southern Pines studied. Eucalyptus grandis is considered 
very intolerant to shade and also root competition (Florence, 2004) (intolerance is very related to 
rapid growth and apical dominance). Eucalypts in general are also “crown-shy”, being very 
sensitive to abrasion of buds and young leaves by other leaves and branches (Jacobs, 1955).  
  
Figure 5.6 Histograms of Stand Density Index of Pinus taeda (a) and Eucalyptus grandis (b) for 
the two whole datasets.  
Regarding water requirements, in their natural habitat both species grow under similar 
precipitation regimes: from 1020 to 1630 mm per year for P. taeda (Schultz, 1997) and 1020 to 
1780 (Burns and Honkala, 1990) for E. grandis. Differences in tolerance between species in 
survival after water stress could be expected given the characteristic of eucalypts to recover from 
loss of functional shoots through accessory and epicormic buds, and also high growth speed in the 
case of E. grandis. Moreover, advantages of angiosperms compared to conifers regarding 
mechanisms to tolerate drought has been cited for Mediterranean species (Carnicer et al., 2013): 
for angiosperm it is expected that higher capacity to reverse embolisms, as well as maintenance of 
stomatal aperture during drought, and higher contents of non-structural carbohydrates (NSC), 
which play an important role in buffering water stress effects (see Sala et al., 2012), will confer 
improved drought tolerance. In contrast, in a recent study, Gonzalez-Benecke et al. (2016)  
reported a new set of parameters to be used in the 3-PG model for P. taeda, where the adjusted 

























































was 0.0408. Comparing this value with the values derived for E. grandis by Almeida et al. (2004) 
of 0.045 and 0.050, the eucalypt species would be slightly more sensitive to VPD, as opposed to 
the general tendency stated by Carnicer et al. (2013) for Mediterranean species. Potential 
differences in stomatal sensitivity to vapour pressure deficit between species were not considered 
in this study and the parameter 𝑘𝑔 was kept constant for both species. This lead to a generalization 
of the species behaviour to changes in VPD.  
 Also, the powerful mechanisms of eucalypt genre to cope with water stress has been well detailed 
by Whitehead and Beadle, (2004). Those include: deep rooting and osmotic adjustment to maintain 
cell turgor, leaf structure and canopy architecture (leaves near vertical), short-lived leaves and 
highly dynamic leaf area index, and homeostatic manipulation according to growth conditions.  
According to this evidence, sensitivity to shading and more plasticity in water stress response and 
resilience of E. grandis compared to P. taeda could explain the contrasting results between species 
observed in this study. 
The approach proposed could be used to model mortality along with the growth equations 
developed as a function of light sums in the Chapter 4. The model provided an insight about the 
relationship between site characteristics and mortality for contrasting species, and could be useful 
to estimate mortality under a range of changing scenarios involving temperature and water 
availability.  
CONCLUSIONS 
The hybrid approach offers a valid alternative to model mortality with the advantages for forest 
management that the possibility of linking resource availability with competition and mortality 
represents. 
The accumulation of water stress as formulated in this work was not found to be a factor 
contributing to increases in probability of mortality for managed stands of any of the species 
studied. However it was a factor that helped explain the probability of mortality for the eucalypt 
species, with a negative effect: the accumulation of mild water stress for E. grandis tended to 
decrease the probability of mortality in E. grandis. 
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For plantations in Uruguay mortality tended to increase with the lack of resources related to water 
in P. taeda, whereas for E. grandis mortality tended to decrease. It is hypothesized that larger 
resource availability increases mortality due to shading or competition factors other than water in 






CHAPTER 6  
COMPARISONS OF THE MODELLING  
APPROACHES 
INTRODUCTION 
The advantages and  opportunities of hybrid mensurational-physiological models for sustainable 
forest management have been  discussed (Bartelink and Mohren, 2004; Kimmins, 1985; 
Landsberg, 2003; Monserud, 2003; Weiskittel et al., 2011), and a variety of strategies have been 
used for obtaining models with desired characteristics for forest management, either by: i) 
aggregation of models by linking a physiological model with a mensurational model   (Almeida et 
al., 2003;  Baldwin et al., 2001; Pinkard and Battaglia, 2001) or linking more than two models 
(Peng et al., 2002; Robinson and Ek, 2003); or ii) combining mensurational and physiological 
information in the structure of several components (Dzierzon and Mason, 2006; Henning and 
Burk, 2004; Mason et al., 2011; Montes, 2012; Snowdon et al., 1999; Temps, 2005). However, 
very few studies compare hybrid models with other approaches at a modelling system level and a 
field scale. One example of this is the work presented by Pinjuv et al. (2006). Comparing models 
at this scale enables: i) better understanding of the coherence between components and consistency 
with co-variates; ii) comprehension of the strengths and shortcomings of models for practical uses; 
iii) identification of potential application risks and future improvements; iv) users to understand 
and choose forecasting systems according to their needs. 
In previous chapters, three systems of equations for simulating stand growth and diameter 
distributions were developed using differential equations through three approaches: 
i. Traditional time-based mensurational models that restrict independent variables to age and 
parameters as functions of variables for region (base approach). 
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ii. Augmented time based models that has parameters as linear functions of water holding 
capacity and physiographic variables such as elevation, aspect, and slope. 
iii. Hybrid physiological-mensurational models where time was replaced by cumulative light 
sums since time of planting, with potential radiation use calculated by modifiers accounting 
for influences of temperature, vapour pressure deficit (VPD), and water balance.  
The aim of this chapter is to establish a comparison between the three studied methods with respect 
to their suitability for predicting stand dynamics and structure, focusing on precision and bias, and 
the capacity to use physiographic and eco-physiological information in order to account for 
differences in growth rates. The analysis is oriented to understand the effectiveness of the 
information used by each approach as well as the utility of the information provided by models in 
order to manage contrasting species in Uruguay. The equations comprising each approach’s set is 
offered in Appendix II. 
METHODOLOGY 
The analysis is based on five fundamental points: i) use of information; ii) assumptions and sources 
of error and variation; iii) precision and bias; iv) system integration, v) data requirements, 
difficulties for applying each methodology, and uses. Finally, a discussion of further studies is 
offered.  
Firstly a comparison of time vs light is established, followed by a comparison between the 
information used by each approach for each species, and there is a discussion of the consistency 
of relationships between inputs and outputs across strategies. 
Secondly, precision and bias of all modelled components were compared in order to understand 
which formulation provided the information of the highest quality. Precision was assessed through 
the root mean square error (RMSE) whereas bias was analysed through mean absolute bias (MAB), 
both statistics were calculated as shown in Chapter 2. Also, residuals against predicted variables 
were plotted in order to compare distributions and tendencies. 
System integration analysis and comparison are used to test how well components work together 
but also to obtain a deeper understanding of the consequences of using constrasting approaches. 
These analyses were developed by assessing the competition dynamics established by each 
approach through log-log plots of projected stocking vs quadratic mean diameter trajectories, and 
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by projecting and comparing diameter distributions. For projecting diameter distributions, the 
reverse Weibull function was selected based on the advantages of using maximum diameter 
instead of minimum: it is easier to project and its predictions in managed plantations are more 
reliable, hence large trees of the stand are more accurately characterised (Kuru et al., 1992). 
Moreover, maximum diameter predictions do not need to be re-adjusted after thinnings from 
below.   
Recovering the parameters from the projected stand statistics guarantees compatibility between 
those and stand attributes corresponding to the distribution.  In this way, the performance of the 
system of equations using site variables can be tested for its ability to yield accurate diameter 
distributions. For assessing efficacy of the system , a probability density function (pdf) that uses 
the simplified method of moments proposed by  García, (1981) to derive the parameters for the 
reverse Weibull as shown by Kuru et al., (1992) was analysed. The reverse Weibull computes the 
frequency of any diameter class as:  













𝑓(𝑑) = frequency of any d expected 
The corresponding cumulative density function is: 





]  if  −∞ ≤ 𝑑 ≤ 𝑎 
𝐹(𝑑) = 1      if  𝑑 ≥ 𝑎 
(6.2) 
The location, scale, and shape parameters 𝑎, 𝑏, and 𝑐 respectively are given by: 
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The last interval measured per plot of the independent (validation) dataset was selected to project 
diameter distributions in order to analyse distributions near harvesting age, using diameter classes 
2 cm wide. In this way, 166 and 87 plots for P. taeda and E. grandis respectively where available 
for validation. The number of trees per hectare in each class and the Error Index (Reynolds et al., 
1988) were computed for each plot using the three set of equations: with stand variables (as base 
models), with stand and site variables (augmented), and with potentially useable radiation sums 
(PULS) which represent the hybrid approach. To test for statistical differences between the groups 
a Kruskal-Wallis non-parametric test was conducted (Conover, 1999). 
All the analyses were undertaken using the validation datasets. 
RESULTS AND DISCUSSION 
Use of information: differences between approaches and species 
Time vs light 
The substitution of time by modified radiation is the main feature of the hybrid approach assessed. 
As an explanatory variable, time (or age) is directly measured and can be considered free from 
estimation error compared to modified light sums, however it clearly provides less information. 
To understand the relationship between those two key variables, they were plotted as shown in 
Figure 6.1.  For instance, for ages near reference ages of 15 and 10 for the pine and the eucalypt 
species respectively, radiation sums range from 39340 to 47710 MJ/m2 for P. taeda, and from 
19550 to 28250 MJ/m2 for E. grandis. Those results show the diversity of conditions where the 
stands are growing, and the informative potential of the hybrid approach compared to time. It can 
also be observed that supressing the modifiers (regarding vapour pressure deficit, water balance, 
and temperature) this characteristic is almost lost. Moreover, by combining information related to 
growth factors, the hybrid approach allows inclusion of information that varies spatial and 






Figure 6.1 Relationship between age and accumulated light (a), and between age and accumulated 
light restricted by temperature, vapour pressure deficit, and water balance calculated monthly (b) 
for the studied species. 
 
Information used by each modelling strategy. 
A comparison of the information used in this thesis by the different components of each of the 
three methodologies is summarised in Table 6.1. The simplest approach uses no accessory 
variables (with the exception of SI for dmax) in the case of P. taeda or a dummy variable for 
localization in E. grandis.  A more complex time based approach used soil and physiographic 
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variables such as: soil water potentially available, slope, aspect and elevation as independent 
variables in each component. Those variables, which are constant for a given site, are surrogates 
of important factors for tree growth such as available water for the roots, light, and temperature 
(correlations between these variables were analysed in Chapter 3).    
Both the augmented and the hybrid methodology showed that water availability was a key driver 
for species growth in Uruguay, either by using a surrogate of water available for plants based on 
soil characteristics or using water balance (note that both variables are based on the same map of 
water holding capacity).  
Slope and aspect effects usually vary among studies in the literature, since those factors operate 
closely related to other site characteristics such as wind and rainfall regimes, as well as soil type, 
fertility, latitude and elevation. The importance of aspect and slope on growth in this study was 
subject to species and the approach applied: for P. taeda, the inclusion of aspect and slope 
information was not significant or did not improve precision in general, whereas for E. grandis 
use of this information in the augmented formulation was more effective than accounting for aspect 
and slope in a light-use efficiency environment. This could be related to the fact that only the light 
(e.g. differences in net radiation in the several arrays of aspects and slopes of the PSP net) were 
considered in PULSE, whereas the use of aspect modified by slope as an explanatory variable of 
parameters in the augmented formulation allowed the inclusion of other effects such as 
temperature or soil moisture content.  The hypothesis of a temperature effect would coincide with 
the fact that Eucalyptus grandis is more favoured in warmer sites (as slopes facing N and E) than 
the pine species, since optimum growth temperature is higher for the Eucalypt species and higher 
than the average temperature of the country (shown in Table 1.1). However, specific studies are 
needed in order to confirm whether or not there is an effect of temperature related to aspect and 
slope, this would need to be considered in future studies. An opposite hypothesis, is that slopes on 
the sample plot sites are small (0-10 degrees) and small radiation differences are not well captured 
by the hybrid approach. A characterization of the radiation variation as a function of slope and 
aspect was not undertaken in this study, but the investigation carried on by Coops et al. (2000) 
showed that variation of predicted radiation can be substantial in contrasting slopes and aspects. 
Coops et al. (2000) identified that for slopes of 15 degrees (the minimum for the study) variation 
in incoming solar radiation was slightly less than 100 MJ.m-2.month-1 for sites located in similar 
latitude of Uruguay, which gave rise to a significant variation in model outputs. However slope 
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average among plots used in this study was 3 degrees, therefore expected variation of solar 
radiation should be substantially lower. 
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Elevation was applied only in the augmented time-based equations, being significant only for 
dominant height and basal area for the pine species, and possible relationships of those variables 
with drainage rate were discussed in Chapter 3. Since elevation is not used in the radiation based 
approach, it will be not further discussed. 
Comparisons of the use of surrogate variables vs specific variables could not be done in the present 
study since both groups of variables were applied to different approaches (comparison of 
approaches is the aim of this analysis).  However, it is pointed out here that the radiation-based 
formulation provided more specific information of factors affecting growth than the augmented 
approach (e.g. water balance vs. soil water potentially available). In the latter case, the growth 
factor affected by the use of surrogate variables was unclear in some cases, as shown for elevation. 
Other studies that compared simple variables with more specific information related to eco-
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physiological processes showed divergent results. Maestri (2003) found that rainfall and 
temperature were as good as water deficit and evapotranspiration when used as predictors of 
dominant height increments in E. grandis clones in time based formulation, whereas Snowdon et 
al. (1999) found that including photosynthesis estimations from a complex physiological model as 
an index in a Schumacher formulation resulted in larger error reductions than using simple rainfall 
information for predicting Pinus radiata basal area.  
The species showed differences regarding the amount of information (explanatory variables) 
included in the components of each approach and also regarding precision gains. For Pinus taeda, 
fewer explanatory variables were significant and those were included in fewer components with 
smaller gains in precision for all three the approaches analyzed. This could be indicating either 
that other variables not tested here are more related to growth in Pinus taeda, or that the range of 
those explanatory variables are not wide enough to translate ultimately as observed differences 
modelled in growth rate.   
Main sources of error and variation, and core assumptions  
Models developed in this study were based on a PSP set comprising data from different sources 
and oriented mainly to wood quantification purposes, therefore information gaps were observed 
with respect to age coverage as well as climate, physiographic and soil variables combinations. 
This potential problem was studied and discussed in Chapter 3. It must also be acknowledged that 
the number of plots in the range of studied sites was not balanced, as usually happens with 
modelling datasets. Although it is important to consider these issues when applying the models, 
they are not major issues for comparison purposes.  
In the same way, the genetic base of the stands used in this study waswide, with a fair 
representation of seed origins used in the country, including locally improved seeds and clonal 
material in the case of the eucalypt species. This contributes to the generalization capacity of the 
models, however adaptations of certain genotypes to particular sites can occur. Interactions 
between genotypes and environments were not assessed and are not contemplated in the models. 
One of the main assumptions of the hybrid approach is that absorbed light is considered through a 
sigmoid shaped response of the state variable modelled. Although there is loss of information in 
light interception processes, this abstraction enables the application of a methodology that is 
sensitive to changes in growth conditions in cases where leaf area is not measured. 
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Another assumption of the hybrid methodology was that most growth differences were caused by 
variations in air temperature and factors related to the continuum soil-plant-atmosphere such as 
water balance and VPD. Other important factors such as nutrition were not studied. This was 
justified by our lack of understanding of the nutrient uptake process and dynamics. While nutrition 
is an important factor driving growth, the dominant factor in high productivity sites studied was 
soil water potentially available (or water holding capacity), which was linked to soil depth. For the 
studied areas, deepest soils are associated with higher rainfall and were also the poorest in terms 
of nutrients. Therefore, it is assumed that core information for differentiating growth rates at a 
regional level was included in the analysis.  
Finally, as mentioned in Chapter 4, some climate variables were assumed to be uniform in the 
studied area and in the time span analysed as it was the case of wind speed.  This is a common 
assumption considered in order to compute evapotranspiration. 
Comparing precision and bias 
The approaches analysed differ with respect to precision and bias and differences between species 
were also observed. Tables 6.2 and 6.3 show statistics of prediction (calculated using independent 
datasets) for both species regarding all the components required for simulating stand dynamics 
and diameter distributions analysed in previous chapters.  
For Pinus taeda, the base mensurational equations in general showed the largest errors, with the 
exception of dominant height. For this variable the hybrid approach was less precise with a small 
difference (3.4%). For all the other components, the hybrid methodology was the most precise; 
especially for modelling net basal area and maximum diameter (precision gains were 7 and 9 % 
respectively). Differences in precision for predicting mortality were null between approaches (and 
an augmented formulation was not considered in the analysis since a physiographic variable was 
insignificant for the probability of mortality, and for mortality rate as described in Chapter 3). The 
hybrid approach was observed to provide smallest calculated bias with the exception of dominant 
height. 
The magnitude of error improvements by modelling all the components using the hybrid approach 
was considerable for Eucalyptus grandis, and the highest improvement was over 14 % for basal 
area.  According to the MAB rank, this approach was the least biased as well. For this species, 
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improvements of the hybrid approach with respect to the augmented were considerably larger than 
improvements of the augmented with respect to the base approach.  
For both species and considering all the components analysed, the hybrid approach was 
predominantly first in the rank for precision and bias with exception of dominant height for Pinus 
taeda (rank 3). 
Table 6.2 Comparisons of approaches for each component and species regarding precision. 




Base Augmented Hybrid 





1.69 (0) 0.85 (3.4) 1.66 (1.8) 0.88  (0) 1.52 (10.0) 
𝑮 (m2.ha-1) 3.20 (0) 2.76 (0) 3.13 (2.5) 2.65 (4.0) 2.98  (6.9) 2.38 (14.3) 
𝒅𝒎𝒂𝒙 (cm) 2.08 (0) 2.22 (0) 2.05 (1.4) 2.18 (1.8) 1.89  (9.1) 2.01 (9.5) 
𝑺𝑫𝒅 (cm) 0.47 (0) 0.56 (0) 0.46 (2.1) 0.56 (0) 0.46  (2.1) 0.51 (8.9) 
𝑵𝟐𝒂𝒅𝒋 
(stems.ha-1) 
45 (0) 63 (0) - 62 (1.6) 45 (0) 57 (9.5) 
Average  
 precision gain 
0.4 0.0 1.9 1.8 3.6 10.4 
 
 
Table 6.3 Comparisons of approaches for each component and species regarding MAB. Rank 
position is shown in brackets. 
Stand 
descriptor 
Base Augmented Hybrid 
P. taeda E. grandis P. taeda E. grandis P. taeda E. grandis 
𝒉𝒅𝒐𝒎 (m) 0.67 (2) 1.29 (3) 0.659 (1) 1.27 (2) 0.70 (3) 1.17 (1) 
𝑮 (m2.ha-1) 2.53 (3) 2.05 (2) 2.214 (2) 2.05 (2) 2.1 (1) 1.72 (1) 
𝒅𝒎𝒂𝒙 (cm) 1.52 (3) 1.58 (1) 1.49 (2) 1.55 (2) 1.34 (1) 1.37 (1)  
𝑺𝑫𝒅 (cm) 0.32 (2) 0.41 (2) 0.32 (2) 0.41 (3) 0.31 (1) 0.38 (1) 
𝑵𝟐𝒂𝒅𝒋 
(stems.ha-1) 
26 42 (3) - 40 (2) 22 (1) 34 (1) 
 
Information in Tables 6.2 and 6.3 is complemented with a comparison of residual plots with respect 
to the predicted variables related to growth for Pinus taeda (Figure 6.2) and Eucalyptus grandis 
(Figure 6.3) as well as mortality for both species (Figure 4) in order to better visualize the 
magnitude of differences in precision and bias between approaches. 
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Although, the MAB rank showed some differences between formulations, residual plots showed 
that in general, differences in bias were minimal. However, standard deviations of the diameters 
modelled using the hybrid approach exhibited larger bias for E. grandis, with a tendency to over 
predict large values. 
In the past using hybrid approaches at the stand level produced larger gains in precision when 
predicting basal area than dominant height  (Snowdon et al., 1999; Dzierzon and Mason, 2006;  
Pinjuv, 2006; Mason et al., 2011), and the same tendency was found in this study. However all of 
the known comparative studies refer to conifers, more specifically to Pinus radiata. In the same 
way it was observed that including explanatory variables has been more effective for predicting 
basal area than dominant height in augmented models for Pinus radiata (Woollons et al., 1997) 
and Eucalyptus grandis (Temps, 2005). This was the case for the eucalypt species but not for Pinus 
taeda, for which the opposite tendency was observed. Nonetheless, observed differences in 
precision gain between basal area and dominant height with augmented models are very small. 
Smaller differences in precision gain between the augmented approach and the hybrid approach 







Figure 6.2 Comparison of the three approaches regarding residuals vs. predicted values for each 





Figure 6.3 Comparison of the three approaches regarding residuals vs. predicted values for each 




Figure 6.4 Comparison of the approaches adjusted for projecting mortality regarding residuals 
vs. predicted values for P.taeda (a) and E.grandis (b). 
Comparisons of the behaviour of each approach with respect to prediction interval were 
undertaken by plotting the residuals against the interval for each variable and species for the 
components related to growth (Figures 6.5 and 6.6) as well as mortality (Fig.6.7). For the pine 
species all the components modelled using the hybrid approach showed the smallest bias with 
respect to interval, but underestimation would be slightly larger when predicting long intervals for 
base and augmented equations. It must be considered that in Figures 3.21 and 3.23 lowess lines 
show pessimistic estimates of bias in regions of plots where there are very few points. For 
Eucalyptus grandis results were divergent: bias of G, dmax, and SDd  tended to increase when 
projecting intervals longer than 6 years when using the hybrid equations, however not much 





Figure 6.5 Comparison of the three approaches regarding residuals vs. projection intervals for 
dominant height (a), basal area (b), maximum diameter (c), and standard deviation of diameters 





Figure 6.6 Comparison of the three approaches regarding residuals vs. projection intervals for 
dominant height (a), basal area (b), maximum diameter (c), and standard deviation of diameters 
(d) for Eucalyptus grandis. 
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For mortality, the improvement in bias when applying the hybrid approach was noticeable and 
consistent for both species (Fig. 6.7).   
 
 
Figure 6.7 Comparison of the approaches adjusted for projecting mortality regarding residuals vs. 







Differences in system integration: significance on representing competition and diameter 
distributions  
Competition dynamics  
When modelling mortality, the coherence of models adjusted for projecting basal area and stocking 
was tested through log-log plots of projected stocking versus quadratic diameter for all the 
approaches analysed (see Chapter 3 and 5). Those representations show whether or not stand 
competition dynamics were modelled according to self-thinning relationships (Yoda et al., 1963). 
Comparisons of log-log plots of base equations vs hybrid for P. taeda (since an augmented option 
was not available), and augmented formulation and hybrid counterpart for E. grandis (base and 
augmented was very similar) are shown in Figure 6.8. The log-log plots for both species and all 
modelling strategies conform with the basic principles of self-thinning relationships. 
As a reference, the slope of the self-thinning boundary used in this study was given by the value 
proposed by Reineke (1933) of -1.605 for the purposes of this study, although the line has been 
shown to be a curve concave down ( Zeide, 2010; Charru et al., 2012).   Also the generality of an 
inter-specific self-thinning boundary line has been  discussed (Weller, 1987; Zeide, 2010, 1987), 
and recent studies point to different values for the slope between species (Pretzsch and Biber, 
2005, 2016; Weiskittel et al., 2009),  and even within species according to stand characteristics 
(Weiskittel et al., 2009; Zhang et al., 2013). At a glance, it seems that the self-thinning line 
proposed by Reineke could fit P. taeda’s stands when base models were applied, however when 
using hybrid equations or for E. grandis, the correspondence is not so compelling. In order to count 
on accurate information for stand management in plantations oriented to production for sawmills, 
and especially for E. grandis growing at lower densities, self-thinning frontiers should be 
specifically defined for both species in Uruguay. This assessment could be done using frontier 





Figure 6.8 Log-log plots of projected stocking vs quadratic mean diameter trajectories for for P. 
taeda’s base (a) and hybrid (b) formulations, and E. grandis augmented (c), and hybrid (d) 
formulations. Ages younger than 20 years (dark grey) and older than 20 years (light grey) as well 
as self-thinning lines (solid), increasing competition (dashed), and full stocking lines (dotted) are 
represented. The self-thinning line has a slope of -1.605 (Reineke, 1933), whereas the increasing 
competition and the fully stocked lines are set to 35% (dashed) and 55% (dotted) of the maximum 






Comparing diameter distribution projections  
Comparisons of diameter distributions included a projection from 𝑡1 to 𝑡2 or from 𝑅𝜃𝐷𝑇1 to 𝑅𝜃𝐷𝑇2. 
Therefore, diameter distributions were predicted for 𝑡2 or 𝑅𝜃𝐷𝑇2, and error indices were calculated 
based on the observed 𝑁2 values. Variables projected were: hdom, G, dmax, SDd, P, and N2 for P. 
taeda whereas for E. grandis all those variables except hdom were projected. Base equations were 
used in the set of augmented equations when no augmented option was available, therefore, for P. 
taeda the augmented variables were hdom, and G when testing the augmented approach. 
Statistics of the error index (EI) are given in Table 6.4. Although mean values were smaller for the 
hybrid and base approaches for P.taeda and E. grandis respectively. A Kruskal-Wallis test 
revealed that there were no statistical differences between the median of the three groups analayzed 
(p-values were 0.9156 and 0.984 for P.taeda and E.grandis respectively).  
Table 6.4 Statistics of the mean EI (in stems.ha-1) for each approach and species. 
Statistic 
P. taeda E. grandis 
Base Augmented Hybrid Base Augmented Hybrid 
Minimum 64 66 85 93 110 78 
Mean 342 337  335 327  331  330 
Maximum 1026 1038 882 840 897 821 
Standard 
deviation 
174 178 158 141 140 143 
 
A sample of diameter distributions projected in random plots suggested a reasonable representation 
of diameter distribution structure in the population for P. taeda for both short intervals (Figure 
6.9) and longer intervals (Figure 6.10), applying all three methodologies. Very small differences 
between approaches are evident, especially in short-term projections.  However, some plots have 
multimodal distributions, probably because of the small sizes of most of the plots, and those cannot 






Figure 6.9 Observed (grey bars) versus projected diameter distributions using base equations 
(dotted), augmented (dashed), and hybrid (solid) equations applied in short intervals for P. taeda. 
Information of the total number of trees per hectare observed (No), predicted using base (Nb), 
augmented (Na), and hybrid equations (Nh), as well as reference values of the interval (t1 and t2) 
is included. 
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Figure 6.10 Observed (grey bars) versus projected diameter distributions using base equations 
(dotted), augmented (dashed), and hybrid (solid) equations applied in long intervals for P. taeda. 
Information of the total number of trees per hectare observed (No), predicted using base (Nb), 
augmented (Na), and hybrid equations (Nh), as well as reference values of the interval (t1 and t2) 
is included. 
For E. grandis the projected diameter distributions also adjusted satisfactorily to observations, and 
differences in distributions between methodologies were also small for both short-term predictions 
(Fig. 6.10) and for longer intervals (Fig. 6.11). 
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Figure 6.11 Observed (grey bars) versus projected diameter distributions using base equations 
(dotted), augmented (dashed), and hybrid (solid) equations applied in short intervals for E. grandis. 
Information of the total number of trees per hectare observed (No), predicted using base (Nb), 
augmented (Na), and hybrid equations (Nh), as well as reference values of the interval (t1 and t2) 
is included. 
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Figure 6.12 Observed (grey bars) versus projected diameter distributions using base equations 
(dotted), augmented (dashed), and hybrid (solid) equations applied in long intervals for E. grandis. 
Information of the total number of trees per hectare observed (No), predicted using base (Nb), 
augmented (Na), and hybrid equations (Nh), as well as reference values of the interval (t1 and t2) 
is included. 
The fact that no differences in EI were detected between approaches in spite of substantial error 
reductions in all the variables required for projecting diameters in the hybrid approach applied to 
E. grandis, may be indicative of a large amount of error involved in projecting diameter 
distributions. As mentioned before, multimodal distributions could also be a source of interference 
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inverse Weibull probability density function based on a parameter recovery method, the advantage 
of precision corresponding to the light-based models was lost. 
The influence of site variables on diameter distribution accuracy has been seldom assessed, and 
when studied a parameter estimation method for the probability density function was utilized 
instead of parameter recovery. This was the case of the investigation carried on by Russell et al., 
(2012) where gains in accuracy between 1.8 to 6% in the error index were observed by including 
latitude and longitude  information to Weibull parameter prediction for P. taeda.  Sanquetta et al., 
(2014) studied the correlation between the parameters (symmetry and kurtosis) of the 2-parameter 
Weibull distribution and climate and soil variables, finding a strong correlation between both 
parameters and climatic variables such as rainfall and solar radiation. The authors concluded that 
rainfall can be used to predict both parameters in black wattle with a positive effect of rainfall in 
the frequency of larger diameters.  
Although there is no advantage in diameter distributions accuracy, the use of site variables can 
increase the capacity to explain variation in diameter distributions of stands located in diverse 
sites, as well as establish comparisons of sensitivity to physiographic variables between both 
species. Further analysis would include the testing of how diameter distributions change in 
contrasting environments and explore the full possibilities that this new approach can offer. 
Data requirements, difficulties for applying each methodology, and uses 
All the approaches studied require the same information regarding tree characteristics, however 
augmented and light-based methodologies need georeferenced PSP’s, digital terrain models, and 
information about water holding capacity of soils. For PULS approach additional climate 
information such as radiation, rainfall, and temperature is required besides the eco-physiological 
parameters of the species of interest. Hence, complexity for users increases from the base approach 
tested here to the radiation-based formulation and this represents a disadvantage for applying the 
latter.  However soil and physiographic information used in this analysis is free and readily 
available in Uruguay, so that the augmented equations could be applied fairly easily. On the other 
hand, historic series of climate information is not available on a public basis, which means that the 
use of PULS equations would pose a larger challenge with respect to the other approaches. 
However, real time climate variables, and water balance estimations as well as averages of 
historical climate data are readily available. Moreover, free access digital climate surfaces (e.g. 
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Bioclim) could also be utilized, but a validation of the equations applied with the use of this 
information should be undertaken.  
Beyond potential difficulties regarding information required, the application of each methodology 
would depend on the goal of projections; users seeking exclusively to project diameter 
distributions for assessing potential products would most probably adopt the simple base approach. 
However, when assessing management practices or choosing plantation sites, the radiation based 
approach would allow testing of scenarios that are not feasible for time-based formulations. 
Examples of the new possibilities that those type of models allow have been presented by Mason 
et al. (2007) when testing seedling response to weed control, and also simulating growth types in 
response to site preparation (Mason, 2013). By introducing concepts of light use efficiency and 
information at a temporal scale of higher resolution than traditional inventory information, the 
approach offers an option to assess situations where site resources are subjected to changes through 
site preparation, weed control or fertilisation. In this sense, “what if” types of analyses involving 
temperature changes, light or water competition (including irrigation) could be performed. 
Moreover, light based equations offer the possibility to assess within year growth changes (Mason 
et al., 2011).  
CONCLUSIONS 
Augmented and hybrid approaches showed water availability was a major factor accounting for 
differences in productivity for both species in Uruguay. 
Slope and aspect improved predictions when applied to the augmented approach, but not for 
accounting for differences in radiation using the hybrid approach, which could be indicating that 
factors other than light are responding to slope and aspect resulting in the observed differential in 
growth rates. 
The least precise formulation was the mensurational approach for most of the components for both 
species, but it was not the most biased.  
The most precise approach varied slightly with species and components. For P. taeda the hybrid 
model was the most precise for basal area and maximum diameter with noticeable differences, but 
not for standard deviations of the diameters and mortality, and was the least precise (with a small 
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difference) for predicting dominant height. For E. grandis the hybrid approach was considerably 
more precise for all model components including mortality.  
No substantial differences in bias with respect to predicted values between approaches were found 
for both species. Nonetheless, the hybrid approach showed a small tendency to over-predict basal 
area, maximum diameter, and standard deviation for large intervals. On the other hand, this 
methodology showed consistently less bias for predicting mortality over large intervals for both 
species. 
All the modelling strategies analysed showed acceptable self-thinning relationships. 
Although the methodology based on light sums was more precise in general, this improvement 
was not reflected in the accuracy of diameter distribution projections (not even for the eucalypt 
species which had important improvements for basal area and mortality). This was possibly due 
to the existence of multimodal plots and the high uncertainty inherent in site specific diameter 
distributions. Overall, all the approaches proved to have acceptable behaviour. 
The three methodologies can be applied for managing stands in Uruguay, however the hybrid 
approach offers higher precision, especially for E. grandis, and utility since includes the 




CHAPTER 7  
SYNTHESIS OF KEY FINDINGS 
 
The goal of this study was to understand how increasing levels information incorporated into 
stand-level growth models can improve the outputs of forecasting systems in order to better meet 
forest management demands for precision, ease to use, and sensitivity to environmental factors. 
Increasing information levels were represented by different methodologies: simple mensurational 
models, mensurational models augmented with physiographic and soil water variables, and a 
hybrid model based on cumulative modified light sums and eco-physiological information. Those 
were applied to two contrasting species: P. taeda and E. grandis. It was also an aim of this work 
to provide updated tools for managing plantations in Uruguay. This synthesis presents the main 
findings, its implications on management and future research directions.  
Taper and volume equations 
Taper and volume equations were adjusted to accompany the growth and yield models developed 
in this work, or to be applied independently for plantation management. They can also be used for 
research, as was the case of the parameterization of the 3-PG for P. taeda (Gonzalez-Benecke et 
al. 2016) where results of this study were used.  
Clutter et al. (1983) and Schumacher and Hall (1933) equations gave the best performances for 
predicting volume for Pinus taeda and Eucalyptus grandis respectively. For modelling taper, 
variable exponent equations (eq. 2.15) gave the best performance for predicting diameter at height 
with the lowest prediction errors, offering better estimates especially for larger trees (diameters 
between 35 and 50cm). Although the compatible taper equation ranked in intermediate positions, 
differences in bias and precision with the equation 2.15 were relatively small, therefore the 
compatible taper equation can be recommended for its inclusion in forecasting systems and use in 
inventory estimations.  
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Improvements of those equations would include broadening of tree size ranges, especially 
diameters larger than 45cm, and better descriptions of the butt log of P.taeda with additional 
measures at 0.6 to 0.7m heights (White, 1971). 
Insights of growth conditions, and information to be used for modelling growth and mortality 
in Uruguay  
The use of aspect and slope information in growth and mortality models has not been explored 
much so far, and the present study analysed the utility of this information in traditional 
mensurational models as well as in the hybrid approach. 
The studied species showed differences in the number of explanatory variables included in the 
components of each approach and also with respect to precision gains. For the fast-growing 
Eucalyptus grandis, more explanatory variables were included and this produced larger error 
improvements than for P. taeda. For instance, soil-based and physiographic information (in 
augmented models) was significant for improving predictions of all the variables fitted for E. 
grandis: hdom, G, dmax, SDd, probability of mortality and number of dead trees, however those 
explanatory variables were significant only for hdom and G for P. taeda. This could indicate either 
that other variables not tested here were more related to growth in the pine species, or that the 
range of those explanatory variables are not wide enough to translate into statistically different 
growth rates.   
Specific information tended to be more useful than surrogate information: the augmented and 
hybrid approaches both indicated that water was a major factor accounting for differences in 
productivity for both species. For example, aspect weighted by slope (𝛼𝑠 and 𝛼𝑐) was consistent 
through most of E. grandis equations, whereas for P. taeda it significantly influenced only net 
basal area. Similarly, elevation was consistently significant for P. taeda with a positive effect on 
dominant height and net basal area growth. Research should be undertaken in order to understand 
the factor correlated with elevation that directly influences growth. It is hypothesized that 
waterlogging could be directly responsible for those differences, and those effects could be 
considered to improve either the hybrid or the augmented equations. 
Although slopes in the PSPs were small, aspect modified by slope improved predictions when 
applied to the augmented approach in E. grandis, but did not account for differences in modified 
radiation sums using the hybrid approach. This could indicate that factors other than light were 
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influenced by those variables and caused differential growth rates, and it was hypothesized that 
temperature would be the main candidate. Another possible reason is that the hybrid approach 
methodology loses sensitivity in flatter terrains. 
Accumulation of stress periods, as formulated in this study, were not related to an increase in the 
probability of mortality, and several possible causes related to the formulation itself, quality of soil 
information, as well as the severity of water stress episodes were hypothesised as reasons for this. 
For P. taeda, resource availability increased growth of all the components and decreased mortality. 
For E. grandis, higher levels of resources increased growth of Hdom, dmax, G and SDd , as well as 
the probability of mortality occurrence and the number of dead trees, whereas mild water stress 
(specifically defined) decreased  the probability of mortality. It is hypothesized that larger resource 
availability increased mortality due to shading or competition factors other than water in E. 
grandis, given a potentially higher tolerance to drought episodes and resilience compared to the 
pine species. 
The accumulation of water stress as formulated in this work was not found to be a factor increasing 
the probability of mortality for managed stands of any of the species studied. However it was a 
factor that helped explain the probability of mortality for the eucalypt species, with a negative 
effect: the accumulation of mild water stress tended to decrease the probability of mortality in E. 
grandis. 
Adequacy of the studied approaches to model stands dynamics and structure 
This study has demonstrated that forecasting systems based on potentially useable radiation sums 
(PULS) can be applied to project growth and mortality of contrasting species. Comparative 
advantages with respect to time-based systems using different levels of information were assessed. 
For E. grandis the hybrid approach was considerably more precise for all the components 
including mortality, for P. taeda the hybrid model was the most precise for basal area and 
maximum diameter with noticeable differences, but produced no differences in precision for 
standard deviations of the diameters and mortality, and was the least precise (with a small 
difference) for predicting dominant height. The observed variation in model precision gain is most 
probably related to differences in the inclusion of explanatory variables in the asymptotes.  
197 
 
The least precise formulation was the mensurational approach for most of the components for both 
species, but it was not the most biased. This approach can be utilized either when the objective is 
solely to project diameter distributions, or for estimating growth and yield when information about 
site characteristics is limited. 
No substantial differences in bias of predicted diameter distribution values between approaches 
were found. Nonetheless, the hybrid approach showed a small tendency to over-predict basal area, 
maximum diameter, and standard deviation for large intervals but showed consistently less bias 
for predicting mortality over large intervals for both species. Application of potentially useable 
radiation sums for predicting the variables needed to project diameter distributions (dmax and SDd), 
as well as for modelling mortality had not been assessed so far. 
For all the approaches, the joint dynamics of basal area and stocking showed good agreement with 
Reineke’s (1933) self-thinning relationship, indicating the equations were sound from a stand 
dynamic viewpoint. 
While the methodology based on light sums was more precise in general, this improvement was 
not reflected in the accuracy of diameter distribution projections and all three approaches proved 
to have acceptable behaviour. This was possibly due to the existence of diameter distributions. 
Because of this, no differences between models should be expected when computing individual 
tree volume implicitly, nonetheless, future investigations should be oriented to explore possible 
differences in accuracy between approaches of estimations when using explicit volume models. 
The hybrid approach allows prediction of growth as a function of radiation, and specific growth 
modifiers such as temperature, vapour pressure deficit, and water balance. Other important factors 
such as nutrition were not included in the formulation due to our lack of understanding of the 
nutrient uptake process and dynamics. However results leaded to the conclusion that core 
information for differentiating growth rates at a regional level was included in the analysis since 
for the studied areas, deepest soils (associated with higher rainfall) are the poorest in terms of 
nutrients and the most productive.  
PULSE enables the application of a methodology that is sensitive to changes in growth conditions, 
as tested through effect diagrams in a range of temperature and rainfall combinations, and applied 
using inventory information where leaf area is not measured. This offers new approaches to forest 
management with respect to mensurational models, such as: 
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i) Assessing the effect of factors such as climate change or irrigation on growth and 
mortality;  
ii) Assessing the consequences of applying silvicultural treatments related to site 
preparation, establishment, thinning or pruning; 
iii) Analyzing possible effects of changing growth factors on the structure of stands; 
iv) Undertaking within year analysis and gaining temporal resolution; 
v) Classification of sites according to limiting factors.  
 
Some shortcomings of this methodology are:  
i) The light based approach would rely on averages of climatic temporal series when 
applied by the public for projecting future scenarios, therefore validation and further 
testing of the model using average climate variables is prudent. However, the approach 
could be applied using historical climate data. 
ii) Care must be taken when using a combination of extreme values of physiographic 
variables since information gaps for extreme values were found in the dataset used for 
this study. Because information was very scarce for mature stands of P. taeda, care 
must be also taken when performing projections beyond 16 years. 
The hybrid equations developed in this study are based on a monthly resolution, whereas soil water 
availability is based on 1:1.000.000 maps and aspect and slope in 30 x 30m grids. However, the 
formulation could be applied to any resolution, offering great potential to assess within-stand 
growth variation by improving soil depth and soil water available maps, and improve precision of 
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APPENDIX I: Correlation matrices of physiographic variables, SI, and Z7 
P. taeda      
 SWPA Ele 𝜷 𝜶𝒔 𝜶𝒄 SI Z7 
SWPA 1.00 0.31 -0.12 0.08 -0.02 -0.14 0.25 
Ele 0.31 1.00 0.33 0.04 0.01 0.18 0.59 
𝜷 -0.12 0.33 1.00 0.10 -0.09 0.17 0.22 
𝜶𝒔 0.08 0.04 0.10 1.00 0.09 0.04 0.08 
𝜶𝒄 -0.02 0.01 -0.09 0.09 1.00 -0.04 0.06 
SI -0.14 0.18 0.17 0.04 -0.04 1.00 0.16 
Z7 0.25 0.59 0.22 0.08 0.06 0.16 1.00 
  
E. grandis 
 SWPA Ele 𝜷 𝜶𝒔 𝜶𝒄 SI Z7 
SWPA 1.00 0.84 0.47 -0.19 -0.02 0.63 0.80 
Ele 0.84 1.00 0.60 -0.16 -0.01 0.68 0.88 
𝜷 0.47 0.60 1.00 0.06 0.09 0.42 0.54 
𝜶𝒔 -0.19 -0.16 0.06 1.00 0.16 -0.12 0.04 
𝜶𝒄 -0.02 0.01 0.09 0.16 1.00 0.05 0.10 
SI 0.63 0.68 0.42 -0.12 0.05 1.00 0.72 





APPENDIX II: Sets of equations selected for each analysed approach  
BASE FORMULATION 
Pinus taeda 
























































































































𝑆𝐷𝑑2 = (9.230291 + 2.424718𝑍7) (
𝑆𝐷𝑑1








1 + 𝑒−(−4.535313   +0.002096   𝑁1+2.465474   𝑍7+0.867506   𝑆𝐷𝑑1+0.514887   𝐼𝑛𝑡−0.340538   𝑡1)
 











ℎ𝑑𝑜𝑚2 = (22.265319 + 0.023379𝑆𝑊𝑃𝐴 + 0.021562𝐸𝑙𝑒𝑣) [
ℎ𝑑𝑜𝑚1
































































































































1 + 𝑒−(−9.710349+0.0026263𝑁1+0.9481403𝑆𝐷𝑑1+0.560091𝐼𝑛𝑡+0.0350884𝑆𝑊𝑃𝐴−0.3628958𝑡1+0.2183891𝛽 +0.1242171𝛼𝑐+0.0895620  𝛼𝑠)
 









































0.83895    
]
 
𝑆𝐷𝑑2 = 4.912066   (
𝑆𝐷𝑑1












































































1 + 𝑒−(−9.5267038  +0.0023578𝑁1+0.826633  𝑆𝐷𝑑1+0.2300163𝐼𝑛𝑡−0.1112372𝑅𝜃𝐷𝑇1+0.037175𝑆𝑊𝑃𝐴+0.0923128𝛽 +0.1384784𝛼𝑐)
 
 
𝑁2 = 𝑁1𝑒
−(−0.00005309?̅?𝜃𝐷)(𝑅𝜃𝐷𝑇2−𝑅𝜃𝐷𝑇1) 
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