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Borel summability of a formal solution for Cauchy




In this paper we study the Borel summability of a certain divergent formal power series
solution for some linear partial dierential equations. We show the Borel summability of the
formal solution under the condition that an initial value function (x) is an entire function of
exponential order at most 2.
x 1. Introduction



















u(0; x) = (x)
where aj; 2 C and am;0 6= 0 and the initial value function (x) is a holomorphic
function in a neighbourhood of the origin.
Let us introduce the following notations. Let DR = fx 2 C; jxj < Rg and Sd; =
f 2 Cnf0g; jd arg j < g. O(DR) (resp. O(Sd;DR)) is the set of all holomorphic
functions on DR (resp. Sd; DR). O(DR)[[t]] := f
P1
i=0 ui(x)t
i; ui(x) 2 O(DR)g:
















u(0; x) = (x)
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where a and b are any complex numbers.
Let us recall some known results. If a = 1 and b = 0, then the equation (1.1) is the
heat equation. Then we have the following two results i) and ii).
i) Assume that the initial value function (x) is an entire function and satises
with some positive constants C and K,
j(x)j  CeKjxj2 for x 2 C:
Then the formal power series solution u^(t; x) 2 O(DR)[[t]] of (1.1) is holomorphic in a
neighborhood of t = 0. This is a classical result (see [2]).
ii) The following result is that of Lutz-Miyake-Schafke in [3]. The following two
statements a) and b) are equivalent: Let d 2 R be xed.
a). The initial value function (x) is analytic on 
0 = Sd=2; [ Sd=2+; [ DR and
satises with some positive constants C and K,
j(x)j  CeKjxj2 on 
0:
b). The formal power series solution u^(t; x) 2 O(DR)[[t]] of (1.1) is Borel summable in
a direction d.
If a = 0, then Ouchi treated this type some linear/nonlinear partial dierential
equations in [5] and [6] ('02,'06).
Set 0 = frei; r > 0;    (1=2) arg (b) mod ()g for the equation (1.1) with
a = 0. By the result of Ouchi [5] we have: Assume that the initial value function (x)
is in O(DR). Then the formal solution u^(t; x) 2 O(DR)[[t]] is Borel summable in a
direction d with Sd; \ 0 = ;.
Author considered the case ab 6= 0 as the mixed type equations of [3] and [5],
and had a result of the Borel summability of the formal solution u^(t; x) 2 O(DR)[[t]]
for (1.1) in [8]: Under the condition that the initial value function (x) is an entire
function with j(x)j  CeKjxj2 on C, the formal solution u^(x) 2 O(DR)[[t]] (8R > 0) is
Borel summable in a direction d with Sd; \ 0 = ;.
This result is not obvious. In the case of b = 0 the formal solution u^(t; x) of (1.1)
converges in a neighborhood of the origin t = 0. But in the case a = b = 1 and
(x) = ex
2
, the formal solution u^(t; x) =
P1
i=0 ui(x)t


























(x) i  3; i : odd:
(1.2)
By the estimate (1:2), the formal solution u^(t; x) 2 O(DR)[[t]] (8R > 0) is a certain
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divergent power series. So it is our purpose to study the summability of the formal
solution u^(t; x) of (1.1).
Let us show the estimate (1:2). For the Cauchy problem (1.1) we have a formal
solution u^(t; x) =
P1
i=0 ui(x)t
i with8<: u0(x) = (x)iui(x) = ( @
@x
)2ui 1(x) + (i  2)3ui 2(x);


















with C0;i;j  0; C1;j;k  0:
Then we have ui(x)  0 for x 2 R and i  0. In the case i = 2n  2 we have


















and 2u2(x) = (d=dx)4u0(x) = (d=dx)4(x). Hence we get the estimate (1.2) by the
estimate (1.3). In the case i = 2n+ 1 we can show the estimate (1.2) by a similar way
to the case i = 2n.
In this paper we will study the Borel summaility of formal solutions for the Cauchy
problem (E) as a general case of the Cauchy problem (1.1).
x 2. Denition and Main result
In this section we give a denition of the Borel summability and the main theorem.
Let us give a denition of the Borel summability.
Denition 2.1. Let u^(t; x) =
P1
i=0 vi(x)t
i 2 O(DR)[[t]]. Then the formal Borel
transform (B^u^)(; x) is dened by






where () means the delta function with support at  = 0. In the following the notation
 1= (0) means ().
Denition 2.2. The formal series u^(t; x) 2 O(DR)[[t]] is Borel summable in a
direction d if one can nd some 0 < r < R so that the following two properties hold:
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1. The series V (; x) = (B^u^)(; x)  v0(x)() converges for jj <  and x 2 Dr.
2. There exists a  > 0 such that for any x 2 Dr the function V (; x) can be holo-
morphically continued with respect to  into the sector Sd;. Moreover for any
0 < 1 <  there exist constants C, K > 0 such that
sup
jxjr
jV (; x)j  CeKjj for  2 Sd;1 :
Then v0(x)+(LdV )(t; x) is called the Borel summation in a direction d of u^(t; x), where










Let us introduce the main result. For the equation (E) set





Denition 2.3. Set Z = f;A0() = 0g. A singular direction is an argument of
an element of Z. We denote by  the totality of singular directions.
Remark. For the example (1.1), set A0() = 1  b2. Then 0 = frei; r > 0;  
 (1=2) arg (b) mod ()g by A0() = 0.
Theorem 2.4 (Main theorem). Assume that the initial value function (x) is
an entire function and satises
j(x)j  CeKjxj2 on C:
Then the Cauchy problem (E) has a formal power series solution u^(t; x) 2 O(DR)[[t]]
(8R > 0) and the formal solution is Borel summable in a direction d with Sd; \  = ;
for a suciently small  > 0.
x 3. Formal solution
In this section we will get a formal power series solution of the Cauchy problem (E)
and give an estimate to all coecients of the formal power series solution. Moreover we
will introduce the Newton polygon as a tool to give the estimate.

















where u i(x)  0 for i  1. By the relation (3.1) we have the formal solution u^(t; x) 2
O(DR)[[t]].
x 3.1. Newton polygon
We want to give an estimate for the coecients ui(x). Then let us dene the







(j; ) := f(a; b) 2 R2; a  j + ; b  j;   jg:













Then for the operator L let us dene the Newton polygon NP (L) by
NP (L) := CH
finite[
(j;)
f(j; ); aj; 6= 0g;
where CHfg denotes the convex hull of a set fg.
Then the Newton polygon NP (E) for the equation (E) is the following gure:
(1; 1)
(m;m  2)
The Newton polygon NP (E) has the side with a slope 1.
x 3.2. Formal Gevrey estimate
We give an estimate for the coecients ui(x). The estimate is characterized by the
Newton polygon and is called the formal Gevrey estimate. For some linear or non linear
partial dierential equations, the formal Gevrey estimate of a formal solution is given
by many mathematicians (M. Miyake, S. Ouchi, etc). We omit a proof of the following
lemma. We refer the details to Ouchi [4].
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Lemma 3.1. Assume that for the Cauchy problem (E), the initial value function




positive constants A and B such that
(3.2) jui(x)j  ABi (i+ 1) on Dr for 0 < r < R:
x 4. Preparatory lemmas
In order to prove Theorem 2.4, we give a denition of the convolution and two
lemmas (Lemma 1.4 and 3.1) in [5]. For two lemmas we omit the proof.
Denition 4.1. Let i(; x) 2 O(Sd;  DR) (i = 1; 2) satisfying ji(; x)j 
Cjj 1 for  > 0. Then the convolution of 1(; x) and 2(; x) is dened by
(1  2)(; x) =
Z 
0
1(   ; x)2(; x)d:
Let us introduce two lemmas in [5].
Lemma 4.2 (Lemma 1.4 in [5]). Assume that functions i(; x) 2 O(Sd;DR)
satisfy




with si > 0 for i = 1; 2. Then the convolution 1  2 satises




Lemma 4.3 (Lemma 3.1 in [5]). For a series v^(t; x) =
P1
n=1 vn(x)t
n set (B^v^)(; x) =








 (   s)  (
sV (; x))
where numbers Ck;s (1  s  k) are constant numbers in [5] and satisfy
(4.1) C1;1 = 1; Ck;s =  sCk 1;s + Ck 1;s 1 for k  2;
with Ck;0 = Ck 1;k = 0. By the relation (4:1) we have Ck;k = 1 for k  1.
x 5. Proof of Main theorem
In this section we will give a proof of Theorem 2.4. Firstly we shall construct a
convolution equation from the Cauchy problem (E). Secondly we shall show that the
Borel Summability 169
convolution equation has a unique solution Vloc(; x) which is holomorphic in a neigh-
borhood of (; x) = (0; 0) (Lemma 5.2). Moreover we shall show that the convolution
equation has an analytic solution VS(; x) on Sd; Dr (0 < r < R) with the exponen-
tial growth estimate of order at most 1 there (Corollary 5.5). Finally we shall give that
Vloc(; x) = VS(; x) on Sd; \ f; jj < g Dr (Proposition 5.6).
Let us construct a convolution equation from the Cauchy problem (E). We substi-
tute u(t; x) = (x) + v(t; x) into the equation (E), where the function v(t; x) is a new

















where '(x) = ( @@x )
2(x).
Set v^(t; x) = u^(t; x) (x) where u^(t; x) is the formal soution of the Cauchy problem
(E). Then the formal series v^(t; x) is a formal solution of the equation (5.1).
Set V (; x) = (B^v^)(; x). By Lemma 3.1 we have the following result.
Lemma 5.1. The series V (; x) converges on f 2 C : jj < g DR (8R > 0)
for a suciently small  > 0.
Let us nd a formal convolution equation that V (; x) satises. We multiply each
term of the equation (5.1) by t2, and apply the formal Borel transform. Then we get
the following convolution equation by Lemma 4.3:

















Lemma 5.2. The function V (; x) in Lemma 5.1 is a solution of the convolution
equation (5.2) on f 2 C : jj < g DR for a suciently small  > 0.
Let Vloc(; x) be the solution in Lemma 5.2. We will show that the solution Vloc(; x)
is holomorhically extensible to Sd;  Dr for 0 < r < R. In order to show that,
we construct another solution VS(t; x) of the convolution equation (5.2) on Sd; Dr.
Moreover we show Vloc(; x) = VS(; x) on Sd;()Dr where Sd;() = Sd; \ f 2 C :
jj <  1g.





 (jV (; x)) = ()  (jV (; x)) = jV (; x)
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we can rewrite the equation (5.2) as follows;















 (j   s)  (










)V (; x)) for 2  j +   m and j;  > 0:
Let us construct a solution of the equation (CE) on Sd;. Then for the equation (CE)
we determine a sequence fVk(; x)g1k=0 by the following recurrences:
(5.3)8>>>>><>>>>>:
A()V0(; x) = '(x)









Bj;(Vk (; x)) for k  1
where V k(; x)  0 for k  1. Set 
d;() = fjj < g[Sd; with Sd;\ = ;: Then we
see that Vk(; x) 2 O(
d;()DR) and VS(; x) :=
P1
k=0 Vk(; x) is a formal solution
of the equation (CE).
For each Vk(; x) let us give an estimate. To estimate functions Vk(; x) we need
the following lemma, which can be found in [2] and [7].
Lemma 5.3. The following two statements are equivalent:
(i) A function (x) is an entire function and satises that there exist positive constants
C and K such that
j(x)j  CeKjxj2 on C:
(ii) For any R > 0, there exist positive constants D and E depending on R such that
jj( @
@x
)ijjR  DEi ( i2 + 1)
for all i  0 where jj  jjR = supjxjR j  j.
The following proposition is important to show the main theorem.




)i'jjR  DEi ( i2 + 1)
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2 (k + 1)!
1
2
for  2 
d;()
for all i  0.
We give a proof of Proposition 5.4 in Section 6.
By Proposition 5.4, we have the following corollary.
Corollary 5.5. For the solution VS(; x) =
P
k0 Vk(; x), we have that there
exist positive constants c and D1 such that
jjVS jjR  D1ecjj for  2 
d;():
Proof. By Proposition 5.4 there exist positive constants D0 and E0 such that




for  2 
d;():
By the estimate (5.4) we get Corollary 5.5.
Let us show the uniqueness of the solution of (CE) on 
d;()DR.
Proposition 5.6. Let Vloc(; x) be the solution in Lemma 5.2 and VS(; x) be
the solution in Corollary 5.5. Then we have Vloc(; x) = VS(; x) on Sd;() DR for
0 <  1:
We give a proof of Proposition 5.6 in Section 6.
Let us give a proof of the main theorem.
Proof. By Lemma 5.2, Corollary 5.5 and Proposition 5.6, the formal solution
u^(t; x) of the Cauchy problem (E) is Borel Summable in a direction d.
x 6. Proof of Proposition 5.4 and 5.6
In this section we shall give a proof on Proposition 5.4 and 5.6.
Proof of Proposition 5.4.
Proof. We can give a proof by Lemma 4.2. For A0() in (2.1) we have
(6.1) jfA0()g 1j  C0(jjm 1 + 1) 1 for  2 
d;():
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If k = 0, by the relation (5.3) and the estimate (6.1) we have
jj( @
@x
)iV0jjR  C0DEi ( i2 + 1) for  2 
d;():
Then by taking D0 = C0D we get the estimate in Proposition 5.4 on k = 0.
For k  1 we use an inductive method on k. Let us give an estimate for each




)iVk 2jjR  D0Ei+k 2Kk 2 ( i+ k   22 + 1)
jj k 22
(k   2)! 12 (k   1)! 12
for all i  0. Then we have
jj( @
@x
)i+2Vk 2jjR  D0Ei+kKk 2 ( i+ k2 + 1)
jj k 22
(k   2)! 12 (k   1)! 12
for all i  0. Here we use the following inequality
 (k 22 + 1)















Then by Lemma 4.2 we get
jj  ( @
@x
)i+2Vk 2jjR  D0Ei+kKk 2 ( i+ k2 + 1)
 (k 22 + 1)
(k   2)! 12 (k   1)! 12
jj k 22 +3 1
 (k 22 + 3)











Let us give an estimate for the term Bj(Vk 2). By the estimate (6.2) and Lemma 4.2
for s = 1; : : : ; j   1 we get
jj
j (s+1)





D0Ei+k 2Kk 2 ( i+ k   22 + 1)
 (s+ k 22 + 1)
(k   2)! 12 (k   1)! 12
jjj+ k 22
 (j + k 22 + 1)
D0Ei+k 2Kk 2 ( i+ k   22 + 1)
1
(k   2)! 12 (k   1)! 12
jjj+ k 22












(k   1) 12 k(k + 1) 12
j + k 22
:
For 2  j  m we have




















2 (k + 1)!
1
2
for all i  0.




)iVk jjR  D0Ei+k Kk  ( i+ k   2 + 1)
jj k 2
(k   )! 12 (k   + 1)! 12
for all i  0. Then we have
jjs( @
@x
)i+Vk jjR  D0Ei+kKk  ( i+ k2 + 1)
jjs+ k 2
(k   )! 12 (k   + 1)! 12
for all i  0. For 2  j +   m and j;  > 0 we get
jj 
j+ (s+1)





D0Ei+kKk  ( i+ k2 + 1)
 (s+ k 2 + 1)
(k   )! 12 (k   + 1)! 12
jjj++ k 2
 (j + + k 2 + 1)
by Lemma 4.2. For s = 1; : : : ; j we have
 (s+ k 2 + 1)
(k   )! 12 (k   + 1)! 12
1


















2 (k + 1)!
1
2
for all i  0. For jjj+(k+)=2 we remark 1 + k2  j + k+2  j + + k2  m+ k2 .






















Hence we complete a proof of Proposition 5.4 by the estimates (6.3), (6.4) and (6.5).
Proof of Proposition 5.6
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Proof. Set U(; x) = Vloc(; x)   VS(; x). The the function U(; x) is a solution
of the following equation:
(6.6)









Further by Lemma 5.2 and Corollary 5.5, we have
jjU jjR  D4 for  2 Sd;()
for some D4 > 0. Then by the Cauchy's integral theorem we have
(6.7) jj( @
@x
)iU jjr  D4(Er)ii! for  2 Sd;()
where Er = 2=(R  r) for 0 < r < R.
We estimate the left hand side in the equation (6.6) by substituting the estimate
(6.7) into the right hand side in (6.6). By a similar way to Proposition 5.4, we get for
all k  0,
jjU jjr  D4(ErKr)kjjk=2 for  2 Sd;()
























By letting k !1 then we have U(; x)  0 on Sd;()Dr for 0 <  1.
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