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Abstract
In this work we deal with the existence, stability and uniqueness of positive solution of
the symbiotic Lotka-Volterra degenerate model. We study and characterize the existence of
the principal eigenvalue for weakly coupled elliptic cooperative singular systems. We use it,
monotony methods and blowing up arguments to get our results and to show the change of
behaviour between the cases of weak and strong mutualism and between non-degenerate and
degenerate model.
1 Introduction
Let Ω be a bounded domain in IRN , N ≥ 1, with smooth boundary ∂Ω. Consider the parabolic
degenerate problem 
wt −∆(wm) = λw − w2 in (0,+∞)× Ω,
w(t, x) = 0 on (0,+∞)× ∂Ω,
w(0, x) = w0(x) in Ω,
(1)
where m > 1, λ ∈ IR and w0(x) is a bounded nonnegative function. This kind of equations was
introduced by Gurtin and MacCamy [1] to model the evolution of a biological population whose
density is w.
It is well known, see for example [2], that problem (1) possesses a unique nonnegative solution
w ∈ C(IR+;L1(Ω)) ∩ L∞(DT ) for any T > 0 where DT = (0, T ]× Ω and IR+ = [0,+∞).
In [3] and [4] the large time behaviour of the nonnegative solutions of (1) was studied. It
was shown that if λ > 0 the unique positive steady-state solution of (1), wλ, attracts in Lp(Ω)
norm (p = +∞ if N = 1 and p ∈ [1,+∞) if N ≥ 2) any solution of (1) for any w0 in a suitable
subset of L∞(Ω).
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Later, Bertsch and Rostamian [5] studied the stability of the positive steady-state of (1) by
linearizing (1) at the steady-state. As consequence of their results, it can be proved that if λ > 0
then wλ is exponentially stable in the L∞(Ω) norm for any w0 ≥ 0 and nontrivial.
This study is more difficult when one treats with systems instead of equations. Hence, we
consider the degenerate Lotka-Volterra model
wt −∆(wm) = λw − w2 + bwz in (0,+∞)× Ω,
zt −∆(zm) = µz − z2 + cwz in (0,+∞)× Ω,
w(t, x) = z(t, x) = 0 on (0,+∞)× ∂Ω,
w(0, x) = w0(x), z(0, x) = z0(x) in Ω,
(2)
where m > 1;λ, µ, b, c ∈ IR and w0, z0 are bounded and nonnegative functions. Here w and
z represent the densities of two species inhabiting in Ω, λ and µ are the growth rates of the
species, b and c are the interactions rates between the species. Since m > 1 the diffusion,
the rate the moving of these species from high density regions to low density ones, is slow.
In the prey-predator (b < 0 and c > 0) and competition (b < 0 and c < 0) cases, Pozio
and Tesei [6] proved the existence of a unique nonnegative global solution (w, z) of (2) with
(w, z) ∈ (C(IR+;L1(Ω)) ∩ L∞(DT ))2 for any T > 0. In both cases, they proved that if we have
a pair of sub-supersolutions (w, z), (w, z) of the stationary problem associated to (2), then the
interval I = [(w, z), (w, z)] is stable in Lp(Ω) norm in the following sense: there exists a set K
containing a neighbourhood of I such that for any (w0, z0) ∈ K, the distance from I to (w, z)
goes to zero in the Lp(Ω) norm as t diverges.
In [7] it was proved that under the assumptions of the existence of a pair of sub-supersolutions
(w, z), (w, z) of the stationary problem associated to (2), this problem possesses a unique non-
negative global solution. In the symbiotic case (b > 0 and c > 0) the authors showed that for
(w0, z0) = (w, z) (resp. (w0, z0) = (w, z) ) the corresponding solution (w, z) of (2) converges
monotonically increasing in t (resp. decreasing) to the minimal (w∗, z∗) (resp. maximal (w∗, z∗))
solution of the stationary problem of (2) in the Lp(Ω) norm. Moreover, (w∗, z∗) (resp. (w∗, z∗))
is stable for any (w0, z0) ∈ [(w, z), (w∗, z∗)] (resp.(w0, z0) ∈ [(w∗, z∗), (w, z)]).
In this work we will adopt a different way. Specifically, we consider the symbiotic Lotka-
Volterra model 
ut −∆u = λu1/m − u2/m + bu1/mv1/m in (0,+∞)× Ω,
vt −∆v = µv1/m − v2/m + cu1/mv1/m in (0,+∞)× Ω,
u(t, x) = v(t, x) = 0 on (0,+∞)× ∂Ω,
u(0, x) = u0(x), v(0, x) = v0(x) in Ω,
(3)
where m > 1; b, c > 0; λ, µ ∈ IR and u0 and v0 bounded positive functions. Observe that (3) is
a parabolic problem with linear diffusion but the second terms are not Lipschitz continuous or
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C1 functions in Ω× IR2+ and so we can not apply the classical results about semilinear parabolic
systems (see for example [8]). In fact, even in the scalar case, there are examples with the
second term Ho¨lder continuous functions Ω × IR+ and possessing infinitely many nonnegative
solutions (see pag. 27 and Theorem 1.6.1 in [9]). Moreover, in our knowledge, there is not a
general theory of the sub-supersolutions method (an iteration method which starts at a pair of
sub-supersolution and leads to a solution in between) with Ho¨lder but not Lipschitz continuous
nonlinearities for parabolic problem. In Section 3 we study the parabolic problem
ut + L1u = f(x, u, v) in (0,+∞)× Ω,
vt + L2v = g(x, u, v) in (0,+∞)× Ω,
u(t, x) = v(t, x) = 0 on (0,+∞)× ∂Ω,
u(0, x) = u0(x), v(0, x) = v0(x) in Ω,
(4)
where L1 and L2 are uniformly elliptic operators and f, g ∈ Cβ(Ω× IR2+) for some β ∈ (0, 1) (see
[10] pp. 52-53 for the definition of Ho¨lder continuous spaces in not necessarily bounded set). We
prove that the sub-supersolution method is valid for problem (4). For that, we use the sequences
built in [11] in the case of elliptic systems and some results of Chapter 8 in [9]. Although we
have already indicated that nonuniqueness can occur in this case, when f, g ∈ C2(Ω× (0,+∞)2)
and satisfy a technical assumption we will prove that there exists a unique positive solution,
where by positive solution we will denote a solution of (4) which belongs to the interior of the
positive cone of C1(Ω) for any t ≥ 0.
Observe that even though the parabolic problems (2) and (3) are different, we will show that
their linearizing at a steady-state are equivalent and so, the stability of a positive steady-state
is also equivalent (see Proposition 4). But, the study of the linearized around a steady-state
solution of (3) leads us to consider the spectrum of a linear singular eigenvalue problem for weakly
coupled elliptic systems. In the scalar case this kind of problems has been studied by Bertsch
and Rostamian [5] when the operator is in divergence form and by Herna´ndez, Mancebo and
Vega [12] for more general operator, but it has not been yet studied for weakly coupled systems.
So, in Section 2 we analyze the problem{
LU =M(x)U + λU in Ω,
U = 0 on ∂Ω,
(5)
where L is a diagonal 2× 2 matrix of uniformly elliptic operators and M is a 2× 2 cooperative
matrix where the coefficients are allowed to blow up near ∂Ω at a controlled rate. We prove the
existence of a real eigenvalue of (5) denoted σ1(L −M). The positivity of σ1(L −M), which
provides us with the stability of the steady-state solution of (3), will be characterized by means
of the existence of a positive strict supersolution of L−M and also like that L−M satisfies the
strong maximum principle following the results in [13], [14] and [15].
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We use these results to show that if we denote
M(x) =
(
fu(·, us, vs) fv(·, us, vs)
gu(·, us, vs) gv(·, us, vs)
)
where (us, vs) is a positive steady-state of (4), then (us, vs) is exponentially stable if σ1(L−M) >
0 and unstable if σ1(L − M) < 0 in the Lyapunov sense with the C1(Ω) norm. This result
generalizes to system the obtained for the scalar case in [12].
In Section 4 we apply the above result to study (3) and its corresponding stationary problem
−∆u = λu1/m − u2/m + bu1/mv1/m in Ω,
−∆v = µv1/m − v2/m + cu1/mv1/m in Ω,
u = v = 0 on ∂Ω.
(6)
When m = 1 these problems have been studied in [16], [17], [18], [19] and references therein and
when m > 1 in [20] and [21], where results of existence of positive solutions of (6) are given.
This model has attracted much less attention than the cases prey-predator and competition,
even in the case m = 1, due basically to the absence of a priori bounds. Specifically, if b, c > 0,
bc ≤ 1 (weak mutualism between the species) and m > 1 we prove, as Korman did in [17] when
m = 1, that the positive solution of (3) exists for all time and is bounded in L∞(Ω). However,
if bc > 1 (strong mutualism) and 1 < m < 2 the positive solution of (3) blows up in finite time.
If m = 2 the positive solution of (3) exists for all time but it is not bounded. But if m > 2
again the positive solution of (3) exists for all time and is bounded in L∞(Ω) in contrast with
the case m = 1, see Theorem 3.2 in [17]. This can have a biological interpretation as follows: if
the mutualism interaction is large (bc > 1) but the diffusion is very slow (m > 2), the species
can coexist in Ω unlike the linear diffusion (m = 1).
Our main results in this section can be summarized as follows:
• If bc < 1 and (λ, µ)∈ IR2+\{(0, 0)} there exists a unique positive solution of (3). Moreover,
if either m < 2, b and c are small; or m = 2; or m > 2 and (λ, µ) belongs to a suitable
subset, then there exists a unique and globally stable steady-state solution. Finally, if
λ, µ ≤ 0 then the trivial solution is globally stable.
• If bc = 1, m > 1 and (λ, µ) ∈ IR2+\{(0, 0)} there exists a unique positive solution of (3)
and at least a positive solution of (6). Moreover under condition (26), the steady-state
solution is asymptotically stable.
• Assume bc > 1. If 1 < m < 2, λ and µ are sufficiently large, then the positive solution of
(3) blows up in finite time and if λ and µ are positive and sufficiently small, then there
exists a unique positive global solution of (3) and at least a positive solution of (6). If
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m = 2 there exists a unique positive global solution of (3) but not bounded. If m > 2
and (λ, µ) ∈ IR2+ \ {(0, 0)} there exists a unique positive solution of (3) and at least a
positive solution of (6). Again, in any case, under condition (26), the steady-state solution
is asymptotically stable.
Our results improve the results previously mentioned of [7] and [6] and generalizes to systems
the results of [5], see Remarks 4 and 5.
Finally, in Remark 6 we show that some of these results are optimal.
2 The maximum principle for singular cooperative systems
Let Ω ⊂ IRN be a bounded domain with a C3,γ boundary ∂Ω for some γ > 0 if N > 1 and a
bounded open interval for N = 1. We denote d(x) the distance from x to ∂Ω. It is known that
d ∈ C2,γ(Ω1), with Ω1 = {x ∈ Ω : d(x) < ρ1} for some ρ1 > 0. Suppose that we have a second
order elliptic operator of the form
L = −
N∑
i,j=1
aij(x)
∂2
∂xi∂xj
+
N∑
i=1
bi(x)
∂
∂xi
, (7)
where the coefficients satisfy:
• L is an uniformly elliptic operator, i.e., there exists κ > 0 such that
N∑
i,j=1
aij(x)ξiξj ≥ κ|ξ|2, ∀x ∈ Ω, ∀ξ ∈ IRN .
• There exists β ∈ (0, 1) such that for all i, j = 1, ..., N ;
aij = aji ∈ Cβ(Ω) ∩ C3(Ω); bi ∈ Cβ(Ω) ∩ C2(Ω).
• There exist α ∈ (−1, 1) and C > 0 such that for all i, j, l = 1, ..., N ;∣∣∣∣∂aij∂xl
∣∣∣∣+ |bi| < C(1 + d(x)α),
∣∣∣∣∣ ∂2aij∂xi∂xj
∣∣∣∣∣+
∣∣∣∣ ∂bi∂xi
∣∣∣∣ < Cd(x)α−1 ∀x ∈ Ω.
We denote these assumptions by (HE).
Let M(x) = (mij(x)) and N(x) = (nij(x)) be two 2× 2 matrices whose elements belong to
the Fre´chet space C1(Ω) and such that there exists K > 0 satisfying:
(HM) mij > 0 i 6= j; ∣∣∣∣∂mij(x)∂xl
∣∣∣∣ d(x)2−α ≤ K i, j = 1, 2; l = 1, ..., N ; (8)
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(HN) nij ≥ 0 i 6= j; nii(x) > 0 for all x ∈ Ω and satisfy assumption (8).
Along this paper, we denote X = X0 ×X0, Y = Y0 × Y0 where X0 = C10(Ω) and Y0 = Cτ (Ω),
for some τ ∈ (0, 1). As usually, we define int(PX), int(PY ), with
int(PX0) =
{
u ∈ C10(Ω) : u(x) > 0 in Ω and ∂u/∂ν < 0 on ∂Ω
}
where ν denotes the outward unit normal on ∂Ω. Finally, we say that a function u ∈ X0 is
positive if u ∈int(PX0).
On the other hand, for each T > 0 we denote
DT = (0, T ]× Ω, ST = (0, T ]× ∂Ω, D = (0,+∞)× Ω, S = (0,+∞)× ∂Ω.
The object of this section is to analyze the following singular eigenvalue problems:{
LU =M(x)U + λU in Ω,
U = 0 on ∂Ω,
(9)
{
LU =M(x)U + λN(x)U in Ω,
U = 0 on ∂Ω,
(10)
where
L = diag(L1, L2), U = (u1, u2)t,
and Li, i = 1, 2 are operators as (7). We say that L satisfies (HE) if L1 and L2 satisfy it.
Similar problems for the scalar case were studied in [12]. The authors proved the next result
which we include by the sake of completeness.
Theorem 1 Let L be an operator like (7) whose coefficients satisfy (HE) and m ∈ C1 (Ω) a
function verifying (8). Then the spectrum of the problem{
Lu = m(x)u+ λu in Ω,
u = 0 on ∂Ω,
consists of an infinite, countable set of eigenvalues which are isolated and the corresponding
eigenfunctions are in C2 (Ω) ∩ C1,δ(Ω) for δ ∈ (0, δ0) with δ0 = min{γ, α + 1}. Moreover, there
exists a unique real eigenvalue, denoted by σ1 (L−m) , which is simple with an associated eigen-
function ϕ1 ∈int(PX0).
On the other hand, if m ≤ 0 in Ω and u ∈ C2 (Ω) ∩ C1,δ(Ω) is such that
Lu−mu ≥ 0 in Ω and u ≥ 0 on ∂Ω,
and u(x0) = 0 for some x0 ∈ Ω, then if x0 ∈ Ω, u = 0 in Ω and if x0 ∈ ∂Ω and u > 0 in Ω,
then ∂u/∂ν < 0 at x0.
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Along this work, the next result plays an essential role because it lets us obtain each positive
solution of (10) as a positive solution of a new problem similar to (10) with the signs of the sums
mii+mij controlled in a neighbourhood of ∂Ω. This result was proved in [12] in the scalar case.
Lemma 1 Let U ∈ Z = (C2(Ω) ∩ C1,δ0 (Ω))2, for some δ ∈ (0, δ0) , be a positive solution of (10).
There exist functions ϕ+, ϕ− ∈ C2,δ(Ω) with ϕ± > 0 in Ω such that W± = ϕ±U ∈ Z is solution
of {
L±W± =M±(x)W± + λN(x)W± in Ω,
W± = 0 on ∂Ω,
(11)
where
L± = diag(L±1 , L±2 ) and M± =
(
m±11 m12
m21 m
±
22
)
,
L±k are of the type (7) with coefficients verifying (HE), m
±
ii satisfy (8) and
±(m±ii +mij) > 0 in a neighbourhood of ∂Ω.
Remark 1 This result implies that if there exists the positive principal eigenvalue of (10),
denoted by σ1(L−M ;N), then σ1(L−M ;N) = σ1(L± −M±;N), and conversely.
Proof: Let α and ρ1 be as in (HE). Suppose α 6= 0.Without lost of generality we can assume
that α < 0. We consider ϕ±(x) = e±ψ(d(x)) where ψ is a regular and nonnegative function such
that
ψ(ρ) =
{
0 if ρ > ρ1,
1
ερ
α+1 if ρ ∈ [0, ρ1/2],
where ε is a positive constant to be chosen. Now, if U is solution of (10), then W± = ϕ±U
satisfies (11) with m±kk = mkk +
α+1
ε d(x)
α−1A±k (ε, x), where
A±k (ε, x) =
N∑
i,j=1
akij(x)
(
∂d
∂xi
∂d
∂xj
(
α+ 1
ε
d(x)α+1 ∓ α
)
∓ d(x) ∂
2d
∂xi∂xj
)
± d(x)
N∑
i=1
bki (x)
∂d
∂xi
,
and akij , b
k
i are the coefficients of the operator Lk. Then (m
±
kk + mkj)d(x)
1−α = (mkk +
mkj)d(x)1−α + α+1ε A
±
k (ε, x), here the first term of the second member is bounded but it has
no definite sign. It is clear that ±A±k (ε, x) > 0 near ∂Ω, and so, if ε is sufficiently small
±(m±kk +mkj) > 0 in a neighbourhood of ∂Ω.
When α = 0 we take
ψ(ρ) =
1
ε
∫ ρ
0
ln(s)ds if ρ ∈ [0, ρ1/2] .
Now, we can reason similarly to the above case taking ϕ±(x) = e∓ψ(d(x)) . ¦
The following result was shown in [22] when the coefficients are bounded.
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Definition 1 A function ϕ ∈ C2 (Ω) ∩ C1,δ(Ω) is said a supersolution of L−m if Lϕ ≥ mϕ in
Ω and ϕ ≥ 0 on ∂Ω. If in addition, Lϕ > mϕ in Ω or ϕ > 0 on ∂Ω, then it is said that ϕ is a
strict supersolution.
Theorem 2 Assume that L is an operator of the form (7) whose coefficients satisfy (HE) and
m ∈ C1 (Ω) a function verifying (8). The following assertions are equivalent:
(a) σ1(L−m) > 0;
(b) L−m admits a positive strict supersolution;
(c) The problem {
Lu = m(x)u+ f in Ω,
u = 0 on ∂Ω,
where f ∈ Y0, satisfies the strong maximum principle, i.e., if f ∈ PY0\{0} then u ∈int(PX0).
Proof: (a) implies (b) taking the supersolution ϕ = ϕ1, the principal eigenfunction associated
to σ1(L−m). From Krein-Rutman theorem, see Theorem 3.2 in [23], and the fact that
σ1(L−m) = 1spr([L−m]−1)
where spr(T ) denotes the spectral radius of the operator T, it follows that (c) implies (a). We
only have to prove that (b) implies (c). Assume f ∈ PY0\{0} and suppose that minΩ u < 0. We
define
sˆ = min {s ∈ IR : u+ sϕ ≥ 0 in Ω} ,
where ϕ is the positive strict supersolution of L −m. Observe that sˆ > 0 and is well defined.
Indeed, if ϕ > 0 on ∂Ω, then it is clear that sˆ is well defined. Assume that ϕ = 0 on ∂Ω. By
Lemma 1 we can suppose that m < 0 in a neighbourhood of ∂Ω. Thus, we can take a positive
constant K such that m−K < 0 in Ω. Then
(L− (m−K))ϕ > 0,
and by Theorem 1, ϕ ∈int(PX0). Thus, there exists k > 0 such that kd(x) ≤ ϕ(x). Given x ∈ Ω,
we take y ∈ ∂Ω such that d(x) = |x− y| . Then,
−u(x) = u(y)− u(x) ≤ k1 |x− y| = k1d(x)
for some k1 > 0, and so,
−u(x)
ϕ(x)
≤ k1
k
.
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Therefore,
L(u+ sˆϕ)− (m−K)(u+ sˆϕ) > 0,
and by Theorem 1, u + sˆϕ ∈int(PX0) which is a contradiction with the definition of sˆ. This
implies that u ≥ 0, again by Theorem 1 it follows that u ∈int(PX0). ¦
We are ready now to generalize the above results to systems with singular coefficients.
Definition 2 We say that Φ ∈ (C2 (Ω) ∩ C1,δ(Ω))2 is a supersolution of L−M if LΦ ≥MΦ in
Ω and Φ ≥ 0 on ∂Ω. If in addition, LΦ > MΦ in Ω or Φ > 0 on ∂Ω, then it is said that Φ is a
strict supersolution.
Theorem 3 Under the assumptions (HE)− (HM), the following conditions are equivalent:
(a) L −M admits a positive strict supersolution;
(b) The operator [L−M ]−1 : X 7−→ X is well defined, compact and strongly positive;
(c) The problem {
LU =M(x)U + F in Ω,
U = 0 on ∂Ω,
where F ∈ Y , satisfies the strong maximum principle, i.e., if F ∈ PY \{0} then U ∈int(PX);
(d) The operator [L−M ] : X 7−→ Y possesses a strictly positive eigenvalue, denoted by
σ1(L−M). This eigenvalue is simple and it is the only eigenvalue of (9) possessing a
positive eigenfunction Φ1 ∈int(PX).
Proof: (b) implies (c) trivially. (c) implies (d) by Krein-Rutman theorem. Taking Φ1 as a
positive strict supersolution it follows that (d) implies (a). We must prove that (a) implies (b)
to conclude the proof. It is not hard to find hii ∈ C1(Ω) satisfying (HM), with hii > 0 and
hii+mii > 0. Since any positive constant is a strict supersolution of Li, it follows from Theorem
2 that σ1(Li) > 0, and so,
σ1(Li + hii) > 0. (12)
We consider the map K : (C1(Ω))2 7→ X defined by KF = U, where F = (f1, f2)t and U =
(u1, u2)t is the unique solution of (Li + hii)ui = fi in Ω, ui = 0 on ∂Ω. From (12), K is well
defined and compact. Now, we define
H = diag(h11, h22).
and the map AF = (M + H)F. Finally, we consider A = KA : X 7→ X. The operator A is
compact and from (12) strongly positive. So, by Krein-Rutman theorem it follows that the
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spectral radius of A is positive. It is sufficient now to continue the proof as Theorem 1.1 in [13]
(see also Theorem 2.1 in [15]). ¦
The next result shows the existence of σ1(L−M) independently of its positivity.
Theorem 4 Assume (HE)-(HM). There exists one real eigenvalue of (9), denoted σ1(L−M)
associated with a positive eigenfunction Φ1 ∈int(PX). The eigenvalue is simple and there is no
other eigenvalue to a positive eigenfunction.
Proof: Firstly, we claim there exists K > 0 such that
σ1(L−M +KI) > 0,
and so, σ1(L−M) = σ1(L−M + KI) − K. Note that σ1(L−M) < 0 is not excluded. From
Remark 1, it is sufficient to prove that σ1(L− −M−+KI) > 0, where L− andM− are defined
in Lemma 1, for which we will find a positive strict supersolution of L− −M− +K and apply
Theorem 3. Let R be a positive constant. The pair (R,R) is a strict positive supersolution of
L− −M− +K if
K > m−11 +m12 and K > m
−
22 +m21. (13)
By Lemma 1, (13) is true near ∂Ω, so it is enough to take K sufficiently large. ¦
Respect to (10), we obtain:
Theorem 5 Assume (HE), (HM) and (HN). There exists exactly one positive principal eigen-
value of (10) denoted by σ1(L−M ;N), it is algebraically simple and the associated eigenfunction
lies in int(PX).
Proof: As in the proof of Theorem 4, there exists K > 0 such that σ1(L−M + KN) > 0.
Then, by Theorem 3 the operator [L−M +KN ]−1 is compact and strongly positive. Now, the
result follows as an application of Krein-Rutman theorem. ¦
The following result will be used to compare principal eigenvalues of different matrices. Its
proof is similar to Theorem 3.2 in [15], and so we omit it.
Lemma 2 Assume (HE). Let A(x) = (aij(x)) and B(x) = (bij(x)) be two matrices with aij , bij
satisfying (HM), aij ≥ bij and aij(x0) > bij(x0) for some x0 ∈ Ω and some i, j ∈ {1, 2} . Then,
σ1(L−A) < σ1(L−B).
The following result will be used in the next section:
Proposition 1 Assume (HE), (HM) and (HN). If σ1(L−M) > 0 (resp. < 0), then σ1(L−M ;N) >
0 (resp. < 0).
10
Proof: Observe that µ = σ1(L−M ;N) if and only if σ1(L−M − µN) = 0. It is known that
the map µ 7→ σ1(L−M−µN), defined wheneverM+µN verifies (HM), is analytic, see [24], and
by Lemma 2 strictly decreasing. The existence of µ by Theorem 5 directs to the assertation. ¦
Remark 2 The results of this section can be generalized when M(x) = (mij(x)) is a n × n
matrix such that mij ∈ C1(Ω) satisfy (8) and M is irreducible (see [13], [14] and [15]).
3 Parabolic problems with Ho¨lder continuous reactions terms
In this section we study the following cooperative parabolic problem
ut + L1u = f(x, u, v) in DT ,
vt + L2v = g(x, u, v) in DT ,
u(t, x) = v(t, x) = 0 on ST ,
u(0, x) = u0(x); v(0, x) = v0(x) in Ω,
(14)
where Lk, k = 1, 2, are of the form (7), u0, v0 ∈ Cβ(Ω), β ∈ (0, 1), and satisfy the compatibility
condition u0(x) = v0(x) = 0 on ∂Ω.
Here, for every ϑ ∈ (0, 1) , k ∈ IN and every bounded open subset D of IR× IRN , we denote
Ck+ϑ(D) the Banach space of all continuous functions u : D 7→ IR for which all the derivatives
DrtD
s
xu, 0 < 2r + s ≤ k, exist and are continuous in D and with norm ‖u‖k+ϑ finite (see [8] for
the definiton of ‖ · ‖k+ϑ and Ck+ϑ(Σ) for arbitrary subset Σ).
Respect to the reactions terms, we suppose
(HR) f, g : Ω× IR2+ 7→ IR f, g ∈ Cβ(Ω× IR2+)∩C2(Ω× (0,+∞)2), f increasing in v, g increasing
in u.
Definition 3 The functions w = (u, v), w = (u, v) ∈ F = (Cβ(DT ) ∩ C2(DT ))2 are called a pair
of sub-supersolutions of (14) if w ≤ w and
(i) ut + L1u− f(x, u, v) ≥ 0 ≥ ut + L1u− f(x, u, v) in DT,
(ii) vt + L2v − g(x, u, v) ≥ 0 ≥ vt + L2v − g(x, u, v) in DT,
(iii) u(t, x) ≥ 0 ≥ u(t, x); v(t, x) ≥ 0 ≥ v(t, x) on ST,
(iv) u(0, x) ≥ u0(x) ≥ u(0, x); v(0, x) ≥ v0(x) ≥ v(0, x) in Ω.
Theorem 6 Assume (HR). Let w and w be a pair of sub-supersolutions of (14). Then there exist
w∗ = (u∗, v∗) and w∗ = (u∗, v∗) ∈ (C1+β(DT ) ∩ C2+β(DT ))2 minimal and maximal solution of
(14) such that for every w = (u, v) ∈ (C1+β(DT ) ∩ C2+β(DT ))2 solution of (14) with w ≤ w ≤ w,
we have
w ≤ w∗ ≤ w ≤ w∗ ≤ w.
11
Proof: We can define two sequences which converge to the minimal and maximal solutions
of (14). These sequences can be built as in [11] for the case of elliptic systems. The convergence
of these sequences to the minimal and maximal solution of (14) follows as in Sections 8.2 and
8.3 in [9]. ¦
For the uniqueness of positive solution of (14), we need the following maximum principle for
parabolic singular cooperative systems.
Proposition 2 Let U = (u1, u2)t ∈ F be such that
Ut + LU ≤M(t, x)U in DT , (15)
where M(t, x) = (mij(t, x)), mij satisfy (HM) for all t ≥ 0. If uk(0, x) ≤ R in Ω and uk ≤ R
on ST , then uk ≤ R in DT for k = 1, 2. If uk(t0, x0) = R for some (t0, x0) ∈ DT , then uk = R
in [0, t0] × Ω. Moreover, if uk(t0, x0) = R for some (t0, x0) ∈ (0, T ) × ∂Ω, then ∂uk/∂ν > 0 at
(t0, x0).
Proof: We realize the change of variable of Lemma 1, W− = ϕ−U, and we obtain from (15)
that W− verifies an inequality as
W−t + L−W− ≤M−(t, x)W− in DT ,
where in particular
m−11(t, x) +m12(t, x) < 0 and m
−
22(t, x) +m21(t, x) < 0 for t ∈ [0, T ] and x near ∂Ω.
It is sufficient to apply Theorem 15 of Chapter 3 in [25] to obtain the outcome. ¦
Proposition 3 Assume (HR) and that for any (u, v) ∈int(PX) the matrix
M(x) =
(
fu(x, u(x), v(x)) fv(x, u(x), v(x))
gu(x, u(x), v(x)) gv(x, u(x), v(x))
)
satisfies (HM). Then there exists at most a positive solution (u, v) of (14), where by positive
solution we denote that (u(t, x), v(t, x)) ∈int(PX) for any t ≥ 0.
Proof: We suppose that there exist two positive solutions (ui, vi), i = 1, 2, and we define
U = (u, v)t where u = u1 − u2 and v = v1 − v2. Then, U holds
Ut + LU =M(t, x)U in DT ,
U = 0 on ST ,
U(0, x) = 0 in Ω,
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where
M(t, x) =
(
fu(x, ξ1, ξ2) fv(x, ξ1, ξ2)
gu(x, η1, η2) gv(x, η1, η2)
)
,
where min{u1, u2} ≤ ξ1, η1 ≤ max{u1, u2} and min{v1, v2} ≤ ξ2, η2 ≤ max{v1, v2}. By (HR)
mij > 0 i 6= j, and since (ui, vi), i = 1, 2 are positive there exists dˆ > 0 such that dˆd(x) ≤
min{u1, u2}, dˆd(x) ≤ min{v1, v2}. By hypothesis, it is clear now that mij satisfy (HM) for all
t ≥ 0. Now, it is sufficient to apply Proposition 2 and we obtain the result. ¦
The previous results can be used to study the asymptotic behaviour of the time-dependent
solution and stability or instability of the steady-state in the Lyapunov sense, see for example
Definition 10.1.1 in [9]. We consider the system
ut + L1u = f(x, u, v) in D,
vt + L2v = g(x, u, v) in D,
u(t, x) = v(t, x) = 0 on S,
u(0, x) = u0(x); v(0, x) = v0(x) in Ω,
(16)
and the corresponding steady-state system
L1u = f(x, u, v) in Ω,
L2v = g(x, u, v) in Ω,
u = v = 0 on ∂Ω.
(17)
Theorem 7 Let (us, vs) ∈int(PX) be a solution of (17) and
M(x) =
(
fu(·, us, vs) fv(·, us, vs)
gu(·, us, vs) gv(·, us, vs)
)
.
If σ1(L−M) > 0 then (us, vs) is exponentially stable and if σ1(L−M) < 0, (us, vs) is unstable
with the norm of C1(Ω) .
Proof: Since (us, vs) ∈int(PX), there exist Ki,i = 1, 2 such that
K1d(x) ≤ us(x) ≤ K2d(x) and K1d(x) ≤ vs(x) ≤ K2d(x) for all x ∈ Ω.
Denote I = [K1(d(x), d(x)),K2(d(x), d(x))] . As in the proof of the Theorem 3, there exist
functions nij ∈ C1(Ω) that satisfy (HN) and are such that for all (u, v) ∈ I
1 + d(x) (|fuu(·, u, v)|+ |fuv(·, u, v)|) < n11,
1 + d(x)(|gvu(·, u, v)|+ |gvv(·, u, v)|) < n22,
d(x)(|fvu(·, u, v)|+ |fvv(·, u, v)|) < n12,
d(x)(|guu(·, u, v)|+ |guv(·, u, v)|) < n21.
(18)
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Firstly, assume σ1(L−M) > 0. Then by Proposition 1, σ1(L−M ;N) > 0 where N(x) = (nij(x)).
We take (ψ1, ψ2) ∈int(PX) an eigenfunction of (10) associated with σ1(L−M ;N). We will prove
that
(u, v) = (us − ρe−σtψ1, vs − ρe−σtψ2) (u, v) = (us + ρe−σtψ1, vs + ρe−σtψ2),
is a pair of sub-supersolutions of (16) where σ = σ1(L−M ;N) and ρ is a positive constant such
that (u, v), (u, v) ∈ I and
ρ < σmin
{
d(x)
ψ1(x)
,
d(x)
ψ2(x)
}
. (19)
Indeed, for example, u is a supersolution if us + ρψ1 ≥ u0 and, after to apply the mean value
theorem twice,
n11ψ1 + n12ψ2 ≥ ψ1 + 1σ{(fuu(·, η1, η2)(ξ1 − us) + fuv(·, η1, η2)(ξ2 − us))ψ1+
(fvu(·, ηˆ1, ηˆ2)(ξ1 − us) + fvv(·, ηˆ1, ηˆ2)(ξ2 − us))ψ2}
(20)
where
us ≤ η1, ηˆ1 ≤ ξ1 ≤ us + ρe−σtψ1 ≤ us + ρψ1,
vs ≤ η2, ηˆ2 ≤ ξ2 ≤ vs + ρe−σtψ2 ≤ vs + ρψ2.
But (20) follows from (18) choosing ρ as (19). Thus,
|u(t, x)− us| ≤ ρe−σtψ1 and |v(t, x)− vs| ≤ ρe−σtψ2
for any (u0, v0) such that |u0 − us| ≤ ρψ1 and |v0 − vs| ≤ ρψ2. The stability follows directly and
a standard boot-strapping argument shows the stability in C1(Ω) norm.
Assume now that σ1(L−M) < 0. In this case, we take nij ∈ C1(Ω) that satisfy (HN) and are
such that for all (u, v) ∈ I
J + d(x)(|fuu(·, u, v)|+ |fuv(·, u, v)|) < n11,
J + d(x)(|gvu(·, u, v)|+ |gvv(·, u, v)|) < n22,
d(x)(|fvu(·, u, v)|+ |fvv(·, u, v)|) < n12,
d(x)(|guu(·, u, v)|+ |guv(·, u, v)|) < n21,
where J = ω(ω−1) for some w ∈ (0, 1). Now, we define
(u, v) = (us + ρ(1− ωe−βt)ψ1, vs + ρ(1− ωe−βt)ψ2)
with w ∈ (0, 1), β = −σ1(L−M ;N) > 0 and ρ > 0 to be selected. Again, it can be proved that
(u, v) is a subsolution of (16). So,
u(t, x) ≥ us + ρ(1− ωe−βt)ψ1 and v(t, x) ≥ vs + ρ(1− ωe−βt)ψ2
14
for any u0 ≥ us + ρψ1 and v0 ≥ vs + ρψ2. Now, the instability is an easy consequence. ¦
Now, we connect the stability of steady-state solution with its uniqueness between a sub and
a supersolution of (17). The following results generalize other ones when f, g are C1 or Lipschitz
continuous. The proofs follow from Theorem 6 and Proposition 2 as in Section 10.4 and 10.5 in
[9].
Theorem 8 Let w = (u, v) and w = (u, v) be a pair of sub-supersolutions of (17) and we
denote w(t;w) (resp. w(t;w)) the corresponding solution of (16) with (u0, v0) = (u, v) (resp.
(u0, v0) = (u, v)). Then:
1. w(t;w), w(t;w) are monotone nondecreasing and nonincreasing in t, respectively and
w(t;w) ≥ w(t;w) in D. Moreover,
lim
t→+∞w(t;w) = w
∗, lim
t→+∞w(t;w) = w∗
and w∗ ≥ w∗.
2. The functions w∗ and w∗ are the maximal and the minimal solutions of (17) in [w,w] .
Theorem 9 Assume w = (u, v) and w = (u, v) be a pair of sub-supersolutions of (17). Then
(us, vs) is the unique solution of (17) in [w,w] if and only if (us, vs) is asymptotically stable for
any (u0, v0) ∈ [w,w].
4 Application
In this section we apply the above results to the symbiotic degenerate Lotka-Volterra model
ut −∆u = u1/m(λ− u1/m + bv1/m) in D,
vt −∆v = v1/m(µ− v1/m + cu1/m) in D,
u(t, x) = v(t, x) = 0 on S,
u(0, x) = u0(x); v(0, x) = v0(x) in Ω,
(21)
and the corresponding steady-state system
−∆u = u1/m(λ− u1/m + bv1/m) in Ω,
−∆v = v1/m(µ− v1/m + cu1/m) in Ω,
u = v = 0 on ∂Ω,
(22)
where m > 1; b, c > 0; λ, µ ∈ IR and (u0, v0) ∈int(PX). We refer to [21] to a biological interpre-
tation of (21) and (22). Observe that the second terms of (21) and (22) satisfy the assumptions
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imposed in the previous sections. To state our results we need some notations. We will denote
θγ the unique positive solution (see [21]) of the degenerate logistic equation, i.e.,{
−∆w = w1/m(γ − w1/m) in Ω,
w = 0 on ∂Ω,
which exists if and only if γ > 0, is increasing in γ and satisfies
θγ < γ
m. (23)
Also, we define when they exist
M =
(
λ+ bµ
1− bc
)m
, N =
(
µ+ cλ
1− bc
)m
, δ = infΩ
θµ
θλ
P =
(
1 + b
1− bc
)m
, Q =
(
1 + c
1− bc
)m
and R = max
{
P (m−1)/(2−m), Q(m−1)/(2−m)
}
Note that if λ ≥ µ > 0, then δ ≤ 1 . Moreover, since θµ, θλ ∈int(PX0), then δ > 0.
The main result of this section is:
Theorem 10 1. Assume bc < 1. If (λ, µ) ∈ IR2+\{(0, 0)}, there exists a unique global positive
solution (u(t, x), v(t, x)) of (21) and at least a positive solution (us, vs) of (22). In addition,
if some of the following options occurs:
(i) Either 1 < m < 2 and
bm <
δ
RQ
, cm <
δ
RP
, (24)
(ii) or m = 2,
(iii) or m > 2, 1− bc(m− 1)2 > 0 and
λ (1− bc(m− 1)) ≥ bµ(m− 2), µ (1− bc(m− 1)) ≥ cλ(m− 2), (25)
then (us, vs) is the unique positive solution of (22) and it is globally asymptotically stable.
If λ, µ ≤ 0, then the trivial solution (0, 0) is globally asymptotically stable and so (22) does
not possess positive solution.
2. Assume bc = 1. If m > 1 and (λ, µ) ∈ IR2+ \ {(0, 0)}, then there exists a unique global
positive solution (u(t, x), v(t, x)) of (21) and at least a positive solution (us, vs) of (22).
Moreover, a positive solution (us, vs) of (22) is asymptotically stable if
λ(m−1)+(m−2)(bv1/ms −u1/ms ) > 0 and µ(m−1)+(m−2)(cu1/ms −v1/ms ) > 0. (26)
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3. Assume bc > 1. If 1 < m < 2, then there exist 0 < λ0 < λ1 and 0 < µ0 < µ1 such that
if λ > λ1 and µ > µ1 the solution of (21) blows up in finite time and if 0 < λ < λ0 and
0 < µ < µ0 there exists a unique global positive solution (u(t, x), v(t, x)) of (21) and at
least a positive solution (us, vs) of (22). If m > 2 and (λ, µ) ∈ IR2+ \ {(0, 0)} there exists
a unique global positive solution (u(t, x), v(t, x)) of (21) and at least a positive solution
(us, vs) of (22). If m = 2 there exists a unique global positive solution (u(t, x), v(t, x)) of
(21) and not bounded.
Moreover, in any case, a positive solution (us, vs) of (22) is asymptotically stable if it
satisfies (26).
To obtain this result we need a new version of the Serrin-McKenna-Walter sweeping principle
for systems with nonlinearities Ho¨lder continuous. The proof follows, by the strong maximum
principle for L1 and L2, as Theorem 4 in [26].
Lemma 3 Assume the f, g satisfy the assumptions of Proposition 3. Let (u, v) be a positive
solution of (17) and consider the family of positive functions Wr := (ur, vr) with r ∈ (r0, r1]
satisfying:
1. L1ur ≥ f(x, ur, vr), L2vr ≥ g(x, ur, vr) in Ω and ur,vr ≥ 0 on ∂Ω.
2. Wr(x) depends continuously on r and is nondecreasing in r for all x ∈ Ω.
3. (u, v) ≤ (ur1 , vr1) in Ω.
4. Either Wr(x) is increasing in r or ∂Wr(x)/∂ν changes continuously with r for x ∈ ∂Ω.
5. ur 6= u and vr 6= v for all r.
Then
(u, v) ≤ inf
r∈(r0,r1]
(ur, vr).
Remark 3 This theorem has its counterpart for a family of subsolutions with the corresponding
changes in the inequalities, see Remark below Theorem 4 in [26].
The following result will be used to prove the main result of this section. It provides us a priori
bounds of the positive solution of (22) and extends Theorem 3.2. in [16].
Theorem 11 Assume bc < 1 and λ ≥ µ > 0. Let (u, v) be a positive solution of (22). Then
1. If 1 < m < 2
θµ ≤ u ≤ RPθλ θµ ≤ v ≤ RQθλ. (27)
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2. If m ≥ 2
θµ ≤ u ≤ Pθλ θµ ≤ v ≤ Qθλ. (28)
Proof: It is not hard to prove that
θµ ≤ θλ ≤ u, θµ ≤ v.
We consider the family
(ur, vr) = (rmPθλ, rmQθµ), r > 1.
By the choice of P and Q, we have bQ1/m − P 1/m = cP 1/m −Q1/m = −1. Since λ ≥ µ > 0, the
above family satisfies the conditions of Lemma 3 provided that
θ
1/m
λ
(
−r + rm−1P (m−1)/m
)
+ λ
(
1− rm−1P (m−1)/m
)
≤ 0,
θ
1/m
λ
(
−r + rm−1Q(m−1)/m
)
+ λ
(
1− rm−1Q(m−1)/m
)
≤ 0. (29)
On the other hand, since r > 1, P > 1 and Q > 1 we have
1− rm−1P (m−1)/m < 0 and 1− rm−1Q(m−1)/m < 0.
Now we study two cases:
Case 1: Assume 1 < m < 2. In this case if r ≥ R1/m then
−r + rm−1P (m−1)/m ≤ 0 and − r + rm−1Q(m−1)/m ≤ 0,
and so it follows (29). Now taking r0 = R1/m and applying Lemma 3 we obtain (27).
Case 2: Assume m ≥ 2. In this case,
−r + rm−1P (m−1)/m ≥ 0 and − r + rm−1Q(m−1)/m ≥ 0.
Using now (23), we get that a sufficient condition for (28) is λ(1− r) ≤ 0, which is obvious for
r ≥ 1. An application of Lemma 3 concludes the proof. ¦
Proof of Theorem 10: 1. Assume λ, µ > 0. If λ = 0 or µ = 0 it can reason similarly (see
[21]). Firstly, it is known (see [21]) that for any positive solution (u, v) of (22), we have
θλ ≤ u ≤M θµ ≤ v ≤ N. (30)
We take (u0, v0) ∈int(PX). Then there exist ρ1 > 0, ρ2 ≥ 1 such that (ρ1θλ, ρ1θµ) ≤
(u0, v0) ≤ (ρ2M,ρ2N). Now, it is not hard to prove that
(u, v) = (ρ1θλ, ρ1θµ) and (u, v) = (ρ2M,ρ2N)
18
is a pair of sub-supersolutions of (21) and (22). From Theorem 6 follows the existence of
(u(t, x), v(t, x)) positive solution of (21) in I = [(u, v), (u, v)]. Proposition 3 gives us the unique-
ness of positive solution of (21). The existence of at least a positive solution (us, vs) and a
minimal positive solution (u∗, v∗) of (22) in I was proved in [11]. Now, we show the uniqueness
of positive solution of (22) for which it is sufficient to prove that us ≤ u∗ and vs ≤ v∗. We take
the family
Wr = (rus, rvs)
with r ∈ [r0, 1) where r0 is a sufficiently small constant such that r0us ≤ u∗ and r0vs ≤ v∗. The
family Wr satisfies the conditions of Remark 3 if
λ(1− r1−1/m) + (bv1/ms − u1/ms )(r1/m − r1−1/m) ≥ 0,
µ(1− r1−1/m) + (cu1/ms − v1/ms )(r1/m − r1−1/m) ≥ 0.
(31)
If 1 < m < 2, since r < 1 then r1−1/m < 1 and r1/m < r1−1/m and so, (31) is true if
bv1/ms ≤ u1/ms and cu1/ms ≤ v1/ms (32)
It is clear that (24) implies (32) by the bound (27).
If m = 2, (31) is true trivially.
If m > 2, then r1/m > r1−1/m. Since us ≤M and vs ≤ N, then (31) holds if
λ(1− r1−1/m) ≥M1/m(r1/m − r1−1/m), µ(1− r1−1/m) ≥ N1/m(r1/m − r1−1/m).
It is not hard to prove that
f(r) =
1− r1−1/m
r1/m − r1−1/m
is decreasing if r ≤ 1, so (25) implies (31). This shows the uniqueness of positive solution of
(22) in I. But, by (30), any positive solution of (22) belongs to I. Now, Theorem 9 completes
the proof of the global stability.
We assume now that λ, µ ≤ 0. The pair
(u, v) = (0, 0) and (u, v) = (ρ1e−σtϕ1, ρ2e−σtϕ1)
is a pair of sub-supersolutions of (21) if ρ1ϕ1 ≥ u0 ≥ 0, ρ2ϕ1 ≥ v0 ≥ 0 and
(ρ1e−σtϕ1)1−1/m(σ1 − σ) + (e−σtϕ1)1/m(ρ1/m1 − bρ1/m2 ) ≥ λ,
(ρ2e−σtϕ1)1−1/m(σ1 − σ) + (e−σtϕ1)1/m(ρ1/m2 − cρ1/m1 ) ≥ µ,
(33)
where σ1 and ϕ1 denote the principal eigenvalue and eigenfunction of −∆ under homogeneous
Dirichlet condition, respectively; and σ, ρ1, ρ2 > 0 to be chosen. Given (u0, v0) ∈int(PX), we
can choose 0 < σ < σ1, ρ1, ρ2 > 0 such that ρ1ϕ1 ≥ u0 and ρ2ϕ1 ≥ v0 and satisfying (33). So
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applying Proposition 3, for any positive solution (u, v) of (21) we have u ≥ u and v ≥ v. This
completes the first part of the Theorem.
2. Assume bc = 1 and m > 1. As in the first part of the proof, there exists ρ1 > 0 sufficiently
small such that (u, v) = (ρ1θλ, ρ1θµ) is a subsolution of (21) and (22). As supersolution we take
(u, v) = (Aϕ(x), dAϕ(x)),
with d = cm, A > 0 and ϕ(x) = R2 − |x|2 with R so large that ϕ > 0 in Ω. It is not hard to
prove that for A large (u, v) > (u0, v0) in Ω and (u, v) is a supersolution of (21) and (22). In
fact, this function provides us an upper bound of the positive solutions, see Theorem 32.VI in
[27]. A similar argument to the first part completes the proof of existence and uniqueness.
To complete the proof of the second part, it remains to show the stability of (us, vs). By Theorem
7, the stability of (us, vs) is given by the sign of the principal eigenvalue of
LU =M(x)U + σU (34)
where U = (u, v)t and
L = diag(−∆,−∆), M = 1
m
 u1/m−1s (λ− 2u1/ms + bv1/ms ) bu1/ms v1/m−1s
cu
1/m−1
s v
1/m
s v
1/m−1
s (µ− 2v1/ms + cu1/ms )
 .
By (26), (us, vs) is a positive strict supersolution of (34). Theorems 3 and 7 complete the proof.
3. Now we assume bc > 1 and 1 < m < 2. We consider the map h(α) = cα + α1/m −
α1−1/m, α ≥ 0 and let α be the least root of h(α) = b. Since bc > 1, we deduce α < bm.
Case 1: Assume λ = α1−1/mµ and u0 = αv0. Then the positive solution of (21) is of the form
(u, 1αu) and 
ut −∆u = u1/m(λ+ Λu1/m) in D,
u(t, x) = 0 on S,
u(0, x) = u0(x) in Ω,
(35)
where Λ = bα−1/m − 1 > 0. Let ϕ1 choose such that
∫
Ω ϕ1dx = 1. We consider
q(t) =
∫
Ω
u(t, x)ϕ1dx,
and so q(0) > 0. Since m < 2, we can fix τ ∈ (1, 2/m). Thus, there exists λ1(τ) > 0 such that if
λ > λ1
λu1/m − σ1u+ Λu2/m > uτ , u > 0.
Thus, by the Ho¨lder inequality
q′(t) >
∫
Ω
uτϕ1dx ≥ q(t)τ .
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The blow up of the equation y′(t) = yτ (t), τ > 1; y(0) > 0 shows that ‖u(t, x)‖∞ → +∞ if
t ↑ T0 for some T0 < +∞.
Case 2: Assume now λ > α1−1/mµ. Since (u0, v0) ∈int(PX), we can choose w0 ∈int(PX0), such
that u0 ≥ αw0 and v0 ≥ w0. Now, we consider the problem
wt −∆w = w1/m(α1−1/mµ− w1/m + bz1/m) in D,
zt −∆z = z1/n(µ− z1/m + cw1/m) in D,
w(t, x) = z(t, x) = 0 on S,
w(0, x) = αw0(x); z(0, x) = w0(x) in Ω.
(36)
By a classical monotony argument, it is easy to prove that w(t, x) ≤ u(x, t) and z(t, x) ≤ v(x, t)
where (u, v) (resp. (w, z)) is the unique positive solution of (21) (resp. (36)). The Case 1 finishes
the proof.
In the particular case m = 2, we take
(u, v) = (ρ1θλ, ρ1θµ) and (u, v) = (Aeγt, Aeγt)
where ρ1 > 0, γ > 0, and A large. It is easy to prove that (u, v), (u, v) is a pair of sub-
supersolution of (21), i.e. we obtain global existence but not boundedness.
Finally, we take
(u, v) = (ρ1θλ, ρ2θµ) and (u, v) = (Se, Se),
where ρ1,ρ2 and S are positive constants to be chosen and e is the unique positive solution of{
−∆e = 1 in Ω,
e = 0 on ∂Ω.
The pair (u, v), (u, v) are sub-supersolutions of (21) and (22) if
S1−1/m + S1/me2/m(1− b) ≥ λe1/m, S1−1/m + S1/me2/m(1− c) ≥ µe1/m. (37)
If m > 2, for any λ, µ > 0 there exists S > 0 such that (37) holds. If m < 2, we can find
λ0, µ0 > 0 such that for 0 < λ < λ0 and 0 < µ < µ0 there exists S > 0 satisfying (37).
The stability follows similarly to the second part of the proof. ¦
Remark 4 In our knowledge, our results about existence, uniqueness and blow-up of positive
solution of (21) are new. Moreover, for the elliptic system (22), it has been only studied the
existence of nonnegative and positive solution in [20] and [21] when bc < 1 (weak mutualism).
The results of existence when bc ≥ 1 (strong mutualism), uniqueness and stability are also new.
Now, we will prove the equivalence between the linearized of (2) and (3).
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Proposition 4 Let (ws, zs) be a positive steady-state of (2) and (us, vs) = (wms , z
m
s ) the corre-
sponding positive steady-state of (3) Then, (us, vs) is linearly stable (resp. unstable) if, and only
if, (ws, zs) is linearly stable (resp. unstable).
Proof: We have just seen that the stability of (us, vs), a positive steady-state of (3), depends on
the spectrum of (34). Let (ws, zs) be a positive steady-state of (2), its stability depends on the
spectrum of(
−∆(mwm−1s ·) 0
0 −∆(mzm−1s ·)
)(
w
z
)
=
(
λ− 2ws + bzs bws
czs µ− 2zs + cws
)(
w
z
)
+σ
(
w
z
)
.
(38)
Making the change of variables us = wms , vs = z
m
s and ξ = mw
m−1
s w, η = mz
m−1
s z, (38) is
equivalent to
LΘ =M(x)Θ + σN(x)Θ (39)
where Θ = (ξ, η)t and
N(x) =
 1mu1/m−1s 0
0 1mv
1/m−1
s
 .
So, if the principal eigenvalue of (34) is positive (resp. negative), Proposition 1 and the equiv-
alence between (38) and (39) imply that the principal eigenvalue of (38) is also positive (resp.
negative). ¦
Remark 5 Since the stability (resp. unstability) of (us, vs) implies the stability (resp. unstabil-
ity) of (ws, zs), our results are improvement on previous ones. Indeed, in [6] the authors showed
the stability in the Lp(Ω) norm of the interval formed by the sub and the supersolution, in the
sense explained in the Introduction. In [7] the authors proved the stability of the minimal and
maximal steady-state solution when the initial date belongs to a suitable subset. Both results are
weaker than ours.
On the other hand, Theorem 7 shows that the principle of linearized stability holds for singular
cooperative systems, generalizing Theorem 4.1 of [5].
Remark 6 As a consequence from Theorem 10, it follows that if the interaction coefficients
(b and c) are small, then (22) possesses a unique positive solution. Moreover, this is optimal
because if bc > 1 and 1 < m < 2, we can choose λ and µ, see (35), such that system (22) is
equivalent to {
−∆w = λw1/m + Λw2/m in Ω,
w = 0 on ∂Ω.
(40)
By Theorem 2.3 in [28], there exists at least two positive solutions of (40) if λ ∈ (0,Λ∗) for some
Λ∗ > 0 and 2(N − 2)/(N + 2) ≤ m < 2.
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