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Both visual area V1 and the medial temporal (MT) region of the human brain are in-
volved in motion perception. V1 is thought to process “local motion,” such as the move-
ment of a bird flying across a relatively small part of space, while MT is thought to process
“global motion,” such as the movement of a flock of birds flying across the sky. However,
recent studies using fMRI to measure human brain activity have identified signals in V1
that appear to be global motion signals, although it is unclear whether these are related to
global motion processing or some other process. In two experiments, a series of stimulus
manipulations were conducted to determine the extent to which these signals in V1 re-
flect global motion. Although initial results have so far proven inconclusive, they highlight
discrepancies between previous results, suggesting that V1 motion signals may be more
interesting than researchers have assumed.
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Our ability to perceive motion is crucial for everyday tasks such as navigating traffic;
however, even after decades of research, the precise neural mechanisms that provide us
with such motion perception abilities are only partially understood. The first cortical visual
area, referred to as V1, is known to encode local motion; movement in small regions of
space, such as a single leaf falling from a tree (Snowden & Verstraten, 1999). Higher-level
visual areas of the medial temporal (MT) lobe are involved in processing global motion;
movement across larger regions of space, such as the movement of thousands of leaves in a
swaying tree being perceived as one coherently moving object. It has been well established
that the relationship between V1 and MT is critical for our perception of motion (Geisler,
Albrecht, Crane, & Stern, 2001; Newsome & Pare, 1988; Snowden, Treue, & Andersen,
1992), yet the roles of each area, and the interactions between them, remains unclear. The
primary focus of this thesis is to elucidate the role of early visual cortex, in particular V1,
in global motion perception.
Motion Processing in Early Visual Cortex and Medial Temporal Lobe
Global motion is typically studied using random-dot kinematogram displays, which




Figure 1.1. Motion stimuli
Panel A depicts coherent dot motion. All motion directions, as indicated by
arrows, are pointing in the same direction. Panel B depicts incoherent motion
as each motion direction is different from all others.
parametrically by changing the proportion of dots that move in the global motion direction.
For example, if all dots move in the same direction (Figure 1.1A) the motion coherence
is 100%; if they all move in random directions coherence is 0% (Figure 1.1B). We are
remarkably good at perceiving the global motion direction in such displays, even with as
few as 5% of dots moving in the global motion direction (Britten, Shadlen, Newsome, &
Movshon, 1992). This ability suggests that, somewhere in the brain, we must be com-
puting the local motion of each dot and then combining this information to encode the
global motion direction. Indeed, whereas overall V1 responding is found to be similar for
both coherent and incoherent motion, studies have shown that area MT responds more to
coherent motion than incoherent motion, implicating its role in global motion processing
(Braddick, 1993; Born & Tootell, 1992; Braddick et al., 2001; O’Craven, Rosen, Kwong,
Treisman, & Savoy, 1997; Tootell et al., 1995).
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Although studies have found that the average response of MT tracks motion coherence
while the average V1 response does not (Ajina, Kennard, Rees, & Bridge, 2015; Rees,
Friston, & Koch, 2000), recent studies have revealed more nuanced, but robust, patterns of
V1 responses to global motion (Schellekens, van Wezel, Petridou, Ramsey, & Raemaekers,
2016, 2013; Schellekens, Ramsey, & Raemaekers, 2015). All neurons in V1 and MT
are characterized by the region of visual space where visual stimulation will cause them
to respond, known as the neuron’s receptive field (Dumoulin & Wandell, 2008; Gilbert
& Wiesel, 1989). Thus, each neuron will “see” only a particular part of a random dot
stimulus.
It has recently been shown that neurons in V1 and MT respond to a random-dot stim-
ulus in different ways depending on what parts of the stimulus they are responsive to
(Schellekens et al., 2016, 2013; Schellekens et al., 2015; Whitney et al., 2003; Raemaek-
ers, Lankheet, Moorman, Kourtzi, & van Wezel, 2009). In particular, in V1, activity is
high for neurons with receptive fields located on parts of the stimulus where global motion
is originating (the trailing edge) and activity is lower in neurons with receptive fields on
the part of the stimulus where the global motion is going toward (the leading edge). For
example, for the rightward motion in Figure 1.2, V1 neurons with receptive fields near the
left side of the stimulus will be highly active, but those on the right side of the stimulus
will not. If the global motion direction were leftward, the activity would now be higher
for neurons responding to the right side of the stimulus. This trailing edge bias cannot be
seen in overall V1 signal, for example, as measured with fMRI. However, it is possible to























Figure 1.2. Trailing edge bias
A coherent-motion random-dot kinematogram. The motion direction of each
dot is rightward, represented by the arrows. For this motion direction, the
trailing edge is the left side and the leading edge is the right side. The + and
− symbols indicate heightened activity at the trailing edge and diminished
activity at the leading edge.
and knowing this mapping allows for the leading edge bias to be measured robustly in the
fMRI signal.
The Trailing Edge Bias
The cause of the trailing edge bias is currently unknown, though the prominent hypoth-
esis is that it is related to the brain’s tendency to inhibit predictable responses in order to
achieve more neural efficiency, a theory known as predictive coding (Rao & Ballard, 1999;
den Ouden, Daunizeau, Roiser, Friston, & Stephan, 2010; Egner, Monti, & Summerfield,
2010). According to the predictive coding hypothesis for motion processing, neurons that
initially encode the motion stimulus send an inhibitory signal to other neurons with re-
ceptive fields corresponding to the predicted motion pathway (Schellekens et al., 2016,
2013; Schellekens et al., 2015). However, a study conducted by Wang, Merriam, Freeman,
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and Heeger (2014) challenges the idea that the trailing edge bias reflects predictive cod-
ing. They found that that the trailing edge bias, measured using fMRI in humans, can be
effectively eliminated by surrounding a circular aperture of coherently moving dots with
randomly moving dots.
Attenuation of the Trailing Edge Bias
According to the predictive coding hypothesis, spreading inhibition should only occur
if the motion pathway of dots can be predicted by individual cells, and since randomly
moving dots are by nature unpredictable the surround should elicit no inhibition. Still, the
central region of the stimulus containing coherently moving dots should produce spreading
inhibition. Therefore, the results of Wang et al. (2014) do not support that the trailing edge
bias reflects predictive coding as the theory has no mechanism to explain why irrelevant
stimulus information in other parts of space would eliminate the effect. Instead, Wang et
al. (2014) suggested that the bias might be driven by less interesting aspects of the random
dot stimulus, such as properties of the sharp boundary in typical stimuli that defines the
stimulus edge. For example, in high coherence displays, dots that hit the leading edge will
briefly disappear from the screen and then wrap around, reappearing on the trailing edge.
When moving dots disappear and reappear, there is a sudden change in both luminance
and motion energy at the leading and trailing edges of the stimulus. Furthermore, Wang
et al. (2014) also suggested that neurons responding to the stimulus edge was the only
signal related to motion direction in V1, a finding that is in stark contrast to many previous
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studies (Hong, Tong, & Seiffert, 2012; Kamitani & Tong, 2006; Emmerling, Zimmermann,
Sorger, Frost, & Goebel, 2016; Serences & Boynton, 2007).
I suspect, however, that the stimulus used by Wang et al. (2014) may have contained a
stimulus confound which caused the leading edge bias to vanish for uninteresting reasons.
In particular, in order to embed the coherent target stimulus within a random surround,
the researchers gradually increased the coherence of individual dots as they moved from
the surround into the stimulus region. To examine how this method of transitioning the
motion pattern affects dot density and motion energy across space and time, the Wang
et al. (2014) stimulus was recreated using Psychophysical Toolbox (Pelli, 1997; Brainard,
1997; Kleiner et al., 2007). Each dot’s location on the visual display was recorded on
every screen refresh (i.e., 16 ms) and then summed across time to provide a measure of
how many dots occupied various spatial locations over time.
Figure 1.3A shows the results of the dot-density analysis for a standard random dot
stimulus with a blank background. As expected, dots occupy only the circular aperture
region, and they exist relatively evenly throughout the stimulus. Alternatively, Figure 1.3B
shows the locations of dots averaged over time for the Wang et al. (2014) stimulus. Here,
dots now occupy the surrounding region as expected. However, the dots within the circular
aperture no longer occupy that region in a homogeneous fashion. First, there are far fewer
dots along the trailing edge (left side of aperture in Figure 1.3B) compared to the rest of
the stimulus. Because V1 neurons exhibit more response to regions with more dots, voxels
with receptive fields at the trailing edge will exhibit smaller responses for this stimulus




Figure 1.3. Dot-location density maps
The panels depict dot-location density maps of the stimulus space for blank-
surround (A) and motion-surround (B). Darker values correspond to more dots
in a region across time while lighter values correspond to fewer dots. For com-
parison, the motion direction used to create both maps was rightward motion.
The trailing edge is the left side of each aperture, and the leading edge is the
right side of each aperture. The motion-surround map (B) was created us-
ing a raised-cosine function to define dot motion patterns as they moved from
the surround into the aperture. Note the disproportionate dot densities on the
leading (right side of apertures) and trailing (left side of apertures) edges.
edge (right side of aperture in Figure 1.3B) compared to other parts of the stimulus, which
will elicit greater responses from voxels with receptive fields at that region. I suspect
that this problem occurs because dots near the aperture boundary on the trailing edge side
have a low probability of transitioning to the global motion pattern due to the steeply
rising transition. Additionally, random dots that are just outside the outer threshold of the
aperture on the leading edge side are equally likely to move in any direction including back
into the aperture. This causes dots to remain in the transition region on the leading edge
for a longer period compared to dots elsewhere in the stimulus. Critically, the effect of
this imbalance of dot locations will be reduced activity on the trailing edge and heightened
activity on the leading edge, which is the exact opposite of the trailing edge bias observed
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for standard displays. It is therefore likely that when Wang et al. (2014) found that the
bias disappears for this stimulus, it was unrelated to motion processing and was actually a
result of the stimulus confound whereby dot density is biased in the opposite direction as
the leading edge bias.
Aim of Study
The position taken here is that the trailing edge bias is a global-motion signal in early
visual cortex, as suggested by Schellekens et al. (2016), and that the bias is not due to less
interesting aspects of the stimulus such as a change in contrast where moving dots appear,
as suggested by Wang et al. (2014). The first aim of this study is to determine whether the
findings of Wang et al. (2014) can be replicated with a stimulus that does not exhibit the
potential confound, described here. The second aim of this thesis is to examine the extent
to which the trailing edge bias tracks with perceptual ability. Results from the experiments
in this study have the potential to be informative about the nature of the trailing edge bias
as a global motion signal, as well as more generally informative about motion processing
in early visual cortex.
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CHAPTER II
THE RELATIONSHIP BETWEEN MOTION DIRECTION PREFERENCES AND THE
TRAILING EDGE BIAS
The trailing edge bias is observed in early visual cortex in response to coherently mov-
ing dots (Schellekens et al., 2013; Schellekens et al., 2015; Schellekens et al., 2016), or
drifting bars (Schellekens, Ramsey, van Wezel, & Raemaekers, 2017). There is evidence
that the bias vanishes when random dots are placed in the region surrounding a dot motion
stimulus (Wang et al., 2014). However, as shown in Chapter 1, the stimulus used by Wang
et al. (2014) contains a confound that could potentially explain why their motion surround
eliminated the trailing edge bias. To test whether the bias truly vanishes when random dots
are placed in the surround, in Experiment 1 I measured the effect of a random surround
comparing the stimulus used by Wang et al. (2014) to a newly developed stimulus that does
not exhibit the confound (see Method).
The novel stimulus consists of separately defined motion patterns for dots in the aper-
ture and the surround. By not utilizing a transition region that smoothly changes coherence
as dots move into the surround (i.e., raised cosine function, see Figure 1.3B), the stimu-
lus does not produce the same dot density inconsistency across the trailing and leading
edges of the stimulus (see Figure 2.1). If the trailing edge bias is due to the stimulus
9
Figure 2.1. Dot-location density map for new stimulus
Dot-location density map of the stimulus space for the motion-surround stim-
ulus with separately defined surround and aperture motion patterns. Darker
values correspond to more dots in a region across time while lighter values
correspond to fewer dots. This map depicts rightward motion, and therefore
the trailing edge (left side) and leading edge (right side) are on the same sides
of the aperture as in Chapter 1, Figure 1.3B.
edge, then the patterns of fMRI responses for the novel random-surround stimulus will
still attenuate the bias relative to the aperture-only condition, just as the Wang et al. (2014)
stimulus. Alternatively, if the trailing edge bias is unaffected by the random-surround, the
new random-surround stimulus should not attenuate the trailing edge bias. Such a result
would provide evidence against the stimulus edge as an explanation for the bias. Alterna-
tively, if predictive coding underlies global motion signal processing in V1, the bias will be
unaffected by introducing random dots in the surround, when accounting for the stimulus
confounds of Wang et al. (2014).
Furthermore, I will investigate how the trailing edge bias relates to motion responses
by individual voxels. Figure 2.2 shows predicted motion preferences based on the motion
bias. Just as individual neurons are thought to respond preferentially to the direction of
10
Predicted motion tuning











































Figure 2.2. Predicted motion tuning preferences
Hypothetical population receptive field (pRF) locations with predicted motion
direction tuning preferences. The predicted bias-related direction preferences
are labeled in the legend such that the trailing edge bias is indicated by the
outer arrows and the leading edge bias is indicated by the inner arrows.
motion (Livingstone & Hubel, 1988), fMRI voxels are thought to exhibit motion direction
tuning preferences (Kamitani & Tong, 2006). According to Kamitani and Tong (2006),
voxel tuning preferences are indicative of the aggregated tuning preferences of neurons
that make up a given voxel. If these motion direction preferences are due to the mechanism
responsible for the trailing edge bias, then the pattern of direction preferences are predicted
to follow a specific pattern: voxels that respond to the part of visual space where coherently
moving objects originate will have stronger motion direction tuning preferences relative to
voxels that respond to other parts of space. Therefore, stronger motion direction tuning
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preferences are expected to be observed in voxels responding to both the outer edge of the
stimulus aperture as well as near fixation, corresponding to the trailing and leading edge
biases described by Wang et al. (2014) and Schellekens et al. (2016).
Experiment 1
An event-related design was used to systematically compare the fMRI signal in early
visual cortex and MT to three different random dot displays. I did not use a phase-encoded
design, as used by Wang et al. (2014), because a recent study has shown this method to
conflate space and time, leading to distorted estimates of voxels tuning preferences for line
orientations (Pratte, Sy, Swisher, & Tong, 2016). For each surround, dots were shown
moving coherently in each of eight directions (cardinal and oblique) within a circular aper-
ture. The coherently moving dots were either presented with a blank background (Fig-
ure 2.3A), a motion background where randomly moving dots transition to the coherent
motion direction as in Wang et al. (2014, see Figure 2.3B), or a motion background where
the coherent dots and random dots are defined separately (Figure 2.3C), mitigating the
stimulus confound of Wang et al. (2014).
A total of 24 conditions (3 stimulus surrounds × 8 motion directions) were included
in Experiment 1. For each stimulus background condition, the 8 motion directions were
presented randomly in an event-related manner (4 seconds on, 6 seconds between stimuli),
































Figure 2.3. Experiment 1 stimuli
Panel A depicts the aperture only condition. Panel B depicts the transitioned
motion coherence condition (replication condition) where the motion pattern
of random dots in the surround transition to the coherent motion pattern ac-
cording to a raised-cosine function. Panel C depicts the separate aperture and
surround condition where there is no transition between the surround (random-
walk motion) and the aperture (coherent motion). Panels A through C depict a
rightward coherent motion pattern (within the aperture), and the trailing edge
(left side) and leading edge (right side) are on the same for each condition.
Panel D describes the size of the stimulus apertures in degrees visual angle.
Method
Participants
Five adults with normal or corrected-to-normal visual acuity served as participants in
this study. Experiment 1 is a partial replication of Wang et al. (2014), including the same
sample size in order to obtain a similar statistical power. Prior to data collection, all partic-
ipants were screened for fMRI contraindications, and provided written informed consent.
All participants were paid $20.00 per hour for their participation. Both experimental and
13
brain-mapping scans were 2 hours long. Participant 2 also participated in Experiment
2. The experiment was approved by the Mississippi State University Institutional Review
Board.
Stimuli and Design
Stimuli were presented with Psychophysical Toolbox (Pelli, 1997; Brainard, 1997;
Kleiner et al., 2007). Stimuli were displayed with an LCD projector onto a 33 cm ×
55 cm rear-projection screen inside the scanner bore and viewed via a mirror mounted on
the head coil. Throughout each scan a white fixation cross (0.30◦ crosshair) appeared at
the center of the screen. Visual stimuli were composed of white dots. Each dot subtended
a visual angle of 0.10◦ in diameter, moved at a rate of 5◦/s, and lasted for 200 ms before
vanishing, at which time a new dot was created at a random location. The average den-
sity of the stimulus region was 3 dots/◦2 . Contrast was decreased smoothly (raised cosine
function) along the inner 3◦ of the stimulus to minimize para-foveal attention to the motion
stimulus. Dots were presented at 100% contrast beyond 3◦ visual angle and 0% contrast at
1◦ visual angle.
Each dot was defined as either a signal or noise dot. Signal dots moved linearly in
the global motion direction. Noise dots moved in directions selected randomly on each
screen refresh (16.6 ms) producing a random-walk pattern. In the aperture-only condition,
signal dots were randomly generated within an aperture and moved in a globally coherent
pattern (Figure 2.3A). In the transitioned motion coherence condition, dot positions were
randomly generated across the entire visual display. Dots located outside the outer aperture
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moved in a random direction on each screen refresh. Dots located within the inner aperture
moved in the global motion direction with 100% coherence. Across the transition region, a
raised cosine function determined each dot’s probability of moving in the global direction
or a random direction on each screen refresh (see Figure 2.3C and 2.3D). In the sepa-
rate aperture and surround condition, dot positions were randomly generated across the
entire visual display (see Figure 2.3C). Signal dots within the outer aperture moved in the
global motion direction with 100% coherence, while noise dots outside the outer aperture
moved in a random-walk pattern. Noise dots that moved into the aperture were randomly
regenerated at a new position. Note that only the transitioned motion coherence stimulus
has the inner aperture and transition region. For the aperture-only and separate-aperture-
and-surround conditions, signal dots that reach the outer aperture boundary continue their
motion trajectory after being repositioned back on the opposite side of the aperture. For
the transitioned-surround condition, dots that reached the stimulus edge were transitioned
to either random or coherent motion, accordingly.
Each random dot display was presented for 4 s followed by a blank screen with fixation
for a period of 6 s. Each run (5.6 minutes) consisted of 24 trials providing 6 repetitions of
each motion direction for one of the three stimulus surround conditions. Participants 1 and
2 completed a total of 12 runs and Participants 3, 4 and 5 completed 15 runs, each with an
equal number of runs per surround condition.
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Behavioral Task
Following Wang et al. (2014), participants performed a task at fixation during the ex-
periment. This task was meant to minimize covert attention to the motion stimulus and
further maintain stable fixation. During a 4.2 s interval, the fixation cross dimmed twice
(400 ms) and participants were asked to make a button-press within 1 s to report the in-
terval (1 or 2) corresponding to when the fixation was more darkly dimmed. Color-coded
feedback followed each response (correct = green; incorrect = red). I adapted the differ-
ences between darker and lighter contrast decrements from Wang et al. (2014) who choose
them to achieve performance of approximately 70% correct. Mean accuracy was 68%
(s.d. = .09), which was significantly greater than chance (t(4) = 4.27, p < .05, µ = 0.50).
fMRI Acquisition and Preprocessing
Structural and functional images were collected using a whole-body GE 3-Tesla scan-
ner (8-channel head coil) at Mississippi State University. T1-weighted structural image
(256 × 256 field of view (FOV); 1 × 1 × 1 mm resolution) and population receptive field
mapping scans (see below) were conducted in a separate session prior to experimental
scans. The duration of the experimental scan was 2 hours. Echo-planar images (EPIs)
were acquired with a voxel size of 2.6 × 2.5 × 2.5 mm (28 slices with no gap, 240 × 240
FOV, 96 × 96 image matrix, 79◦ flip angle, 2000 ms repetition time, 30 ms echo time, 2.0
acceleration factor).
Preprocessing was conducted using FSL and Freesurfer (Jenkinson, 2012; Dale, 1999).
Boundary-based registration was used to extract cortical surfaces (Greve & Fischl, 2009).
16
Experimental volumes were motion corrected (Jenkinson, Bannister, Brady, & Smith,
2002). Experimental volumes were also prewhitened, which removes autocorrelations
from the time series and provides a better estimate of the responses. All experimental vol-
umes were aligned to the visual mapping session to allow estimated receptive field centers
to be used for experimental analyses (Jenkinson & Smith, 2001). The mean of the middle
run was aligned to the middle run of the visual field mapping sessions. All experimental
volumes were then aligned to that mean volume.
General Linear Model Analysis
A GLM approach (Jenkinson, 2012) was used to estimate responses to each condition.
Data were high-pass filtered (0.02 Hz) to remove low-frequency oscillations, and the model
was similarly temporally filtered. The model was convolved with FSL’s canonical hemo-
dynamic response function, which is based on a double-gamma function (Glover, 1999).
The temporal derivative of the hemodynamic response function was included in the model
to account for small-scale discrepancies in the time-series. Results were averaged across
runs for each subject and condition. The times series values were divided by each voxel
mean to convert from arbitrary BOLD intensity units into percent signal change.
Population Receptive Field Mapping
The receptive fields of each voxel in V1-V3 and MT were mapped using population re-
ceptive field procedure (pRF, for more details see Appendix A). A receptive field refers to
the retinotopic location that elicits a response from a neuron (Dumoulin & Wandell, 2008).
17
Figure 2.4. Population receptive field mapping stimuli
An example of the pRF mapping stimuli. The checkered bar was presented in
four orientations (vertical, horizontal, and two diagonals), and each bar moved
in both directions orthogonal to it’s orientation (as shown by the arrows), for a
total of eight motion directions.
While the spatial resolution of fMRI is too coarse to obtain receptive field estimates for in-
dividual neurons, the pRF of neuron ensembles can be estimated, and can be used to map
the visual cortex. This approach differs from traditional retinotopic mapping because both
the width and receptive field centers are estimated for every voxel. I used a drifting bar
stimulus that has been shown to be efficient for pRF mapping (see Figure 2.4, for review
see Dumoulin & Wandell, 2008). Figure 2.5 shows an example of a 2-dimensional Gaus-
sian pRF model (left). The width and location of the pRF model was first estimated in a

























































































































































































































































































































































































































































analyses. The coarse estimates were then used as starting parameters for an optimization
algorithm (Nelder & Mead, 1965) that determined the best possible parameters given the
data. The aggregated V1 pRF’s for participants 1-5 are shown in Figure 2.5 (right).
Functional Localizers
Visual area MT (Tootell et al., 1995; Watson & Ahumada, 1985; Zeki, 1991) was lo-
calized for each subject by measuring responses to coherently versus incoherently moving
dots. Moving dots translated a circular aperture (10◦ radius) for 12 s followed by a blank
screen with fixation for 8 s. The stimulus cycle (40 s; coherent/blank/incoherent/blank)
was repeated six times in each run (240 s). Participant 1 completed 4 separate runs of
the functional localizer, participant 4 completed 3 runs, and participants 2, 3, and 5 each
completed 2 runs.
Motion Tuning Preferences
Motion tuning preferences were estimated with an error-weighted least-squares fit of a
cosine function to a set of measured motion responses (see Figure 2.6), a method which has
been used by other researchers (Swindale, 1998; Engel, Glover, & Wandell, 1997; Wang et
al., 2014). The phase of the fitted cosine function indicates the preferred motion direction
for a given voxel. By weighting responses based on measurement error in the data, voxels
that have large response strengths but little tuning preference are weighted less than voxels
with greater tuning preference. The preferred motion direction ϕ for N data values xi,








































and the tuning strength of a given voxel is calculated by A, which is the vector magnitude






c cosϕ+ s sinϕ
1 + g sin 2ϕ+ h cos 2ϕ
)
(2)
A circular correlation (Jammalamadaka & SenGupta, 2001; Freeman, Brouwer, Heeger,
& Merriam, 2011) was used to characterize the relationship between a voxel’s receptive
field center and its motion response. Because the strength of the trailing edge bias is a
function of a voxel’s location for a given motion direction, the estimated pRF centers can
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be used to formulate a set of predicted motion preferences. For example, a voxel that re-
sponds to the left edge of the motion stimulus should have the largest response to rightward
motion. Therefore, the correlation between predicted and measured responses provides a
quantitative test of the trailing edge bias. The circular correlation coefficient, rc, for two









































Motion direction responses were obtained in visual cortex by presenting dot-motion
stimuli in a circular aperture for brief intervals. We showed these dot-motion stimuli with
three different surround conditions, one with no surround, one with coherent dots smoothly
transitioning into random (Wang et al., 2014), and one with separately produced surround
that gave the appearance of instantaneous transition from coherent to random motion.
Figure 2.7 shows GLM model fits for voxels obtained from Participant’s 2 and 3 in
the No Surround condition. For both Participants 2 and 3, the voxels were obtained from
visual area V1. It is clear from this example voxel from Participant 2, that this voxel






























Figure 2.6. Motion tuning preferences
An error-weighted cosine function fit to the motion responses obtained in the
no surround condition. The gray shaded region indicate the voxel’s tuning
preference, which was approximately 180◦ motion.
with each stimulus presentation. The example voxel from Participant 3 does not peak in
such a regular fashion, which suggests that this voxel is more likely to have stronger tuning
preferences. Overall, these results both demonstrate that the motion stimulus produced
good responses in visual areas, which can also be seen in the heat map of β-values projected
onto the cortical surface (see Figure 2.8).
Motion Tuning Preferences
Motion tuning preferences (Equation 1) were calculated for voxels in visual areas V1-
V3, as well as in MT. Results were thresholded to include only voxels with tuning strengths
23






































Figure 2.7. fMRI time series and modeling for representative voxels
Time series data for the first run in the No Surround condition for Participant’s
2 and 3. The GLM model shown in red, and the data is shown in gray.
(Equation 2) greater than or equal to the fourth quantile. Tuning strength, calculated in this
manner, is the value of the preferred motion direction weighted by the overall response
strength for each motion direction (Swindale, 1998). As such, if a voxel responds to all
motion directions in a similar manner, then the tuning strength will be low. Voxels that had
good GLM model fits, just like those in Figure 2.7, nonetheless had relatively low tuning
strengths due to similar responses to all motion directions.
Only voxels that had pRF estimates were included in the following analyses. Motion
tuning preferences for all participants data were plotted in the visual space and were color







Figure 2.8. BOLD activity in visual cortex
Cortical surface (left hemisphere) of a representative participant (i.e., Partici-
pant 3) in the No Surround condition. β values are projected onto the surface.
were predicted based on their polar angle location, as well as on whether they are located
near the stimulus edge or near fixation (see Figure 2.2). Motion tuning preferences do
not appear to follow the predicted pattern. Rather, voxels seem to respond similarly to all
motion directions. Furthermore, it appears that there are some global biases that differ be-
tween surround conditions. For example, both the No Surround and Transitioned Surround
conditions contain more green overall, which indicates more voxels prefer leftward motion
directions relative to all others. However, in the Separate Surround condition, the plot con-
tains more orange and pink indicating more voxels preferred rightward motion. Overall,












































































































































































































































































































































































































































Schellekens et al. (2016) reported that the trailing edge bias peaked at approximately
1◦ visual angle from the edge and a decreased linearly. Furthermore, Wang et al. (2014)
found voxels with the largest direction preferences right on the edge of the stimulus. For
this reason, voxels that were located between 7◦ and 9◦ were isolated. A prediction for
each voxel’s tuning preference was calculated based on it’s polar angle location on the
stimulus region. Figure 2.10 shows the results of plotting measured motion tuning pref-
erences (fitted cosine) by the predicted tuning preferences for voxels in V1, V2 and V3,
from all participants. A circular correlation was then calculated between the predicted and
measured motion response profiles. The results do not show any clear relationship between
predicted and measured motion preferences (see Table 1). Although there are a few signif-
icant correlations in some cells, the lack of a clear pattern makes these difficult to interpret.
Similarly, there are only a few group mean correlations that are significantly greater than
a null correlation (two-tailed t-test, df = 4, ps < .05), including the group data for the
no surround condition shown in Figure 2.10. These low correlations suggest that voxels
near the stimulus edge have very little motion tuning preferences, especially that can be
attributed to the trailing edge bias.
Although we failed to observe a meaningful pattern of tuning preferences due to the
trailing edge bias in any of the three conditions at any cortical region of interest, other vox-
els may have tuning preferences related to the mechanism responsible for the trailing edge
bias. Both Schellekens et al. (2016) and Wang et al. (2014) noted that although the trailing
edge bias peaked in voxels that responded to the outer edge of a motion stimulus, a leading






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Correlations of Predicted and Measured Responses at 7-9◦ Visual Angle
V1 V2 V3 V1-V3 MT
No surround
P1 .32 .04 .37 .23 -.28
P2 .16 .20 .18 .17 -.57
P3 .32 .03 -.07 .18 -..47
P4 .-.01 -.06 .06 .06 .30
P5 .07 .08 .21 .12 -.15
Group .17 .06 .15 .15 -.24
Transitioned surround
P1 -.05 .00 .68 .24 .00
P2 -.01 -.02 .06 -.01 -.24
P3 -.06 -.31 -.02 -.13 -.05
P4 .16 -.03 -.21 -.15 .01
P5 .06 -.02 -.08 .03 -.22
Group .06 -.08 .09 .00 -.10
Separate surround
P1 .22 .36 .24 .35 .00
P2 .07 -.27 .11 -.01 -.13
P3 -.08 -.01 .06 .02 -.60
P4 .02 -.08 .05 -.07 .05
P5 -.02 -.04 .17 -.07 -.13
Group .04 -.01 .12 .04 -.20
preferences are also expected near the fovea when there is a stimulus edge. Note that the
motion bias near the fovea (i.e., leading edge bias) is for opposite motion directions rela-
tive to those resulting from the trailing edge bias (see Figure 2.2). For example, whereas
a voxel near the edge with a polar angle location of π has a predicted motion direction
preference of 0, a voxel near the fovea with a polar angle location of π has a predicted

































































Region of Interest (degrees eccentricity)












Figure 2.11. Predicted and measured motion preferences
The average correlation between predicted and measured motion responses are
plotted for each condition by regions of interest measured in 2◦ eccentricity
segments. Each plot displays the correlations for different cortical regions
of interest (V1-V3) for each participant, as well as group mean correlations.
Error bars are 95% confidence intervals.
To examine whether voxels anywhere in the stimulus space had tuning preferences
attributed to the trailing edge mechanism, four 2◦ regions of interest were isolated spanning
the entire stimulus aperture (i.e., 1◦−9◦). A circular correlation was computed in the same
manner as previously described. Since the leading edge bias at the fovea is characterized
as the opposite of the trailing edge bias, the sign of the correlation must be taken into
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consideration. To be consistent, predicted direction preference will be computed the same
for all eccentric regions of interest (i.e., polar angle plus π). As such, positive correlations
indicate a trailing edge bias while negative correlations indicate a leading edge bias (see
Figure 2.11). Alas, all average correlations across eccentric regions of interest were near
zero, indicating no evidence of tuning preferences that can be attributed to the mechanism
underlying the motion bias.
Motion Direction Decoding Analysis
Despite the lack of motion tuning preferences that can be attributed to the trailing edge
bias mechanism, it is possible that there are still voxels with subtle motion tuning pref-
erences. Kamitani and Tong (2006) found above-chance decoding of motion direction
throughout visual cortical areas, and noted that there was no clear organization of voxels
with strong tuning preferences. Decoding is a type of multivariate pattern analysis that
can be used to investigate fine-scale patterns of fMRI activity related to motion processing.
Wang et al. (2014) also decoded motion directions from their data, and while they found
that the strongest tuning preferences could be attributed to the trailing edge bias, they could
still decode motion directions greater than chance even when they attenuated the trailing
edge bias, though with decreased accuracy. Therefore, a decoding analysis may reveal






























































































































































































































*dotted circle indicates chance (0.125)
Figure 2.12. Decoding results
Distribution of decoding results collapsed across all eight motion directions,
and obtained from cortical area V1 for all five subjects. Decoding results were
rotated to display summed decoding accuracy on a single plot showing right-
ward motion, as shown by the arrow. The dotted circle indicates chance (i.e.,
.125). The asterisk indicates that the distribution of motion preferences was
significantly clustered around rightward motion (p < .05).
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Voxels from V1, V2, and V3 were selected for decoding if their estimated receptive
field center were within the stimulus region (i.e., between 1◦ and 9◦ VA). The motion
direction decoder consisted of a support vector machine (SVM) that was trained via a
leave-one-run-out procedure. The training set was the number of runs for each condition
minus one, and the remaining run served as the test. Once the decoder was trained, it
results in a predicted motion direction for each trial.
A Rayleigh test of uniformity (Mardia & Jupp, 2000) is a likelihood test for circular
data, and can be used to test whether a distribution of motion preferences cluster around
a certain direction. Decoding classification results were summed over participants, and
rotated such that “rightward” is a correct classification (see Figure 2.12). The Rayleigh test
revealed above chance decoding performance in V2 for the Separate Surround condition
(S∗ = 0.06, p = .03), as well as in V3 for the No Surround condition (S∗ = 0.05, p = .03),
the Transitioned Surround condition (S∗ = 0.09, p = .001), and the Separate Surround
condition (S∗ = 0.09, p = .002). Decoding performance was not significantly above
chance for any other combination of ROI and condition (ps > .05). Overall, accuracy is
low compared to demonstrations by previous studies (Kamitani & Tong, 2006; Wang et al.,
2014).
Discussion
The aim of this experiment was to determine if the trailing edge bias truly vanishes
when random dots are placed in the region surrounding a dot motion stimulus, as claimed
by Wang et al. (2014) who used a similar motion stimulus. Voxels with tuning preferences
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spanning the entire range of motion directions (0−2π) were observed, yet tuning strengths
were low due to voxels responding strongly and similarly to all motion directions. The
trailing edge bias was measured using predicted motion preferences based on each voxels
polar angle location. No evidence of the trailing edge bias was found in any condition.
To determine if more subtle tuning preferences unrelated to the trailing edge bias were
present, motion direction was decoded. Decoding was above chance in V2 and V3, but the
results were modest.
Transient Responses
The lack of bias and more accurate decoding performance clearly indicate issues with
the current stimulus or methodological design. To explore what might have caused these
results, it is perhaps most important to compare the current design with that of Schellekens
et al. (2016) as these were most similar. Table 2 summarizes the stimulus and design
parameters for Kamitani and Tong (2006), Wang et al. (2014), Schellekens et al. (2016),
and the current experiment. One possible issue with the current stimulus compared with
other stimuli is that a large transient responses may have been elicited by the sudden onset
of moving dots. The stimulus used in this experiment consisted of a blank interval in
between presentation of moving dots, while Schellekens et al. (2016) presented stationary
dots. Note that large transient responses were observed in the current results, but were not
observed in Schellekens et al. (2016).
The GLM analysis showed that cortical voxels responded highly to the motion stim-



































































































































































































































































































































































































condition. Transient responses may be enough to conceal subtle motion tuning preferences
of individual voxels that should develop over the subsequent 4 seconds (Heeger & Ress,
2002; Logothetis & Pfeuffer, 2004). Large and brief transient BOLD responses occur when
neuronal activity patterns switch from one state to another. According to Heeger and Ress
(2002), the transient response can last from 2-4 seconds. Given the stimulus duration in
this experiment (i.e., 4 s), it is possible that the transient response from stimulus onset
produced too much motion-irrelevant signal.
fMRI Adaptation
Another issue with the current methodological design is that it did not allow for any
amount of stimulus adaptation, as did approaches used by other researchers (Schellekens
et al., 2016; Wang et al., 2014). Adaptation works by causing weakened responses to
repeated or prolonged stimulation (Grill-Spector & Malach, 2001; Grill-Spector, Henson,
& Martin, 2006; Larsson & Smith, 2012; Tolias, Keliris, Smirnakis, & Logothetis, 2005).
If presenting a new stimulus results in regained response, then it is taken as evidence that
a different set of non-adapted neurons were recruited. Adaptation paradigms specifically
take advantage of this effect to infer neuronal response properties in the human cortex. The
phase encoded design used by Wang et al. (2014) would have produced motion adaptation
to the moving dots, which could explain the difference between their results and the current
results.
Schellekens et al. (2016) intentionally presented stationary dots between motion inter-
vals for the purpose of reducing strong transient responses. In terms of adaptation, present-
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ing stationary dots would not result in adaptation to motion, but rather adaptation to the
dots. Thus, increased BOLD activity that occurred when the dots suddenly start moving
would be a transient motion response. A transient response to sudden motion, even with
adaptation to the presence of stationary dots, might explain why Schellekens et al. (2016)
found large differences in BOLD amplitude estimates for shorter versus longer stimulus
durations. Longer stimulus durations would have left more time for the transient motion
response to plateau.
Conclusion
In this experiment, I attempted to address a confound in the stimulus used by Wang
et al. (2014), who claimed that the trailing edge bias vanishes when randomly moving dots
surround an aperture of coherently moving dots. However, I failed to find any evidence
of the trailing edge bias, and thus, did not replicate Wang et al. (2014) or Schellekens
et al. (2016). As well, I failed to decode motion direction with high accuracy suggesting
that motion tuning preferences were relatively weak. While the reason for these results




THE RELATIONSHIP BETWEEN MOTION PERCEPTION AND THE TRAILING
EDGE BIAS
Several previous fMRI studies have reported the trailing edge bias in early visual cortex
(Schellekens et al., 2013; Schellekens et al., 2015; Schellekens et al., 2016; Wang et al.,
2014; Whitney et al., 2003). However, the role that the trailing edge bias plays in our
perception of motion remains unknown. Wang et al. (2014) suggested that the trailing
edge bias vanishes when randomly moving dots are presented surrounding an aperture
containing coherently moving dots, but they’re design did not allow them to make any
inferences about perceptual abilities. The goal of Chapter 3’s experiment is to explore the
role of the trailing edge bias in motion perception.
Prior to this study, I conducted a pilot study to determine how the motion surround
affects behavior (for details, see Appendix B, N = 28). Participants performed a delayed-
match-to-sample task with dot-motion stimuli similar to those used in Experiment 1 and in
the current experiment. The No Surround and the Separate Surround stimuli from Experi-
ment 1 were used in this pilot study. Participants were shown dot-motion stimuli, followed
by a brief retention interval. Then, they were shown a second dot-motion stimulus, and de-

























































Figure 3.1. Motion coherence effects on behavioral performance
Results from behavioral pilot study. The sensitivity threshold, d’, is plotted by
binned motion coherence levels (logarithmic scale) for the Surround and No
Surround conditions. Note that the sensitivity curves across coherence levels
for the two surround conditions are similar.
Coherence, as well as whether random dots were presented in the surround, was manipu-
lated randomly across trials. The sensitivity index, d′, (Macmillan, Creelman, & Creelman,
2004) was calculated to measure participants motion coherence sensitivity (see Figure 3.1).
Sensitivity was found to increase with coherence. As well, similar results were found both
when there was a random motion surround and when there was not, suggesting that the
addition of the random motion surround did not adversely affect motion perception.
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The aim of this experiment is to determine whether the trailing edge bias in V1 tracks
motion coherence similar to how the average response of MT tracks motion coherence
(Snowden & Verstraten, 1999), and likewise, how these responses track typical perceptual
abilities to see global motion at various coherence levels. If the trailing edge bias plays
a role in our perception of global motion, then it is predicted to degrade with coherence
as does our ability to perceive: It should remain high even for moderate coherence levels
(e.g. 50%), and only start to degrade below that level. However, if the trailing edge bias
in V1 is not related to perception, then the bias is predicted to become smaller even at
moderate coherences, even though our perception of global motion is largely unaffected as
coherence decreases from 100% to moderate levels. Concisely, the results of Experiment 2
will determine whether the decline in the bias looks like the decline in motion perception.
Experiment 2
In Experiment 2, motion coherence (see Figure 3.2) was manipulated and measured
to determine whether the trailing edge bias depends on global motion coherence. As dis-
cussed in the Chapter 1, results from Experiment 1 showed no evidence of any bias. Al-
though it remains unclear exactly why previous findings were not replicated (Schellekens
et al., 2013; Schellekens et al., 2015; Schellekens et al., 2016; Wang et al., 2014; Whitney
et al., 2003), the most likely reason is that the combination of stimulus and methodolog-
ical design resulted in large transient responses that concealed motion tuning preferences




















































Figure 3.2. Experiment 2 stimulus
Each panel depicts rightward horizontal motion as the global motion pattern
(i.e., signal dots moving in a coherent manner). For simplicity, only four of
the eight coherence levels are shown.
An additional concern is that the null results might have been due to a lack of statistical
power. In Experiment 1, there were eight different motion directions, with each direc-
tion sampled three times in each run. To avoid any issues with power, only two motion
directions (i.e., leftward and rightward motion) were sampled in Experiment 2. Motion co-
herence was sampled across 8 different levels. Since the two motion directions are leftward
and rightward, a statistical contrast was performed in a GLM analysis with output t-values
coded as positive for leftward motion and negative for rightward motion. This method of
contrasting responses to leftward and rightward motion allowed me to average across these
two conditions which effectively doubles the statistical power for the purpose of analyzing
the extent of the trailing edge bias.
Lastly, due to the fact that Experiment 1 did not reveal any evidence of the trailing edge
bias, I chose to increase the size of the dot stimulus from 0.10◦ to 0.15◦. Neurons in early
visual cortex have been shown to respond preferentially to motion (Kamitani & Tong,
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2006), color (Brouwer & Heeger, 2011), and line orientation (Kamitani & Tong, 2005),
yet at the most basic level these neurons respond to contrast changes (Hubel & Wiesel,
1962; Tong, 2003). By increasing the dot size, the amount of contrast is also increased in
the stimulus which may help boost motion signal. Furthermore, Schellekens et al. (2016)
found that shorter presentations of motion stimulus led to greater signal amplitude. For this
reason, I also decreased the stimulus presentation interval from 4 seconds as in Experiment
1 to 2 seconds.
Motion responses are expected to be greater where the trailing edge bias is predicted
to occur. The trailing edge bias is expected to be observed only on the stimulus edge of
the right and left visual field. Figure 3.3 shows the predicted pattern of motion responses
that are due to the motion bias. The trailing edge bias for rightward and leftward motion
is predicted to result in motion responses in the right and left hemispheres, respectively, in
voxels that respond to the stimulus edge. The leading edge bias is predicted to result in
motion responses near the fovea in opposite hemispheres, the left hemisphere for rightward
motion and the right hemisphere for leftward motion. Because only leftward and rightward
global motion patterns are used in this experiment, the bias can be defined in terms of each
direction and then averaged, providing a good deal of power across coherence conditions.






left visual field right visual field
Figure 3.3. Predicted motion responses
A diagram of predicted responses to the motion stimulus. The aperture (shown
with dotted line), corresponds to the visual field of the stimulus. Red arrows
show where the largest responses are predicted for rightward motion, while
blue arrows show where the largest responses are predicted for leftward mo-
tion. Left and right visual cortices are represented at the top, with + represent-




Two participants were recruited for Experiment 2, both of whom also participated in
Experiment 1. Participants were screened for fMRI contraindications, provided written
informed consent, and were paid $20.00 per hour for their participation. Only one partic-
ipant’s data was used for analysis due to equipment malfunction.1 The experimental scan
1Five participants were to be recruited for this experiment. Catastrophic failure of the MR-safe video
projector occurred during data collection from the second participant. Data collection has been halted at the
time of this manuscript.
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lasted for a duration of 2 hours. This experiment was approved by the Mississippi State
University Institutional Review Board prior to data collection.
Stimuli and Design
Since no behavioral effect of motion surround was observed (see Figure 3.1), the No
Surround stimulus was used in Experiment 2. Dots measured .15◦ radius. Each noise dot
moved in a randomly selected linear direction. All other stimulus parameters were identical
to Experiment 1, with the exceptions that noise dots moved in a linear motion pattern rather
than a random-walk pattern, with motion directions randomly selected from a uniform
distribution between 0 and 2π. Coherence is defined as the proportion of signal-to-noise
dots in a given display, and was varied across 8-coherence levels (proportion coherent:
.10, .14, .19, .27, .37, .52, .72, and 1.00). Signal dots moved in one of two directions
(leftward, rightward) on a given trial. Experiment 2 therefore consisted of 16 stimulus
configurations (2 motion-directions 8 coherence- levels). Dot stimuli were shown for a
period of 2 seconds, followed by a blank interval that lasted a period of 6 seconds. The
event-related design will otherwise be the same as in Experiment 1. Each experimental
run (5.6 minutes) consisted of 16 trials providing 2 repetitions of the 8 motion coherence
levels, one for each motion direction. The participant completed 16 runs for a total of 32
samples of each motion coherence level.
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Behavioral Task
As in Experiment 1, and following Wang et al. (2014), participants performed a task at
fixation during the experiments to minimize attention to the motion stimulus and maintain
stable fixation. The fixation cross dimmed twice (400 ms) within a 4.2 s interval. Partic-
ipants reported the interval (1 or 2) corresponding to when the fixation was more darkly
dimmed by pressing a button. Color-coded feedback followed each response (correct =
green; incorrect = red). The differences between darker and lighter contrast decrements
were adapted on each block to maintain performance of approximately 70% correct, which
is the same level of performance maintained by Wang et al (2014). The participant’s mean
accuracy was 49%, which is lower than the target accuracy. The participant did not report
difficulty seeing the contrast change, and so it is unclear why their performance was below
target.
fMRI Acquisition and Preprocessing
As in Experiment 1, structural and functional images were collected using a whole-
body GE 3-Tesla scanner (8-channel head coil) at Mississippi State University. The T1-
weighted structural image and population receptive field mapping scans (see Appendix A)
were collected for these participants prior to Experiment 1. Echo-planar images (EPIs)
were acquired with a voxel size of 2.6 × 2.5 × 2.5 mm (26 slices with no gap, 240 × 240
FOV, 96 × 96 image matrix, 79◦ flip angle, 2000 ms repetition time, 30 ms echo time, 2.0
acceleration factor).
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Preprocessing steps, including boundary-based registration, motion correction, and
cross-session alignment, were similar to Experiment 1 and likewise conducted using FSL
and Freesurfer (Jenkinson, 2012; Dale, 1999; Greve & Fischl, 2009; Jenkinson et al., 2002;
Jenkinson & Smith, 2001). All experimental volumes were aligned to the visual mapping
session to allow estimated pRF’s to be used for experimental analyses. The mean of the
middle experimental run was aligned to the middle run of the visual field mapping ses-
sions. All experimental volumes were then aligned to that mean volume. All volumes
were prewhitened and high-pass filtered (0.02 Hz).
General Linear Model Analysis
A GLM analysis (Jenkinson, 2012) was used to estimate each voxel’s average response
to each motion direction and coherence level. The analysis was conducted on each run. The
model was convolved with the canonical hemodynamic response function (i.e., double-
gamma function, see Appendix A; Glover, 1999), and the temporal derivative of the hemo-
dynamic response function was included in the model to account for small-scale discrepan-
cies in the time-series. Results were then averaged across the participant’s 16 experimental
runs.
Results
Note here that results are preliminary. Figure 3.3 shows the predicted motion bias,
and Figure 3.4 suggests that motion responses in the 100% condition were as predicted.




















































Figure 3.4. Cortical surface maps of motion responses
t-statistics for 100% (top row) and 10% (bottom row) coherent motion condi-
tions projected onto the left (left column) and right (right column) cortical sur-
faces with V1-V3 labeled accordingly. Negative t-statistics indicate response
to leftward motion, while positive t-statistics indicate response to rightward
motion.
responded to the stimulus edge (positive t-statistics, in red). Conversely, leftward mo-
tion should produce the largest responses in left hemisphere voxels that responded to the
stimulus edge (negative t-statistics, in blue). Additionally, near the fovea, rightward mo-
tion (red) was predicted to produce larger responses in the left hemisphere, while leftward
motion (blue) was predicted to produce larger responses in the right hemisphere.
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In Figure 3.5, pRF’s for voxels in visual area V1 were color coded according to t-
statistics and plotted in the stimulus space. Green corresponds to the rightward motion
preferences (positive t-statistics) while red corresponds to leftward motion preferences
(negative t-statistics). Qualitatively, this pattern is most easily seen at 100% coherence,
while there is no obvious pattern at lower levels of coherence. However, a quantitative
analysis is needed in order to determine the effect that coherence has on the bias.
As in Experiment 1, and based on Schellekens et al. (2016) who showed that the trailing
edge bias peaked at approximately 1◦- 2◦ visual angle from the stimulus edge, voxels were
only selected if located between 7◦ and 9◦ eccentricity (i.e., leading edge), and 1◦ and 3◦
eccentricity (i.e., trailing edge). Because only leftward and rightward motion directions
were used in this experiment, the trailing edge bias should only be observed near the outer
left and right edges of the aperture, as well as the inner left and right edges of fixation.
Furthermore, voxels were only selected if located between 135◦ and 225◦ polar angle (i.e.,
left visual field), and between 315◦ and 45◦ polar angle (i.e., right visual field). The sign of
the t-statistics for the left hemisphere were flipped to allow for averaging across selected
voxels, and t-statistics were thresholded at 1.96 (α=.05) so that only significant values
were included in analysis. Figure 3.6 shows mean t-statistics plotted by motion coherence.
Positive t-statistics indicate the level of the motion bias averaged over both trailing edge
bias and leading edge bias. The results indicated that mean t-statistics at each level of














































































































































































































































Figure 3.5. Visual field maps of motion responses
Each plot depicts measured t-statistics for each motion coherence condition at
each V1 voxel’s estimated pRF location. Negative t-statistics indicate response




















































Figure 3.6. Neurometric function of motion coherence
Mean t-statistics are plotted by motion coherence level. The sign of the t-
statistics for voxels predicted to respond to leftward motion was flipped, and
t-statistics were averaged. As such, only positive t-statistics indicate evidence
of the motion bias. The dotted-line indicates chance.
Discussion
The aim of Experiment 2 was to explore the role of the trailing edge bias by examining
how it relates to motion perception abilities. The motion responses of voxels in early
visual cortex were measured for leftward and rightward motion across coherence levels.
While a qualitative inspection of the t-statistics projected onto the cortical surface hinted
at evidence of the trailing edge bias, I failed to measure the bias quantitatively at any level
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of coherence. The most critical limitation of this study is that I was only able to obtain
data from one participant, greatly limiting the power to detect significant effects. However,
Wang et al. (2014) observed the trailing edge bias in individual participants, and therefore
I would have expected to observe the bias in this data.
In addition to the sample-based limitation, the motion stimulus used in these experi-
ments might have produced a strong transient response to motion due to the sudden appear-
ance of moving dots following blank intervals, as was previously discussed in Chapter 2.
It is likely that the same issue is present in the current experiment since the same stimulus
was used. A strong transient response to a stimulus might have concealed the trailing edge
bias that should have developed over the 2 second presentation (Heeger & Ress, 2002;
Logothetis & Pfeuffer, 2004). If this occurred, then measured responses for leftward and
rightward motion would have been very similar, and t-statistics would appear random, as
they mostly do.
In conclusion, I attempted to determine how the trailing edge bias related to motion
perception by varying motion coherence. Due to equipment malfunction, the sample for
this experiment was limited to one individual, and as such, statistical power is a critical
problem. In addition, the same stimulus from Experiment 1 was used here, and therefore,
similar problems may have limited the bias signal. Future goals include addressing the





The aim of this thesis was to shed light on the neural mechanisms, particularly those
is early visual cortex, that provide us with the ability to see moving objects in the world.
Early visual cortex is known to encode movement in small regions of space, known as local
motion, while higher-level visual areas of the medial temporal (MT) lobe are involved in
movement across larger regions of space, known as global motion. The trailing edge bias
is an fMRI effect in early visual cortex characterized as a greater response by neurons with
receptive fields that correspond to a moving object’s origin relative to those that correspond
to the moving object’s heading. The effect is observed in early visual cortex in response to
coherently moving dots (Schellekens et al., 2015; Schellekens et al., 2016) or drifting bars
(Schellekens et al., 2017), both of which are characterized as global motion. The fact that
the trailing edge bias is observed in early visual cortex, which should primarily process
local motion signals, suggests that these regions may have a greater role in global motion
processing than previously thought.
The experiments outlined in this thesis tested the role of the trailing edge bias in motion
perception. While the exact cause of the trailing edge bias is still unknown, a prominent
hypothesis comes from predictive coding theory (Rao & Ballard, 1999; den Ouden et al.,
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2010; Egner et al., 2010). This theory posits that the brain inhibits predictable responses
in order to achieve more neural efficiency (e.g., why spend energy constantly processing
the motion of an object if you know where it is going to go?). Within the predictive coding
framework, neurons that initially encode moving objects inhibit other neurons with recep-
tive fields corresponding to the predicted motion pathway (Schellekens et al., 2016, 2013;
Schellekens et al., 2015; Whitney et al., 2003; Raemaekers et al., 2009). Furthermore, pre-
dictive coding theory posits that the extent of this inhibitory effect tracks with predictability
of the stimulus, meaning that the bias should correlate with motion coherence.
A study by Wang et al. (2014) showed that the trailing edge bias can be measured with
fMRI when coherently moving dots are presented in an aperture, but also that it can be
attenuated simply by adding randomly moving dots in the surround of a motion stimulus.
However, I identified a potential stimulus confound in this study that could potentially
explain the results. I aimed to replicate the results of Wang et al. (2014) with a stimulus
that does not exhibit the confound. Nonetheless, I failed to find any evidence of the bias
in any condition. As well, decoding motion direction was absent (or modest) in every
condition for each visual area that was measured. These results imply that neither motion
tuning preferences or the motion bias was measured in this study.
The second aim of this thesis was to examine how the trailing edge bias related to
our ability to perceive global motion, particularly whether the bias tracks with motion
coherence in the same manner as behavioral performance. Several studies have described
the trailing edge bias (Schellekens et al., 2016, 2013; Schellekens et al., 2015), yet none of
them manipulated coherence. In Experiment 2, I tested the relationship between perception
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and the bias by varying motion coherence across eight different levels using a stimulus
with motion occurring only inside an aperture. While a qualitative evaluation of motion
responses projected onto the cortical surface looked as expected if the bias was present,
there was no quantitative evidence of any motion bias in any condition. Motion responses
in regions of interest corresponding to the trailing edge bias did not track with coherence at
all. However, due to technological malfunction, data from only one subject was included
in analyses.
These studies suggest that there is something interesting about the circumstances under
which the trailing edge bias can be observed. Stimulus parameters and methodological de-
signs of several previous studies were contrasted in Chapter 2 (see Discussion) to attempt
to identify why we failed to replicate the motion bias. To summarize, Wang et al. (2014)
presented moving dots throughout each run, which would have negated the transient re-
sponse to stimulus onset. Schellekens et al. (2016) presented moving and stationary dots
in an alternating manner, which would have similarly allowed for adaptation to the dots
though not to motion. In both Experiments 1 and 2 of this thesis, I presented moving dots
and a blank fixation screen in an alternating manner. This design results in sudden onset
of dot motion at the start of each trial. I believe that these methodological differences are
the primary reason for the failure to detect the trailing edge bias in either experiment here.
As such, the remainder of this discussion will explore the circumstances under which the
trailing edge bias is observed, and the implications that these may have for the nature of
motion processing in early visual cortex.
54
Transient fMRI Responses
Neurons are sensitive to transient changes in a stimulus (Buckner, 1998; Rosen, Buck-
ner, & Dale, 1998). For example, when a stimulus such as a fixation cross changes from
white to red, there is a short-term response by neurons that receive visual signals about
that stimulus before the response diminishes. To interpret brain activity in fMRI studies,
it is critical to understand the nature of the blood-oxygen level dependent (BOLD) signal.
When a sensory event occurs, the BOLD signal begins to increase. However, there is a
delay of about 2 seconds in the onset of the signal increase which is known as the hemo-
dynamic delay. The signal then rises over approximately 10-12 seconds, before falling
again. This pattern of delay, rise, and fall, takes approximately 30 seconds, and incorrectly
suggests that fMRI events must be spaced apart by at least the total duration of this pattern.
However, due to the linearity of the hemodynamic response, GLM analyses can be used to
extract responses to individual stimuli in fMRI designs where events occur closely in time
(Buckner, 1998; Rosen et al., 1998; Glover, 1999).
Event-related fMRI designs, which were implemented in both Experiments 1 and 2,
should work because the hemodynamic response sums in a linear fashion over time (Buck-
ner, 1998; Rosen et al., 1998; Glover, 1999; Heeger & Ress, 2002; Friston et al., 1998).
Therefore, the separate components that contribute to the overall signal can be broken
down and analyzed (Glover, 1999). For example, if all neurons in visual cortex respond to
contrast, then a transient response should occur in all voxels each time the motion stimulus
appears. However, if neurons in visual cortex respond differentially to motion stimuli be-
cause of motion tuning preferences, then the response of neurons will be greater for their
55
preferred motion direction relative to other motion directions even with the initial tran-
sient response. Therefore, assuming that the BOLD signal sums in a linear fashion, then
it should be possible to extract tuning preferences from the signal even if those neurons
responded in a similar manner to the onset of moving dots.
It is clear from the results of Experiment 1 that the visual cortex produced large re-
sponses when our stimulus came on the screen (see Chapter 2, Figure 2.7 and Figure 2.8).
Most voxels seemed to respond similarly to every single stimulus presentation, which is
characterized by consistent oscillations in the signal with similar amplitudes at every peak
(see Chapter 2, Figure 2.7). The lack of decoding ability and evidence of the trailing edge
bias only further supports that most voxels simply responded to every single stimulus in the
same manner. What remains unclear is why no motion tuning preferences were observed
in these experiments.
Both Wang et al. (2014) and Schellekens et al. (2016) were able to detect motion tun-
ing preferences, and both observed the trailing edge bias. Furthermore, both research
groups did not believe that their results could be explained simply as transient responses
by neurons with receptive fields at the stimulus edge. Schellekens et al. (2016) argued that
since the signal decrease was linear, rather than only at the edge, that it must be due to
predictability. Wang et al. (2014) took precautions to minimize transient responses (e.g.,
contrast tapered edges, limited lifetime dots). Furthermore, Wang et al.’s (2014) use of a
blocked design would have negated transient responses over time. Wang et al. (2014) also
argued that the primary effect which leads to motion tuning preferences in V1 is the trail-
ing edge bias. However, Wang et al. (2014) were still able to decode motion direction at
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slightly less accuracy even when they eliminated the bias with the random surround. This
means that there are still direction-selective responses to motion that are different from the
transient responses to the contrast that occurs at the onset of a motion stimulus. As such,
the ability to detect these direction-selective responses may depend on the way stimuli are
presented.
fMRI Adaptation
Adaptation may be able to explain the lack of bias reported here in the context of others
that have measured motion tuning preferences and the trailing edge bias. fMRI adaptation
refers to weakened responses caused by repeated or prolonged stimulation (Grill-Spector
& Malach, 2001; Grill-Spector et al., 2006; Larsson & Smith, 2012; Tolias et al., 2005;
Bartels, Logothetis, & Moutoussis, 2008; Krekelberg, Boynton, & van Wezel, 2006). If
presenting a new stimulus results in regained response, then it is taken as evidence that
a different set of non-adapted neurons are responding to the new stimulus. Adaptation
paradigms specifically take advantage of this effect to infer neuronal response properties
in the human cortex. While fMRI adaptation studies are popular means of investigating
neuronal response properties in the human cortex, there is wide criticism that adaptation
paradigms conflate fMRI adaptation effects with the neuronal effects that underlie them
(Grill-Spector & Malach, 2001; Grill-Spector et al., 2006; Larsson & Smith, 2012; Tolias
et al., 2005; Bartels et al., 2008; Krekelberg et al., 2006). An adaptation paradigm was
intentionally avoided in this study due to this argument.
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The phase encoded design used by Wang et al. (2014) might have produced motion
adaptation to the moving dots, which may potentially be a disadvantage for measuring mo-
tion. For example, by adapting to the motion stimulus, motion signals are weakened. Fur-
thermore, Schellekens et al. (2016) intentionally presented stationary dots between motion
intervals for the purpose of reducing strong transient responses to the sudden appearance
of dots. The neurons in the visual system would have adapted to the static dots resulting
in a weakened signal, but only for the contrast of the dots. The increased signal that oc-
curred when the dots suddenly start moving could be attributed to recruitment of unadapted
neurons, presumably those that preferred that particular motion direction. Schellekens et
al. (2016) did note that adaptation mechanisms could explain their finding that shorter
stimulus presentations resulted in larger amplitudes when compared to longer stimulus
presentations.
Attention to Motion
The lack of stimulus adaptation seems to be the most intuitive explanation for the null
results in the current study. However, as an example, Kamitani and Tong (2006) were
able to decode motion direction from visual cortex using a blocked design with no clear
opportunity for adaptation to occur. In their first experiment, an aperture of moving dots
was presented for 1.5 s, followed by a 250 ms inter-stimulus interval, and then another 1.5
s stimulus. The speed of the dots changed between the first and second presentation of
dots, and participant’s had to discern whether dot speed increased or decreased. After the
second dot stimulus, 750 ms of blank screen was shown. These steps made up a single trial,
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and each block contained four trials where the motion direction was the same across the
entire block. In their analysis, Kamitani and Tong (2006) decoded from the block average.
Thus, it is very unlikely that adaptation could have played a role in Kamitani and Tong’s
(2006) ability to decode motion direction from visual cortex, and therefore there may be
other sources of motion responses in early visual cortex.
Although adaptation was an unlikely source of motion tuning preferences in Kamitani
and Tong’s (2006) design, their study differs critically in that their task required attention to
the motion stimulus. Attention to to features has been shown to increase tuning preferences
of visual neurons (Boynton, 2005; Saproo & Serences, 2014; Serences & Boynton, 2007)
even when those neurons respond to visual space outside the focus of attention (Treue &
Trujillo, 1999; Treue & Maunsell, 1996; Bichot et al., 2005). Kamitani and Tong (2006)
observed motion tuning preferences throughout visual cortex yet there was no clear orga-
nization of voxels with motion preferences, including the trailing edge bias.
Attention to a stimulus has been shown to have wide effects on neuronal responses
(Boynton, 2005). Spatial attention to stimulus features increases contrast sensitivity (Reynolds,
Pasternak, & Desimone, 2000), orientation selectivity (Anderson, Ester, Serences, & Awh,
2013), and motion selectivity (Saproo & Serences, 2014; Treue & Trujillo, 1999; Treue &
Maunsell, 1996). It is thought that attention increases the signal-to-noise ratio in neural
populations improving the representation of attended objects in early visual cortex (Boyn-
ton, 2005; Saproo & Serences, 2014). Because sensory systems have limited information
processing capacity, attention-based modulations of neural responses might be a way for
these systems to process incoming stimuli in the most optimal fashion. Conversely, at-
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tentional load for an irrelevant task can also suppress neural responses, especially in the
periphery when there is a demanding fixation task (Schwartz et al., 2005). Attention may
therefore have some role in whether or not neurons in early visual cortex develop motion
tuning preferences.
In this study, moving dots were shown to participants who were performing a demand-
ing task at fixation. It is possible that not only were motion tuning preferences weak
because of a lack of attention to them (Saproo & Serences, 2014), but they may have actu-
ally been suppressed due to increased attentional load for the fixation task (Schwartz et al.,
2005). These effects of attention might explain why Kamitani and Tong (2006) measured
significant motion tuning preferences that were unrelated to the trailing edge bias, whereas
no preferences were found in the current study. It is possible that I failed to measure the
bias because of the design, and also failed to measure other motion tuning preferences due
to the demanding task at fixation.
Conclusions
Although I did not observe motion tuning preferences or the trailing edge bias in early
visual cortex in this study, the results have revealed a clear discrepancy in the literature.
What is the role of adaptation processes on the trailing edge bias? It seems that some means
of adapting neural responses to either motion or contrast is critical in order to measure
the trailing edge bias. Therefore, it seems pertinent to further investigate the relationship
between adaptation effects and the trailing edge bias.
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Additionally, motion tuning preferences other than those that can be explained by the
trailing edge bias were absent here, but observed in previous studies (Kamitani & Tong,
2006; Saproo & Serences, 2014; Wang et al., 2014). These studies highlight an important
question about the relationship between attention and motion processing in early visual
cortex. In terms of the motion bias, it is unknown exactly how it is affected by attentional
processes as no studies specifically targeting the motion bias have manipulated attention
(Schellekens et al., 2016, 2013; Schellekens et al., 2015; Wang et al., 2014). To answer
this question, a future study would need to manipulate both attention to motion and the
trailing edge bias, perhaps by manipulating the motion surround as did Wang et al. (2014).
One of the ways that attention may affect global motion processing in V1 is by recruit-
ing feedback motion signals from MT (Saproo & Serences, 2014; Serences & Boynton,
2007; Pascual-Leone & Walsh, 2001). Early visual cortex is thought to process motion oc-
curring across small regions of space, known as local motion, primarily because neurons in
these regions can only see small parts of space due to their small receptive fields (Snowden
& Verstraten, 1999). The cortical region MT is thought to be involved in global motion
processing, and therefore feedback signal from MT to V1 may be the source of V1 motion
tuning preferences. A study using transcranial magnetic stimulation to temporarily inter-
rupt information transfer between V1 and MT found that awareness of motion depended
on MT feedback to V1, but not from V1 to MT (Pascual-Leone & Walsh, 2001). To further
investigate the role of MT feedback to V1, a future study could manipulate attention to
motion and measure both the trailing edge bias and extra-bias motion signals.
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In conclusion, the results presented here have suggested several potential avenues for
future studies that could help us to understand the role of early visual cortex in processing
motion. These avenues include determining the reason why adaptation seems to be neces-
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POPULATION RECEPTIVE FIELD MAPPING
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Population Receptive Field Mapping
Primary visual cortex (V1) is the first cortical area to receive inputs from vision, which
then projects visual signals to higher-level visual areas (Tong, 2003). V1 through V3, as
well as several the other visual areas, have been shown to exhibit retinotopic properties,
meaning that the organization of neural responses can be mapped specifically to the visual
scene in the world around us (Amano, Wandell, & Dumoulin, 2009; Warnking, 2002; Du-
moulin & Wandell, 2008). Because of these properties, the polar angle and eccentricity of
individual voxels in an fMRI study can be determined via a retinotopic mapping procedure.
This procedure, known as classical receptive field mapping, typically involves presenting
a high contrast stimulus, such as a black and white checkerboard pattern (see Figure A.1),
and makes it possible to determine the cortical boundaries of visual cortex, such as between
V1, V2, and V3.
Retinoptopic mapping is possible because voxels respond to visual stimulation of a
particular part of space, known as a receptive field (Dumoulin & Wandell, 2008). While
classical retinotopic mapping enables researchers to determine cortical boundaries, it does
not provide a means of characterizing the response of individual neurons. Furthermore, the
spatial resolution of fMRI is too coarse to obtain receptive field estimates for individual
neurons. However, the receptive fields of voxels can be estimated due to neuron ensemble
activity, and used to map the visual cortex. Dumoulin and Wandell (2008) proposed a
method, called population receptive field mapping, that allows for a receptive field model
of individual voxels to be estimated. This method computes a model of the location, width,
and shape of individual voxel’s receptive field. An example of a receptive field model can
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be seen in Figure A.2. Here, population receptive fields are estimated to determine to map




Five adults with normal or corrected-to-normal visual acuity served as participants in
this experiment. Prior to data collection, all participants were screened for fMRI con-
traindications, and provided written informed consent. Prior to data collection, the Institu-
tional Review Board of Mississippi State University approved the study. All Participants
were paid $20.00 per hour for their participation. The duration of the pRF mapping scan
was two hours long.
Stimuli and Design
The receptive fields of each voxel in V1-V3 and MT were mapped using population
receptive field procedure. A bar composed of high contrast checkerboard pattern was pre-
sented at 4 orientations and drifted in both directions orthogonal the bar’s orientation, for a
total of eight different drifting bar configurations (see Figure A.1). This stimulus has been
shown to be efficient for pRF mapping (for review see Dumoulin & Wandell, 2008). The
hemodynamic response function (HRF) was estimated by presenting the full-field checker-
board stimulus (see Figure A.1-rightmost panel).
75
Figure A.1. Population receptive field mapping stimulus and experimental design
Each panel depicts the orientation of the drifting bar used to map the recep-
tive fields in V1 and MT. The arrows depict each drift direction for each bar
aperture orientation. The timeline represents the amount of time each drifting
bar took to translate the entire checkerboard stimulus. The rightmost panel
(full-field checkerboard stimulus) was used to estimate the hemodynamic im-
pulse response function (HRF). Note that bar orientation and drift direction
were randomized across experimental runs, and this figure is only a simplified
representation of the pRF mapping experimental design.
fMRI Acquisition and Preprocessing
Structural and functional images were collected using a whole-body GE 3-Tesla scan-
ner (8-channel head coil) at Mississippi State University. T1-weighted structural image
(256 × 256 field of view (FOV); 1 × 1 × 1 mm resolution) and population receptive field
mapping scans (see below) were conducted in a separate session prior to experimental
scans. The duration of the experimental scan was 2 hours. Echo-planar images (EPIs)
were acquired with a voxel size of 2.6 × 2.5 × 2.5 mm (28 slices with no gap, 240 × 240
FOV, 96 × 96 image matrix, 79◦ flip angle, 2000 ms repetition time, 30 ms echo time, 2.0
acceleration factor). Preprocessing was conducted using FSL and Freesurfer (Jenkinson et
al., 2012; Dale et al., 1999). Experimental volumes were motion corrected with (Jenkinson
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et al., 2002) and slice time corrected. All experimental volumes were aligned to the mean
middle experimental volume (Jenkinson & Smith, 2001).
2-Dimensional Gaussian pRF Model
I used a two-dimensional Gaussian as the pRF model (see Equation A.1). The Gaussian
is characterized by it’s x and y coordinates in a 2-dimensional space, where σ determines
the width of the distribution, and is calculated as follows:
g(x, y) = exp−
(




Figure A.2 shows an example two-dimensional Gaussian pRF model that was obtained in
the analysis.
The pRF parameters of each voxel were determined in a two-step coarse-to-fine scale
analysis. First, a coarse grid search was conducted on the data. The location of the pRF
model center was varied across twenty-four locations (1◦2VA) in both the x and y dimen-
sions from −11.5◦ to 11.5◦ VA, for a total of 576 locations. Six values of σ (0.25, 1.00,
1.75, 2.50, 3.25, and 4.00) were varied at each location. These values were a reasonable
starting point for the coarse grid search because they spanned the range of σ values ob-
served by Wandell and Dumoulin (2008) in visual cortex. In total, 3,456 combinations of
location and σ were investigated in the coarse grid search. A time-series prediction was
then obtained by summing the pRF model with the effective stimulus.
This model was then convolved with the canonical HRF function (i.e., double-gamma



























Figure A.2. Two-dimensional Gaussian model
An example 2-dimensional Gaussian pRF model. The pRF center is defined
on the X and Y axes, while the amplitude of the BOLD signal is measured
on the Z-axis. As an visual object passes over the X and Y location corre-
sponding with the pRF’s receptive field, the response builds and peaks before
falling again. The width of the Gaussian is measured as full-width-at-half-max
(FWHM).
formula for the canonical hemodynamic response function follows. The parameter values















Each time series prediction was fit to the data and the residual sums of squares was















































Figure A.3. Hemodynamic response function
An example hemodynamic response function, showing the canonical HRF
(i.e., double-gamma function, in green), and the estimated HRF function (in
blue). The parameters of the hemodynamic response function characterize the
shape of the response (see Equation A.2)
Estimated Hemodynamic Response Function
By mapping the visual cortex using the results from the coarse grid search, voxels that
responded to the stimulus location could be selected for population receptive field mod-
eling. The hemodynamic response function of each subject was first estimated using an
optimization algorithm to determine the combination of parameters that minimized resid-
ual squared error (Nelder & Mead, 1965). The starting parameters of the algorithm were
the canonical hemodynamic response. Figure A.3 shows the results of modeling the HRF
compared to the canonical HRF. The fine-scale pRF model search was completed by uti-
lizing the Nelder and Mead (1965) optimization algorithm to determine the pRF model
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parameters that best described each voxel’s response. In the fine-scale search the estimated
HRF of each subject was convolved with the respective time series predictions.
Population Receptive Field Models
Figure A.4 shows the results of the population receptive field modeling for V1 voxels
in subjects 1, 2, 3, and 4. These estimates, along with those for V2, V3, and MT, will be
used to analyze response to motion in these respective cortical areas.
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Figure A.4. Population receptive field mapping
Results of V1 population receptive field mapping for participants 1-4 are plot-
ted in degrees visual angle. Only pRF models that explained 15% or more
variance in the data were included in these plots.
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APPENDIX B
PERCEPTUAL SENSTIVITY TO MOTION COHERENCE
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Perceptual Sensitivity to Motion Coherence
One of the ways that motion perception is studied is by presenting random-dot kine-
matogram displays, which consist of many small dots moving in some direction. Motion
coherence can be manipulated by changing the proportion of dots that move in the global
motion direction. For example, if all dots move in the same direction, motion coherence
is 100%, but if none of the dots move in the same direction, then motion coherence is
0%. In Chapter 1, Figure 1.1 contrasts how 100% and 0% motion coherence appear in a
dot-motion stimulus.
The human visual system is adept at detecting global motion directions in such dis-
plays, even with as few as 5% of dots moving in the global motion direction (Britten et al.,
1992). However, it is unclear how global motion tuning preference in early visual cor-
tex relate to perceptual abilities (Schllekens et al., 2016; Wang et al., 2014). The aim of
this pilot study is to measure behavioral performance in a task where participants detect
the global motion direction over varying levels of motion coherence. Results from this
experiment will be used to compare neural responses to motion in Experiment 2.
Method
Participants
Twenty-eight adults with normal or corrected-to-normal visual acuity were recruited
for this study. Informed consent was collected via an electronic form. The study was
approved by the Institutional Review Board of Mississippi State University prior to data
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collection. Participants were compensated with 1 hour of participant research credit, which
is used to satisfy course assigments or provide extra credit points in courses.
Stimuli and Design
Stimuli were designed and presented with Psychophysical Toolbox (Brainard, 1997;
Pelli, 1997; Kleiner et al., 2007). Stimuli were displayed on gamma corrected LCD mon-
itor measuring 42 cm × 56 cm (16:9 aspect ratio). Visual stimuli were white dots that
each lasted for 200 ms before vanishing, at which time a new dot was created at a random
location. Dots had an average density of 3 dots/◦2 within the stimulus region. Each dot
subtended a visual angle of 0.10◦ in diameter and moved at a rate of 5◦/s. Contrast was
decreased smoothly according to a raised cosine function along the inner 3◦ of the stimu-
lus to minimize parafoveal attention to the motion stimulus. Dots were presented at 100%
contrast beyond 3◦ visual angle and 0% contrast at 1◦ visual angle. A white fixation cross
(0.20◦ crosshair) was shown at the center of the aperture. The aperture diameter subtended
24◦ visual angle.
Within-aperture dots were each defined as either a signal or noise dot (see Figure B.1).
Signal dots moved linearly in the global motion direction, while noise dots moved linearly
in randomly selected directions. The ratio of signal-to-noise dots was randomly selected
on each trial. In the No Surround condition, initial dot positions were randomly generated
across the aperture, while in the Surround condition, initial dot positions were randomly
generated across the entire visual display. Dots outside the aperture moved in a random-
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Figure B.1. Pilot study experimental design
The top row shows an example trial for the No Surround condition, while the
bottom row shows an example trial for the Surround condition.
sition. For both conditions, within-aperture dots that reach the aperture boundary continue
their motion trajectory after being repositioned back on the opposite side of the aperture.
A match-to-sample design was used to measure motion-coherence sensitivity (see Fig-
ure B.1). On a given trial, a sample motion stimulus was displayed for 500 ms followed by
a 1,000 ms retention interval. The motion direction of the sample was randomly selected
on each trial. Following the retention interval, a target motion stimulus was displayed for
500 ms. The motion direction of the target was either the same (i.e., match), or was shifted
by 25◦ either clockwise or counterclockwise (i.e., mismatch). Trials were counterbalanced
such that there were an equal number of match versus mismatch trials, and an equal num-
ber of clockwise versus counterclockwise shifts on mismatch trials. Participants responded
by pressing the ? (match) or the z (mismatch) key on a standard keyboard. Participants
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were given accuracy feedback by changing the fixation cross green (i.e., correct) or red
(i.e., incorrect) for 500 ms. Participants were given 3.5 s to respond, and if no response
was provided within the response interval, then the fixation cross turned red. The intertrial
interval (ITI) was 500 ms and consisted of a blank screen with only the fixation cross. Par-
ticipants completed 20 practice trials, and then completed six 100-trial blocks for a total of
600 trials. Participants were given a brief break after each block.
Results
For analysis, practice trials were removed and an equidistant set of twenty-five bins
were created to make discrete coherence levels. The average number of trials per bin was
665.84 (s.d. 73.69) and trials per bin ranged from 489 to 869 trials. I calculated the sen-
sitivity index, d′, as a measure of participants sensitivity to motion coherence (Macmillan
et al., 2004). This method of analyzing the data results in a quantitative metric of how well
participants were able to detect the global motion pattern. The results of this analysis are
shown in Chapter 3, Figure 3.1 shows the results of this analysis. Sensitivity was found
to increase with coherence. In addition, similar results were found both when there was
a random motion surround and when there was not, suggesting that the addition of the
random motion surround did not adversely affect motion perception.
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