Alterations of functional central nervous system networks occur as the result of traumatic brain injury. Characterization of functional network structure is therefore an essential element in the initial evaluation of these patients and in the longitudinal assessment of the response to treatment. Several methods of dynamical analysis have been used to quantify CNS reorganization during recovery. 
be a scalar time series recorded with a uniform sampling interval of Δt. These data are used to construct a set of points 
Embedding is motivated by the Takens embedding theorem (Takens, 1980) . Stated informally, suppose that the observed signal is generated by a dynamical system Ψ of ω real variables not all of which are observable. If the conditions of the theorem are met, then properties of the continuous extension map
will, up to a diffeomorphism, be true of Ψ. It should be stressed that the conditions of the theorem will never be satisfied with a finite data set, but experience with simple model systems does suggest that
can sometimes be informative about the dynamical behavior of Ψ. A model based on an embedding is in a mathematical sense minimally restrictive. It only assumes that Ψ is a finite dimensional dynamical system on a compact behavior space. It is mechanistically agnostic and offers the possibility of examining the behavior of a large dimensional system with a limited number of observed variables. (27, 28) , (27, 24) , (27, 30) , (27,1), (27, 17) , (27, 204) , (27, 203) , (27, 19) and (27, 423) . The recurrence diagram may be thought of as an An examination of Figure 3 leads to an open question. Can the dependence of local maxima of quadrant scans on the embedding window be used to quantify hierarchical transition behavior in the central nervous system? The idea of a hierarchy of time scales in the CNS has a long history and has recently received increased attention (Kiebel, et al., 2008; Perdikis, et al., 2011; Papo, 2013) . A means of providing a systematic quantitative structure to this concept may be available by expressing CNS chronometry as a function of embedding window. We also note that the quadrant scan is a continuous function of time; that is, it has the same sampling interval as the original time series. Therefore change point detection technologies applied to time series, for example piecewise regression models (Hawkins, 1976) , hierarchical Bayesian analysis (Carter, et al., 1994) and maximum likelihood methods (Guralnik and Srivastava, 1999) , can be applied to quadrant scans. We can use the statistical tests of earlier methods to characterize the dynamical structures revealed by embedding.
