Many aspects of our everyday behaviour require that we search for objects. However, in real situations search is often conducted while internal and external factors compete for our attention resources.
Introduction
How is search disrupted by cognitive distraction? Visual search is at the heart of our visual behaviour: each eye movement we make involves a search of peripheral vision to identify the target of the next saccade, and search for an object in a cluttered scene can take several saccades until the object is correctly located and scrutinised by central vision. While our understanding of visual search in simple arrays and complex scenes is relatively well developed, the conditions under which we search in the lab are often unlike those under which we search in real situations. In particular, when we search in real situations, search is rarely the sole task we are engaged in. Rather search is conducted in situations where internal and external factors compete for our attention resources. Real environments are visually cluttered (unstructured), dynamic and noisy. However, there are also situations where the arrangement of objects in the environment provides structure for our search, for example looking for a specific cereal in a supermarket or your car in a crowded parking lot. Furthermore, we are often preoccupied, thinking about other things. This preoccupation can come from within the task we are engaged in: when searching for a particular object we are likely doing so as part of a larger behavioural goal and the processes of monitoring progress and planning the next steps of the task are themselves cognitively demanding. Preoccupation can also come from distracting secondary tasks such as contemplating previous conversations, rehearsing a shopping list, or listening to the radio. In some real world scenarios such cognitive preoccupation can have a profound effect on our ability to complete attentionally demanding real-world tasks (such as driving). Given the attentional demands of search, which are both low-level and high-level, it is likely that our ability to search effectively might be at risk from cognitive distraction.target has been found once it is looked at (Solman, Cheyne, & Smilek, 2011) . These previous studies have used working memory paradigms based upon memory for recently seen visual displays. However, little is known about the impact of cognitive load coming from less visual sources, such as preoccupation with a previous conversation, upon search. Furthermore, whether secondary cognitive load impacts strategic elements of search is as yet unknown. Here we extend current understanding by studying the effect of cognitive load arising from a non-visual source of preoccupation and by considering whether systematic aspects of search are disrupted by such distraction.
How we search for targets amongst distractors has been studied extensively and much is understood about the underlying mechanisms when searching arrays of targets presented on computer monitors (see Wolfe, 1998) . It is clear that search is guided by both low-level visual information and higher-level strategies (Wolfe, 2007) . The low-level component is often operationalized as arising from an internal priority map of the scene constructed by combining low-level featural descriptions of the scene (e.g., Treisman, 1988; Treisman & Gelade, 1980; Itti & Koch, 2000; Wolfe, 2003) . However, when attempting to extend these models to account for search behavior in more complex scenes, it is clear that purely low-level accounts of attention selection are very limited (see Tatler, Hayhoe, Land, & Ballard, 2011 for a review) because they fail to account for the influence of high-level factors such as strategy and task demands, on search behavior in complex scenes (Buswell, 1935; Yarbus, 1967) . More recently Adeli, Vitu, and Zelinsky (2016) have proposed a model which includes high-level processes but core principles of superior colliculus organization. Their MASC (model of attention in the superior colliculus) is capable of predicting fixation locations of individuals when performing categorical and exemplar search tasks. The predictive success of this model relies on the incorporation of saliency and target maps (for prioritizing areas to be fixated based on low level features contrasts and higher level target goals respectively) coupled with the constraints associated with the basic organizing brain principles in the oculomotor system. This demonstrates the importance of considering low level, task specific as well as organizing brain principles when trying to understand the relationship between the visual world and overt visual attention.
In simple search arrays of targets and distractors on a screen, there appear to be clear strategic components to search that arise not from the visual features of the items in the display but from the structure of the array of items. Gilchrist and Harvey (2006) showed that search behavior differed when searching structured (that is, regularly arranged) arrays of items from that when searching unstructured arrays. When searching structured arrays, with items arranged in clearly identifiable rows and columns (see Fig. 1 , left), searchers made more horizontal and vertical eye movements than when searching arrays that were less structured (as in Fig. 1, right) . However, while disrupting the display structure led to a reduction in this horizontal/vertical bias, it did not eliminate it.
The presence of a preference to make more horizontal and vertical saccades irrespective of display structure suggests a systematic component to visual search. Strategic search has been found in other types of search arrays (e.g., Hooge & Erkelens, 1999) and even when viewing natural scenes, where horizontal and vertical saccades dominate (Tatler & Vincent, 2009 ). Gilchrist and Harvey (2006) interpreted this systematic component of search, as evidence for a strategic component of visual search behaviour that greatly reduces the need to remember items that have been viewed previously. In a study conducted by Amor, Reis, Campos, Herrmann, and Andrade (2016) the authors found that subjects had a clear preference towards a reading like pattern of eye movements during visual search. Such a preference, it is argued, eliminates the need to remember the location of previously inspected items. Likewise during mindless reading and z-string reading tasks it has been found that we move our eyes across letter strings in the same way regardless of the cognitive demands of the visual information (Luke & Henderson, 2013; Nuthmann, Engbert, & Kliegl, 2007; Rayner & Fischer, 1996) . Moreover, Vitu, O'Regan, Inhoff, and Topolski (1995) tested both a letter search task and a z-reading task, and found that the eye-movement behaviour was similar regardless of the linguistic content or the type of task. Although these studies have demonstrated similarities in eye movement behaviour when looking at words and zstrings, it should be stated that we cannot be certain that eye movements in mindless reading are not affected by cognitive task demand.
It is not yet clear whether search strategies such as the systematic scanning identified by Gilchrist and Harvey (2006) and others are affected by distraction stemming from a secondary cognitive task. If systematic scanning were a result of higher-level processes or strategies, one would expect a reduction of this systematic component when secondary cognitive task demand is high. Conversely if systematic scanning requires no effortful top-down control but is a process employed to free up resources and guide visual search when secondary cognitive task demand is high, one might expect an increase in this systematic component. Another alternative would be that the preference to make reading like eye movements (many horizontal and vertical interspersed with a few oblique saccades) is automatic due to decades of reading and is not affected at all by the addition of a cognitive task.
Previous research has found that working memory resources play an important role in visual search processes. These are thought to be in terms of maintaining a template of the search target in working memory throughout search (e.g., Shiffrin & Schneider, 1977; Wolfe, 1994 Wolfe, , 2012 , and deploying attention (Bundesen, 1990 , Desimone & Duncan, 1995 Miller & Cohen, 2001 ). This is supported by previous reports that secondary visual working memory load slows search (Oh & Kim, 2004; Oliviers, Meijer, & Theeuwes, 2006; Woodman & Luck, 2004; Woodman, Vogel, & Luck, 2001 ) increases disruption by distractors (Lavie, 2005) and increases the rate of re-fixating previously- S.W. Savage et al. Vision Research 153 (2018) 37-46 fixated items (Solman et al., 2011) . In the present study, we considered the effect of cognitive distraction on oculomotor behaviour when searching for a target within structured and unstructured search arrays (like those in Gilchrist & Harvey, 2006; see Fig. 1 ). This allowed us not only to consider what aspects of search are disrupted by secondary cognitive load, but also whether the systematic scanning identified by Gilchrist and Harvey (2006) is susceptible to cognitive distraction. We considered the effects of preoccupation with a lateral thinking puzzle on 1) the initiation of search (first saccade latency); 2) overt visual scanning of the array; and 3) verification and response selection once the target has been fixated. We considered whether cognitive load arising from a non-visual secondary task would produce the same prolonging of all three phases of search that was found by Solman et al. (2011) using a secondary visual working memory task. Given the lack of effect of array structure on search times in Gilchrist and Harvey's (2006) study, we did not expect to find differences in response times between structured and unstructured arrays, but it is not known whether the strategic component of search afforded by structured arrays might protect search from the detrimental effects of cognitive distraction.
During scanning, we considered not only the time spent searching for the target but also whether array structure and cognitive distraction influenced oculomotor indicators of on-going decision processes (the durations of individual fixations and the tendency to return to items fixated earlier in the search).
Fixation durations can be thought of as reflecting the time it takes to evaluate a decision to move the eyes, based on the relative merit of prolonging fixation at the current location compared to the expected benefit of moving the eyes to a new location (Tatler, Brockmole, & Carpenter, 2017) . These decision processes are likely to involve a complex interaction of factors related to extraction and evaluation of information in central and peripheral vision, along with influences of oculomotor factors, such as the amplitude of the outgoing saccade and the change in direction between the incoming and outgoing saccades (Tatler & Vincent, 2008; Tatler et al., 2017) , and landing position on a word or object (Henderson, 1993; Pajak & Nuthmann, 2013; van der Linden & Vitu, 2017; Vitu, McConkie, Kerr, & O'Regan, 2001 ). There is evidence that low-level visual information influences fixation durations, with longer fixations when the luminance (Loftus, 1985) or contrast (Loftus, Kaufman, Nishimoto, & Ruthruff, 1992 ) of fixated items is reduced (Van Diepen, De Graef, & d'Ydewalle, 1995) . Higherlevel interpretation of visual information also influences fixation duration. Fixations are longer when objects are difficult to recognise (De Graef, Christiaens, & d'Ydewalle, 1990) or semantically inconsistent with the scene background (see Spotorno & Tatler, 2017 , for a discussion of this literature). In reading studies, fixation durations on infrequent words are longer than frequent words (Rayner, 1998) . Preoccupation with a secondary cognitive task may influence the underlying decision process by impairing the extraction and evaluation of information in central and/or peripheral vision, or by changing the threshold for accepting that there is sufficient evidence to move the eyes to a new location. We might, therefore, expect cognitive distraction to lengthen fixation durations. However, Solman et al. (2011) found no influence of a secondary visual working memory task on fixation durations during search. Given previous findings (Gilchrist & Harvey, 2006) we do not expect to find any direct effect of array structure on fixation durations, but it is not clear whether any effects of distraction on fixation duration might be modulated by array structure.
How frequently a previously-inspected item is re-fixated during search has been thought to reflect the level of processing which has gone into each item of the display: more re-fixations reflecting more frequent incomplete processing or less memory for previously fixated items (Gilchrist & Harvey, 2000 , Peterson, Kramer, Wang, Irwin, & McCarley, 2001 . If high-level executive functions such as working memory are required to keep in mind previously processed distractor locations then one should expect an increase in re-fixations within the high compared to the low cognitive load condition; indeed Solman et al. (2011) found higher rates of re-fixation when distracted by a secondary visual working memory task. We extend this previous work by also considering the structure of the search array on re-fixation rates. The systematic scanning afforded by structured search arrays should reduce the likelihood that items are re-fixated in structured arrays compared to unstructured arrays. Furthermore, if re-fixations reflect memory failures then cognitive distraction might be expected to have an effect on re-fixation rate within unstructured but not structured arrays.
Methods

Design
In this 2 × 2 within subjects design the independent variables were cognitive load, which was either high or low (puzzle = high; easy question = low), and search array structure which was either structured or unstructured.
Participants
Fifteen participants (7 male and 8 female, age range 17-33) were recruited in and around the University of Dundee by means of the Universities Research Participation System "SONA". Informed consent was obtained from all subjects prior to the start of testing. All testing was carried out in the Research Wing of the School of Psychology at the University of Dundee. Participation lasted no longer that 45 min and subjects were compensated with course credit or chocolate for their participation. The study followed the tenets of the Declaration of Helsinki and was approved by the institutional review board at the University of Dundee
Materials
Participants sat at a table with their heads supported by a chinrest 85 cm away from a 19″ CRT-Monitor on which the visual stimuli were displayed with a resolution of 1024 × 768 pixels. Experiment Builder software by SR Research was used to program the presentation of the audio and visual stimuli. We modified Gilchrist and Harvey's (2006) visual search paradigm to include a secondary cognitive task. In all conditions the target in the primary visual search task was a white upward facing triangle and distractor items consisted of white downward and rightward facing triangles. The display size always consisted of 25 items (1 × 1°visual angle), with 12 of each type of distractor. In the case when the target was not present it was replaced by one of the distractor types (randomly selected). In the structured condition, 25 items were placed randomly onto the junctions of an invisible 5 × 5 grid resulting in no free placeholders and thus a spatially structured array (e.g., Fig. 1, left) . In the unstructured condition the same 25 items were placed randomly onto the junctions of a 7 × 7 grid, leaving 24 randomly selected blank locations in each trial resulting in a spatially unstructured search array (e.g., Fig. 1 , right). Across both conditions the overall display size was kept constant (12 × 12°visual angle) resulting in structured and unstructured search arrays, which subtend the same visual space. We made use of the same lateral thinking puzzles to increase secondary cognitive task demand as Savage, Potter, and Tatler (2013) with the addition of simple undemanding questions instead of no audio in the control condition. These questions and riddles were presented via a set of Logitech loudspeakers at a comfortable and constant volume, which was regulated individually for each participant.
Procedure
A white fixation disc was presented at the beginning of each block of visual search trials in order to check for any spatial offset in the calculated eye position. A drift correction was performed at the beginning S.W. Savage et al. Vision Research 153 (2018) [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] of each block of trials. If the spatial offset was too large to perform the drift correction, we repeated out calibration procedure before continuing. Participants were either presented with a puzzle (high-load i.e. "What can pass through water without getting wet?") or an easy question (low-load i.e. "What city are you in?") directly prior to the start of each (1-minute) block of 14 search trials. We chose the time of one minute after having examined puzzle-solving times of five pilot participants for a variety of riddles. We found that these participants were not able to solve any of the selected puzzles within 1 min. Trials of high/low secondary cognitive task demand were presented randomly but interleaved within each array structure condition. The structured and unstructured search arrays were presented in blocks, which were counterbalanced for presentation order across all participants. In the primary visual search task, participants were required to make a target present/absent response using the one of two button boxes provided. For a target present decision subjects were required to press the button box in their right hand and for target absent choices the button box in their left hand.
At the end of each 1-minute block there was a brief intermission in which participants were asked to indicate whether they knew the riddle and whether they had managed to solve the riddle and to state their answer. This information was relevant only for high load questions. All together participants completed 320 structured (160 high load & 160 low load) and 320 unstructured (160 high load & 160 low load) search trials.
Eye movement recording
Eye movements were recorded using a tower mounted SR Research EyeLink1000 eye-tracker, sampling at 1000 Hz. Each participant completed three brief eye dominance tests prior to the start of testing so that the experimenter was able to track the subject's dominant eye (see Appendix 2 for description of eye dominance tests). A 9-point calibration procedure was used to calibrate the tracker and repeated to validate tracker accuracy. If the validation procedure showed an average error in excess of 0.5°or a maximum error in excess of 1°, the calibration procedure was repeated. Single-point calibration checks were performed at the beginning of each block of trials. Saccades were identified using the standard SR Research algorithm, which detects saccades when eye position deviates by more than 0.1°, with a minimum velocity of 30 deg s −1 and a minimum acceleration of 8000 deg s −1
, maintained for at least 4 ms. Data were exported via custom-made Matlab routines for subsequent analysis of saccade, fixation and blink events.
Data analysis
Dependent variables were: (1) overall response performance (correctly identifying the presence or absence or the target); (2) response time (from array appearance to manual button press indicating the target presence); 3) fixation duration; (4) re-fixation rate; (5) distribution of saccade directions; and in the cases that a target was present: (6) search initiation time (first saccade latency); (7) scanning time (from the end of the first saccade to the start of the first fixation on the target); and (8) verification time (from the start of the first fixation on the target to the manual response by the participant).
In all statistical analyses, data were excluded if the first saccade latency was very short (< 100 ms: 757 trials, 9.0% of trials), or if the log-transformed first saccade latency was more than 3 standard deviations from the mean (51 trials, 0.6% of trials). These initial transformations were made in order to avoid trials in which the participant anticipated the appearance of the search array or were unusually slow to respond, implying disengagement from the task. Trials were also excluded from the high load condition if participants indicated that they already knew the puzzle (1587 trials, 18.9% of trials), as in these cases the puzzle was unlikely to preoccupy the participant during the search task and as such our load manipulation would have failed in these cases. Blinks were also removed from the recorded data. After these exclusions, data from 5995 trials were available for subsequent analyses. Further exclusions were made specific to certain models below in order to ensure that suitable data were included in each model to reflect the measure under test.
To determine the impact of secondary cognitive task demand and array structure on behavioural and oculomotor measures, data were analysed by means of Linear Mixed Models (LMMs) for continuous variables and GLMMs for binary variables using the lme4 package (version 1.1-7; Bates et al., 2014) in the R statistical programming environment (R Development Core Team, 2008) . LMMs and GLMMs are particularly well suited to datasets such as those collected in this study because (1) they can combine continuous and categorical factors within the same model, (2) they allow a simultaneous estimation of betweensubjects and between-item variance and (3) they are more robust than ANOVAs when a design is not fully balanced as a result of data exclusions for example (Kliegl, Dambacher, Dimigen, Jacobs, & Sommer, 2012) . Categorical predictors in models (array structure, cognitive load, target presence) were sum coded. This produces effects for each predictor that are equivalent to main effects in ANOVAs. We explored any significant interactions using follow-up models to test the relevant simple effects within the interaction. We did this by creating a variable with one level per cell in the significant interaction and coding this variable to test the simple effects of interest 1 . Subjects and items (sound clips) were entered as random effects for all models. For the random effects structure we attempted to include random slopes and intercepts for all fixed effects and their interactions in order to produce a maximal random effects structure (Barr, Levy, Scheepers, & Tily, 2013) . However, maximal structure models often fail to converge. When these models did not converge, we first removed the computation of correlation parameters within the random effects structures. If further simplification was required for convergence, we began by simplifying the item (sound clip) term first. To this effect, we first removed the interactions, starting with the highest order interactions. When it became necessary to remove random slopes for individual fixed effects we removed the slope for array structure before that for cognitive load. In the sections that follow the results are reported for the most complex random effects structure for which the LMM converged. A full list of model structures can be found in Appendix 4. In practice, the full random effects structure models only converged for our models of search initiation time and scanning time. In all other cases a reduced structure was required, and in most cases no random slopes were included for the items (audio clip) term. For LMMs, p-values for fixed effects were calculated using the lmerTest library (Kuznetsova, Bruun Brockhoff, & Haubo Bojesen, 2016) . Graphics were created using the ggplot2 package (Wickham, 2009) . Because the load manipulation was provided in the form of a question or puzzle at the start of a block of 14 trials, it is possible that any effects of high load might change over the course of the block. In order to test for this possibility, we ran initial models for each of our analyses with trial number and cognitive load as variables to test for any interaction between these two predictors that might suggest a changing effect of load over time. For these models we ran interceptonly models as these are the least conservative form of LMM and thus would be the most likely to find any interactions between load and trial 1 Dummy (or treatment) coded variables would remove the need to produce simple-effect-coded variables to express significant interactions, but for 3 (or more)-way interactive models would require repeating the models with different reference levels for the categorical predictors in order to test for any 2-way interactions in the model. Thus, whether interactions are found or not, the data must be retested over models with different reference levels. In contrast, in our approach data are only retested if a significant interaction is found. Thus, given the fact that many of our models include three categorical predictors, we prefer to use our approach of deviation-coded categorical predictors, with simple effects models to follow up where necessary.
number. Because these initial models served only to check that effects did not vary over trials, they are reported in Appendix 3 rather than the main body of text below unless they indicated an effect of trial number that needed to be accounted for in the main models for each variable. In the sections that follow, no interaction between trial number and cognitive load were found for Accuracy, Response Time, Search Initiation Time, Scanning Time, Verification Time and Re-fixation Rate, suggesting that the influence of (high) cognitive load did not change over the course of each block of trials for these measures. We did find an interaction between trial number and Cognitive Load for fixation duration, and so we tested whether this influenced any effects of our experimental variables (see Results). Table 1 summarises response accuracy (correct classifications of target present and target absent trials) and response times for the eight conditions of target presence, array layout, and cognitive load.
Results
Overall behavioural measures of search
Accuracy
A GLLM (Model 1) showed that participants were more accurate when the target was absent than when it was present, β = 1.83, SE = 0.13, z = 14.0, p < .001, and were less accurate when contemplating a puzzle than when contemplating a question, β = 0.61, SE = 0.16, z = 3.91, p < .001. These effects were qualified by a significant interaction between target presence and load, β = 0.39, SE = 0.13, z = 2.95, p = .003. There was also a significant interaction between target presence and array structure, β = 0.28, SE = 0.13, z = 2.14, p = .033. No other effects in the model were significant.
To explore the significant interaction between target presence and load we ran a follow-up model coded for simple effects of load (Model 1.1). This model showed that performance was worse following a puzzle than a question when the target was absent, β = 1.99, SE = 0.54, z = 3.67, p < .001, and also when the target was present, β = 0.45, SE = 0.19, z = 2.30, p = .021. The drop in performance under high cognitive load was greater (but more variable) when the target was present (low load: M = 0.827, SE = 0.009 correct; high load: M = 0.763, SE = 0.013 correct), than when it was absent (low load: M = 0.997, SE = 0.001 correct; high load: M = 0.981, SE = 0.004 correct).
To explore the interaction between target presence and array structure we ran a follow-up model coded for simple effects of structure (Model 1.2). Performance was better for structured arrays than unstructured arrays when the target was present, β = 0.31, SE = 0.11, z = 2.71, p = .007. There was no effect of array structure when the target was absent.
Response times
Response times were log-transformed and outliers more than three standard deviations from the mean log-transformed response time were excluded, leaving 5994 trials for analysis. Participants responded sooner when the target was present than when it was absent, β = 0.13, SE = 0.003, t = 44.8, p < .001, and later when contemplating a puzzle than when contemplating a question, β = 0.07, SE = 0.02, t = 3.92, p = .001 (Model 2). These effects were qualified by a significant interaction between target presence and cognitive load, β = 0.02, SE = 0.003, t = 5.38, p < .001. Participants were overall slower when searching an unstructured array than when searching a structured array, β = 0.03, SE = 0.004, t = 8.33, p < .001. No other effects in the model were significant.
A follow up model of the simple effects of cognitive load in the interaction between target presence and cognitive load (Model 2.1) showed that responses were significantly slower under conditions of high cognitive load than under low cognitive load both when the target was absent, β = 0.10, SE = 0.009, t = 11.2, p < .001, and when it was present, β = 0.16, SE = 0.009, t = 18.1, p < .00. The increase in RT under high cognitive load was slightly greater when the target was absent (low load: M = 3414 ms, SE = 32 ms; high load: M = 4388 ms, SE = 59 ms) than when it was present (low load: M = 2029 ms, SE = 32 ms; high load: M = 2966 ms, SE = 58 ms).
Searching for a present target
When a target was present in the display we considered whether cognitive load and array structure influenced the duration of each of three phases of search: initiation, overt scanning, and target verification (see Malcolm & Henderson, 2010) . As for the analyses of accuracy and response time above, in the analyses that follow we removed trials in which search initiation was unusually fast (first saccade latency < 100 ms) or long (first saccade latency more than 3 standard deviations from the log-transformed mean). Furthermore, we only considered trials in which the participant correctly responded that a target was present. Table 2 summarises search innitiation time, search time and verification time for the eight conditions of target presence, array layout, and cognitive load.
Search initiation
For search initiation we excluded trials in which the first saccade was less than 1°. This is because we wanted to ensure that we were analysing the time to initiate overt search of the array rather than any microsaccadic responses to the display, or any potential errors by the saccade detection algorithm. Search initiation time was log- Savage et al. Vision Research 153 (2018) 37-46 transformed for the model that follows and 2166 trials were available for this analysis after the exclusions explained above. The time to first initiate overt search of search array (i.e. the latency of the first saccade after array onset) was not influenced by cognitive load, array structure or the interaction between these factors (Model 3). There was a trend toward longer time to initiate search when contemplating a puzzle than when contemplating a question, but this failed to reach significance, β = 0.07, SE = 0.03, t = 1.95, p = .073 (see Table 2 ).
Scanning time
As for the above analyses we removed trials with an unusually short or long initiation time, or a recorded first saccade amplitude of less than 1°. A first analysis of scanning was to consider how frequently the target was reached in a single saccade (that is there was no scanning of other locations in the array). We identified these cases by employing a minimum scanning time of 100 ms. For the 127 trials identified in this way, we found that single saccade searches were less common under high cognitive load than low cognitive load when searching structured arrays, χ 2 = 6.54, p = .011 (26 vs 48 trials), and when searching unstructured arrays, χ 2 = 8.32, p = .003 (16 vs 37 trials). Conversely there was no effect of array structure either under low cognitive load, χ 2 = 2.38, p = .123 (structured = 26, unstructured = 16 trials), or high cognitive load, χ 2 = 1.42, p = .233 (structured = 48, unstructured = 37 trials). For the analyses that follow, we excluded these trials in which the target was reached within a single saccade. This is because, while single-saccade searches were relevant for understanding search initiation (analyses above) and verification (analyses below), these instances do not provide insights into the process of scanning an array of items. Data were log-transformed and outliers more than three standard deviations from the mean log-transformed scanning time were excluded. After all exclusions 1307 trials were available for this analysis. Scanning time was longer when participants were contemplating a puzzle than when they were contemplating a simple question, β = 0.04, SE = 0.02, t = 2.41, p = .029. There was no effect of array structure nor any interaction (see Table 2 ).
Verification time
In addition to removing trials with unusually short or long initiation time, we also removed any trial for which the log-transformed verification time was more than three standard deviations from the mean log-transformed verification time, leaving 1537 trials for analysis. Since verification time is the summed fixation duration on the target item, it was important to consider possible confounds on this measure arising from indirect effects of the experimental manipulations on factors that mediate fixation duration. In particular, the landing position on a word or object influences both the chance that an immediate re-fixation is made (O'Regan, Lévy-Schoen, Pynte & Brugaillère, 1984; van der Linden & Vitu, 2017) and the duration of the fixation (Henderson, 1993; Pajak & Nuthmann, 2013; van der Linden & Vitu, 2017; Vitu et al., 2001) . Landing closer to the center of a word or object is associated with a decreased likelihood of making an immediate re-fixation and longer fixation durations. Thus any influence of our manipulations of cognitive load and array structure on landing positions on items in the display could influence our measured verification time in a manner that is due to spatial targeting rather than influences of these manipulations on the underlying processes of target verification. We addressed this issue in two ways. First we ran a model (Model 5) to determine whether our manipulations of cognitive load and array structure significantly influenced the landing position of the first saccade on the search target (expressed as the distance between the centre of vision and the centre of the target). Second, we included landing position as an additional fixed effect in our model of verification time (Model 6).
The landing position of the first saccade on the target item was not influenced by cognitive load, array structure or the interaction between these factors (Model 5). The LMM to predict verification time (Model 6), showed no influence of saccade landing position (linear or quadratic) or interaction between this factor and any other factor or interaction in the model. Thus landing position on the target did not influence verification time. Participants were faster to correctly indicate target presence when contemplating a question than when contemplating a puzzle, β = 0.10, SE = 0.03, t = 3.21, p = .006. Verification times were also longer for targets within unstructured arrays than for targets within structured arrays, β = 0.03, SE = 0.02, t = 2.20, p = .040 (see Table 2 ).
Indicators of decision processes and strategic scanning
Fixation durations reflect the time taken to evaluate a decision to move the eyes to a new location in the scene based on a combination of factors including information extraction and evaluation in central and peripheral vision . Re-fixations of previously-fixated objects can indicate either unfinished processing of the object (as has been suggested in reading research, Rayner, 1998) or can indicate low use of memory during search (Peterson et al., 2001) . Saccade directions provide an indicator of the presence of strategic approaches to search behaviour (Gilchrist and Harvey, 2006) . For fixation duration and refixation rate, we considered only fixations (and re-fixations) of distractors during search. Table 3 summarises fixation durations and refixation rate for the eight conditions of target presence, array layout, and cognitive load.
Fixation duration
In keeping with previous analyses, we excluded trials with first saccade latencies that were unusually short or long (using the same criteria as above). We excluded fixations that fell outside of the display area or were preceded by a saccade with an amplitude less than 0.5°. On trials in which the target was present, we also excluded fixations that were made on the target or after the target had been fixated. Fixation durations were log-transformed and outliers more than three standard deviations from the mean log-transformed fixation duration were excluded, leaving 45,663 fixations for analysis.
An initial LMM (Model 7) 2 was run to consider whether fixation Savage et al. Vision Research 153 (2018) 37-46 durations differed when fixating items in the search array to spaces between or around the items in the array. Fixation durations were longer on items (M = 219 ms, SD = 84 ms) than on background spaces (M = 210 ms, SD = 81 ms), β = 0.01, SE = 0.003, t = 3.89, p < .001. For the analyses that follow we considered only fixations falling on items and included landing position (distance from the centre of the item) as a fixed effect in our model of fixation duration (Model 8), in order to account for possible effects of landing position on fixation duration (Henderson, 1993; Pajak & Nuthmann, 2013; van der Linden, & Vitu, 2017; Vitu et al., 2001 ). There was a quadratic effect of landing position, β = −0.38, SE = 0.17, t = 2.23, p = .026, with fixation duration initially increasing and then decreasing with distance from the centre of the item. Landing position did not interact with any other factors in the model. Fixation durations were longer when contemplating a puzzle, than when contemplating a question, β = 0.01, SE = 0.001, t = 11.08, p < .001, and longer when searching unstructured arrays than when searching structured arrays, β = 0.005, SE = 0.001, t = 4.22, p < .001. Furthermore, there was an interaction between cognitive load and array structure, β = 0.003, SE = 0.001, t = 3.03, p = .004. A follow-up model (Model 8.1) showed that fixation durations were longer under high load than under low load in structured arrays, β = 0.03, SE = 0.004, t = 9.10, p < .001, and unstructured arrays, β = 0.02, SE = 0.003, t = 6.38, p < .001. The increase in fixation duration under high cognitive load was greater when searching structured arrays (low load: M = 208 ms, SE = 0.9 ms; high load: M = 225 ms, SE = 1.3 ms) than when searching unstructured arrays (low load: M = 216 ms, SE = 0.8 ms; high load: M = 228 ms, SE = 1.1 ms; see Table 3 ).
Re-fixations
The opportunity for re-fixating an object will be greater when search takes longer. Given these findings above we would expect more re-fixations of objects when the target is absent, when contemplating a puzzle, or when searching an unstructured array, simply because search takes longer in these situations. To account for this possibility, the refixation data were scaled by search time in order to provide the rate of re-fixations (number of re-fixations per second of search). We only considered re-fixations of distractors rather than the target object. Furthermore, only re-fixations occurring prior to any fixation of the target in target-present trials were included as re-fixations of distractors after the target has been located may reflect different underlying processing (likely to serve a purpose of target verification) than re-fixations of distractors prior to fixating the target. A total of 5995 trials were available for this analysis.
Re-fixation rate was higher when the target was absent than when it Fig. 2 . Saccade endpoints relative to launch site for each of the four conditions in our experiment, together with plots of the differences between these conditions, showing the simple effects of cognitive load and array structure. For the difference plots, intensities are scaled to the possible range of differences between the probability densities that make up the differences. All four difference plots are plotted with the same range of intensities to allow the relative magnitudes of these differences to be visualised. A 10% difference reflects a difference that is 10% of the maximum possible difference. In the plots of the simple effects of load (rightmost column), brighter greys show saccade landing positions more common in the high load condition and dark greys show saccade landing positions more common in the low load condition. For plots of the simple effects of structure (bottom row), brighter greys show saccade landing positions more common when searching structured arrays and dark greys show saccade landing positions more common when searching unstructured arrays.
(footnote continued) between trial number and cognitive load for fixation duration (see Appendix 3). We therefore, ran a version of Model 7 that included trial number as an additional Fixed effect that interacted with the other fixed effects in Model 7. The inclusion of trial number did not change the pattern of significant and nonsignificant effects reported for Model 7 and did not improve the overall fit of the model and so here we report the results of Model 7, which for simplicity does not include trial number as a fixed effect.
was present, β = 0.03, SE = 0.006, t = 4.28, p < .001, and higher when the array was unstructured than when it was structured, β = 0.08, SE = 0.006, t = 12.0, p < .001. Re-fixation rate was also higher under high cognitive load than under low cognitive load, β = 0.02, SE = 0.006, t = 2.56, p = .014. No other effects or interactions were significant (seeTable 3).
Saccade directions
To consider whether our experimental manipulations influence the directions in which saccades are launched, we calculated the probability distributions of saccade endpoints relative to the starting location of each saccade. We calculated these probability distributions by adding a Gaussian with full width at half maximum of 2 degrees of visual angle at the endpoint of each saccade. This creates plots that convey the direction and amplitude of each saccade (as in Tatler & Vincent, 2009 ). We created these probability distributions for each of the cells in our design and then compared simple effects of cognitive load and array structure using Kolmogorov-Smirnov tests to test whether the probability distributions differed. Fig. 2 shows that in all conditions, the common tendency to make saccades preferentially along horizontal and vertical directions is present (Tatler & Vincent, 2008 , 2009 ). However, modulation of this between conditions is also evident. We found a simple effect of load when searching structured arrays, D = 0.037, p = .002, but no effect of load when searching unstructured arrays, D = 0.021, p = .422. Fig. 2 , rightmost column illustrates these simple effects by plotting the difference between high and low cognitive load conditions. For the significant effect of load in structured arrays this appears to arise from high load decreasing the probability of saccading upwards or to the right, and slightly increasing the downwards and obliquely downwards. We also found significant simple effects of array structure in both the low cognitive load condition, D = 0.072, p < .001, and the high cognitive load condition, D = 0.053, p < .001. In both cases (Fig. 2 , bottom row) this arises from the structured array being associated with more horizontal and vertical saccades, and fewer oblique saccades than the unstructured array, as would be expected.
Discussion
In the current experiment we considered the consequences of contemplating a previously heard puzzle on behavioural and oculomotor measures within a visual search task. Our aims were to 1) determine the extent to which systematic components (Gilchrist & Harvey, 2006) of visual search were affected by secondary cognitive task demand and 2) examine the effects of load and structure on the three phases of visual search (prior to, during and following search). Not only does this work provide insights into how search is affected by cognitive distraction, but it also provides insights into whether previously observed decrements in real world tasks such as driving hazard perception performance (Savage et al., 2013) may, to some extent, be related to cognitive task demand interfering with the basic processes of visual search.
Behavioural consequences of load and structure
Array structure influenced search accuracy, with participants more frequently detecting the target when it was present in structured arrays than in unstructured arrays; array structure did not influence response accuracy when the target was absent (but this may be due to ceiling effects in this situation). Array structure also influenced response times, with longer response times when searching unstructured arrays than when searching structured arrays, and this was the case both when the target was present and when it was absent. These findings for accuracy and response times are unlike those reported by Gilchrist and Harvey (2006) , who found no effect of array structure on accuracy or response time. It is not clear why these differences might have arisen.
Cognitive load also influenced both the accuracy and response times for search. High cognitive load resulted in fewer correct responses both when the target was present and when it was absent. The detrimental effect of load on accuracy was larger when the target was present than when it was absent (but performance in the target absent trials was close to ceiling irrespective of load). Response times were faster under low cognitive load than under high cognitive load for both target present and absent trials, but the difference (about 300 ms in both types of trial) was proportionately larger in target present trials than in target absent trials. Previous research has demonstrated that additional secondary cognitive load increased response times in visual search tasks (Oh & Kim, 2004; Woodman & Luck, 2004; Woodman et al., 2001) . Depending on the nature of secondary memory task and the primary search stimuli, cognitive load has in some cases been shown to influence the slope of the RT x set size function (Oh & Kim, 2004; Woodman & Luck, 2004) . However other work (Woodman et al., 2001 ) has suggested that although secondary cognitive task demand led to a general increase in search times, it did not influence the efficiency of the search itself (i.e. the slope of the search function was not affected). Although some authors argue that visual search is thought to require working memory resources (Bundesen, 1990; Duncan & Humphreys, 1989) these results have been taken to indicate that the cost to response times under load was caused by interference with processes either prior to (e.g., residual encoding processes) or following (e.g., response generation) the search itself. As the current study tracked participants' eye movements while they searched, we were able to determine which processes of search itself were influenced by secondary cognitive load.
Phases of search
The three phases of search were differentially effected by array structure and load. Array structure was associated only with a change in verification time, with longer verification time when the target was located within an unstructured array than when it was located within a structured array; search initiation and scanning time were not influenced by array structure. Longer verification times can reflect differences in object recognition due to difficulties in segmenting the object from its surrounding, or differences in the decision criterion for accepting the item as the target, or a combination of these factors (see Gordon, 2004) . Thus an unstructured array of objects appears to influence either how easy it is to segment the target from the distractors, the decision threshold for accepting that the target has been found, or both.
We found that high cognitive load was associated with longer overt scanning and longer verification times between fixating the target and manually responding that the target had been found. These findings are broadly consistent with previous work by Solman et al. (2011) which demonstrated that a concurrent memory task affects all stages of search (pre, during and post search). Here we extend this previous result by showing that a similar pattern of effects can be found when cognitive load is increased by a non-visual secondary task (contemplating a lateral thinking puzzle) as has previously been found when cognitive load is increased by a visual working memory task (remembering the colours or positions of items). It is not clear why Solman et al. found an effect on search initiation but we did not. However, it should be noted that our data showed a numerical difference in the expected direction and this difference approached significance. Similarly to Solman et al. (2011) we further considered whether secondary load influenced eye movement measures that indicate depth of processing and strategy during search.
Decision processes and strategic scanning 4.3.1. Fixation durations
Fixation durations were significantly longer in the high compared to the low cognitive load condition, suggesting that our finding of increased scanning times when distracted may arise in part due to prolongation of individual fixations during search. This result is in contrast to previous work by Solman et al. (2011) who found no difference in fixation durations associated with the introduction of a secondary working memory task. The discrepancy between our findings and this previous study may arise from differential effects of visual (their work) and non-visual (our work) working memory tasks on this aspect of search, or from differences in the sensitivity of our linear mixed modelling compared to traditional ANOVA models of data. Fixation durations have been suggested to reflect the timing of underling decision processes, which at least in part involve the extraction and evaluation of information in central and peripheral vision in order to weigh the relative merits of prolonging the current fixation or moving to a new location . Therefore in the current experiment, longer fixation durations in the high cognitive load condition may suggest a cross-modal interference with visual processing thus resulting in more time being needed to extract the necessary information in central and peripheral vision. Alternatively, high cognitive load may interfere with other aspects of the decision processes that underlie deciding when and where to move the eyes with each saccade, requiring longer to gather and evaluate sufficient evidence to decide to move the eyes during each fixation, either by slowing the rate of evidence accumulation or by increasing thresholds for saccadic decisions . Given the internal source of the distraction generated in the present study, interference at this decisional stage rather than perceptual processing of the display seems more likely. The effect of array structure might arise from the fact that items in the display are on average further away from the current fixation than in the structured array. If the fixation duration reflects the time required to extract and evaluate information both in central and peripheral vision to assess potential targets for the next fixation and evaluating information further into peripheral vision requires longer (as found in Tatler et al., 2017) , we would expect on average slightly longer fixations in unstructured arrays. Thus our finding is consistent with this decision-based explanation of fixation durations.
Re-fixations
As Shore and Klein (2000) have demonstrated, memory processes can have an effect on visual search at a variety of levels. One issue that remains to be determined is the extent to which memory mechanisms are necessary to prevent re-fixating previously inspected items. Previous research has argued a range of positions including that memory plays no role (Horowitz & Wolfe, 1998) , a limited role (Gilchrist & Harvey, 2000) and even an extensive role (Peterson et al., 2001 ) in preventing re-fixations.
Unsurprisingly, re-fixation rates were higher when the target was absent as compared to when it was present. In agreement with Solman et al. (2011) , we found a higher rate of re-fixations in the high load condition, suggesting that secondary cognitive load interferes with our ability to effectively 'tag' previously-visited locations and avoid re-fixating them, whether that distraction comes from visual or non-visual working memory load. While we found, as might be expected, an influence of array structure on re-fixation rate, with higher re-fixation rates when the array was unstructured than when it was structured, the lack of interaction between array structure and cognitive load suggests that the effect of load was the same whether the structure of the array supported efficient search or not. That is, a more ordered display did not protect against detrimental effects of cognitive distraction, nor did a less ordered display increase susceptibility to this.
The effects of load and structure on systematic component of visual search
The disruption of the display structure resulted in a modulation of systematic scanning. In highly regular grids the distribution of saccade directions was different from that in irregular grids. This difference was evidenced by a reduction in vertical and horizontal saccades in the unstructured arrays. Although the structure of the array affected the overall distribution of saccade directions, participants still exhibited a systematic element in visual scanning, in that they made more horizontal and vertical than oblique saccades. Replicating previous research, this current study confirmed that the disruption of the regular grid-like structure altered this strategic element within saccade distributions but did not eliminate it (Gilchrist & Harvey, 2006) . This suggests that systematic scanning of visual scenes does not necessarily rely on strictly regular displays. Work by Tatler & Vincent (2009) has shown that when viewing complex scenes, horizontal and vertical saccade directions are more common than oblique saccades. Most natural scenes contain a complex spatial structure (Marr, 1982) , which most likely shapes systematic scanning. Furthermore subjects systematically search around circular displays, which indicates that systematic scanning is not unique to regular grid-like displays (Hooge & Erkelens, 1999) but can be influenced strongly by the structure of the array.
The strategic component of visual search as described by Gilchrist and Harvey (2006) was affected by secondary cognitive task demand but only in structured arrays. This difference was caused by subjects making fewer upward and rightward saccades in the high load condition in favour of making more downward and obliquely downward saccades. It should however be noted that far and away the most common direction for saccades was still horizontal and vertical in the high load condition. This indicates that cognitive load did modulate the systematic component of eye movements but did not eliminate it completely. The fact that load did disrupt ordered scanning of structured arrays might suggest that this systematic tendency to scan horizontally and vertically is at least partly under the control of resources vulnerable to increased cognitive load. As we know that increasing cognitive load increases working memory load (e.g., Corbetta Patel, & Shulman, 2008) , it is tempting to suggest that the systematic scanning might fall partly under the control of working memory resources. However, the relatively modest extent of the effect of cognitive load on this aspect of viewing and the fact that such modulation was not found when searching unstructured arrays suggests that these systematic tendencies to produce eye movements in particular direction are largely protected from changes in cognitive load, suggesting that they rely on resources other than working memory.
When reading we make predominately horizontal eye movements along the line of text and oblique saccades when jumping to the next line (Rayner, 1998) . As reading is a skill acquired very early on in development it could be argued that this preference (or strategy) has been rehearsed so often that it becomes automatic and is applied to any grid like array when searching for items. The fact that saccade directions were mainly influenced by the structure with very little modulation from cognitive load suggests that the manner in which we search is predominately affected by the distribution of information in the scene rather than higher-level cognitive functions. This finding is consistent with work on mindless reading (Reichle, Reineberg, & Schooler, 2010) and z-string reading (Vitu et al., 1995) . Results from the z-string task conducted by Vitu et al. (1995) have shown that global characteristics of eye movements when scanning real sentences were similar to when all letters in the text were replaced with the letter "z". The fact that subjects made similar eye movements in the absence of any linguistic information supports the argument that predetermined oculomotor scanning strategies are a crucial determinant of eye movements in reading. Results from our own study have demonstrated that these predetermined oculomotor scanning strategies may not be unique to the task of reading but are applicable to other visually guided tasks. An alternative explanation however could be that eye movements follow a systematic pattern as a result of low-level visuo-motor principles (see Vitu, 2008) .
Conclusions
This study replicates and extends previous studies of the effects of array structure and secondary cognitive load on search behaviour. We extend previous findings that secondary cognitive load from a visual working memory task prolongs search initiation, overt scanning and target verification stages of search by showing that this is also the case for a non-visual working memory task. We replicated structural effects on saccade directions found by Gilchrist and Harvey (2006) . Furthermore we showed that the effects of the array structure and cognitive load are separable from one another in terms of their effects on the systematic component of visual search. Our findings suggest that although cognitive load did modulate the systematic component of visual search, it did not eliminate it completely.
