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Abstract.
We construct an example of a continuous centered random process with light
tails of finite-dimensional distribution but with (relatively) heavy tail of maximum
distribution.
The apparatus for tails comparison are embedding results for Orlicz and Grand
Lebesgue Spaces (GLS).
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1 Notations. Statement of problem.
The following hypothesis H has been formulated in an article [10], 2008 year:
”Let θ = θ(t), t ∈ T be arbitrary separable random field, centered: Eθ(t) =
0, bounded with probability one: supt∈T |θ(t)| < ∞ (modP), moreover, may be
continuous, if the set T is compact metric space relative some distance.
Assume in addition that for some Young (or Young-Orlicz) function Φ(·) and
correspondent Orlicz norm || · ||Or(Φ)
sup
t∈T
||θ(t)||Or(Φ) <∞. (1.1)
Recall that the Luxemburg norm ||ξ||Or(Φ) of a r.v. (measurable function) ξ is
defined as follows:
||ξ||Or(Φ) = inf
k,k>0
{∫
Ω
Φ(|ξ(ω)|/k) P(dω) ≤ 1
}
.
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The Young function Φ(·) is by definition arbitrary even convex continuous strict-
ly increasing on the non-negative right-hand semi-axis such that
Φ(0) = 0, lim
u→∞
Φ(u) =∞.
Let also Ψ(·) be arbitrary another Young function such that limu→∞Ψ(u) =
∞, Ψ << Φ, which denotes by definition
∀λ > 0 ⇒ lim
u→∞
Ψ(λu)
Φ(u)
= 0, (1.2)
see [20], p.16.
The relation (1.2) is named in the theory of Orlicz spaces as follows:
”the function Ψ(·) is significantly weaker as Ψ(·), write” Ψ << Φ.
Recall that Ψ << Φ implies in particular that the (unit) ball in the space Or(Ψ)
is precompact set in the space Or(Φ).
Open question: there holds (or not)”
|| sup
t∈T
|θ(t)| ||Or(Ψ) <∞. (1.3)
The conclusion (1.3) is true for the centered (separable) Gaussian fields [1], if
the field θ(·) satisfies the so-called entropy or generic chaining condition [11], [12],
[11], [8], [22], [23], [24]; in the case when θ(·) belongs to the domain of attraction of
Law of Iterated Logarithm [13] etc.
Notice that if the field θ(t) is continuous (modP) and satisfies the condition
(1.1), then there exists an Young function Ψ(·), Ψ(·) << Φ(·) for which the in-
equality holds, see [10].
The condition of a form ||ξ||Or(Ψ) < ∞ described the tail behavior for the
distribution of the random variable ξ. Another approach which was used in the
monograph M.Ledoux and M.Talagrand [8], p. 309-317 is related in fact with gen-
eralized Lorentz (more exactly, Lorentz-Zygmund) norm || ξ ||L(v) :
||ξ||L(v) def= sup
A:P(A)>0
[
1
v(P(A))
·
∫
A
|ξ(ω)| P(dω)
]
.
Here v = v(z), z ∈ (0, 1] is continuous strictly monotonically increasing function
such that v(0) = v(0+) = 0.
Notice that in all this cases the inequality (1.3) is true with replacing the function
Ψ on the function Φ.
The negative answer on the problem (1.3) for the Orlicz spaces was given in the
preprint [18], especially in the case of infinite ”probability” measure P.
Our target in this short report is to extend a negative answer on
the formulated above hypothesis also on the case the so-called Grand
Lebesgue Spaces (GLS), by means of construction of correspondent coun-
terexamples.
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Note that the majority of Orlicz’s spaces are a particular or extremal cases
of the Grand Lebesgue Spaces, for example, exponential Orlicz’s spaces, classical
Lebesgue-Riesz spaces L(p) etc., see [12], [16].
2 Several notations and definitions. Auxiliary
facts.
A. A triplet (Ω,B,P), where Ω = {ω} = {x} is arbitrary set, B is non-trivial
sigma-algebra subsets Ω andP is non-zero non-negative completely additive measure
defined on the B is called a probabilistic space, even in the case when P(Ω) =∞.
We denote as usually for the random variable ξ (r.v.) (i.e. measurable function
ξ : Ω→ R)
|ξ|p = [E|ξ|p]1/p =
[∫
Ω
|ξ(ω)|p P(dω)
]1/p
, p ≥ 1;
Lp = {ξ, |ξ|p <∞}. (2.0)
B. The so-called Grand Lebesgue Space Gψ = Gψ(a, b) with norm || · ||Gψ is
defined (in this article) as follows:
Gψ = {ξ, ||ξ||Gψ <∞}, ||ξ||Gψ def= sup
p≥1
[ |ξ|p
ψ(p)
]
. (2.1)
Here ψ = ψ(p) is some continuous function defined on some numerical interval
p ∈ (a, b), where 1 ≤ a < b ≤ ∞, and such that infp∈(a,b) ψ(p) > 0.
We will denote
(a, b) = suppψ(·)
and define formally ψ(p) = +∞, p /∈ [a, b].
The set of all such a functions will be denotes by Ψ(a, b); define also
Ψ
def
= ∪1≤a<b≤∞Ψ(a, b).
The detail investigation of this spaces (and more general spaces) see in [9], [16].
See also [2], [3], [5], [6], [7] etc.
Example 2.1.
An important for us fact about considered here spaces is proved in [14]: if
P(Ω) = 1 and a = 1, b = ∞, then under some simple conditions they coincide
with certain exponential Orlicz’s spaces Or(Φψ). For instance, if P(Ω) = 1 and
ψ(p) = ψ1/2(p) :=
√
p, then the space Gψ1/2 consists on all the subgaussian (non-
centered, in general case) r.v. Or(Φψ1/2) for which Φψ1/2(u) = exp(u
2/2)− 1.
The Gaussian distributed r.v. η belongs to this space. Another example: let
Ω = (0, 1) with usually Lebesgue measure and
3
f1/2(ω) =
√
| logω|, ω > 0; f1/2(0) = 0.
It is easy to calculate using Stirling’s formula for the Gamma function:
|f1/2|p ≍ √p, p ∈ (1,∞).
The tail behavior:
P(f1/2 > u) = exp(−u2).
Example 2.2.
If we define the degenerate ψ(r)(p), r = const ≥ 1 function as follows:
ψ(r)(p) =∞, p 6= r; ψ(r)(r) = 1
and agree C/∞ = 0, C = const > 0, then the Gψr(·) space coincides with the
classical Lebesgue space Lr.
Example 2.3. An used further example:
ψ(β,b)(p) = (b− p)−β, 1 ≤ p < b, β = const ≥ 0; Gβ,b(p) := Gbψ(β,b)(p). (2.2)
C. Recall that sets A1, A2, Ai ∈ B are disjoint, if A1 ∩ A2 = ∅. The sequence
of a functions {hn}, n = 1, 2, 3 . . . is said to be disjoint, or more exactly pairwise
disjoint, if
∀i, j; i 6= j ⇒ hi · hj = 0. (2.3)
If the sequence of a functions {hn} is pairwise disjoint, then
|∑
n
hn|pp =
∑
n
|hn|pp, sup
n
|hn(x)| =
∑
n
|hn(x)|. (2.4)
D. We denote as ordinary for any measurable set A, A ∈ B it indicator function
by I(A) = IA(ω).
E. Let φ = φ(p) and ψ = ψ(p), p ∈ (a, b), 1 ≤ a < b ≤ ∞ be two functions
from one and the same Gψ space Ψ(a, b). By definition, see [16], [9], the function
φ(·) is significantly weaker in the sense of Grand Lebesgue Spaces, as one ψ(·), write
also φ << ψ, iff (attention, please!)
lim
φ(p)→∞
φ(p)
ψ(p)
=∞. (2.5)
The relation (2.5) is simpler in comparison with ones in (1.2).
As before, the relation φ << ψ in the GLS sense implies in particular that the
(unit) ball in the space Gψ is precompact set in the space Gφ; on the other words,
compact embedding.
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3 Main result.
Theorem 3.1. The proposition of hypothesis H is not true even in the Grand
Lebesgue Spaces.
In detail, there exist:
A. A non-trivial ψ(·) function from the set Ψ(1, b), 1 < b ≤ ∞ and compact
non-trivial metric space (T, d) = ({t}, d).
B. A centered and continuous in the Gψ sense
∀s ∈ T ⇒ lim
t→s
||θ(t)− θ(s)||Gψ = 0 (3.1)
and with probability one
P(θ(·) ∈ C(T, d)) = 1 (3.2)
numerical valued random process (field) θ = θ(t) = θ(t, ω) defined aside from the
probabilistic space on our metric space (T, d) = ({t}, d), such that
sup
t∈T
||θ(t)||Gψ <∞. (3.3)
C. A Ψ(1, b) function φ = φ(p) which is significantly weaker in the Grand
Lebesgue Space sense as the function ψ : φ << ψ but herewith
D.
|| sup
t∈T
|θ(t)| ||Gφ =∞. (3.4)
Proof.
1. We choose in the sequel as the metric space (T, d) the set of positive integer
numbers with infinite associated point which we denote by ∞ :
T = {1, 2, 3, . . . ,∞}. (3.5)
The distance d is defined as follows:
d(i, j) =
∣∣∣∣∣1i −
1
j
∣∣∣∣∣ , i, j <∞; d(i,∞) = d(∞, i) = 1i , i <∞; (3.5a)
and obviously d(∞,∞) = 0.
The pair (T, d) is compact (closed) metric space and the set T has an unique
limit point t0 =∞. For instance, limn→∞ d(n,∞) = 0.
2. It is enough to consider the case P(Ω) = 1. More detail, let Ω = (0, 1) with
ordinary Lebesgue measure.
Let f = f(x), x ∈ Ω = (0, 1) be non-zero non-negative integrable function
belonging to the space L4. Define a following ψ − function:
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ν(p) = |f |p =
[∫ 1
0
|f(x)|p dx
]1/p
, 1 ≤ p ≤ 4. (3.6)
On the other words, ν(·) is a natural function for the function f. Evidently, ν(·) ∈
Gψ(1, 4).
Introduce also the following numerical sequences
cn := n
β, β = const > 0, n = 2, 3, . . . ; (3.7)
∆n := C(β) · n−4β−1, C(β) :
∞∑
n=1
∆n = 1; an = a(n) :=
∞∑
m=n
∆n; (3.8)
and define also sequence of a functions and likewise the following positive random
process θ(t) = gn, n = t, t, n ∈ T, Ω = {x},
gn(x) = c(n) f
(
x− a(n)
∆(n)
)
I(a(n+1),a(n))(x), x ∈ Ω, g∞(x) = 0; (3.9)
g(x) =
∞∑
n=1
gn(x) =
∞∑
n=1
cn f
(
x− a(n)
∆(n)
)
I(a(n+1),a(n))(x). (3.10)
Note that the sequence of r.v. {gn(x)} consists on non-negative and disjoint
functions, therefore
sup
n
gn(x) =
∑
n
gn(x) = g(x), | sup
n
gn|pp =
∑
n
|gn|pp. (3.11)
Note also that the functions gn are disjoint and following supn |gn(x)| < ∞
almost surely.
We calculate using the relations (3.7) - (3.11):
|gn|pp = cp(n) ∆n νp(p) = C(β) npβ−4β−1 νp(p), 1 ≤ p ≤ 4, (3.12)
therefore
sup
p∈[1,4]
sup
n
|gn|pp ≤ C(β) ν4(4) <∞ (3.13a)
or equivalently
sup
n
|gn(·)| ∈ L4. (3.13b)
Moreover, gn → 0 almost everywhere. Indeed, let ǫ be arbitrary positive number.
We get applying the estimate (3.12) at the value p = 1 and Tchebychev’s inequality
∑
n
P(|gn| > ǫ) ≤ C(β)
∑
n
n−3β−1
ǫ
<∞.
Our conclusion follows immediately from the lemma of Borel-Cantelli.
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So, the random process θ(t) = gn, where n = t satisfies the condition (1.1)
relative the Ψ − function ψ(4)(p) and is continuous almost everywhere relative the
distance function d = d(t, s).
Let now find the exact up to multiplicative constant expression for the natural
function of the r.v. supn |gn(x)| as p→ 4− 0. We have:
| sup
n
|gn| |pp =
∑
n
|gn|pp =
∑
n
cp(n) ∆n ν
p(p) =
= C(β) νp(p)
∑
n
npβ−4β−1 ∼ C1(β)
4− p ; (3.14)
| sup
n
|gn| |p ∼ C2(β)(4− p)−1/4. (3.15)
Thus, we can choose for the proposition of theorem 3.1 as the Ψ − function
ψ(p) the function ψ(4)(p), which is in turn equivalent to the following Ψ − function
ψ(0,4)(p) = 1, 1 ≤ p < 4,
and correspondingly to take
φ0(p) := (4− p)−1/8 = ψ(1/8,4)(p), 1 ≤ p < 4, (3.16)
see example 2.3.
Obviously,
φ0(·) << ψ(0,4)(·) (3.17)
and
|| sup
n
|gn| ||Gφ0 =∞, (3.18)
In order to obtain the centered needed process θ(t) with at the same properties,
we consider the sequence g˜n(x) = ǫ(n)·gn(x), where {ǫ(n)} is a Rademacher sequence
independent on the {gn} :
P(ǫ(n) = 1) = P(ǫ(n) = −1) = 1/2; (3.19)
then
| g˜n(x) | = | gn(x) |, | g˜n |p = | gn |p (3.20)
and the sequence {g˜n} is also pairwise disjoint (Rademacher’s symmetrization).
This completes the proof of our theorem 3.1.
Remark 3.1. The constructed process θ(t) give us a new example of centered
continuous random process with relatively light tails of finite-dimensional distribu-
tion, but for which the so-called entropy and generic chains series divergent.
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Remark 3.2. The proposition of our theorem 3.1 remains true if we use instead
the space of continuous function C(T, d) arbitrary separable Banach space.
Remark 3.3. Our constructions are likewise to ones in the author’s preprint
[18].
4 Concluding remarks.
General boundedness condition.
There are many works devoted to deducing of sufficient condition (entropy con-
ditions as well as conditions based on the so-called majorizing measure conditions)
for boundedness (continuity) of the random fields, see e.g. [1], [7], [12], [19], [22] -
[25].
Note in addition that if κ(t), t ∈ T, where T is arbitrary set, is separable
numerical random process (field), and
T = ∪∞k=1Tk
is countable non-random partition of the set T, then
P(sup
tT
κ(t) > u) ≤
∞∑
k=1
P(sup
t∈Tk
κ(t) > u), u = const, (4.1)
where each of summands in (4.1) may be estimated by means of entropy or majoriz-
ing measure methods.
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