Abstract-Non-cooperative behaviors in communication networks can significantly adversely affect the entire network. Recently, researchers have begun to study such non-cooperative communication systems within a game theory framework and strive to engineer the system to prevent performance degradation under non-cooperative behaviors. The WWAN/WLAN two-hoprelay system described in [1] integrates two types of wireless technologies to improve wireless access throughput and coverage. The relay nodes in the two-hop-relay system can be wireless relay routers deployed by wireless service providers, or dual-mode users who voluntarily relay traffic for other users. However, it is reasonable to assume that all dual-mode terminals are selfish and are not willing to relay for other users without an incentive. In this paper, we propose a proper scheduling algorithm as an incentive mechanism for the hybrid wireless relay network. We will use the basic concepts of game theory, especially the concept of the Nash Equilibrium, to design our scheduling algorithms. Several scheduling algorithms, including the maximum rate C/I scheduler, the proportional fair scheduler, and the round robin scheduler, are examined to understand performance while operating under the assumption that all users are selfish. Under the C/I scheduler or the proportional fair scheduler, Nash Equilibriums exist at the operating points where no user will relay for other users ---an undesirable situation. Under the round robin scheduler, selfish users are indifferent on relaying voluntarily or not relaying. Therefore, we are inspired to design a novel incentive scheduling algorithm to encourage relay. By applying the proposed incentive scheduler at the base station, all selfish users relay cooperatively at the Nash Equilibrium.
INTRODUCTION
Hybrid wireless relay networks are emerging wireless systems that integrate conventional cellular network paradigm with the emerging wireless relay network paradigm. Hybrid wireless relay networks leverage the respective advantages of cellular network and WLAN relay networks to achieve better system performance. A hybrid wireless network introduced in [1] integrates cellular WWAN and WLAN to from a two-hoprelay route that relays traffic from areas with low cellular data rates to areas with high data rates. A two-hop-relay system is shown in Figure 1 . The objective of this paper is to design a mechanism to encourage cooperative relay in the two-hoprelay system. Previously in [1] , dual-mode terminals are assumed to relay cooperatively. Now, we will consider the scenario that users are selfish. In other words, users only care about their own utility function and do not care about other users' utility function.
We use game theory to model the behavior of selfish user in this type of network. When all users are selfish, Nash Equilibrium is an operating point where no user will benefit from deviating unilaterally from that operating point. Our approach is to design a mechanism to encourage cooperative relay in the HDR/802.11 two-hop-relay system. In high-speed wireless data systems such as CDMA 2000 HDR [2] or WCDMA HSDPA [3] , radio resource is allocated by scheduling time slots to users with different channel rates and throughput allocation history. As a result, it is a natural way to use scheduling as a cooperation incentive design in HDR/HSDPA based hybrid wireless relay networks. We will first examine existing schedulers (including Proportional Fair, Round Robin, and C/I scheduler) in selfish environments, and we then investigate the issues in incentive scheduler design. To author's best knowledge, this work is the first design based on scheduling to encourage cooperative relay in wireless relay networks.
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II. OVERVIEW OF GAME THEORY
The Game theory provides a formal methodology to analyze behaviors and interactions among some rational agents (i.e., players). A game consists of several players who behave rationally. Each of the players has a set of strategies to choose from. A player also has a utility function, which is a mapping function from a set of strategies to the corresponding real-number payoff of the player. A rational player will play the strategy that maximizes his/her utility function (i.e. user payoff).
The Nash Equilibrium is an important concept in game theory to model the selfish behaviors in multi-user games. The Nash Equilibrium is a strategy profile, including one strategy for each player, such that no player can benefit by changing his/her strategy unilaterally.
One important game theoretical concept is to identify Nash Equilibrium by finding dominant strategies among players. A dominant strategy of the player P is defined as a strategy that gives the player P greater payoff than the payoff of any other strategies under all circumstances. A dominant strategy solution of a game exists when every player in this game has a dominant strategy. The dominant strategy solution is the set of the dominant strategies. Since no player will deviate from his/her dominant strategy, the dominant strategy solution is Nash Equilibrium.
Theorem 1: Any dominant strategy solution is Nash Equilibrium [4] III. WHY SCHEDULING AS AN INCENTIVE MECHANISM Even without considering selfish user behaviors, the twohop-relay system still requires a mechanism to allocate more radio resource to relay nodes. For instance, as shown in Figure  2 , if the base station allocates the same amount of throughput to a directly-connected end user and to a relay node that serves two other end users (note that the relay node is also a traffic sink), the directly-connected end user is allocated three times the throughput than that of the other two end users, who are connected via the two-hop-relay routes. For fair throughput allocation in an HDR-based two-hop-relay system, the relay node link should be allocated three times of data throughput than the directly connected user as illustrated in Figure 2 . Since the WWAN radio resource is allocated in a timedivision manner in an HDR system, the scheduler at the base station is a necessary component in an HDR system. As a result, without incurring any additional complexity to the system, using the scheduler for incentive engineering is an intuitive approach in an HDR-based system.
Incentive engineering for cooperative relay based on pricing has been proposed in [5] [6] [7] [8] [9] . However, the protocol signaling overhead and the system complexity have been major concerns for pricing-based incentive mechanism design. In the pricing-based approach, the payment should be protected with additional tamper resistant hardware or software at wireless terminals. Some schemes may require a centralized entity to manage crediting, auditing, or accounting functionality. For schemes based on micro-payment, the computation and communication overhead is a major concern for per-packet payment. On the other hand, users may not be comfortable with probabilistic payment schemes that compute the amount of payments based on some statistical estimation methods to reduce protocol overhead.
Moreover, the scheduling based approach is more scalable in a multiple cell scenarios where mobile terminals may handoff to other cells. The incentive scheduler can readily handle the newly joined terminal or the departure of an existing terminal. When the HDR or HSDPA handoff procedure is complete, there is no other complicated registration process for the incentive mechanism. On the other hand, the pricing-based or reputation-based system [10] [11] [12] may need to initialize the "virtual money" of the handoff terminal or reset the reputation of this terminal. 
IV. NASH EQUILIBRIUMS OF THREE SCHEDULING ALGORITHMS
We are interested in how some existing scheduling algorithms perform in selfish environments. The question we want to ask is "Do Nash Equilibrium exist in these scenarios?" And, if so, "do existing scheduling algorithms encourage cooperative behavior?" Here, we first describe the three commonly used schedulers (the C/I scheduler, the proportional fair scheduler, and the round robin scheduler) in CDMA2000 HDR or WCDMA HSDPA environments.
The C/I scheduler is actually the maximum rate scheduler. The wireless terminal i periodically reports its channel state information to the base station. At time t, the cellular base station collects all the instantaneous supported data rates ( ) i r t and allocates the time slot to the user k with the best instantaneous data rate. As a result, the C/I scheduler will achieve high throughput but does not guarantee any user allocation fairness.
The proportional fair scheduling algorithm is used in the CDMA2000 HDR system. Time slot allocation in the proportional fair scheduler considers the instantaneous supported data rate ( ) i r t of user i as well as the previous average rate allocation history ( ) i t µ . The time slot is assigned to user k with the maximum ratio of the instantaneous channel data rate divided over the average allocated data rate. Hence, a time slot is more likely to be assigned to underserved users with high instantaneous data rates.
The round robin scheduler allocates time slots to users regardless of instantaneous user channel rates. The cellular base station serves each user alternatively. The first time slot is assigned to user 1, and the second time slot is assigned to user 2 …etc.
A. Evaluation Methodology
In the following sections, we will investigate the behavior of selfish users while the cellular base station applies different scheduling algorithms. All users are assumed to be selfish, i.e. a user plays the strategy that maximizes its utility function. Each selfish player can choose to play one of the two strategies: (1) relay for other players (cooperative strategy) or (2) never relay for others (non-cooperative strategy). The utility function of a user is the expected throughput; hence, all users choose their strategy to maximize their own expected throughput allocation regardless of others' throughput. Although terminals can choose to be or not to be relay nodes, all terminals are willing to be the end-user of the two-hoprelay (i.e. other nodes serve as relay nodes and they receive data through high-speed two-hop-relay routes) if they can find two-hop routes with higher data rate than their direct connections. Since we assume all users are rational, it is straightforward that users are willing to receive through a higher data-rate (user utility is greater) two-hop-relay route. A player does not know other players strategies but makes his/her own rational decision independently. All players know the game rules (i.e. the scheduling algorithm) and make decision accordingly.
The expected throughput is computed by Monte Carlo simulation. To determine whether a dominant strategy exists, we compute user k's cooperative throughput (user k acts cooperatively) and non-cooperative throughput (user k acts non-cooperatively) in all possible combination of strategies that remaining players could play. Ten 1 homogeneous players, who have the same utility function (i.e. the expected throughput) and the same radio channel random process, are involved in the game. The user data rate is modeled based on the parameters in the CDMA2000 HDR system [2] . The wireless radio channel model has two components: a path loss component and a shadowing component. The path loss exponent equals to 4. The shadowing effect is modeled by a lognormal distribution with standard deviation of 8dB. We assume all dual-mode terminals have the same distance away from the cellular base station (default value equals to 1000m). All terminals are within each other's WLAN transmission range and are able set up a high-speed two-hop-relay route.
B. C/I Scheduler
The base station allocates time slots to users according to the C/I scheduling algorithm. Now we consider the expected throughput of User#1 under these two strategies. To compute the expected throughput of User#1 acting cooperatively, we conduct simulation runs under all possible scenarios with User#1 acting cooperatively while the remaining nine users (User#2, … , User#9) may act cooperatively or noncooperatively. Similarly, to compute the expected throughput of User#1 acting non-cooperatively, we conduct simulation runs under all possible scenarios with User#1 acting noncooperatively while the remaining nine users (User#2~User#9) acting cooperatively or non-cooperatively. Figure 3 shows the expected throughputs of User#1 under these two strategies. Clearly, the non-cooperative strategy dominates the cooperative strategy. Given other players' (User#2~ User#9) strategies, User#1's throughput while acting non-cooperatively is strictly greater than User#1's throughput while acting cooperatively. As a result, acting noncooperatively is the dominant strategy of User#1. Likewise, the other nine users will have similar figures like Figure 3 (yaxis changes to User#X's throughput) to help them make rational decision. Hence, acting non-cooperatively is also the dominant strategy for User#2 as well as User#3, …. , and User#9.
In this game formulation, all players have the same dominant strategy. From Theorem 1, we know Nash Equilibrium exists and is the dominant strategy solution. The Nash Equilibrium of the game with C/I scheduling is "all user terminals act non-cooperatively" (i.e. no user terminal will relay other users' traffic). As a result, if all users are selfish, the WWAN/WLAN two-hop-relay system with C/I scheduler at the cellular base will have no relay nodes to form the twohop-relay route. Thus, applying the C/I scheduling algorithm in the selfish environment is a poor engineering design. 
C. Proportional Fair Scheduler
Similar to the simulation setting in the previous C/I scheduling section, we investigate the expected throughput in the 10-player scenario with the base station running the proportional fair scheduling algorithm. As shown in Figure 4 , the non-cooperative strategy is the dominant strategy of User#1 because User#1 is always better off when acting noncooperatively. Likewise, the dominant strategies for other nine users exist and are the same non-cooperative strategy. As a result, the dominant strategy solution, which is also Nash Equilibrium, exists when the proportional fair scheduling algorithm is applied. At this Nash Equilibrium, all users will not relay for other users; therefore, applying the proportional fair scheduling to this selfish system is not a smart idea. 
D. Round Robin Scheduler
The same 10-player game setting is used except the scheduler at the cellular base station is a round robin scheduler. Figure 5 shows the expected throughput of User#1 in different scenarios. Given the remaining nine users' strategies, we can see that the User#1's expected throughput values in the scenario where User#1 acts cooperatively and in the scenario where User#1 acts non-cooperatively. This observation implies that User#1, as well as other users, are indifferent to these two strategies. Therefore, no dominant strategy exists for users and no Nash Equilibrium exists in this round robin game, either. The results for the round robin scheduler are quite intuitive since each user will get a time slot alternatively. A user's expected throughput only depends on how others act not on how he/she acts. 
V. DESIGN INCENTIVE SCHEDULING ALGORITHM
We have shown that the three well known scheduling algorithms do not perform well in a selfish two-hop-relay system. When applying the C/I or the proportional fair scheduling, no selfish users will relay others' traffic voluntarily. With the round robin scheduler, dual-mode terminals may or may not relay traffic voluntarily. As a result, we need to design a new scheduling algorithm to encourage cooperative two-hop-relay and realize the benefits of such a system.
A. Incentive Scheduler Design
The main goal of the incentive scheduler design is to encourage cooperative relay and improve the system performance. Adapted from the proportional fair scheduling algorithm, we design an incentive scheduler. As shown in equation (3) is set to 1.5.
for relay node c c for non relay node
With the incentive scheduler, the base station allocates time slots to users that are underserved (small ( ) i t µ value) and with greater instantaneous channel data rate (large ( ) i r t value). The allocation also considers whether a user is currently serving as an intermediate relay node on two-hop routes toward other users. Users that relay for others are given a higher priority (large i c value) during the time slot allocation process. In the selfish two-hop-relay system, dual-mode wireless terminals, if they want to serve as relay nodes, send the relay advertisement message to other nodes and go through the registration process in the relay service discovery phase before actually forwarding other users' traffic. The base station sets the i c of the i-th player (wireless terminal) based on whether the i-th player is a relay node. One interesting issue that you might wonder about is the truthfulness of the notification of relay node (or non relay node) status. A relay node may claim itself as a relay node in order to gain the priority status at the base station scheduler (greater R c value) but maliciously drops others' data packets. However, we are considering the scenario that users are selfish (maximize their own throughput but do not want to relay for others) but not malicious (claim to relay but drop others' packets). In addition, in the WWAN/WLAN two-hop-relay scheme, the relay node is required to register to the base station before forwarding traffic for others. Even if some malicious nodes exist, malicious behaviors can be easily detected with the complaints from the end users or un-acceptable retransmission request on certain two-hop-relay routes.
VI. PERFORMANCE OF INCENTIVE SCHEDULER
Similar to the previous evaluation procedure, we are interested in whether Nash Equilibrium exists in the selfish two-hop-relay game with the proposed incentive scheduler, and what the Nash Equilibrium is if it exists. Monte Carlo Simulation is used to find out the expected throughput of each user (i.e. utility function of each player in the game) with cooperative strategy and non-cooperative strategy.
A. Nash Equilibrium of The Incentive Scheduling
In Figure 6 , we present the expected throughput of User#1 when User#1 chooses to play a cooperative strategy and a noncooperative strategy, respectively. The results show that the expected throughput of cooperative User #1 is strictly greater than the expected throughput of non-cooperative User#1 in all of the scenarios that other players choose different combinations of strategies; therefore, the cooperative strategy is the dominant strategy of User#1. Likewise, other uses' expected throughput is the same as the results presented in Figure 6 ; as a result, the dominant strategy for other users exists and is the cooperative relay strategy. Since all players in this incentive scheduling game have a dominant strategy, the dominant strategy solution exists and it is the Nash Equilibrium. While applying the proposed incentive scheduling algorithm, there exists Nash Equilibrium that all selfish players will relay for other users. Even though all users are selfish, they still act cooperatively because the cooperative strategy maximizes their utility functions. The incentive scheduling has shown to be a successful mechanism design that encourages cooperative relay.
B. Parameter Tuning-Degree of Non-cooperative Penalty
We have shown that the proposed incentive scheduler can effectively encourage cooperative relay because the expected throughput of a user is greater when he behaves cooperatively.
Assuming all other users play given strategies, we call the difference between the expected throughput of a cooperative user and a non-cooperative user as the non-cooperation penalty, which is shown as the gap between the two lines in Figure 6 .
Previously, we set the incentive parameter i c equal to the default value 1.5 R c = for relay node. One interesting issue to be investigated is how setting the relay incentive parameter R c differently affects the relay nodes and non-relay nodes, given that we always set i c equal to one for non-relay nodes. The expected user throughput of relay node and non-relay node with different R c values are shown in Figure 7 . The simulation includes 10 players, in which 5 are cooperative and 5 are non-cooperative. We investigate the average throughput of cooperative users and non-cooperative users with different R c values. As you would intuitively expect, the noncooperation penalty increases as the R c value increases since the greater the R c value implies the chance of a time slot to be assigned to a relay node is greater. When , the expected throughput of a relay node is more than double of the expected throughput of a non-relay node. One noticeable observation is that the expected throughput of a non-relay node is greater than that of a relay node when
This should not be a surprise because the incentive scheduling shown in Figure 6 is actually the same as the Proportional Fair scheduling in Figure 4 when i c is set to one for both cooperative and non-cooperative nodes; as a result, as we can see in Figure 4 , the non-cooperative strategy is the dominant strategy when r t values have a greater chance to be selected for time slot allocation. In HDR or HSDPA systems, wireless terminals report their downlink channel state information back to the base station periodically. People may wonder if those selfish users will cheat on the reported channel state information to maximize their throughput. If a user reports the channel quality worse than it actually is, the chance of selecting this user would only decrease; hence, a user will not report a worse channel state. If a user reports the channel quality better than it actually is, the base station will use a modulation and coding scheme that supports higher data rate. However, the actual channel state (i.e. SINR condition) cannot support this high-speed transmission, and it results in faulty transmission and lower throughput. Since the channel state information is crucial for correct transmission and reception with proper coding and modulation schemes, users will report their channel state information truthfully.
B. Truthfulness of Relay State Information
In addition to the truthfulness of reported channel state information, the truthfulness of relay state information is also a serious concern in architecting selfish relay networks. In some scenarios, a node may not have a chance to relay due to low node density or the neighboring nodes have high-speed links that do not want to use this relay node. When users claim they are willing to relay but seldom relay for other nodes, there is no good way to tell whether there is no other nodes nearby wanting to use the two-hop-relay route or this node just does not want to relay. Unless the base station wants to collect all the WLAN connectivity information and relative WWAN link quality as well as traffic demand of each user, it is difficult to build an evaluation system on detecting the untruthfulness of users "willing" to relay or not. However, it is easy to build an evaluation system on detecting whether users "actually" relay or not.
To guarantee the truthfulness of relay state information, we design the incentive scheduler that rewards the nodes actually served as relay nodes as oppose to the nodes willing to relay. As described in [1] , the relay nodes and the end users are required to go through control signaling and registration. After the registration process, the base station knows the information about the registered relay nodes. We assume the selfish users will not drop the relay packets maliciously because it will not increase the relay node's utility function (i.e. its throughput). Even though some nodes may still be malicious, the base station can detect the misbehaviours by monitoring the packet-dropping ratio of the two-hop-relay routes.
VIII. CONCLUSIONS
In this paper, we investigated the impact of selfish user behaviours in the two-hop-relay system. We proposed the use of scheduling at the Internet Gateway as an incentive mechanism for cooperative relay. In the selfish environment, the C/I scheduler leads to a non-cooperative Nash Equilibrium, where no user relays for others. Likewise, the proportional fair scheduler also leads to a non-cooperative Nash Equilibrium. When applying the round robin scheduler at the base station, selfish users may or may not relay cooperatively, and thus no Nash Equilibrium exists. Hence, we proposed an incentive scheduling algorithm to encourage users to relay. When the proposed incentive scheduler is applied at the base station, a selfish user has a dominant strategy to relay cooperatively. Cooperative Nash Equilibrium, where all selfish users relay cooperatively, exists in the relay game with the incentive scheduling. The proposed incentive scheduling scheme is shown to be an effective incentive mechanism for cooperative relay without incurring additional complexity to mobile terminals or signaling overhead in the hybrid wireless relay system.
