Exterior powers and Tor-persistence by Lyle, Justin et al.
ar
X
iv
:2
00
7.
09
17
4v
1 
 [m
ath
.A
C]
  1
7 J
ul 
20
20
TOR-PERSISTENCE AND THE GRADED TACHIKAWA CONJECTURE
JUSTIN LYLE, JONATHANMONTAN˜O∗, AND SEAN K. SATHER-WAGSTAFF
ABSTRACT. We prove Tachikawa’s Conjecture for positively graded rings over a field of
characteristic different from 2 and we answer a special case of a question of Avramov, et
al. by showing that every local ring (R,m) with m3 = 0 is Tor-persistent. The proofs of
these results exploit properties of symmetric squares of complexes.
1. INTRODUCTION
Throughout, let (R,m,k) be a commutative Noetherian ring which is either local or
positively graded over the field k with maximal homogeneous ideal m.
In 1958, Nakayama posed his famous conjecture concerning Artin algebras (which are
generally noncommutative) [18]. Tachikawa later introduced the following as a means to
study Nakayama’s conjecture [17, 21]:
Conjecture 1.1. Let Λ be an Artin algebra over the field k and set DΛ = Homk(Λ,k). If
ExtiΛ(DΛ,Λ) = 0 for all i> 0, then Λ is self-injective.
These conjectures are among the most important open conjectures in the representation
theory of Artin algebras (see e.g. [22] and [7, Appendix A]). More recently, the commu-
tative algebra version of Conjecture 1.1 has received a good deal of attention. Explicitly,
this version is the following put forth by Avramov-Buchweitz-S¸ega [3]:
Conjecture 1.2 (Tachikawa’s Conjecture for Commutative Rings). Assume R is Cohen-
Macaulay with canonical moduleωR. If Ext
i
R(ωR,R) = 0 for all i> 0, then R is Gorenstein.
We note that, though their version is stated more generally for rings with dualizing com-
plexes, work of Foxby shows their hypotheses force R to be Cohen-Macaulay [9, Section
1].
While it is easy to show Nakayama’s conjecture holds for any commutative Noether-
ian ring, Conjecture 1.2 has been much more difficult to prove, despite considerable effort
(see e.g. [3, 13, 12, 8, 20]). Avramov-Buchweitz-S¸ega and Hanes-Huneke independently
proved Conjecture 1.2 when R is generically Gorenstein, that is, if Rp is Gorenstein for
every associated prime p of R (see [3, 2.1] and [12, Corollary 2.2]). Although this re-
sult covers a large class of rings, in the Artinian case, which is the motivating setting for
Conjecture 1.2, generically Gorenstein rings are automatically Gorenstein, so this result
does not apply. In fact, the only known results which apply to the Artinian setting require
restrictive structural hypotheses on R. Our first main result proves Conjecture 1.2 in the
graded case when the characteristic is different from 2. It is contained in Corollary 2.6 and
is the subject of Section 2.
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Theorem A. Let R be a positively graded Cohen-Macaulay algebra over k and assume
chark 6= 2. If ExtiR(ωR,R) = 0 for every i> 0, then R is Gorenstein.
Our approach to this conjecture is motivated by work of S¸ega on the vanishing of
TorRi (M,M) for a finitely generated R-module M. Indeed, canonical duality shows that
the vanishing of ExtiR(ω ,R) for i > 0 forces the vanishing of Tor
R
i (ω ,ω) for i > 0, and
our approach is to study this vanishing directly (cf. Theorem 2.4). In fact, S¸ega remarks
that there are no known examples of a Noetherian local ring R and a nonfree M having
TorRi (M,M) = 0 for all i > 0 [20]. Following S¸ega’s work, Avramov et. al. define a Noe-
therian local ring to be Tor-persistent if there are no nonfreeM such that TorRi (M,M) = 0
for all i> 0 [4]; they put forth the following:
Question 1.3. Is every Noetherian local ring Tor-persistent?
Question 1.3 is known to have an affirmative answer for several classes of rings. For
example, it is known for complete intersection rings, Golod rings, and rings of small em-
bedding codimension or multiplicity [1, 15, 16, 4]. The complete intersection case depends
on support theory, which is only available in this setting, while the other known results de-
pend on conditions for the vanishing of TorRi (M,N) for all i > 0 and every M and N, an
approach that does not extend to the general case (see [4]). Our second main result pro-
vides a new class of rings which are Tor-persistent; it is contained in Theorem 3.1 and is
the subject of Section 3.
Theorem B. If m3 = 0, then R is Tor-persistent.
In fact, we prove that only a few consecutive vanishings are needed to guarantee free-
ness when m3 = 0. Our approach to both of our main results provides an explanation
as to why the vanishing of TorRi (M,N) is special when M = N; namely, the vanishing of
TorRi (M,M) has consequences for the exterior and symmetric powers of M. For the cases
we consider, these consequences come in the form of numerical constraints on the sym-
metric and exterior squares, and are enough to conclude that the module in question is
free.
We conclude this section with some notation that we use in the subsequent sections.
If R has a canonical module, it is denoted by ωR. We let codimR := µR(m)− dimR be
the embedding codimension of R. We let M be a finitely generated R-module; in the
graded case we assume M is homogeneous. We write ΩRi (M) for the ith syzygy of an R-
module M, and βRi (M) for the ith Betti number. We use µR(M) = β
R
0 (M) for its minimal
number of generators and lR(M) for the length ofM. We let ιM :
∧2
R(M)→M⊗RM be the
antisymmetrization map defined on elementary wedges by x1
∧
x2 7→ x1⊗ x2− x2⊗ x1.
2. THE GRADED TACHIKAWA CONJECTURE
Throughout this section, let R = ⊕i>0Ri be a positively graded algebra over a field
R0 = k and m = ⊕i>0Ri its homogeneous maximal ideal. Let M = ⊕i∈ZMi be a finitely
generated graded R-module. The Hilbert series ofM is
HM(t) = ∑
i∈Z
(dimkMi)t
i.
We recall that if M 6= 0, then there exist positive integers a1, . . . ,adimM and a Laurent
polynomial εM(t) ∈ Z[t, t
−1] with εM(1)> 0 such that HM(t) can be written as
HM(t) =
εM(t)
∏dimMi=1 (1− t
ai)
.
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Moreover, the set {a1, . . . ,adimM} is the same for allM of maximal dimension, i.e., dimM=
dimR [5, Proposition 4.4.1, Remark 4.4.2].
We denote by eR(M) the Hilbert-Samuel multiplicity ofM
eR(M) = lim
n→∞
(dimR)!lR(M/m
nM)
ndimR
;
we also write e(R) for eR(R). We note that eR(M)> 0 if and only if dimM = dimR, and in
this case we have eR(M) = εM(1).
For a graded complex of finite rank graded free R-modules
X = · · ·Xi+1 → Xi → Xi−1 → ···
with Xi =⊕ j∈ZR(− j)
bi, j , we denote by
PX(t,z) = ∑
i, j∈Z
bi, jt
jzi
the (graded) Poincare´ series of X . If F is a graded free resolution of M, then we set
PM(t,z) := PF(t,z). The additivity of length gives the following comparison of Hilbert and
Poincare´ series.
Fact 2.1. For R andM as above, we have HM(t) = HR(t)PM(t,−1).
We now describe a construction of Buchsbaum-Eisenbud [6], following the presentation
of Frankild-Sather-Wagstaff-Taylor[11]. Assume for the remainder of this paragraph that
chark 6= 2. Let X be as above, and let αX : X ⊗R X → X ⊗ X be the map defined on
homogeneous generators by
αX (x⊗ x′) = x⊗ x′− (−1)|x||x
′|x′⊗ x.
Let S2R(X) be the complex Coker(α
X ) and call it the second symmetric power of X.
In the following statement we summarize some important properties of S2R(X). We
remark that although the statements in [11] are in the local case, the arguments therein
readily extend to account for the grading in R.
Fact 2.2 ([11, 3.8, 4.1, 3.12]). Assume chark 6= 2. Let X be a graded complex of finite
rank graded free R-modules.
(1) The following exact sequences are split exact.
0→Ker(αX )→ X⊗R X → Im(α
X )→ 0
0→ Im(αX )→ X ⊗RX → S
2
R(X)→ 0
(2) H0(S
2
R(X))
∼= S2R(H0(X)).
(3) PS2R(X)
(t,z) = 1
2
[
PX(t,z)
2+PX(t
2,−z2)
]
The following lemma is essential in the proof of our main result.
Lemma 2.3. Assume chark 6= 2. If M is a graded R-module such that TorRi (M,M) = 0 for
every i> 0, then we have
HS2R(M)
(t) =
H2M(t)
2HR(t)
+
HM(t
2)HR(t)
2HR(t2)
and H∧2
R(M)
(t) =
H2M(t)
2HR(t)
−
HR(t)HM(t
2)
2HR(t2)
.
Proof. Let F be a minimal graded free resolution of M. By the vanishing of Tor assump-
tion, the complex F ⊗R F is acyclic and therefore a minimal free resolution of M⊗RM.
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Therefore, Fact 2.2(1)–(2) imply that S2R(F) is acyclic and a minimal free resolution of
S2R(M). From Facts 2.1 and 2.2(3) we obtain
HS2R(M)
(t) = HR(t)PS2R(F)
(t,−1) =
HR(t)
2
[
PF(t,−1)
2+PF(t
2,−1)
]
=
H2M(t)
2HR(t)
+
HR(t)HR(t
2)PF(t
2,−1)
2HR(t2)
=
H2M(t)
2HR(t)
+
HR(t)HM(t
2)
2HR(t2)
.
We note that
HM⊗RM(t) = HR(t)PF⊗RF(t,−1) = HR(t)P
2
F(t,−1) =
H2M(t)
HR(t)
.
Thus, it suffices to show HM⊗RM(t) = HS2R(M)
(t) +H∧2
R(M)
(t). For this, we consider the
antisymmetrization map ιM :
∧2
R(M)→M⊗RM defined in the Introduction. This map is
a split injection where the splitting map is given by x⊗ y 7→ 1
2
x
∧
y. Since Coker(ιM) =
S2R(M), we haveM⊗RM
∼= S2R(M)⊕
∧2
R(M), and the result follows. 
Theorem 2.4. Let R be a Noetherian positively graded algebra over a field k and assume
chark 6= 2. If M is a finitely generated graded R-module satisfying the following:
(1) eR(M) = e(R).
(2) TorRi (M,M) = 0 for i> 0.
(3) M⊗RM has no embedded primes.
Then M ∼= R.
Proof. We proceed by contradiction. Suppose that
∧2
R(M) 6= 0 so, as in the proof of Lemma
2.3, we have M⊗RM ∼=
∧2
R(M)⊕ S
2
R(M), and, since M⊗R M has no emebdded primes,∧2
R(M) has maximal dimension. By Lemma 2.3, we have
HR(t)HR(t
2)H∧2
R(M)
(t) = HM(t)
2HR(t
2)−HM(t
2)HR(t)
2.
As each module in question has maximal dimension, we may clear denominators to obtain
a formula for multiplicity polynomials
εR(t)εR(t
2)ε∧2
R(M)
(t) = εM(t)
2εR(t
2)− εM(t
2)εR(t)
2.
Evaluating these at t = 1 shows that ε∧2
R(M)
(1) = 0, which is a contradiction. Therefore,∧2
R(M) = 0, and it follows thatM is cyclic, soM
∼= R/I for some homogeneous ideal I. As
I/I2 ∼= TorR1 (R/I,R/I)
∼= TorR1 (M,M) = 0, it follows that I = 0, concluding the proof. 
In what follows, we set (−)∨ = HomR(−,ωR)
Corollary 2.5. Let R be a positively graded Cohen-Macaulay algebra over a field k and
assume chark 6= 2. If M is a finitely generated graded maximal Cohen-Macaulay R-module
satisfying the following:
(1) eR(M) = e(R).
(2) ExtiR(M,M
∨) = 0 for i> 0.
Then M ∼= R.
Proof. From [16, Lemma 3.4 (1)], we have thatM⊗RM is maximal Cohen-Macaulay and
that TorRi (M,M) = 0 for all i> 0. The result then follows from Theorem 2.4. 
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Theorem A now follows immediately from Corollary 2.5.
Corollary 2.6 (Tachikawa’s Conjecture for positively graded k-algebras). Let R be a posi-
tively graded Cohen-Macaulay algebra over a field k and assume chark 6= 2. If ExtiR(ωR,R)=
0 for every i> 0, then R is Gorenstein.
We also obtain the following statement for Artinian rings.
Corollary 2.7. Let R be an Artinian positively graded algebra over a field k with chark 6= 2.
If M is a finitely generated graded R-module such that lR(M) = l(R) and Tor
R
i (M,M) = 0
for every i> 0, then M ∼= R.
Next we observe that our techniques also apply to a generalization of Tachikawa’s Con-
jecture that is due to Frankild-Sather-Wagstaff-Taylor [10, Question 1.2, cf. Proposition
7.5]. For this, recall that an R-moduleC is semidualizing provided that ExtiR(C,C) = 0 for
all i> 1 and HomR(C,C)∼= R. For example, R is semidualizing over R.
Corollary 2.8. Let R be a Cohen-Macaulay positively graded algebra over a field k with
chark 6= 2 and let C be a graded semidualizing R-module.
(1) If ExtiR(C,C
∨) = 0 for i> 0, then C ∼= R.
(2) If ExtiR(C
∨,C) = 0 for i> 0, then C ∼= ωR.
Proof. First we note thatC is maximal Cohen-Macaulay [19, Proposition 2.1.16(b), Theo-
rem 2.2.6(c)]. Since ExtiR(C,C) = 0 for all i> 0, [2, Theorem 1] implies
HR(t
−1)HR(t) =HC(t
−1)HC(t).
Similar to the proof of Theorem 2.4, we clear denominators to get an equality of multiplic-
ity polynomials
εR(t
−1)εR(t) = εC(t
−1)εC(t).
Evaluating at t = 1 gives e(R)2 = eR(C)
2 from which we obtain eR(C) = e(R). Both (1)
and (2) now follow from Corollary 2.5. 
We close this section with versions of Theorem 2.4 and Corollary 2.5 for the local case.
Proposition 2.9. Let (R,m,k) be a Noetherian local ring with chark 6= 2. Assume M is a
finitely generated module satisfying the following:
(1) M has rank 1.
(2) M⊗M has no embedded primes.
Then M is cyclic. If, in addition, TorR1 (M,M) = 0, then M
∼= R.
Proof. As in the proof of Lemma 2.3, we haveM⊗RM ∼=
∧2
R(M)⊕S
2
R(M). SinceM⊗RM
has no embedded primes, it follows that
∧2
R(M) has maximal dimension if it is not 0.
On the other hand
∧2
R(M) has a rank and rank
∧2
R(M) =
(
rankM
2
)
= 0. It follows that
∧2
R(M) = 0 from which we see thatM is cyclic.
If, in addition, TorR1 (M,M)= 0, then, writingM
∼=R/I, we have I/I2∼=TorR1 (R/I,R/I)=
0, which forces I = 0. 
The following corollary provides an extension of the generically Gorenstein case of
Conjecture 1.2 proved independently by Avramov-Buchweitz-S¸ega [3, 2.1] and Hanes-
Huneke [12, Corollary 2.2].
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Corollary 2.10. Let (R,m,k) be a Cohen-Macaulay local ring with canonical module
ωR and with chark 6= 2. If M is a finitely generated maximal Cohen-Macaulay R-module
satisfying the following:
(1) M has rank 1.
(2) ExtiR(M,M
∨) = 0 for 16 i6 dimR.
Then M is cyclic. If, in addition, ExtdimR+1R (M,M
∨) = 0, then M ∼= R.
Proof. By [16, Lemma 3.4 (1)], we have we have thatM⊗RM is maximal Cohen-Macaulay.
ThatM is cyclic then follows immediately from Proposition 2.9.
If, in addition, we have ExtdimR+1R (M,M
∨), then [16, Lemma 3.4 (2)] implies that
TorR1 (M,M) = 0, and Proposition 2.9 again gives the result.

3. TOR-PERSISTENCE FOR RINGS WITH RADICAL CUBE ZERO
The following main result contains Theorem B from the introduction.
Theorem 3.1. Assume (R,m,k) is a local ring with m3 = 0. If M is an R-module such that
TorRi (M,M) = 0 for 26 i6 5, then M is free.
Proof. As a notational convenience, we set γR(M) =
lR(M)
µR(M)
− 1. We note that γR(M) > 0
with equality if and only ifM ∼= kn for some n.
Suppose M is not free. Set N = ΩR1 (M), L = Ω
R
2 (M), and b = µR(N). Let ϕ be the
map fitting in the natural exact sequence 0 → L
ϕ
−→ Rb → N → 0. Since N →֒ mRµR(M)
and since m3 = 0, we have m2N = 0. Similarly, we have m2L = 0. By index shifting,
TorRi (N,L) = 0 for i = 1,2, and so we have m(L⊗R L) = 0 by [13, Lemma 1.4]. Further,
we have TorRi (N,N) = 0 for i= 1,2,3 so [13, Theorem 2.5] gives
(1) µR(L) = γR(N)b,
(2) µ(m) = 2γR(N), and
(3) r(R) = γR(N)
2, where r(R) := dimk Soc(R) is the type of R.
Themap ιL⊗Rk :
∧2
R(L⊗R k)→ (L⊗R k)⊗R (L⊗R k) is injective because L⊗R k is a k-vector
space, and this map is naturally identified with ιL⊗ idk :
∧2
R(L)⊗R k→ (L⊗R L)⊗R k. As
L⊗R L is a k-vector space, so is its quotient
∧2
R(L), hence ιL⊗ idk is naturally identified
with ιL. In particular, ιL is injective.
Now, we have ϕ ⊗ ϕ = (ϕ ⊗ idRb) ◦ (idL⊗ϕ). The map ϕ ⊗ idRb is injective since
TorR1 (N,R
b) = 0. And idL⊗Rϕ is injective since Tor
R
1 (L,N) = Tor
R
4 (M,M) = 0. Thus
ϕ ⊗ϕ is also injective.
Next, we have the following commutative diagram
∧2
R(L) L⊗R L
∧2
R(R
b) Rb⊗R R
b
∧2
R(ϕ)
ιL
ϕ⊗ϕ
ι
Rb
Since ϕ ⊗ϕ and ιL are both injective, the commutivity of the diagram forces
∧2
R(ϕ) to be
injective. Since
∧2
R(L) is a k-vector space, it must thus embed in the socle of
∧2
R(R
b).
The vector space dimension of
∧2
R(L) is(
µR(L)
2
)
=
(
γR(N)b
2
)
=
γR(N)b(γR(N)b− 1)
2
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while that of soc(
∧2
R(R
b)) is
r(R)
(
b
2
)
= γR(N)
2
(
b(b− 1)
2
)
.
It follows that we must have
γR(N)b(γR(N)b− 1)
2
6 γR(N)
2
(
b(b− 1)
2
)
.
If γR(N) = 0, then N is a k-vector space which cannot be, since N has infinite projective
dimension and TorR1 (N,N) = 0. Therefore, as b 6= 0, we have
γR(N)b− 16 γR(N)b− γR(N)
which forces γR(N) = 1. Thus R is Gorenstein with µR(m) = 2, by items (1)–(2) above.
Thus, R is also a complete intersection.
We recall that the complexity ofM which is the number
cxR(M) := inf{c ∈N | ∃γ ∈ R such that β
R
n (M)6 γn
c−1 for c≫ 0}.
Since R is a complete intersection, we have cxR(M)6 codimR= 2; see e.g. [14, Theorem
1.1 and subsequent paragraph]. Thus, [14, Proposition 2.3] forces TorRi (M,M) = 0 for
i > 0. By [1, Theorem 4.2], this contradicts the assumption that M is not free. The result
follows. 
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