



















で画像を撮影する際, 高感度撮影, 長時間露光撮影, または, 大口径レンズで撮影す
ることで光量の不足を補う必要がある. 高感度撮影では, センサーノイズが増幅さ




統合手法を提案する. 第 1章では, 本研究の背景及び目的を述べる. 第 2章では, 多
重露光画像統合, および, 凸最適化問題などの関連研究について述べる. 第 3章で
は, センサーノイズにより劣化した多重露光画像からノイズのない高品質なHDR
画像を生成するためのシフト不変ウェーブレット変換に基づく新たな多重露光画
像統合手法を提案する. さらに, 第 4章では, フラッシュ点灯撮影により取得した








The Human Visual System (HVS) can capture a broad dynamic range of real
scene luminance. For example, we can recognize the both information of indoor
and outdoor scenes when we see the bright outdoors from the dark indoor. While,
the dynamic ranges of most CCD or CMOS sensors of cameras do not cover the
perceptual range of real scenes in general. From this reason, the captured images
by these cameras have saturation of pixel values (i.e., under/over-exposure). It
is important in many applications to catch the wide range of irradiance of natu-
ral scene and preserve the irradiance values in each pixel. Recently, to solve this
problem, high dynamic range (HDR) imaging techniques have been actively inves-
tigated and developed by many researchers. The HDR image can store the wider
dynamic range of natural scene. In addition, it is applied to many technologies
such as on-board cameras, surveillance camera systems, and medical imaging. In
general, the HDR image is generated by integration of multiple exposure images
taken by varying exposure. For acquiring high dynamic range without under/over-
exposure, we need to take some photographs of short to long exposures. When
taking multiple exposure images for the scene that contains dark areas, one often
adjusts the exposure by one of the three settings: camera's sensitivity, exposure
time, and lens' aperture, in order to compensate shortage of the quantity of light.
The high camera sensitivity enhances noises as well as signals. In particular, this
problem becomes remarkable in the extreme dark scene. The lens with wide aper-
ture yields out-of-focus images.
In this paper, I focus on the problems of the sensor noise caused by high sen-
sitivity settings and wide aperture. I propose some multiple exposure image inte-
gration techniques based on the optimization for solving these problems. Chapter
1 is the backgrounds and motivations of this research. In chapter 2, I explain
the conventional multiple exposure image integration technique and fundamental
convex optimization methods. In chapter 3, a method for the multiple exposure
image integration based on the shift invariant wavelet transform is proposed for
acquiring a noise-free HDR image. Moreover, in chapter 4, I propose the multiple
exposure image integration technique using a guide image taken with electronic
ash. In chapter 5, I propose a weight optimization method using convex opti-
mization to integrate multiple exposure images. In addition, I applied the weight
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optimization scheme for image super-resolution problem. In chapter 6, I propose a
novel multiple exposure image integration technique based on a structure/texture
decomposition for recovering saturation-exposure and out-of-focus. Finally, the
research is concluded in chapter 7.
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では弱い光に反応する桿体細胞が働く. さらに, 錐体細胞は, 光の三原色である赤・
緑・青の特定の一つの色にだけ反応する三種類の細胞に分類できる. このように,
錐体細胞により色の識別が可能なため人は色を知覚することができる. 一方で, 桿






























い輝度値と明所の最も高い輝度値の比を指す. これまで, 図 1.1に示すように露光
を変え撮影した多重露光画像を適切に統合することで黒潰れや白飛びのない自然







ある. 図 1.2にその概要を示す. 従来手法 [4, 12]では, カメラ固有の非線形応答を
12
図 1.2: 手法 1の概要.





ジ (HDR: High Dynamic Range)画像と呼ばれている. HDR画像の階調は一般に
8bitを超えるため非常にデータ容量が大きく二層符号化などの特殊な符号化方式
での圧縮処理 [46{51]が必要となる. また, 低ダイナミックレンジのディスプレイ
デバイスで表示するために, トーンマッピング [5, 46{59]によるダイナミックレン
ジ圧縮処理が必要となる.
1.1.2 多重露光画像統合による高コントラスト画像の生成












手法 [7]を提案している. このように, HDR画像を介することなく直接高コントラ
ストをもつ低ダイナミックレンジ画像を生成する手法は露光合成 (EF: Exposure
Fusion)と呼ばれ, これまで様々な手法が提案されている [7,8,10,35{45,60]. EFに
よる統合では, カメラ固有の非線形応答の解析, 露光時間や ISO感度などの情報を
13









れノイズ除去 [3, 61{68] やボケ除去手法 [69{72]などで低減可能であるが, 多重露
光画像の統合の際に少ない入力画像枚数で効率良くノイズを低減する統合手法の







めである. また, 多くのトーンマッピング手法 [5, 50{52, 54, 55]は詳細を強調する
















多重露光画像統合手法 [7{10, 35{45] を図 1.5に示すような焦点ボケを有する画像
セットに適用した場合, その統合結果にボケが生じコントラストの低下が生じる.
また, 同じ露光で焦点位置を変えて撮影した多重画像を統合することで全焦点画像









































手法を提案する. 提案手法では, 露光飽和の問題と, 焦点ボケによるコントラスト




























れてきた [2,4,11{34]. 基本的なHDR画像生成手法では, 逆カメラレスポンスカー
ブにより線形化した多重露光画像を, 重み付き平均により統合することでHDR画





















カメラレスポンスカーブ (詳細については 3.2節に後述)である. また, uki は k枚目
の露光画像の画素値である. そして, hiは撮影したシーンの照度値である. つまり,
HDR画像の輝度値である. よって, 式 (2.1)よりHDR画像を生成することができ














ため, 多重露光画像を統合する際, この飽和領域を考慮する必要がある. そこで, 図
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図 2.2: Reinhardら [2]のトーンマップ関数.
2.3のような重み付け関数 [11, 12]が考案された. ここでは, 画像の画素値は [0; 1]
に正規化されているものとする. 黒潰れや白飛びを除外するために, 0, 1では小さ
図 2.3: 従来の重み関数 (左図)hat型の重み関数, (右図)ガウス型の重み関数.
い値をとる重み関数となっている. これらの重み関数は, 飽和する 0, 1で最小とな













バンドに分解し解析する手法である. 図 2.4に, 一般的な 2分割フィルタバンクを
示す. ここで, x, yは一次元の入力信号と出力信号であり, G0, G1は低域通過フィ
ルタ, H0, H1は高域通過フィルタである. また, # 2, " 2はそれぞれ信号のダウン
サンプリング (1サンプル間引き), アップサンプリング (0の挿入)である. そして,
この方法に基づいたサブバンド分割の回数を分解レベルと呼ぶ. ただし, ここで用
いる各フィルタは互いに制限周波数帯域が重ならないよう適切なものを選択する
必要がある. 図 2.4より, 入力信号 xを分解バンクにより分解した後, 合成バンク
により分解された信号を合成することで出力信号 yが得られる. このとき, 適切な
フィルタを用いることで, 完全再構成のフィルタバンクが得られる. 図 2.5に, 分解
レベル 2の場合の 2次元信号に対するサブバンド分解の例を示す.
ここで, I は入力の 2次元信号であり, 分解により得られた各サブバンド信号を
LL, HL, LHとHHとし, 添え字は分解レベルを示している. LL帯域に対して繰
り返し処理することで 4つのサブバンドに分解していく. 通常, 画像に適用する場
合, 高周波数成分である, HL, LH, HHに何らかの処理を施すことで, 画像圧縮や


























ここでは, 代表的なBilateral Filter [3]について述べる.




j2Ni !s(i; j)!r(yi   yj)yjP
j2Ni !s(i; j)!r(yi   yj)
(2.2)
ここで, xiはフィルタリング結果, Niは画素 iを中心とするフィルタ窓内の画素の
インデックス集合を表し, yjはその画素値を表している. また, !s(i; j); !r(yi; yj)は
それぞれ中心画素からの距離に関する空間的な重みと輝度差に関する重みを表し,
ガウス分布を用いてそれぞれ以下のように定義される.














ここで, s; rはそれぞれガウス分布の標準偏差であり, 小さな値を設定した場合
は入力画像に近い結果が得られ, 大きな値を設定した場合は滑らかな結果が得られ
る. エッジの保存度合いは rを調節することで柔軟に変更できる. このように, 距
離に関する重みに加えて輝度差に関する重みが加わることで, エッジ保存能力を備
えた平滑化が実現できる. 図 2.7にBilateral Filterの処理例を示す. 図 2.7より, 入
力画像の強いエッジを保持しつつ弱いエッジからなる微細な変動を除去できてい
ることが確認できる. また, 平滑化の対象画像 yとは異なる参照画像 gから生成し
た重み !r(gi; gj)を式 (2.2)における本来の重み !r(yi; yj)と置き換えることで平滑
化性能を改善する手法がいくつか提案されている [6, 74]. さらに, 効率的な演算法
に関する研究も行われている [99{105].
2.4 凸最適化問題
本節では, 凸最適化問題に関する基礎知識について述べる. これまで, 凸最適化
の画像復元への応用に関する研究が盛んに行われ, 従来のヒューリスティックな処
理に比べ大幅な性能改善が数多く報告されている [106{119]. 特に, `1ノルムなど






(a) 入力画像 (b) フィルタリング結果
図 2.7: カラー画像に対してBilateral Filter [3]を適用した例.
問題の大域的最適解を効率的に推定する解法アルゴリズムがいくつか提案されて
いる [119{123]. 2.4.1項, 2.4.2項, および 2.4.3項では, 凸最適化問題で用いられる
ノルムの定義, 距離射影と近接写像に関して述べ, 2.4.4項, および 2.4.5項では, 非
可微分の凸最適化問題の解法アルゴリズムについて述べる.
2.4.1 ノルム
本論文では, 任意の x2RN , X2RNvNhに対して以下のように定義されるノル
ムに基づく最適化問題をいくつか提案している.





 `1ノルム: kxk1 =
PN
i=1 jxij:
 `0ノルム: kxk0 =
PN
i=1 S(xi):











1; if x 6= 0
0; if x = 0
(2.5)
2.4.2 距離射影
任意の x 2 RN に対して, 距離射影 PC(x)は次式により定義される.




ここで, Cは凸集合である. つまり, 空でない任意の凸集合C上に xと最も距離が
近い yが唯一存在し, PC()はその点への射影を表す.




si; if xi < si
si; if xi > si





 > 0より次のように定義される [124{127].






また, この関数 gの共役関数を gとすると, この共役関数の近接写像は gの近接写
像を用いて次のように定義される.












xi   ; if xi > 
0; if     xi  
xi + ; if xi <  
(2.10)







f(x) + g(z) s.t. z = Lx (2.11)
ここで, fは微分可能な凸関数 (例えば `2ノルム), gは微分不可能な凸関数 (例えば
`1ノルムや指示関数)である. ここで, x2RN1 , z2RN2はそれぞれ求めたい未知変
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数と補助変数である. また, Lは線形オペレーター行列である. ADMMアルゴリズ
ムは次のように与えられる.






kz(l)   Lx  b(l)k22







kz  Lx(l+1)   b(l)k22

b(l+1) = b(l) + (Lx(l+1)   z(l+1))









f(x) + g(x) + h(Lx) (2.12)
ここで, 関数 f; g;および hがヒルベルト空間で下半連続関数であり, f は微分可能,











ここで, 1; 2 > 0はPDSアルゴリズムのパラメータ, lはアルゴリズムの反復回数







iLik  2 を満たす場合, 十分な反復回















案する. まず, 3.1節では, 提案手法の概要について述べ, 3.2節では, 多重露光画像
間のゆらぎ (ノイズ)の除去について述べ, 3.3節では, 提案する多重露光画像統合























照度 rと, センサーによって測定する光量 yの関係は式 (3.1)によって表現する
ことができる [4].
y = r  t (3.1)
ここで, tは露光時間である.
一般的な市販のカメラセンサーでは, 捕捉された信号 yは画素値 uに非線形変換
される. 画素値 uは, RGBいずれかのチャンネルの値を表し, 一般的には 8bitに
量子化される. 多重露光画像を統合しHDR画像を生成する場合, 照度を正確に推
定するために, この非線形性を補正する必要がある. もし, この非線形性を高精度
に補正できない場合, 統合結果に擬似エッジや輝度ムラが生じる. 一般的に, この
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図 3.2: 従来手法 [4]により算出した逆カメラレスポンスカーブ.
非線形変換はカメラレスポンスカーブと呼ばれ, 次のように定義される.
u = G (y) (3.2)
式 (3.1), (3.2)より照度 rは次式の通り導出される.
r(u) = F (u) =t (3.3)
ここで, Fは逆カメラレスポンスカーブである. また, F () = G 1 ()で定義できる.
一般的に, カメラレスポンスカーブはカメラデバイスごとに異なり, また, 公開
されていない. そこで, カメラレスポンスカーブを推定するために, 多重露光画像
を用いた推定手法 [4]が提案されている. この手法では多重露光画像の画像間の露
光比から関数Fは推定され, 低次数の多項式で高精度に近似される. この手法によ
り推定されたディジタル一眼レフカメラ Canon EOS 20Dの逆カメラレスポンス
カーブF を図 3.2に示す.
提案手法では, 画像間と画像内での閾値処理を行う. まずは, 画像間の処理につ
いて述べる. 従来手法 [4]により算出した逆カメラレスポンスカーブにより画素値
の非線形性を補正し, 式 (3.3)より照度を補正した後, 多重露光画像間の差分に対
して閾値処理を行う.
まず, 式 (3.4), (3.5)より多重露光画像間の和 と差 に分解する.
ki =





M(uki ; uk+1i )  (r(uki )  r(uk+1i ))
2
(3.5)
ここで, k = 1;    ; K   1でN は入力画像枚数, k = 1を最も露光の短い画像とす
る. つまり, 露光時間の増加につれて対応する kの値も大きくなるよう入力画像を
設定している. r(uki )は k枚目の露光画像の i番目の画素値 uki の照度値である. ま
た, M()は入力の値が 0(黒潰れ)または 1(白飛び)の時に 0, その他は 1を返すマ
スク関数である. このマスク関数の導入により, 飽和領域の影響を無視することが
できる. 式 (3.5)より得られた ki に対して次式の閾値判定処理を行う.
eki =
(




値 jk(G)i jが閾値 以下の場合誤差 (ノイズ)であるとみなし, i番目のRGB全ての
チャンネルの差分値を 0とする. つまり, を調節することでノイズ除去の程度を
決定することができる. この閾値 をユーザーが設定するパラメータとする. この
処理により, 画像間のノイズ (揺らぎ)を軽減することができる. ここで, この閾値
判定はGチャンネルに対してのみ行い, 0となる画素位置を決定している. R, B
チャンネルにおいては閾値判定を行わずGチャンネルにおいて 0となった位置の




式 (3.6)により算出した差分値を基に, 次式により k枚目の露光画像を復元する.










i )  (!ki + !k+1i )
2
; if jk(G)i j  
M(uki )  !ki ; otherwise
(3.8)
ここで, !ki は提案する重み関数に k枚目の露光画像の i番目の画素値 uki を入力と
し算出した重みである. 画像間の閾値処理の予備実験結果を図 3.3 に示す. 図 3.3


































k=1 e!ki +!Ki ; if k 2 f1;    ; K   1g
!ki r(uki )PK 1
k=1 e!ki +!Ki ; otherwise
(3.10)









する処理は, ランダム性をもったノイズを低減する効果をもつ. しかし, 多重露光
画像の統合はカメラレスポンスカーブによりノイズ強度が各露光画像で変化して




ブレット閾値処理を適用する. 式 (3.10)の重み付き画像 buki を Haar型シフト不変
ウェーブレット変換により変換する. つまり,サブサンプリングなしのウェーブレッ
ト変換を行う. ウェーブレット変換では, ローパスフィルタ (L)とハイパスフィル
タ (H)は水平および垂直方向に施される. そして, 4つのサブバンド (LL, HL, LH,






minbvj EHDR(bvj) = jbvjj0 + K
KX
k=1
(bvj   vkj )2 (3.11)
ここで, vkj は式 (3.10)で重み付けされた k枚目の画像をウェーブレット分解した
各サブバンドのうちの j番目のウェーブレット係数であり, bvjはHDR化された出





















像用に一般化したものととらえられる. なお, 式 (3.12)は閾値処理と画像統合を同










しかし, これまで提案された重み付け関数 [4,11]は, センサーで生じるノイズに
関しては考慮されていない. さらに, 多重露光画像の統合の際に用いるカメラレス
ポンスカーブが正確に推定できていない場合, 画像の線形化に失敗し誤差が生じて




することで, 効果的にノイズを軽減することができる. また, パラメータを調整す
ることで, センサーノイズと量子化ノイズの選択的軽減を実現することができる.
CCDやCMOSセンサーで発生したノイズは, 一般的に信号に依存した項と独立
した項でモデル化できる (例えば [17]). ここではノイズモデルを次のように定義
する.
y = x+ a11 + a22  x; (3.13)
ここで, xはノイズのない理想的な信号であり, yはセンサーの出力である. また,
1と 2はそれぞれノイズの標準偏差である. a1と a2はセンサーによって特徴づ
けられるパラメータである. ここで, 第 2項は信号に依存しない独立したノイズで
あり, 第 3項は信号に依存したノイズである. センサーに入力された信号はカメラ
内の処理により非線形変換され, 量子化される. つまりカメラの出力を uとすると,
u = G(y) + q
と記述できる. ここで qは量子化誤差である. 本手法では, この出力 uに逆カメラ
レスポンスカーブをかけるため,




F (G (y)+q)  x  F (G (y))+F 0 (G (y))q  x
= y+F 0 (G (y))q  x
= a11+a22 x+F 0 (G (Y ))q
(3.14)
ここで逆レスポンスカーブが理想的であると仮定しており, カメラレスポンスカー
ブ Gは, F により打ち消される. つまりF(G(y)) = yとなる. これを露光時間 tで
除算することによりノイズ項 nを得る.
n = (a11 + a22  x+ F 0 (G (y))q) =t (3.15)
提案する重み関数は, 式 (3.15)で表されるノイズモデルの逆関数で次式のように定
義される.
!0 (u) = M (u) 1
((a11+a22 x+F 0 (G (y))q) =t)
 M (u) 1
((a11+a22 y+F 0 (G (y))q) =t)
= M (u) 1
((a11+a22 F (u)+F 0 (u) q) =t)
(3.16)
M (u)は u = 0と u = 1で 0の値をもち, それ以外では 1をもつマスク関数であ






とは困難である. そこで, 式 (3.16)を次式のようにパラメーターを簡略化した形で
表すことにする.
! (u) =M (u)  1
(b1 + b2F (u) + b3F 0 (u)) =t (3.17)
パラメータ b1, b2, b3は, 提案する重み関数のパラメータであり, ユーザーが手動で
調節する. 実験では, ノイズが小さくなる値を手動で求めている. 分母の第 1項と




数となり, b3を大きくすると量子化ノイズを軽減する重み関数となる. なお, 暗部
ノイズの除去実験では, パラメータは画質を考慮して手動で適した値を探索し, 結
果 b1 = 0:001, b2 = 0:99, b3 = 0:01と画像に依存しない固定した値を用いる. これ
は, 高 ISO感度設定で暗所を撮影した際に生じる暗部ノイズの除去を目的として









得している. ここでは, 絞り値を固定し, 露光時間のみを変化させて撮影している.
提案手法は手持ちカメラの撮影において手ぶれしない ISO感度設定での撮影を想
定しているため, ISO感度を 1600と設定しGround truth用に各露光 15枚ずつ (各
シーン, 合計 3 15 = 45枚)撮影した. ただし, 提案する統合手法と従来の統合手
法のノイズ除去性能の差を明確にするために三脚を用いて位置ずれのない画像群




る, Bilateral Filter [3], およびBM3D [65]を適用し除去を行った結果との比較を行
う. 従来手法のパラメータはノイズ除去とエッジ保存, 二つの基準において最も良





によりノイズ除去を施したHDR画像の結果を図 3.5に示す. ただし, 従来の統合
手法, 提案手法ともに, センサーノイズを軽減するパラメータ設定の提案手法の重





よりトーンマッピング処理を施したLDR画像を示している. 図 3.5より, 従来手法
のBilateral Filter [3]ではどの画像でもノイズの軽減が確認できるが, 画像本来の
エッジがボケてしまっている. もう一方のBM3D [65]では, 明部はシャープになっ
ているが, 暗部では少し平滑化が効きすぎている. 従来手法に対して, 提案手法で
は, 明部が少しぼやけてはいるものの, 暗部の詳細は残されている結果となった.
図 3.5(a)の看板のフレア付近では, BM3D [65]はシャープだが, 提案手法では若
干擬似エッジが残っている. しかし, 看板付け根の草の詳細は, 提案手法の方が良
く残されている. また, BM3D [65]の平滑化が効きすぎている暗部付近, 特に看板
の右側や地面で, BM3D [65]特有の幾何学模様のような擬似エッジが確認できる.
図 3.5(b)では, 提案手法と BM3D [65]の結果では差がほとんどない. しかし, 図
3.5(c)の黒い照明カバーで, 提案手法では若干エッジの詳細が崩れている印象を受






に対して PSNR, SSIM [1], これら二つの定量評価方法による比較を行った. ここ






図 3.5: 各手法により生成されるHDR画像の比較: (左から)Ground truth, 従来の
統合手法, 提案手法, Bilateral Filter, BM3D.
グは, Reinhardら [5]のローカルトーンマッピング, 局所コントラストを強調する
CLAHEのトーンマッピング [52], MATLABの tonemap関数である. 定量評価結
果を表 3.1, 3.2に示す. 表 3.1, 3.2より, 提案手法はReinhardらのトーンマッピン
グ [5]で従来手法よりも良好な結果となっている.
そこで, 図 3.6に Reinhardらのトーンマッピング [5]結果をそれぞれ示す. 図
3.6よりBM3D [65]では平滑化が効きすぎているため画像右側の壁のテクスチャの
詳細がなくなっているのに対し, 提案手法ではノイズを除去しつつ, テクスチャや





表 3.1: 各トーンマッピング後の画像の PSNR比較.
Tone-mapping Reinhard [5] CLAHE [52] MATLAB関数
Noisy image (scene1) 29.87 34.09 27.97
(scene2) 38.83 31.95 35.68
our method (scene1) 37.91 36.02 30.22
(scene2) 43.49 33.80 37.49
Bilateral Filter (scene1) 27.09 34.23 25.38
(scene2) 36.90 35.09 36.03
BM3D (scene1) 32.79 36.78 30.97
(scene2) 38.74 34.10 37.40
表 3.2: 各トーンマッピング後の画像の SSIM比較.
Tone-mapping Reinhard [5] CLAHE [52] MATLAB関数
Noisy image (scene1) 0.993 0.981 0.989
(scene2) 0.997 0.958 0.994
our method (scene1) 0.997 0.984 0.993
(scene2) 0.998 0.962 0.995
Bilateral Filter (scene1) 0.986 0.975 0.983
(scene2) 0.997 0.966 0.993
BM3D (scene1) 0.996 0.983 0.993




細情報を強調するため, 全輝度域で等しく平滑化された結果となった BM3D [65],
Bilateral Filter [3]と, 提案手法を比較した時, 提案手法は若干数値が劣る場合があ
る. これは, 提案手法は暗部のノイズの軽減に重きを置いており, 高輝度域のノイ
ズ除去をあまり考慮していないため高輝度側のノイズが強調され数値に影響した




図 3.6: Reinhardらのトーンマッピング [5]によりダイナミックレンジ圧縮され










る重み関数を設計することができる. そこで, 式 (3.17)のパラメータを b1 = 0:001,
b2 = 0:99, b3 = 0:01と設定しセンサーノイズを軽減する重み関数を用いた結果, ま
た, b1 = 0:001, b2 = 0:01, b3 = 0:95と設定し量子化ノイズを軽減する重み関数を
用いた結果をそれぞれ図 3.7に示す. ここでは極端な場合のみを示したが, 本例に
より提案手法の効果が見て取れる. 図 3.7より, 提案手法の重み関数は, 従来の hat
関数に比べ, 選択的に, センサーノイズと量子化ノイズを軽減することができてい










本手法はMATLAB上 (Intel Core i5 2.3GHz CPU, 8GB RAM, 64bitオペレー




図 3.7: 重み関数の性能比較: (左)従来手法-hat関数, (中央)提案手法-センサーノ
イズを軽減する重み関数, (右)提案手法量子化ノイズを軽減する重み関数.
て処理時間は 1[sec]以下である. 一方, BM3D [65]の実行時間は平均 36[sec]程度





提案手法は, Reinhardらのトーンマッピング [5]では, どの従来手法よりも良好
な結果を得ることができ, MATLABのトーンマッピングでは, Bilateral Filter [3]
よりも良好な結果で, BM3D [65]と同等の結果が得られた. CLAHE [52]のような
微細な詳細情報を過度に強調するトーンマッピングでは, 提案手法では対象として
いない高輝度域のノイズが強調されるため, 従来手法に劣る場合もある. SSIMに























まず,カメラを三脚で固定し, ISO感度設定 1600で撮影した多重露光画像と, ISO
感度設定 100でカメラのストロボ発光により撮影したフラッシュ画像を用意する.
ただし, 絞り値は固定で, シャッタースピードのみを変え撮影している. 図 4.1に











す. 提案手法では, フラッシュが十分に届いている領域では, 後述する LCDPフィ
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図 4.1: 補助画像を用いた多重露光画像統合の処理フロー.







射影フィルタリング (LCDPフィルタリング)について述べる. この LCDPフィル
タリングでは, 局所色線形性 [5] の性質を利用している. つまり, 局所領域のRGB
の分布は, RGB空間で直線または平面で近似できるという性質である. 図 4.3-(a)
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図 4.2: 補助画像による高露光画像復元の処理フロー.
はフラッシュ画像の局所領域, 図 4.3-(b)はノンフラッシュ画像の局所領域, そして,




y  Ag + b;
Aと bは 3 3の変換行列と, 3 1のオフセットベクトルである. また, gと yは
それぞれ, フラッシュ画像と高露光画像 (ノンフラッシュ画像)のある画素における








fwi;j(Aigj + bi   yj);+"AkAik2F + "bkbik22g; (4.1)
ここで, wi;jはガウス型の重み [87], はロバスト関数である. シフトベクトルbが大
きな値をもつ場合,結果に悪影響を与えてしまう恐れがある. そこで,コスト関数に
"bkbik22を制約項として加えている. もし,式 (4.1)で(p) = kpk2とwi;j = 1を選ん




を用い外れ値の影響を軽減している. 実際には, 式 (4.1)は反復重み付き最小二乗
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(a) フラッシュ画像 (b) ノンフラッシュ画像 (c) LCDPフィルタリング
(d) 各 (a), (b)のRGB色分布
図 4.3: フラッシュ/ノンフラッシュ画像ペアの局所領域における色分布の線形性.























 F (u) ; (4.3)
 と tは, それぞれ入力画像の ISO感度の利得とシャッタースピードである. uは入
力の画素値である. また, F()は逆カメラレスポンスカーブである. r(u)は推定さ
れた照度である. そして, 次式によりアルファマップAを計算する.
Ai =M(gi; yi) (r(gi)  r(yi)) ; (4.4)
M()は, フラッシュ画像, 高露光画像の画素値どちらか一方でも飽和していれば
0を, それ以外では 1を返すマスク関数である. Aの値は [0, 1]の範囲に正規化し
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ている. 更に, 平滑化フィルタとガンマ補正をAに対して行い, ノイズに対してロ
バストにしている. また, このアルファマップは, フラッシュ光が十分に届いてい
る領域では, ノンフラッシュよりも照度の値が高くなるという仮定の下導出してい
る. そして, このアルファマップを基に次式により画像を統合する.
gi = Ai  bgi   (1 Ai)  eyi (4.5)
bgiと eyiは, 高露光画像とフラッシュ画像を基にLCDPフィルタリングにより復元し
た高露光画像, および, Bilateral Filterにより平滑化された高露光画像である. こ









CANON EOS 20Dを用いて撮影した. ただし, ISO感度設定は 1600で Ground
truth用に各露光 15枚ずつ (各シーン, 合計 3 15 = 45枚)撮影した. また, フラッ






示す. 図 4.6より, LCDPフィルタリングによる復元結果のコントラストの低下が
確認できる. 一方で, アルファマップによる画像統合では, 画像のコントラストを
維持できていることが確認できる. LCDPフィルタリングでは, フラッシュ画像に
おいて十分にフラッシュが届いていない領域が存在する場合, 階調不足により結果








次に, 高露光画像のノイズ除去性能を従来手法と比較する. ここでは, Petschnigg
ら [6]の手法を従来手法としている. Petschniggら [6]の手法は, ノンフラッシュ画
像のノイズ除去にフラッシュ画像を併用し, フラッシュ画像の鮮明なエッジとノン
フラッシュ画像の鮮やかな色彩の合成を試みている. ノンフラッシュ画像を平滑化
する際には Bilateral Filter [3]を用い, エッジ保護に関する重みをフラッシュ画像
をもとに生成することで, ノンフラッシュ画像では不鮮明となるエッジを平滑化か
ら保護している. 本実験で用いたアルファマップを図 4.7に示す. また, 図 4.8に提









図 4.5: フラッシュ画像: (左) scene1, (中央) scene2, (右) scene3.
(a) (b) (c) (d)
図 4.6: フラッシュ画像を用いた高露光画像の復元結果: (a) 入力高露光画像, (b)






像を生成しその結果を示す. ここでは, 式 (2.1)の従来統合手法, 従来のノイズ除去
手法であるBM3D [65]とBilateral Filter [3]との比較を示す. ただし, 本実験では,
図 4.4-scene1を CLAHE [52]のトーンマッピング手法によりダイナミックレンジ
圧縮したHDR画像と, 図 4.4-scene2 を Jinnoら [51]のトーンマッピングによりダ
イナミックレンジ圧縮したHDR画像をそれぞれ示す. 従来手法のパラメータはノ
イズ除去とエッジ保存, 二つの基準において最も良い画質になるように設定してい
る. ただし, Bilateral Filter [3]に関しては, 本実験で用いる画像のノイズが暗部の
詳細よりも強く, ノイズが十分に消えるほど除去を行うと画像のエッジがボケてし
まったため, エッジがボケないようパラメータを設定しノイズ除去を行っている.
図 4.9に各手法により得られたHDR画像を示す. 図 4.9より, Bilateral Filter [3]で
はどの画像でもエッジを保持しつつ十分にノイズ軽減が行えていないことが確認
できる. もう一方のBM3D [65]では, ノイズは軽減できているが, 暗部において画
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図 4.7: アルファマップの生成例.




なった. 図 4.9-(c)では, BM3D [65]では, ノイズを除去することができているが,
BM3D [65]特有の幾何学模様のムラが見られ, 画像の直線的なエッジが強調されて
いるように見える. また, 右上の壷の表面の細かいディティールが潰れている. 対
して, 提案手法では, 画像の詳細を復元できており, 壷の表面のディティールも保
たれている.
次に, 提案手法の妥当性を定量的に評価するために, トーンマッピング後の画像
に対して PSNR, SSIM [1], これら二つの定量評価方法による比較を行った. その
結果を表 4.1, 4.2に示す. ただし, ここでは 3種類のトーンマッピング手法によ
りダイナミックレンジ圧縮を行った LDR画像を用いて定量評価を行っている. 3
種類のトーンマッピング手法はそれぞれ, Reinhardら [5], Jinnoら [51], そして,
MATLABの tonemap関数である. ここで, Jinnoら [51]のトーンマッピング手法
は, ガウシアンピラミッドを用い画像中の微細な情報を強調するトーンマッピング
手法となっているため, 微細なコントラストが強調される. 表 4.1, 4.2より, ほぼす
べての場合において提案手法が高い数値を示している.
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図 4.8: 高露光画像の復元結果: (上段左) Ground truth, (上段右) 入力高露光画像,
(下段左) 提案手法, (下段右) 従来手法 [6].
4.4 第4章のまとめ
本章では, 補助画像を用いた多重露光画像統合手法を提案した. 実験では, どの
従来手法よりも良好な結果を得ることができ, 従来のノイズ除去手法の中でも最も
性能の高いBM3D [65]よりも暗部の良好な復元結果が得られた. また, 定量評価で





表 4.1: トーンマッピング後の画像の PSNR比較.
Tone-mapping Reinhard [5] Jinno [51] MATLAB関数
従来統合手法 scene1 28.31 21.24 22.30
scene2 27.87 20.21 22.37
scene3 30.17 19.56 23.38
提案手法 scene1 30.14 24.34 27.97
scene2 29.93 24.02 25.70
scene3 32.15 22.62 23.60
従来統合+Bilateral Filter scene1 28.21 21.70 22.38
scene2 27.34 19.94 22.01
scene3 27.78 17.87 23.22
従来統合+BM3D scene1 28.46 21.81 22.33
scene2 27.96 20.80 22.08
scene3 28.23 17.71 23.54
表 4.2: トーンマッピング後の画像の SSIM比較.
Tone-mapping Reinhard [5] Jinno [51] MATLAB関数
従来統合手法 scene1 0.947 0.838 0.923
scene2 0.950 0.803 0.909
scene3 0.933 0.831 0.907
提案手法 scene1 0.966 0.880 0.965
scene2 0.962 0.837 0.931
scene3 0.950 0.877 0.904
従来統合+Bilateral Filter scene1 0.944 0.837 0.925
scene2 0.935 0.788 0.903
scene3 0.917 0.781 0.899
従来統合+BM3D scene1 0.950 0.844 0.928
scene2 0.950 0.815 0.922




図 4.9: HDR画像生成結果: (上段左) フラッシュ画像, (上段中央) Ground truth,












へ応用する. まず, 5.1節では, 提案手法の概要について述べ, 5.2節では, 多重露光
画像統合の行列表現について述べ, 5.3節では提案手法で用いるTV正則化につい
て述べる. そして, 5.4節では, 多重露光画像統合のための重み最適化問題の定式化









いHDR画像 hとノイズを抑圧する統合の重みwk(k = 1; 2;    ; K)を与えられた
画像群 uk(k = 1; 2;    ; K)から求めることを考える. しかし, 2変数の最適値を同
時に求めることは, 本質的に不良設定問題である. そのため, 未知の変数を交互に
推定する反復アルゴリズムを提案する. まず, 従来の重み関数 [4]より求めた重み
を推定の初期値とし, 式 (5.3)より画像 hを求める. そして, 得られた hをもとに




まず, 入力画像をN  1のベクトルに再構成した uk (k = 1; 2;    ; K)と定義す
る. ここで, Kは画像の枚数である. 多重画像の統合はK枚の重み付けされた画像





ここで, Uk およびwk(2 RN)は, k枚目の入力画像を対角成分にもつN  N(N :



















Ukwk   hk22 +  khkTV (5.3)
ここで, はコスト関数の重みパラメータであり, k  kTV は画像勾配の全変動に関
する正則化項である. この最小化問題は凸最適化アルゴリズムを用いて解くこと























行列Dh2NN , 垂直方向一階微分畳み込み行列Dv2NN を垂直に連結した行
列である. はコスト関数の重みパラメータである. そして, 集合C0;1は次式で定
義される.
C0;1 = fx 2 RN j xi 2 [0; 1] (i = 1; 2;    ; N)g:







(Uk  UK)wk + uK (5.5)
ここで, 行列 P 2 RNN(K 1)とw 2 R(K 1)N をそれぞれ以下のように定義して
いる.



















0; if v 2 C0;1
+1; if v =2 C0;1 (5.7)
そして, Q 2 RNN(K 1)は, fN N(K   1)g の行列であり, K   1個の単位行列
IN 2RNN により構成される.






る正則化項である. また, 3項目は重みの取りうる値の範囲を [0; 1]に収めるための






















s.t. z1 = DPw; z2 = Qw; zk+2 = wi(k = 1; 2;    ; K   1); (5.8)
この最小化問題の各項は, x = w 2 R(K 1)N , z = [z>1 ;    ; z>K+1]> 2 RK+1(z1 2
R2N ; zk+12RN(k = 1; 2;    ; K   1))と定義すると, 式 (2.11）の各関数にそれぞれ
以下のように割り当てられる.
f(x) = kPw + uK   hk22;








IN O    O




O O    IN
3777777775
(2 ((K+2)N(K 1)N);
よって, ADMMアルゴリズムに適用可能となる. 式 (5.8)の最適解を求めるための
処理手順をアルゴリズム 1に示す.
56
Algorithm 1 Algorithm for solving (5.8)
1: 多重露光画像 uk (k = 1;    ; K)を入力とし, 従来の多重露光画像統合手法よ
り基準HDR画像 hを取得する.
2: l = 0と設定し, コスト関数の重み , そして, ペナルティ項の重み i (i =
1;    ; K + 1)を設定する.
3: 各変数と双対変数の初期値を設定w(0), z(0)j , b(0)j (j = 1;    ; K + 1).
4: while 収束条件を満たすまで do
5: w(l+1) = arg min
w
kPw + uK   hk22 +
1
21









kz(l)k+2  wk   b(l)k+2k22
6: z
(l+1)
1 = arg min
z1
kz1 +DuKk1 + 1
21
kz1  DPw(l+1)   b(l)1 k22
7: z
(l+1)





kz2  Qw(l+1)   b(l)2 k22
8: for k = 1 : K   1
9: z
(l+1)


















(l+1)   z(l+1)2 )







k   z(l+1)k+2 )
15: end
16: l = l + 1
17: end while
アルゴリズム 1の 5行目の未知変数wに関するサブ問題は単純な二次形式であ
















P> (h  uK) + 1
1
P>D> (z1   b1) + 1
2







式 (5.9)は, 正規方程式Ax = bであるため未知変数 xの解は逆行列計算により得
られる. ここでは, 共役勾配法 [129,130]を用いてwの解を求めている.
アルゴリズム 1の 6行目の未知変数 z1に関するサブ問題は, `1ノルムの近接写
像により効率的に求めることができる. ここで, 式 (2.10)より `1ノルムの近接写像
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は, 次式のように単純なソフト閾値操作となり, z1の解は要素ごと (i = 1;    ; 2N)
に得られる.
z1;i = [prox1k d2k1(d1)]i =
8><>:
d1;i     1; if d1;i     1 >  d2;i
d1;i +   1; if d1;i +   1 <  d2;i
 d2;i; otherwise
(5.10)
ここで, d1;i, d2;iはそれぞれDPw + b1とDuK の i番目の要素である.
アルゴリズム 1の 7行目の未知変数 z2, 9行目の未知変数 zk+2(k = 1;    ; K 1)
に関するサブ問題の解は距離射影 PC0;1 により求めることができる. ここでは, z2
に関するサブ問題の解法のみを示す. 式 (2.7)より z2の最適解は次式のクリッピン
グ操作により要素ごと (i = 1;    ; N)に求まる.
z2;i = [PC0;1(d3)]i =
8><>:
0; if d3;i < 0
d3;i; if 0  d3;i  1
1; if d3;i > 1
(5.11)









式 (5.6)の各項は, x = w2R(K 1)N , y = [y>1 ;    ;y>K+1]>2RK+1(y12R2N ;yk+12
RN(k = 1; 2;    ; K   1))と定義すると, 式 (2.12）の各関数にそれぞれ以下のよう
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Algorithm 2 Algorithm for solving (5.6)
1: 多重露光画像 uk (k = 1;    ; K)を入力とし, 従来の多重露光画像統合手法よ
り基準HDR画像 hを取得する.
2: l = 0と設定し, コスト関数の重み , そして, パラメーター i (i = 1; 2)を設定
する.
3: 各変数と双対変数の初期値を設定 x(0) = w (wは従来の重み算出手法より入力
画像から算出した重み), y(0) = Lx.
4: while 収束条件を満たすまで do









7: l = l + 1
8: end while
に割り当てられる.






IN O    O




O O    IN
3777777775
(2 ((K+2)N(K 1)N);




where y1 = DPx (2R2N);y2 = Qx (2RN);yk+2 = xk (k = 1;    ; K   1; 2RN)
and y = [y>1 ;y
>
2 ;    ;y>K+1] = Lx (2R(K+2)N) (5.12)
よって, PDSアルゴリズムに適用可能となる. 式 (5.6)の最適解を求めるための処
理手順をアルゴリズム 2に示す. アルゴリズム 2の 5行目の未知変数 xに関する近
接写像は次式より与えられる.
prox1g (x) = x
(l)   1
 rf  x(l)+ 1Ly(l) (5.13)





2x(l+1)   x(l) =
y(l)   2L
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ここで, proxk+DuKk1=()は式 (5.10)と同様のソフト閾値操作であり, PC0;1()は










1. 入力の低解像度画像 lの各パッチ liについて:
(a) スケーリング因子 stで入力画像 lから得られたダウンスケール画像群
Nstから i番目のパッチ liのK近傍パッチ fvli;kgKk=1を探索する.




















図 5.2に提案する超解像アルゴリズムの概要を示す. 提案手法では, パッチの平
均エネルギーを取り除いた差分情報に対し超解像処理を行う.
5.5.2 K-NNパッチ探索
従来手法では [131], ダウンスケール因子 stで得られるダウンスケール画像セッ
トNst は入力低解像画像 lから画素シフトとダウンスケールに基づきK-NNパッ
チを探索するために導入されている. ステップ 1で, 入力低解像パッチのサイズ
をm  m, 反復回数を tとする (初期値を t = 1とする). ダウンスケール因子は
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図 5.2: 提案する超解像手法の処理フロー.
st=(m+(t 1)p)=(m+tp)より算出される.　つまり, 反復回数 tの増加に伴い p画
素単位でスケールを拡張している. このアプローチは非常に非効率的で冗長であ
る. そこで, 提案手法では 5つの異なるブラーカーネル（0度から 135度の区間で

























i;k2C0;1 (k = 1; 2;    ; K) ; (5.16)
ここで, li2Mは入力低解像画像 lの i番目の画素を中心とした画素数Mの低解像
パッチであり, bwli=hwl>i;1 wl>i;2    wl>i;Ki>2MKはK-NNパッチVli;k=diagnvli;ko2







i;k と定義している. また, bD = diagfD0;D0;    ;D0g 2
2MKMK は水平・垂直方向一階微分行列をK個水平方向に連結した差分演算行
列である. また, C0;1は以下で定義される凸集合である.



























i;2    wl>i;K 1
>
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ここで, Q2MM(K 1)はK   1個の単位行列により構成される fM M(K  
1)gの行列である. ここでは, 式 (5.16)の一階微分ブロック対角行列 bDを eD 2
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がPKk=1wli;k = 1を満たすための項, 四項目は重みwli;kの取りうる値を [0; 1]の範
囲に収めるための項である.
式 (5.18)のコスト関数は凸関数であるため, 5.4.3項と同様に PDSアルゴリズ
ム [122]を適用し解くことができる. 超解像の問題では, PDSアルゴリズムを適用
するために次のように各変数を設定している.
f (x) = kPlix+ vli;K   lik22;
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 2 M(3K 2)M(K 1) ;
h (z) = kxak1 + C0;1 (xb) +
PK 1
k=1 C0;1 (xck) ;
where xa = eDx  22M(K 1) ;xb = Qx  2M ;
x = [x>c1 x
>












最適な重み fwli;kgK 1k=1 が求まると, これを基にK-NN超解像パッチ fVhi;kgKk=1を
統合する. 低解像パッチと高解像パッチペアはサイズが異なるため, 求めた重み
fwli;kgK 1k=1 にバイキュービック補間を適用することによって高解像パッチのための










り返し行う. それから, 得られた高解像パッチの重み付き平均により高解像画像 h

















として, 重みの算出に hat関数を用いる手法 [4], 式 (5.3)のTV正則化を用いたノ
イズ除去手法を用いている. TV正則化では, 従来の hat関数 [4]により算出した重
みを入力に用いている.
白色ガウス雑音の除去
まず, 絞り値を固定し, 異なるシャッタースピードによって撮影された 3枚の画
像を 3セット用意した. ここでは, ディジタル一眼レフカメラ CANON EOS 20D
を用いて ISO設定を ISO100としノイズが生じないように撮影している. これらの
設定で得られた画像群を従来の統合手法式 (2.1)より統合し得られたHDR画像を
本実験でのGround truthとする. ただし, 統合の際の重みは hat関数 [4]により算
出している. そして, 実験画像に白色ガウス雑音を人工的に付加したものを入力画
像とする.
図 5.3に各手法により得られたHDR画像を示す. ここでは, 各 3シーンの入力画
像を用いて, Ground truth, hat関数 [4]を用いた式 (2.1)の従来の統合手法により














図 5.3: 人工付加雑音により劣化した多重露光画像の統合結果: (左から) Ground
truth, 従来の統合手法 (hat), 従来手法 (hat+TV正則化), 提案手法.
次に, SNRとNSNRによる数値の比較実験を行い, その結果を表 5.1に示す. こ
こでは, HDR画像の定量評価方法として, Ground truthの HDR画像と, 各手法




数値評価を行うために, 非線形 SNR (NSNR: Nonlinear SNR)を導入する. NSNR
は Reinhardらのトーンマッピング [5]より HDR画像を一度ダイナミックレンジ
圧縮し, その後, SNR値を計算することで得られる. Reinhard [5]のトーンマッピ
ングは, 人間の視覚特性を考慮したトーンマッピングとなっているためHDR画像
の評価方法として適切である. 表 5.1より, すべてのシーンにおいて SNR, NSNR
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表 5.1: SNR, NSNRによる比較結果.
従来の統合手法 (hat) 従来手法 (hat+TV正則化) 提案手法
Image SNR NSNR SNR NSNR SNR NSNR
scene1 15.3 23.8 17.4 24.4 19.3 26.4
scene2 15.4 27.0 19.2 28.2 20.8 32.2




ジタル一眼レフカメラ CANON EOS 20Dを用いて ISO1600で高感度撮影を行い
多重露光画像を取得した. ここで, ISO1600で各露光画像を 15枚ずつ撮影し, それ
ら 15枚を平均し得られた各露光の平均画像を入力とし従来の統合手法式 (2.1)で
生成した画像をGround truthとする.
図 5.4に各手法により得られたHDR画像を示す. ここでは, センサーノイズの生
じた各 2シーンの入力画像を用いて, Ground truth, hat関数 [4]を用いた式 (2.1)












で記した結果画像を示す. 図 5.5の赤い円の領域は, 従来手法 (hat+TV正則化)で






図 5.4: センサーノイズにより劣化した多重露光画像の統合結果: (左から) Ground
truth, 従来の統合手法 (hat), 従来手法 (hat+TV正則化), 提案手法.
アルゴリズムの比較
ここでは, 5.4.2項, および 5.4.3項で提案した重み最適化問題の解法アルゴリズ
ムの比較, 考察を行う. 本章で提案する重み最適化問題は, 凸最適化問題であるた
め, ADMMアルゴリズム, PDSアルゴリズムを用いて大域的最適解を求めること
ができる. そのため, これらのアルゴリズムでは, 同じ入力画像とコストの重みを
与えた場合, 十分な反復回数で同じ解が得られる. そこで, アルゴリズムの処理時
間と計算コストについて議論する.
提案手法はMATLAB上 (Intel Core i5 2.3GHz CPU, 8GB RAM, 64bitオペレー
ティングシステムPC)で実装している. ここでは, 図 5.3-scene1の (300 300 3)
の画像を用いて処理時間の比較を行う. まず, アルゴリズム 1に示すADMMアル
ゴリズムを用いて最適な重みを求める場合の処理時間は, 約 241[sec]であった. 次
に, アルゴリズム 2に示す PDSアルゴリズムを用いて最適な重みを求める場合の
処理時間は, 約 69[sec] であった. ADMMアルゴリズムに比べ PDSアルゴリズム
を用いた場合, 約 70%の処理時間の削減が実現できた. ADMMアルゴリズムを用









本項では, Turkanらの超解像手法 [131] との比較実験の結果について述べる. 本
実験では, 所望のスケールを s=2, 初期低解像パッチのサイズをm=3, そして, 反
復におけるサイズ拡張の画素数を p = 1とそれぞれ設定した. また提案手法では
探索近傍パッチの数をm = 8と設定した. 従来手法のパラメータについては, 文
献 [131]で用いられたものを設定している.
図 5.6より, 提案手法ではニットやスカーフの詳細が従来手法に比べ鮮明に復元
できている. 図 5.7では, 毛並みの複雑なテクスチャ情報を復元できていること





次に, 提案手法の妥当性を示すために PSNRと SSIM [1] を用いた従来手法との
数値比較実験を行った. ここでは, PSNRと SSIM [1] を算出するために, 正解の高
解像画像としてOldmanとFoxを用い, さらに, スケール因子 s=2でダウンスケー
ルした画像をそれぞれ入力画像として用いた. 表 5.2に各画像の定量評価結果を示
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(a) 従来手法 [131] (b) 提案手法
図 5.6: 超解像結果-Oldman.
す. 結果より, PSNR, SSIM [1] 双方の評価において提案手法は従来手法に比べ良
い定量評価が得られることが確認できた.
本実験では,超解像の重み最適化問題の解法をMATLAB上 (Intel Core i7 2.4GHz
CPU, 8GB RAM, 64bit オペレーティングシステム PC)で行った. 画像サイズ




提案する重み最適化問題は, 式 (5.4), および, 式 (5.16)のコスト関数の二項目に
損失関数と正則化項のバランスを決定するパラメータ  をもち, これはユーザー
が設定するパラメータである. 結果画像の平滑化度合いはこのパラメータの値に
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(a) 従来手法 [131] (b) 提案手法
図 5.7: 超解像結果-Fox.
依存する. もし, ユーザーがより滑らかな結果を望む場合は, このパラメータに大
きな値を設定し, そうでない場合は小さい値を設定することで所望の結果を得るこ
とができる. 多重露光画像の統合実験では, 白色ガウス雑音とセンサーノイズそれ










表 5.2: PSNR, SSIM [1]による比較結果.
従来手法 [131] 提案手法
Image PSNR SSIM PSNR SSIM
Oldman 31.32 0.8781 32.92 0.9217














た, 暗部をもつシーンにおいて多重露光画像を撮影する際, 高感度撮影, 長時間露











まず, 6.1節では, 従来の露光合成手法 [7]のアルゴリズムについて説明し, その問






EF [7]では, 露光アンダー/オーバーのない画像を取得するために, 露光を変え
撮影した多重露光画像に対して, 次の三つの項目に関してそれぞれ算出した重みを
統合に用いる.
 彩度: 写真は露光時間が長くなるにつれて, 色の鮮やかさは失われる傾向に
あり, 一般に鮮やかな色合いが望まれるため, 統合の重みとして考慮する必
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(IR   )2 + (IG   )2 + (IB   )2
3
(6.1)
ここで, IR; IG; IBは入力画像 Iの各RGBチャンネルの画素値であり, はそ
れらの平均値である.
 露光: 画素強度値 0.5付近が適正露光であると仮定し, 統合においてその画素
強度を保ち, 逆に, 露光アンダーや, 露光オーバー付近の画素値を飽和値とし









ここで, はガウス分布の標準偏差であり, 従来手法では  = 0:2を用いてい
る. カラー画像を扱う場合は, 各RGBチャンネルごとに式 (6.2)より重みを
算出し, その結果を乗算する.
 コントラスト: 画像の鮮明さに関する重みは, 輝度画像 IY に対してラプラシ
アンフィルタを適用しその絶対値を取ることで算出する.
wc = jhl  IY j (6.3)








アンピラミッドを用いた多重解像度表現での統合を行っている [135]. 図 6.1にそ
の概要を示す. ここで, 画素数N の画像 u2RN の q層目のガウシアンピラミッド











ここで, w(k)f 2RN は k番目の露光画像から式 (6.4)により算出した重みマップであ
る. ただし, 画像の平均的な明るさを保つために, 重みマップをPKk=1w(k)f = 1を
満たすように正規化している. ここで, 12RN は要素が全て 1のベクトルである.
gq(w
(k)
f )は重みマップの q層目のガウシアンピラミッドであり, lq(u(k))は k番目の
多重露光画像 u(k)の q層目のラプラシアンピラミッドである. また, 
は要素ごと
の乗算を表す演算子である. ラプラシアンピラミッドを用いた画像の統合は各階層
ごとに式 (6.5)で定義される重み付き平均により行われる. 同様に, 各画像の最上
位層のガウシアン画像 (画像のエネルギーに相当)も対応する重みマップのガウシ















図 6.2: 従来の露光合成 [7]で用いられる重みマップの例.
に現れると考えられる. 図 6.2に従来の露光合成手法 [7]の重みマップの算出例を





























(a) 入力画像 (b) ストラクチャ成分 (c) テクスチャ成分
図 6.4: ストラクチャ/テクスチャ分離の例.
ここで, pj = [xj yj 1]>2R3, p0j = [x0j y0j 1]>2R3は基準画像と補正対象画像にお
ける j番目の対応点のそれぞれの位置を同次座標で表現した座標ベクトルである.






kpj  Hp0jk22 s.t. kHkF = 1 (6.7)
ここで, 自明な解を防ぐために射影変換行列Hのフロベニウスノルムが 1となる







Karacanらの手法 [68]では, 入力画像 y2R3N は, ストラクチャ成分 s2R3N とテ
クスチャ成分 t2R3N により構成されていると仮定し次式のモデルを用いている.
y = s+ t
上式より, 構造保存平滑化フィルタによりストラクチャ成分 sを求め, それと入力
yとの差をとることでテクスチャ成分 tを求めている. 図 6.4にストラクチャ/テク













合手順を図 6.5に示す. 入力画像に焦点ボケが生じている場合, 適正露光領域, お
よび, 合焦領域の画素値に高い重みを付ける必要がある. しかし, 従来の EF [7]で
は式 (6.4)を用いて, 彩度, 露光, そして, コントラストに基づく重みを掛け合わせ
ることで統合のための重みマップを導出するため, 適正露光領域に焦点ボケが生じ
ている場合, または, 合焦領域が非適正露光領域に分布している場合, 重みが打ち





彩度,露光に関しては,式 (6.1), (6.2)により算出した重みを乗算したwse = ws we
を, コントラストに関しては, 式 (6.3)を基に算出したwcをそれぞれ統合の重みと
し, 式 (6.5)により画像の統合を行う. ただし, 提案手法では, 式 (6.3)の hl  IY の
結果にガウシアンフィルタリングにより平滑化を行い絶対値をとることでコント





>2R3N と定義する. sR!se ; sG!se ; sB!se 2RN は彩度, 露光に関す
る統合結果の各RGBチャンネルである. 同様に, コントラストに関する統合結果
を s!c=[s>R!c s>G!c s>B!c ]>2R3N と定義する.
6.5.2 最適化を用いたストラクチャ成分の統合




ks!se   s^k22 + kL(s!c   s^)k22 (6.8)



























ここで, Ffg, F 1fgはそれぞれフーリエ変換と逆フーリエ変換を表し, Ffgは複







図 6.6にストラクチャ成分の統合例を示す. 提案手法により得られた s^は, 彩度























ここで, t(k)Rn; t(k)Gn; t(k)Bnは k枚目の露光画像のテクスチャ成分の n番目の各RGB成
分である. そして, k枚目の露光画像のRGB成分を統合後のテクスチャの n番目
のRGB成分とする. 以上の処理を全画素に対して行うことで最終的なテクスチャ









いて取得しており, これらの多重露光画像は F値を低い値に設定し, 露光時間と焦
点位置を変えその他の設定を固定し撮影している. また, 露光画像は, 低露光, 中
露光, そして, 高露光の三枚とし, 各露光画像は異なる距離で焦点があっているも
のとする. いずれも動物や車などの動きのある被写体を含まない静止画像である.
本実験では, 提案手法の汎用性を確認するために屋内・屋外それぞれ 2シーンずつ








探索し, 結果  = 2:0  103と画像に依存しない値を用いた.
本実験では, 従来の統合手法である EF [7], Detail-Preserving Exposure Fusion
(DPEF) [8], Image Fusion with Guided Filtering (IFGF) [9], そして, Combining




ではQuadrature mirror lter (QMF) [139]に基づくウェーブレット変換により多





















図6.8, 6.9, 6.10, 6.11に提案手法と従来手法それぞれの統合結果を示す. 図6.8(a),
6.9(a), 6.10(a), 6.11(a)より, 提案手法, 従来手法ともに露光アンダー/オーバーの
復元が確認できる. しかし, DPEF, IFGFでは, 輝度変化の激しいエッジ付近でハ
ローが生じており, 特に青い円で囲まれた領域で顕著である. さらに, 図 6.10(a)よ
り, CEFFでは白飛びが生じていることが確認できる. 対して, 提案手法およびEF
では, シーンの大域的な輝度情報を保持できており知覚的に自然な結果となってい
る. 図 6.8(b), 6.9(b), 6.10(b), 6.11(b)より, EF, DPEF, CEFFでは赤い破線の円で
示す領域のコントラストが低下しており, 特に, scene1, 2, 4のように明暗の変化が
大きいシーンでは顕著である. これは, 入力の多重露光画像において, 適正露光領
域に焦点ボケが生じている, 又は, 合焦領域が飽和領域に存在しているため, 統合
の際に露光に関する重みとコントラストに関する重みが互いに打ち消し合うこと
により統合結果にボケが生じていると考えられる. また, IFGFと CEFFでは, ほ
とんどのシーンにおいて鮮明な詳細を保持できていることが確認できる. しかし,
図 6.9(b)の結果より, ぬいぐるみと背景の境界付近に輪郭に沿ったボケが生じてい





ンフィルタリング結果の絶対値平均 (MAL: Mean Absolute Laplacian)による比較
を行った. 結果を表 6.1に示す. 表 6.1より, 提案手法は従来手法に比べ比較的高い
MAL値を示していることが確認できる. ラプラシアンの値は画像に含まれる高周
波数成分に相当するため, 提案手法は従来手法に比べ高いコントラストを保持して
いるといえる. 例えばMAL値に 0.004の差がある場合, ラプラシアンフィルタのダ
イナミックレンジ向上を加味すると画素当たり0.001程度の差となり,画像全体では
0:001 N(N は総画素数)の変化があることになる. 有意なエッジが全画素の 5%程





scene1 scene2 scene3 scene4
EF [7] 0.0258 0.0115 0.0502 0.0325
DPEF [8] 0.0244 0.0126 0.0527 0.0330
IFGF [9] 0.0314 0.0123 0.0545 0.0371
CEFF [10] 0.0311 0.0124 0.0562 0.0408
Our method 0.0348 0.0137 0.0579 0.0385
6.7.4 処理速度
各手法はMATLAB上 (Intel Core i7 2.4GHz CPU, 8GB RAM, 64bitオペレー
ティングシステム PC)で実装されており, サイズ (256 384 3)の多重露光画像
(低露光, 中露光, 高露光の計 3枚)を入力とする場合の各従来手法の処理時間は平
均してそれぞれ, EF: 0.54[sec], DPEF: 0.91[sec], IFGF: 0.36[sec], そして, CEFF:





の特徴量 (画素強度, 勾配, 座標など)からなる共分散行列の距離を用いているため
非常に計算コストが高い. この処理時間の問題は, 並列処理やC/C++での実装に





6.13にその拡大図を示す. 図 6.12より, 全てのシーンにおいてそれぞれのフィルタ
を用いた場合の結果に大きな差異は見られないことが分かる. また, 図 6.13より,
Eduradoらのフィルタ [98]を用いた場合でも統合結果にボケが生じていないこと
が分かる. ここで, テクスチャの保存性能を比較するために scene1のテーブルクロ






















(a) 多重露光画像の統合結果 (b) 統合結果の拡大図
図 6.8: 多重露光画像の統合結果-scene1: (上から) EF [7], DPEF [8], IFGF [9],
CEFF [10], 提案手法.
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(a) 多重露光画像の統合結果 (b) 統合結果の拡大図
図 6.9: 多重露光画像の統合結果-scene2: (上から) EF [7], DPEF [8], IFGF [9],
CEFF [10], 提案手法.
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(a) 多重露光画像の統合結果 (b) 統合結果の拡大図
図 6.10: 多重露光画像の統合結果-scene3: (上から) EF [7], DPEF [8], IFGF [9],
CEFF [10], 提案手法.
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(a) 多重露光画像の統合結果 (b) 統合結果の拡大図
図 6.11: 多重露光画像の統合結果-scene4: (上から) EF [7], DPEF [8], IFGF [9],
CEFF [10], 提案手法.
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(a) Karacanらのフィルタ [68] (b) Eduradoらのフィルタ [98]
図 6.13: ストラクチャ/テクスチャ成分分離に異なるフィルタを用いた場合の統合
結果の拡大図.















































































minbvj EHDR(bvj) = jbvjj0 + K
KX
k=1
(bvj   vkj )2
ここで, 式 (3.11)のコスト関数EHDR(bvj)は bvjで不連続となる. bvj 6= 0のとき,




(bvj   vkj )2 (7.1)
となり, 解は bvj = 1K PKk=1 vkj となる.










(II) bvj = 1K PKk=1 vkj のとき,


































となる. よって, 最適解 bvj は次式によって与えられる.
bvj =
(
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