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Abstract
Our main interest here is to analyze the gauge invariance issue concerning the noncommutative
relativistic particle. Since the analysis of the constraint set from Dirac’s point of view classifies
it as a second-class system, it is not a gauge theory. Hence, the objective here is to obtain gauge
invariant actions linked to the original one. However, we have two starting points, meaning that
firstly we will begin directly from the original action and, using the Noether procedure, we have
obtained a specific dual (gauge invariant) action. Following another path, we will act toward
the constraints so that we have carried out the conversion of second to first-class constraints
through the Batalin-Fradkin-Fradkina-Tyutin formalism, obtaining the second gauge invariant
Lagrangian.
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1. INTRODUCTION
To find a way that allows us to be free of the infinities that dwell in quantum field
theory (QFT) is one of the great challenges in theoretical physics today. Another challenge
is to unify the ideas of general relativity and the ones of the quantum mechanics, where
it is believed to be the physics of the early Universe physics. One of the paths that was
believed to be the way to succeed in both problems is to work in a space-time where the
multiplication of two position coordinates operators is not commutative. In other words,
where the commutation between two coordinates operators is not zero. Of course we
are talking about noncommutative (NC) space-times (or phase spaces) in N -dimensional
formulations [1]. There are also several NC approaches where we have a nonzero positions
and/or momenta coordinates. And where the NC parameter is constant or it makes part
of the space-time or phase-space, being a coordinate operator of an extended Hilbert
space.
The first known published paper that explored a NC space-time was carried out by
Snyder [2] in order to free QFT from infinities. Short time later, Yang [3] demonstrated
that the infinities were still there and this fact put Snyder’s published ideas to sleep for
more than forty years.
At the end of the last century, motivated by the results brought by string theory, where
the authors [4] found that the resulting algebra is a NC one (reproduced through sym-
plectic formalism in [5]) the NC ideas found that the phenomenon of noncommutativity
in space-times appears in many physical systems. Abelian and non-Abelian theories were
found to be affected by NC features as can be checked in recent reviews [1]. Even in
IR/UV divergences we can encounter contributions due to a NC space-time.
Motivated by the possibility to understand the early Universe physics through a non-
constant NC parameter [6], Doplicher, Fredenhagen and Roberts introduced the currently
so-called DFR algebra [7]. In this formalism, the NC parameter is a coordinate operator
in an extended Hilbert space. Recently it was shown that this NC coordinate operator
has an associated momentum [8]. Some recent developments can be seen in [9].
Nowadays it is common knowledge that gauge invariance is a fundamental stone in
standard model theory. Consequently, the investigation of how to obtain models that
are gauge invariant is an important procedure in several areas of research in theoretical
physics.
In some mechanical models, the NC geometric approach concerning the spatial vari-
ables can be obtained [10] from the resulting canonical quantization of the basic dynamical
second-class constrained systems, in Dirac’s approach. After taking into account the con-
straints that appear in the model, the nontrivial brackets between the position coordinates
can be calculated as the Dirac brackets. A recurrent problem of the well known mechanical
NC systems is the absence of relativistic invariance since the NC parameter is a constant
matrix.
In this paper we review the Dirac’s constraint analysis of a system where a NC space-
time relativistic particle [11] is described in order to obtain gauge invariance. In this
system we have second class constraints, following Dirac’s constraint nomenclature and
we have used the BFFT [12, 13] procedure to convert these second to first-class constraints.
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Although the position coordinates do not obey the DFR algebra, the phase-space carries
a NC coordinate which is time dependent. So, the model analyzed here and the DFR
approach models share only the fact that the NC object is a coordinate of the phase-space.
Both characteristic algebras are completely different.
This paper is organized in the following manner. In the next section, we have discussed
briefly some features of NC classical mechanics. After that, in section 3, we have explained
the system discussed here, the NC relativistic particle. In section 4, we have depicted the
BFFT constraint conversion analysis. In section 5 we have discussed the constraints of
our system from the BFFT point of view. In section 6, we have used the Noether ideas
to obtain the first-class gauge invariant action. In section 7, the BFFT method was used
to obtain the second gauge invariant action. The Conclusions and final remarks were
described in Section 8.
2. NONCOMMUTATIVE CLASSICAL MECHANICS
In the name of self-containment, in this section we will describe the main steps of the
NC classical mechanics in order to explain the structure of the model explored here [11].
The different thing about the description of this model is the fact, as we said before, that
the NC object has coordinate properties and it is time dependent.
Another relevant feature is the fact that, being a coordinate, it has an associated mo-
mentum, which brings a new feature that does not appear in other NC classical mechanics
formulations. These last ones consider in general, the NC object as an algebraic and con-
stant parameter that only breaks the position coordinates commutation relation (and/or
the momenta commutation relation) and, being a constant, has no dynamics. Of course,
classically speaking, we mean the commutation relations concerning the Poisson brackets
relations. The following description has these issues discussed.
2.1. Noncommutative version of an arbitrary nondegenerate mechanics: a re-
view
Let us begin by analyzing a nondegenerate mechanical system with the configuration
space variables qA(t), A = 1, 2, . . . , n, and the Lagrangian action [11]
S =
∫
dtL(qA, q˙A) . (2.1)
Thanks to the nondegenerate feature of the system, there are no constraints in the Hamil-
tonian formulation. In this way, let pA be the conjugated momentum for q
A, and the
Hamiltonian action can be written as
SH =
∫
dt
[
pAq˙
A −H0(q
A, pA)
]
. (2.2)
The equations of motion that follow from Eq. (2.1) and (2.2) can be shown to be equiv-
alent. Namely, they also remain equivalent for any degenerated system [14, 15]. In this
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case, the Hamiltonian carries the Lagrangian multipliers. In the same way, we can de-
scribe the initial system (2.1) through the first order Lagrangian action, which is given
by
S1 =
∫
dt
[
vAq˙
A −H0(q
A, vA)
]
, (2.3)
where qA(t) and vA(t) are the configuration space variables of the system.
We can see clearly that the Lagrangians in Eqs. (2.1), (2.3) are equivalent. As a
matter of fact, writing the conjugated momentum for the variables qA and vA as pA and
πA, respectively, we can find the Hamiltonian expression for the action (2.3), the second-
class constraints
pA − vA = 0, and π
A = 0 .
After the introduction of the corresponding Dirac brackets, we can deal with the con-
straints as strong equations. Then the Hamiltonian formulation for (2.3) is the same as
for (2.1), i.e., Eq. (2.2).
The NC version of the system (2.1) can be depicted by the following Lagrangian
SN =
∫
dt
[
vAq˙
A −H0(q
A, vA) + v˙Aθ
ABvB
]
, (2.4)
where θAB is a constant matrix. It seems to be the NC parameter for the variables qA.
We will now analyze the model (2.4) in the Hamiltonian formulation (the interested
reader can see [16] for details). All the equations that compute the momenta are the
primary constraints of the model, namely, pA and π
A are the conjugated momenta for the
variables qA and vA, respectively,
GA ≡ pA − vA = 0, T
A ≡ πA − θABvB = 0 , (2.5)
where the Poisson bracket algebra is a second-class one, as we can see from
{GA, GB} = 0 , {T
A, TB} = −2θAB , {GA, T
B} = −δBA . (2.6)
The constraints can be considered as being a transition to Dirac’s bracket. After that,
one can take the variables (qA, pA) as the physical one, while (vA, π
A) can be omitted
from the analysis by using Eq. (2.5). For example, the resulting NC system has the
same number of physical degrees of freedom as the initial system S, i.e., qA and pA. The
equations of motion of the system are conserved, in other words, they are the same as for
the initial system S, modulo the term directly connected to the NC parameter θAB
q˙A =
∂H0
∂pA
− 2θAB
∂H0
∂qB
,
p˙A = −
∂H0
∂qA
, (2.7)
where H0(q, p) = H0(q, v)|v→p, where we have used that the physical variables have the
brackets
{qA, qB} = −2θAB , {qA, pB} = δ
A
B , {pA, pB} = 0 . (2.8)
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and we can see that the brackets of the configuration space coordinates are NC.
To provide the quantization of the resulting system, one way is to construct variables
which have the canonical brackets. For the case under consideration they can be written
as
q˜A = qA − θABpB and p˜A = pA , (2.9)
which obey {q˜, q˜} = {p˜, p˜} = 0, {q˜, p˜} = 1 and the commutativity is recovered. The
above relations are well known as Bopp shift. The equations of motion in terms of these
modified commutative variables have the standard form
˙˜qA = {q˜A, H˜0}, ˙˜pA = {p˜A, H˜0} , (2.10)
where H˜0 = H0(q˜+ θp˜, p˜). It can lead us to formulations of quantum mechanics with the
Moyal-Weyl product ([17] and references therein) where the standard product is substi-
tuted by the Moyal-Weyl product,
H0(q˜
A + θAB p˜B, p˜B)Ψ(q˜
C) = H0(q˜
A, p˜B) ∗Ψ(q˜
C) , (2.11)
which is a so-called star-product, a well defined class of product which, among other
properties, has the one that says that inside an integral, the Moyal-Weyl product is equal
to the standard one. However, notice that this substitution affects only the standard
product. After that, a well known map named as the Seiberg-Witten map, makes the
connection between commutative and NC variables.
What was described so far can be also used in some degenerated systems [11]. We know
that a set of variables can enter into the initial Lagrangian without the time derivatives,
and, in this way, they can be considered as the Lagrange multipliers of the Hamiltonian
formulation. Then the system admits the so-called first order Lagrangian formulation
given in Eq. (2.3). Well known examples are the relativistic particle and the string
theory [15]. The procedure can be used to analyze the spinning particle [18] and the
superparticle [19] models, since both models are supersymmetric [20]. If the relativistic
invariance would be introduced in the initial formulation, a small change concerning the
procedure is required in order to keep the symmetry in the NC version. More details can
be found in [11].
3. NONCOMMUTATIVE RELATIVISTIC PARTICLE
In this section, we will describe the NC relativistic particle described in Deriglazov’s
paper [11]. The configuration space defined by the variables xµ(τ), vµ(τ), e(τ), θµν(τ)
and the Lagrangian written as
S =
∫
dτ
[
x˙µvµ −
e
2
(v2 −m2) +
1
θ2
v˙µθ
µνvν
]
, (3.1)
are the basics ingredients of our analysis. We will use that θ2 ≡ θµνθµν and η
µν =
(+,−, . . . ,−). To include the term θ2 in the denominator of the last term in (3.1) has
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the same effect as the einbein in the massless particle action, i.e.,
L =
1
2e
x˙2 .
Namely, it excludes the degenerated gauge e = 0 and the action is clearly manifestly
invariant under Poincare transformations
x′µ = Λµνx
ν + aµ, v′µ = Λµνv
ν and θ′µν = ΛµρΛ
ν
σθ
ρσ . (3.2)
It is easy to check that the local symmetries of the model are reparametrizations where
θµν is deemed as the scalar variable. We also have the following transformations with the
parameter ǫµν(τ) = − ǫνµ(τ)
δxµ = −ǫµνvν and δθµν = −θ
2ǫµν + 2θµν(θǫ) . (3.3)
In order to analyze the sector which carries the physical information of this constrained
system, we can rewrite it with a Hamiltonian form. Let us begin with the action (3.1),
where we can find, in the Hamiltonian framework, the primary constraints
Gµ ≡ pµ − vµ = 0 , T µ ≡ πµ −
1
θ2
θµνvν = 0 ,
pµνθ = 0 , pe = 0 (3.4)
and the Hamiltonian is given by
H =
e
2
(v2 −m2) + λ1µG
µ + λ2µT
µ + λepe + λθµνp
µν
θ . (3.5)
It is important to notice that p and π are the conjugated momenta for x and v, respectively.
And λ are the Lagrangian multipliers for the constraints. The next step is to compute
the secondary constraint
v2 −m2 = 0 . (3.6)
The equations of motion for calculating the Lagrangian multipliers are
λµ2 = 0,
λµ1 = ev
µ +
2
θ2
(λθv)
µ −
4
θ4
(θλθ)(θv)
µ . (3.7)
In our case we have not the so-called tertiary constraints. Namely, the consistency con-
ditions for the secondary constraints gives no new constraint. The equations of motion
follow from (3.5)-(3.7). Considering the variables x and p we have that
x˙µ = epµ +
2
θ2
(λθv)
µ −
4
θ4
(θλθ)(θv)
µ,
p˙µ = 0 . (3.8)
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Finally, the Poisson brackets concerning the constraints are given by
{Gµ, Gν} = 0 , {T µ, T ν} = −
2
θ2
θµν ,
{Gµ, T
ν} = −δνµ , {Tµ, p
ρσ
θ } = −
1
θ2
δ[ρµ v
σ] +
4
θ4
(θv)µθ
ρσ . (3.9)
We will consider the set of constraints Gµ and T µ as a second-class subsystem which can
be considered into account by the transition to the Dirac bracket. Hence, the remaining
constraints can be classified following their properties according to the Dirac brackets. The
consistency of the procedure is confirmed by well known theorems [39]. The corresponding
Dirac brackets for the constraint algebra (3.9) can be found in [11].
In the following sections we will analyze the gauge invariance issue through the point
of view of two different approaches. The conversion of all the second-class constraints to
first-class one, bringing to the surface a gauge invariant action. The first one is through
the second-class Lagrangian itself. We will impose a simple gauge transformation and,
after an iterative methodology, the Noether formalism, we will construct a gauge invariant
action. The analysis of the constraints will be presented too. After that, we will make a
second gauge invariance investigation of the second-class constraints conversion to first-
class one. The final Lagrangian is gauge invariant, of course. A comparison between both
final actions will be accomplished.
4. BFFT BRIEF REVIEW
Let us consider a system described by a Hamiltonian H0 in a phase-space (q
i, pi) with
i = 1, . . . , N . Here we suppose that the coordinates are bosonic. It can be shown that
extensions to include fermionic degrees of freedom and to the continuous case can be done
in a straightforward way. It is also supposed that there just exist second-class constraints.
Denoting them by Ta, with a = 1, . . . ,M < 2N , we have
{
Ta, Tb
}
= ∆ab , (4.1)
where det(∆ab) 6= 0.
As was said, the general purpose of the BFFT formalism is to convert second-class
constraints into first-class ones. This is achieved by introducing canonical variables, one
for each second-class constraint. The connection between the number of second-class
constraints and the new variables in a one-to-one correlation is to keep the same number
of the physical degrees of freedom in the resulting extended theory. We denote these
auxiliary variables by ηa and assume that they have the following general structure
{
ηa, ηb
}
= ωab , (4.2)
where ωab is a constant quantity with det (ωab) 6= 0. The obtainment of ωab is embodied
in the calculation of the resulting first-class constraints that we denote by T˜a. Of course,
these depend on the new variables ηa, namely
7
T˜a = T˜a(q, p; η) (4.3)
and it is considered to satisfy the boundary condition
T˜a(q, p; 0) = T˜a(q, p) . (4.4)
The characteristic of these new constraints in the BFFT method, as it was originally
formulated, is that they are assumed to be strongly involutive, i.e.,
{
T˜a, T˜b
}
= 0 . (4.5)
The solution of Eq. (4.5) can be achieved by considering T˜a expanded as
T˜a =
∞∑
n=0
T (n)a , (4.6)
where T
(n)
a is a term of order n in η. Compatibility with the boundary condition (4.4)
requires
T (0)a = Ta . (4.7)
The replacement of Eq. (4.6) into (4.5) leads to a set of equations, one for each coeffi-
cient of ηn. We can list some of them as
{
Ta, Tb
}
+
{
T (1)a , T
(1)
b
}
(η)
= 0 (4.8){
Ta, T
(1)
b
}
+
{
T (1)a , Tb
}
+
{
T (1)a , T
(2)
b
}
(η)
+
{
T (2)a , T
(1)
b
}
(η)
= 0 (4.9){
Ta, T
(2)
b
}
+
{
T (1)a , T
(1)
b
}
(q,p)
+
{
T (2)a , Tb
}
+
{
T (1)a , T
(3)
b
}
(η)
+
{
T (2)a , T
(2)
b
}
(η)
+
{
T (3)a , T
(1)
b
}
(η)
= 0 (4.10)
...
The notation {, }(q,p) and {, }(η), represents the parts of the Poisson bracket {, } relative
to the variables (q, p) and (η), respectively.
Equations above are used iteratively in the obtainment of the corrections T (n) (n ≥ 1).
Equation (4.8) shall give T (1). With this result and Eq. (4.9), one calculates T (2), and so
on. Since T (1) is linear in η we may write
T (1)a = Xab(q, p) η
b . (4.11)
Introducing this expression into Eq. (4.8) and using Eqs. (4.1) and (4.2), we can write
that
∆ab +Xac ω
cdXbd = 0 . (4.12)
We notice that this equation does not give Xab univocally, because it also contains the
still unknown ωab. What we usually do is to choose ωab in such a way that the new
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variables are unconstrained. It might be opportune to mention that sometimes it is not
possible to make a choice like that [35]. In this case, the new variables are constrained.
In consequence, the consistency of the method requires an introduction of other new
variables in order to transform these constraints also into first-class. This may lead to an
endless process. However, it is important to emphasize that ωab can be fixed anyway.
However, even one fixes ωab it is still not possible to obtain a univocally solution for
Xab. Let us check this point. Since we are only considering bosonic coordinates
1, ∆ab and
ωab are antisymmetric quantities. So, expression (4.12) compactly represents M(M−1)/2
independent equations. On the other hand, there is no prior symmetry involving Xab and
they consequently represent a set of M2 independent quantities.
In the case where Xab does not depend on (q, p), it is easily seen that Ta+T˜
(1)
a is already
strongly involutive for any choice we make and we succeed obtaining T˜a. If this is not so,
the usual procedure is to introduce T
(1)
a into Eq. (4.9) to calculate T
(2)
a and so on. At this
point resides a problem that has been the origin of some developments of the method,
including the adoption of a non-Abelian constraint algebra. This occurs because we do
not know a priori what is the best choice we can make to go from one step to another.
Sometimes it is possible to figure out a convenient choice for Xab in order to obtain a first-
class (Abelian) constraint algebra in the first stage of the process [32, 33]. It is opportune
to mention that in the work of reference [25], the use of a non-Abelian algebra was in
fact a way of avoiding to consider higher order of the iterative method. More recently,
the method has been used (in its Abelian version) beyond the first correction [31] and we
mention that sometimes there are problems in doing this [34].
Another point of the usual BFFT formalism is that any dynamic function A(q, p)
(for instance, the Hamiltonian) has also to be properly modified in order to be strongly
involutive with the first-class constraints T˜a. Denoting the modified quantity by A˜(q, p; η),
we then have {
T˜a, A˜
}
= 0 . (4.13)
In addition, A˜ has also to satisfy the boundary condition
A˜(q, p; 0) = A(q, p) . (4.14)
The obtainment of A˜ is similar to what was done to obtain T˜a, that is to say, we
consider an expansion like
A˜ =
∞∑
n=0
A(n) , (4.15)
where A(n) is also a term of order n in η’s. Consequently, compatibility with Eq. (4.14)
requires that
A(0) = A . (4.16)
The combination of Eqs. (4.6), (4.7), (4.13), (4.15), and (4.16) gives the equations
1 The problem also exists for the fermionic sector.
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{
Ta, A
}
+
{
T (1)a , A
(1)
}
(η)
= 0 (4.17){
Ta, A
(1)
}
+
{
T (1)a , A
}
+
{
T (1)a , A
(2)
}
(η)
+
{
T (2)a , A
(1)
}
(η)
= 0 (4.18){
Ta, A
(2)
}
+
{
T (1)a , A
(1)
}
(q,p)
+
{
T (2)a ,
}
+
{
T (1)a , A
(3)
}
(η)
+
{
T (2)a , A
(2)
}
(η)
+
{
T (3)a , A
(1)
}
(η)
= 0 (4.19)
...
which correspond to the coefficients of the powers 0, 1, 2, etc. of the variable η respectively.
It is just a matter of algebraic work to show that the general expression for A(n) reads
A(n+1) = −
1
n + 1
ηa ωabX
bcG(n)c , (4.20)
where ωab and X
ab are the inverses of ωab and Xab, and
G(n)a =
n∑
m=0
{
T (n−m)a , A
(m)
}
(q,p)
+
n−2∑
m=0
{
T (n−m)a , A
(m+2)
}
(η)
+
{
T (n+1)a , A
(1)
}
(η)
. (4.21)
The general prescription of the usual BFFT method to obtain the Hamiltonian is the
direct use of relations (4.15) and (4.20). This works well for system with linear constraints.
For nonlinear theories, where it may be necessary to consider all order of the iterative
process, this calculation might be quite complicated. There is an alternative procedure
that drastically simplifies the algebraic work. The basic idea is to obtain the involutive
forms for the initial fields q and p [36]. This can be directly achieved from the previous
analysis to obtain A˜. Denoting these by q˜ and p˜ we have
H(q, p) −→ H(q˜, p˜) = H˜(q˜, p˜) . (4.22)
It is obvious that the initial boundary condition in the BFFT process, namely, the reduc-
tion of the involutive function to the original function when the new fields are set to zero,
remains preserved. Incidentally we mention that in the cases with linear constraints, the
new variables q˜ and p˜ are just shifted coordinates in the auxiliary coordinate η [27].
Let us now finally consider the case where the first-class constraints form an non-
Abelian algebra, i.e., {
T˜a, T˜b
}
= Ccab T˜c . (4.23)
The quantities Ccab are the structure constants of the non-Abelian algebra. These con-
straints are considered to satisfy the same previous conditions given by (4.3), (4.4), (4.6),
and (4.7). But now, instead of Eqs. (4.8)-(4.10), we obtain
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Ccab Tc =
{
Ta, Tb
}
+
{
T (1)a , T
(1)
b
}
(η)
(4.24)
Ccab T
(1)
c =
{
Ta, T
(1)
b
}
+
{
T (1)a , Tb
}
+
{
T (1)a , T
(2)
b
}
(η)
+
{
T (2)a , T
(1)
b
}
(η)
(4.25)
Ccab T
(2)
c =
{
Ta, T
(2)
b
}
+
{
T (1)a , T
(1)
b
}
(q,p)
+
{
T (2)a , T
(0)
b
}
(q,p)
+
{
T (1)a , T
(3)
b
}
(η)
+
{
T (2)a , T
(2)
b
}
(η)
+
{
T (3)a , T
(1)
b
}
(η)
(4.26)
...
The use of these equations is the same as before, i.e., they shall work iteratively. Equation
(4.24) gives T (1). With this result and Eq. (4.25) one calculates T (2), and so on. To
calculate the first correction, we assume it is given by the same general expression (4.11).
Introducing it into (4.24), we now have
Ccab Tc = ∆ab +Xac ω
cdXbd . (4.27)
Of course, the same difficulties pointed out with respect to the solutions of Eq. (4.12) also
apply here, with the additional problem of choosing the appropriate structure constants
Ccab.
To obtain the embedding Hamiltonian H˜(q, p, η) one cannot use the simplified version
discussed here for the Abelian case, embodied into Eq. (4.22), because the algebra is not
strong involutive anymore. We here start from the fact that the new Hamiltonian H˜ and
the new constraints T˜ satisfy the relation{
T˜a, H˜
}
= Bba T˜b (4.28)
where the coefficients Bba are the same coefficients that may appear in the consistency
condition of the initial constraints, namely,{
Ta, H
}
= Bba Tb (4.29)
because in the limit of η → 0 both relations (4.28) and (4.29) coincide. The involutive
Hamiltonian is considered to satisfy the same conditions (4.14)-(4.16). We then obtain
that the general correction H(n) is given by a relation similar to (4.20), but now the
quantities G
(n)
a are given by
G(n)a =
n∑
m=0
{
T (n−m)a , H
(m)
}
(q,p)
+
n−2∑
m=0
{
T (n−m)a , A
(m+2)
}
(η)
+
{
T (n+1)a , A
(1)
}
(η)
−Bba T
(n)
c . (4.30)
In the next section we will begin to analyze the constraints of our model based on
the concepts of the BFFT method. However, the computation of the gauge invariant
Lagrangian will be accomplished after the next section. The objective of this separation
has pedagogical reasons since we deal here with two completely different methods to
introduce gauge invariance.
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5. NC RELATIVISTIC PARTICLE BFFT CONSTRAINT ANALYSIS
The described NC phase-space is formed by [11]
Σ = {xµ, vµ, e, θµν , pµ, πµ, pe, p
θ
µν} (5.1)
and the second-class constraints are given by
Gµ = pµ − vµ ≈ 0 ,
T µ = πµ −
θµν
θ2
vν ≈ 0 ,
V µν = pµνθ ≈ 0 , (5.2)
Ke = pe ≈ 0 ,
where Gµ and T µ are the second-class constraints.
The second BFFT step is to introduce the canonical variables, one for each second-class
constraint. In this way, we have a one-to-one relation between the constraint and the new
variable in order to not alter the number of the degrees of freedom in the final extended
theory. Let us denote these variables by ωλ and
G˜µ = pµ − vµ − ωµ ,
T˜ µ = πµ −
θµκ
θ2
vκ − p
µ
ω , (5.3)
in order to have the following structure
{G˜µ , T˜ν}P =
∑
ρ
(
∂G˜µ
∂qρ
∂T˜ν
∂pρ
−
∂G˜µ
∂pρ
∂T˜ν
∂qρ
)
, (5.4)
where
q = {xµ, vµ, e, θµν , ωµ} ,
p = {pµ, πµ, pe, p
θ
µν , p
ω
µ} . (5.5)
The new constraints, of course, depend on these new variables in order to
G˜µ = G˜µ( q, p;ω ) ,
T˜ µ = T˜ µ( q, p; pω ) , (5.6)
and the reasonable boundary condition is
G˜µ( q, p;ω = 0) = G˜µ( q, p ) ,
T˜ µ( q, p; pω = 0) = T˜
µ( q, p ) , (5.7)
where we recover the old constraints and the algebra (3.9) is obeyed again.
From here we have set the stage to obtain new actions that are gauge invariant. In
the next section we will begin to attack this task computing this invariant action using
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the Noether procedure. Since the NC parameter is not constant, which is different from
the standard canonical noncommutativity literature, we will impose its gauge invariance.
Hence, it is not affected by the procedure, of course. As we have said before, this method
starts from the original action in Eq. (3.1). After that, we will use the ingredients of this
very section to use the BFFT technique to work with the constraints to obtain a first-class
new action.
6. GAUGE INVARIANCE
The action for the NC relativistic particle is described as a second-class system in
Dirac’s language [11], and consequently it is not a gauge invariant model. In this section
we will use the Noether procedure [22] (a procedure used in the quantum interference of
chiral actions [23]) to obtain a gauge invariant model derived from the NC relativistic
particle one.
The initial Lagrangian, of course, is given by
L0 = x˙
µvµ −
e
2
(
v2 − m2
)
+
1
θ2
v˙µθ
µνvν
=⇒ δL0 = (δx˙
µ)vµ + x˙
µ(δvµ) −
δe
2
(
v2 − m2
)
− evµ(δv
µ)
+
1
θ2
[
(δv˙µvν + v˙µ(δvν)
]
θµν , (6.1)
where we have imposed firstly that δθµν(τ) = 0 and after that we will assume (following
the procedure) the set of trivial gauge invariances
δxµ = δvµ = αµ(τ)
δe = β(τ) . (6.2)
In this way, after a few integral by parts calculations, we have that
δL0 = J
µαµ − Jβ , (6.3)
where Jµ and J are the Noether currents
Jµ = x˙µ − v˙µ − evµ − 2v˙ν
(
θµν
θ2
)
− vν
(
θµν
θ2
)•
,
J =
1
2
(
v2 − m2
)
, (6.4)
where the dot in the last term of Jµ means time derivation of the expression inside the
parenthesis. Hence, obviously we have two Noether currents, which means that we have
to introduce two auxiliary variables.
This is the next step of this iterative method, where new auxiliary variables are intro-
duced in order to construct a new Lagrangian such that
L1 = L0 − J
µBµ + J C (6.5)
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where Bµ is a space-time coordinate-like (will be eliminated) and C is a scalar object.
Both of them with be eliminated via equations of motion in due time. The variation of
L1 is, trivially saying,
δL1 = δL0 − (δJ
µ)Bµ − J
µ(δBµ) + (δJ)C + J(δC), (6.6)
and let us impose that the auxiliary variables variations are given by
δBµ = αµ and δC = β(τ) (6.7)
and after that we can write that
δL1 = v
µδ(BµC) +
1
2
e(δB2µ) − 2(δB˙ν)Bµ
θµν
θ2
− (δBν)Bµ
(
θµν
θ2
)•
(6.8)
which is not zero, which means that the next iteration is
L2 = L1 − v
µBµC −
1
2
eB2µ − 2BµB˙ν
(
θµν
θ2
)
=⇒ δL2 = −
1
2
δ(B2µC) − 2(δBµ)B˙ν
(
θµν
θ2
)
(6.9)
Hence,
L3 = L2 +
1
2
B2µC
=⇒ δL3 = − 2 B˙ν(δBµ)
(
θµν
θ2
)
, (6.10)
which means the end of the procedure since this final Lagrangian variation depends only
on the auxiliary variables (θ is invariant). However, we can see that δL3 is not zero.
Hence, we have to look for a solution that makes the Eq. (6.10) equal to zero.
This demand force us to search for a solution that fits into our gauge invariance ne-
cessity. Since we have chosen the trivial gauge symmetry for the original variables, let us
choose also a simple form for the auxiliary variable Bµ such that δL3 = 0 and the gauge
invariance was finally obtained. So the simpler choice for Bµ is
Bµ =
(
B(τ), 0, 0, 0
)
(6.11)
which guarantees that δL3 = 0 since we can see that in Eq. (6.10) we must have two
different components for Bµ but, only one of them is different from zero and for µ = ν in
(6.10) we have that θµν = 0. Thus, we have that the gauge invariance for the Lagrangian
is obeyed and thus
L3 = L0 − J
µBµ + JC − v
µBµC −
1
2
eB2µ +
1
2
B2µC , (6.12)
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since any product of different components of Bµ and θ
µν is zero using (6.11), of course.
Notice that L3 → L0 when we make Bµ = C = 0. In this way we can say that Bµ and C
are unphysical variables.
Now we have to eliminate these auxiliary fields through their equations of motions,
which are
δL3
δBµ
= −Jµ − vµC − eBµ + BµC = 0 (6.13)
and
δL3
δC
= J − vµBµ +
1
2
B2µ = 0 (6.14)
From (6.13) we have that the last term is zero since we have only B0 and the other
components of Bµ are zero. So, from (6.13)
J0 − v0C − eB0 + B0C = 0 (6.15)
and from (6.14) we have that
B2 − 2 v0B + 2J = 0
=⇒ B±(τ) = v
0(τ)±
√(
v0(τ)
)2
− 2J (6.16)
and therefore we have that
Bµ =
(
B±, 0, 0, 0
)
. (6.17)
Calculating C from Eq. (6.14) we can write that
C± =
eB± + J
0
B± − v0
= ±
e
[
v0 ±
√
(v0)2 − 2J
]
+ J0√
(v0)2 − 2J
, (6.18)
where J0 and J were given in (6.4). Substituting Eqs. (6.4), (6.17) and (6.18) into Eq.
(6.12), we have a gauge invariant action dual to the NC relativistic particle written in Eq.
(6.1). In other words, we have a gauge invariant Lagrangian which is invariant under the
imposed trivial gauge transformations given in (6.7). Remember that our objective is to
construct a gauge invariant Lagrangian, which we succeed.
If, instead of making the choices written in (6.7), we have chosen different gauge
transformations like δxµ = αµ(τ), δvµ = βµ(τ) and δe = ω(τ) with three different auxiliary
fields, an analogous calculation leads us to the condition that δxµ = δvµ and so, the first
trivial option is the correct one to construct a gauge invariant action using the Noether
procedure.
So, the final gauge invariant action for the NC relativistic particle is given by
L± = x˙
µ vµ −
e
2
(
v2 − m2
)
+
1
θ2
v˙µθ
µνvν −
(
x˙0 − ev0 − v˙0 −
2
θ2
v˙i θ
0i
)
B±
+
1
2
(v2 −m2)C± − v
0B± C± −
1
2
eB2± +
1
2
B2± C± , (6.19)
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where the i means spatial component, B = B± = B±(τ) and C± = C±(τ) are given by
Eqs. (6.16) and (6.18) respectively. We can see that this Lagrangian is two fold, since we
have two values for B and C. We can see clearly from Eqs. (6.16) and (6.18) that as we
have gained gauge invariance we have lost the explicit Lorentz covariance.
7. THE BFFT ANALYSIS
Our extended phase space will be given by extra coordinates and momenta, respectively
given by
q = { xµ, vµ, e, θµν , ωµ, ξµ } ,
p = { pµ, πµ, pe, p
θ
µν , p
ω
µ, p
ξ
µ , } (7.1)
Following the BFFT procedure, the new variables are,
x˜µ −→ xµ + (ωk + vk)
θµk
θ2
− πµ ,
π˜µ −→ πµ + (ωk + vk)
θµk
θ2
+ 3pωµ ,
e˜ −→ e ,
v˜µ −→ vµ (7.2)
θ˜µν −→ θµν ,
p˜µ −→ pµ ,
p˜θρσ −→ pθρσ +
[
(δρkW
σ − δσk W
ρ)
θ2
− 4
θkν
θ4
W ν θρσ
]
ξk ,
where W ν = ων − vν and we have that
{a˜, b˜}PBφ=0 = {a, b}
DB ,
where φ represents the extra-fields, a˜ and b˜ are any variables in the extended phase space
and a, b are the standard variables. We can see directly that when ωµ = pωµ = 0 we recover
the old coordinates. We have from [11] that
{x˜, x˜}φ=0 = − 2
θµν
θ2
,
{x˜, v˜nu}φ=0 = δ
µ
ν ,
{x˜, π˜ν}φ=0 = −
θµν
θ2
,
{x˜, p˜θρσ}φ=0 = δ
ρσ
µν ,
{x˜, p˜ρσθ }φ=0 = −{π˜
µ, p˜ρσθ } =
1
θ
ηµ[ρvσ] −
4
θ4
(θv)µ θρσ . (7.3)
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The new Hamiltonian H˜ is given by H˜ = H0(q˜, p˜, λ˜) where H was given by [11] and λ˜
is the modified Lagrangian multipliers for the constraints. So, we have that
H˜ =
e˜
2
(
v˜2 − m2
)
+ λ˜1µG˜
µ + λ˜2µT˜
µ + λ˜ep˜e + λ˜θµν p˜
µν
θ , (7.4)
which is a general expression where λ˜2µ = 0 since the standard λ
µ
2 = 0. And we have that
λ˜µ1 = e˜v˜
µ +
2
θ2
(
λ˜θv˜
)µ
−
4
θ4
(
θ˜λ˜θ
)(
θ˜v˜
)µ
. (7.5)
The next step of BFFT aims at the constraints, so the extended constraints can be given
by
G˜µ = pµ − vµ + ωµ (7.6)
and
T˜µ = πµ + p
ω
µ + p
ξ
µ +
θµν
θ2
W ν , (7.7)
where W ν was given above and from (7.6) and (7.7) we can write that
{T˜ , T˜} = {G˜, G˜} = {G˜, T˜} = 0 ,
{G˜, p˜e} = {T˜ , p˜
ρσ
θ } = {T˜ , p˜e} = {G˜, p˜
ρσ
θ } = 0 ,
{p˜αβθ , p˜
ρσ
θ } = {p˜
αβ
θ , p˜e} = {p˜e, p˜e} = 0 (7.8)
and obviously we have all the constraints as being first-class ones. The first-class La-
grangian is given by
L˜ = ˙˜xµ v˜µ −
e˜
2
(
v˜2 − m2
)
+
1
θ˜2
˙˜vµ θ˜
µν v˜ν (7.9)
which, using (7.2), can be demonstrated explicitly to be gauge invariant. And again, if
we make the auxiliary variables equal to zero we obtain the initial Lagrangian.
We can see that this last Lagrangian is totally different from the one we have obtained
in Eq. (6.19). In both methods we have introduced auxiliary variables to reach gauge
invariance. However, in this second result, the auxiliary variables are part of the phase
space, and in (6.19) the initial phase space is maintained. But, in (7.9) the number
of degrees of freedom is conserved since the relation between variables and constraints
is kept. On the other hand, in (6.19) we have a way more complicated form of the
Lagrangian. In conclusion we can consider that both methods demonstrate that, besides
that it is demonstrated that gauge invariance of the original Lagrangian can be analytically
obtained, there is an entire family of gauge transformations.
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8. CONSIDERATIONS AND FINAL REMARKS
During the last seventeen years, since the work of Seiberg and Witten [4], besides the
interest in string theories, we have been witnessing a growing interest in NC space-time
theories. Both problems concerning quantum mechanics and field theories described in NC
space have been explored in an excited way together with the hope that noncommutativity
would be the natural path to unify quantum mechanics and gravitation. This last one
is one of the targets of string theories. The connection between string theories and NC
space theories was established in the above paper [4], which can lead us to agree with the
existence of a NC gravity.
In this paper we have considered one aspect of the noncommutativity of position co-
ordinates which, besides the mentioned string algebra, can be obtained also as a result
of a canonical quantization of dynamical models where the position coordinates play the
role of operators, which lead us to a NC quantum mechanics and consequently to a NC
quantum theory.
Having said that, in this work we have analyzed the NC version of the relativistic
particle and its gauge invariance issue. Since it is a demonstrated second-class system
[11], the obtainment of gauge invariant formulation of this model is an interesting subject
since gauge invariance is a fundamental issue in theoretical physics and specifically one
of the foundations of the standard model, these are our main motivations.
In this way we have worked with two different starting points and two different paths
to consider this task. Our objective is to make a comparison and to establish if the gauge
invariant action is unique or not, analytically speaking. To begin from two different
starting points is also useful to generalize the approach.
Firstly we have attacked the action itself, using the Noether procedure to obtain a very
specific gauge invariant action. After that we have analyzed its constraint algebra and we
converted this second-class algebra into a first-class one through the well known BFFT
method, which was never applied to NC models in the literature. In both approaches we
have to introduce auxiliary variables. In both methods, as it is expected, the number of
degrees of freedom is conserved.
Since we have succeed in both tasks we can conclude that the NC action for the rela-
tivistic particle has a family of gauge invariant actions. A convenient way to disclose the
whole family is through the well known Faddeev-Jackiw method which, via the fact that
its so-called zero mode can be conveniently chosen in order to reveal this mentioned group
of gauge transformations. It is an ongoing research which will be published elsewhere.
9. ACKNOWLEDGMENTS
The authors thank CNPq (Conselho Nacional de Desenvolvimento Cient´ıfico e Tec-
nolo´gico), Brazilian scientific support federal agency, for partial financial support, Grants
numbers 302155/2015-5, 302156/2015-1 and 442369/2014-0 and E.M.C.A. thanks the
hospitality of Theoretical Physics Department at Federal University of Rio de Janeiro
18
(UFRJ), where part of this work was carried out.
[1] M. R. Douglas and N. A. Nekrasov, Rev. Mod. Phys. 73 (2001) 977;
R. J. Szabo, Gen.Rel.Grav.42 (2010) 1; Class. Quant. Grav. 23 (2006) R199; Phys. Rept.
376 (2003) 207.
[2] H. S. Snyder, Phys. Rev. 71 (1947) 38; Phys. Rev. 72 (1947) 68.
[3] C. N. Yang, Phys.Rev. 72 (1947) 874.
[4] N. Seiberg and E. Witten, JHEP 9909 (1999) 032.
[5] N. R.F. Braga, C. F.L. Godinho, Phys. Rev. D 65 (2002) 085030.
[6] M. Faizal, Phys. Lett. B 705 (2011) 120; Mod. Phys. Lett. A 27 (2012) 1250075; Mod. Phys.
Lett. A 28 (2013) 1350034.
[7] S. Doplicher, K. Fredenhagen and J. E. Roberts, Phys. Lett. B 331 (1994) 29; Commun.
Math. Phys. 172 (1995) 187.
[8] E. M. C. Abreu, Mateus V. Marcial, Albert C. R. Mendes and Wilson Oliveira, JHEP 1311
(2013) 138;
E. M. C. Abreu, M. V. Marcial, A. C. R. Mendes, W. Oliveira and G. Oliveira-Neto, JHEP
1205 (2012) 144.
[9] M. J. Neves and E. M. C. Abreu, Europhys. Lett. 114 (2016) 21001; Nucl. Phys. B 884
(2014) 741; Int. J. Mod. Phys. A 28 (2013) 1350017; Int. J. Mod. Phys. A27 (2012) 1250109.
[10] G. Dunne, R. Jackiw, Nucl. Phys. (Proc. Suppl.) C 33 (1993) 114, hep-th/9204057;
F. Ardalan, H. Arfaei, M. M. Sheikh-Jabbari, Nucl. Phys. B 576 (2000) 578,
hep-th/9906161;
J. G. Russo, M. M. Sheikh-Jabbari, JHEP 0007 (2000) 052;
A. A. Deriglazov, C. Neves, W. Oliveira, E. M. C. Abreu, C. Wotzasek and C. Filgueiras,
Phys. Rev. 76 (2007) 064007;
C. Duval, P. A. Horvathy, J. Phys. A 34 (2001) 10097;
A. A. Deriglazov, Phys. Lett. B 530 (2002) 235.
[11] A. A. Deriglazov, Phys. Lett. B 555 (2003) 83.
[12] I. A. Batalin and E.S. Fradkin, Phys. Lett. B180, 157 (1986); Nucl. Phys. B 279, 514 (1987);
I. A. Batalin, E. S. Fradkin, and T. E. Fradkina, ibid. B 314, 158 (1989); B 323, 734 (1989).
[13] I. A. Batalin and I. V. Tyutin, Int. J. Mod. Phys. A 6 (1991) 3255.
[14] D. M. Gitman and I. V. Tyutin, Quantization of Fields with Constraints, Springer-Verlag,
1990.
[15] A. A. Deriglazov, Phys. Lett. B 509 (2001) 175.
[16] A. A. Deriglazov and K. E. Evdokimov, Int. J. Mod. Phys. A 15 (2000) 4045.
[17] A. A. Deriglazov, Noncommutative version of an arbitrary nondegenerate mechanics,
hep-th/0208072.
[18] F. A. Berezin and M. S. Marinov, Ann. Phys. 104 (1977) 336.
[19] R. Casalbuoni, Phys. Lett. B 62 (1976) 49;
L. Brink and J. H. Schwarz, Phys. Lett. B 100 (1981) 310.
[20] I. Jack and D. R. T. Jones, Phys. Lett. B 514 (2001) 401.
19
[21] J. Barcelos-Neto and W. Oliveira, Phys. Rev. D 56 (1997) 2257; Int. J. Mod. Phys. A 12
(1997) 5209.
[22] E. M. C. Abreu, Phys. Lett. B 704 (2011) 322;
A. Ilha and C. Wotzasek, Phys. Lett. B 519 (2001) 169;
M. A. Anacleto, A. Ilha, J. R. S. Nascimento, R. F. Ribeiro and C. Wotzasek, Phys. Lett.
B 504 (2001) 268;
A. Ilha and C. Wotzasek, Nucl. Phys. B 604 (2001) 426;
D. Bazeia, A. Ilha, J. R. S. Nascimento, R. F. Ribeiro and C. Wotzasek, Phys. Lett. B 510
(2001) 329.
[23] D. Dalmazi and A. de Souza Dutra, Phys. Lett. B 656 (2007) 158;
D. Dalmazi, A. de Souza Dutra and E. M. C. Abreu, Phys.Rev. D74 (2006) 025015;
E. M. C. Abreu, A. de Souza Dutra and C. Wotzasek, Phys. Rev. D 66 (2002) 105008;
E. M. C. Abreu, A. Ilha, C. Neves and C. Wotzasek, Phys. Rev. D 61 (2000) 025014;
R. Banerjee and C. Wotzasek, Nucl. Phys. B 527 (1998) 402;
E. M. C. Abreu and C. Wotzasek, Phys. Rev. D 58 (1998) 101701;
E. M. C. Abreu, R. Banerjee and C. Wotzasek, Nucl. Phys. B 509 (1998) 519.
[24] P. A. M. Dirac, Can. J. Math. 2 (1950) 129; Lectures on quantum mechanics, Yeshiva
University, New York, 1964.
[25] N. Banerjee, R. Banerjee and S. Ghosh, Ann. Phys. (NY) 241 (1995) 237.
[26] W. T. Kim and Y.-J. Park, Phys. Lett. B 336 (1994) 376.
[27] R. Amorim and A. Das, Mod. Phys. Lett. A 9 (1994) 3543; R. Amorim, Z. Phys. C 67
(1995) 695.
[28] A. A. Deriglazov, Phys. Lett. B 530 (2002) 235.
[29] P. A. M. Dirac, Lectures on Quantum Mechanics, Yeshiva University, NY, 1964.
[30] M. B. Green, J. H. Schwarz and E. Witten, Superstring Theory, Cambridge Univ. Press,
Cambridge, 1987.
[31] R. Banerjee and J. Barcelos-Neto, Nucl. Phys. B 499 (1997) 453.
[32] N. Banerjee, R. Banerjee, and S. Ghosh, Nucl. Phys. B 417 (1994) 257.
[33] N. Banerjee, R. Banerjee, and S. Ghosh, Phys. Rev. D 49 (1994) 1996.
[34] J. Barcelos-Neto, Phys. Rev. D 55 91997) 2265.
[35] R. Amorim and J. Barcelos-Neto, Phys. Lett. B 333 (1994) 413; Phys. Rev. D 53 (1996)
7129.
[36] N. Banerjee and R. Banerjee, Mod. Phys. Lett. A 11, 1919 (1996); W.T. Kim, Y.-W. Kim,
M.-I. Park and Y.-J. Park, Sogang Univ. Preprint 209/96.
[37] L.D. Faddeev, Theor. Math. Phys. 1 (1970) 1; P. Senjanovick, Ann. Phys. (NY) 100 (1976)
277.
[38] For details of similar calculation, see the references [32, 33, 35].
[39] D. M. Gitman and I. V. Tyutin, Quantization of fields with constraints, Springer, Berlin,
1990.
20
