This paper presents a discrete time version of Hillinger's (1992 Hillinger's ( , 2005 ) second order accelerator model that investigates the dynamic behavior of capital, for pedagogical purposes. Such a version is put forward as a means of improving student acquaintance with the analysis of investment cycles -defined as quasi-periodic cyclic movements of these variables-and with the convergence towards the steady-state when capital is subjected to trigonometric oscillations. In addition, we extend the analysis, introducing the exogenous interest rate on loans in the behavioral equation of investors. It is inferred that the introduction of this credit term results in a lower equilibrium level of capital.
Introduction
In order to categorize business cycle theories, different criteria can be used. A common criterion concerns the 'exogeneity' or 'endogeneity' of the cycles. More specifically, if the fluctuations are caused by external shocks, the cycle is 'exogenous'. These shocks may be completely random and non-cyclical. However, most Keynesians follow an alternative approach. They claim that although external shocks may exist and influence the economic activity, fluctuations would occur even 1 Corresponding Author in the absence of shocks. From this perspective, business cycles are endogenous. The reader can refer to the books of Zarnovitz (1992) or Sushko (2006) to see the history and the theories of business cycles.
The theories that examine the goods' market give major emphasis on the determination of investment (Skott 2012) . Taking into consideration that investment constitutes a main part of total expenditure, the existence of high investment results in high aggregate demand and output. Moreover, this high level of output is followed by an increase in capital utilization and profitability that normally leads to an increase in investment and output in the next period. However, the convergence of the economic system towards its long-run equilibrium depends on the sensitivity of investment decisions in capital utilization and profitability. In particular, if this sensitivity is high, the result is a stable time path for output. On the other hand, a low level of sensitivity leads to divergence of output from its long-run equilibrium.
A primal work on business cycles modeling was done by Tinbergen (1930) (Keynes 1936 ) was the role of the Great Depression as the cause of permanent structural changes in industrialized nations' economies. Among the factors of market disequilibrium that Keynes (1936) indicated, the price rigidity is that usually cited in the theory of investment cycles. In addition, the determination of these investment cycles was based on the relationship between the existing capital stock and the demand for output. This was the intuition behind the 'acceleration principle'. Then, the interest shifted to the inventory fluctuations and the inventory cycle, while the accelerator-multiplier mechanism became the centerpiece of Keynesian macroeconomic models. Samuelson (1939) was the first to form an acceleratormultiplier model. His analysis was based on a unit lag in both the consumption and the investment equations. In order to explain the inventory cycle, Metzler (1941) also applied this interaction. proposed a Hickian type (Hicks 1950 ) that concentrates on the "floor" of income and omits the "ceiling". In particular, the "floor" is combined with the depreciation of capital stock. At the same time, they introduced a new dynamic method that is based on the relative growth rates. This model interprets the existence of business cycles with increasing amplitude.
The argument behind the General Theory of Employment, Interest and Money
Generally, the theoretical models in this field generate investment cycles and suggest that the roles of consumption and investment are of the same importance. This suggestion is not confirmed by empirical observations which imply that investment is more sensitive to the business cycle than the consumption. Hillinger (1992) developed a model in continuous time, explaining the central role of investment and inventory decision. As we will see, the fact that short run adjustments occur in quantities, not in prices, is a basic assumption of the theory of investment cycles and marks a great divide to the neoclassical paradigm. Hillinger et al. (1992) derived the second order accelerator for both fixed investments and inventories, regarding the microeconomic firm behavior. Hillinger & Weser (1988) and Weser (1992) used the second order accelerator model to discuss the aggregation problem that arises in business cycle theory. In the same manner, Woitek (1995) and Barnett et al. (1996) examined the business cycle stylized facts following an empirical approach.
It is generally accepted that any model is simply a formal representation and approximation designed to capture the essential of some economic process for the purpose of investigating certain economic behavior and its policy implications.
Theoretical models formalize some aspect of economic behavior under a set of assumptions, which are usually chosen so that the model allows an analytical solution.
The properties of the model can then be derived and their implications studied.
Dynamic models directly incorporate time into their structure. This is usually done in economic modeling by using mathematical systems of difference or differential equations. Our contribution is to develop a version of the SOA (Second Order Acceleration) equation model of Hillinger (1992 Hillinger ( , 2005 ) that can be taught to undergraduate and median postgraduate students. Our opinion is that it is more convenient for students to present a model in discrete time given that the initial model is in continuous time (see e.g. Friedberg 2010 ).
The paper is structured as follows. Firstly, we discuss the theoretical model (section 2). Then, the solution of the model (section 3) and the stability conditions of the system (section 4) are presented. Section 5 shows a graphical representation of the roots. Section 6 introduces the exogenous interest rate on loans into the fundamental behavioral equation of investment. Section 7 concludes this educational paper with a summary of our findings.
The Model
We derive the Second Order Accelerator of net investment using the standard flexible accelerator (Hillinger 1992) . In discrete time, our model is described by the following set of difference equations: Finally, equation (3) is the definition of net investment. Net investment is defined as the change in stock of capital .
Taking into consideration that the determination of investment cycles is an eminently dynamic process, our analysis can be induced into the sphere of physical dynamic phenomena (Hillinger (2005) ). In particular, the conceptualizations of inertia, kinetic and potential energy can apply from physics to our model. To begin with inertia, it is defined as the property of objects' to resist in any change in their state of motion. In fact, this is an important characteristic of investment that can be realized via the time-lag between the investment plan and its denaturation into capital.
Moreover, kinetic energy in physics, i.e. the energy of an object due to its motion, can be paralleled with the investment flow in our system. Similarly, the analogous of potential energy, the energy due to the object's position, is the capital stock. The key of such an approach is that investment's motivation is the increase in the stock of capital. The existence of excess capital (potential energy) results in the reduction of investment, which generates investment flows (kinetic energy).
The comparison of the dynamic terminology of physics with the dynamic properties of our model can be comprehensible by Figure 1 . The figure is drawn for the case of a constant amplitude cycle. Capital is shown on the horizontal axis while net investment is presented in the vertical axis. Both variables are measured in terms of deviation from equilibrium. and denote the equilibrium level of net investment and capital respectively. In the first quadrant, the deviation of capital from its equilibrium is positive so there is excess capital. This excess capital leads to a decrease in the investment's deviation from its equilibrium, which is positive, to zero
Figure 1: Phase Diagram
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when excess capital is at maximum. After reaching its maximum, the latter declines resulting in the continuation of the deceleration of investment, which is now, negative (disinvestment). This is the case in quadrant II. When capital reaches its equilibrium level, disinvestment is maximal. In the third quadrant, there is a capital deficit. As capital decreases more and more under its equilibrium level, the investment increases remaining negative. When the capital deficit is at maximum, the disinvestment ceases.
In quadrant IV, the capital deficit reduces gradually causing an increase in investment.
The latter is positive and reaches at a maximum when the capital deficit is eliminated.
Then, the process is repeated. Hence, it is obvious the role of capital as the potential energy of the system and the function of investment as the kinetic energy.
Solution of the Model
Inserting a time lag in equation (3), we get:
The reduced form of our structural model is obtained after the substitution of relations (2), (3) & (4) into (1) as follows:
Relation (5) Consider that λ t is a solution of equation (6) . Then, we have:
Equation (7) is called characteristic equation of the homogeneous equation (6) . In order to solve this second order equation, we calculate the discriminant: The general solution of the homogeneous equation (6) The general solution of the homogeneous equation (6) is:
where Α 1 , Α 2 ∈ are arbitrary constants which can be derived using two initial conditions.
In this case, capital (K t ) converges towards its long-run equilibrium if, and only if, the absolute value of the root is less than unity | | 1 1 1 . On the contrary, if is greater than one in absolute values, capital diverges from its steadystate. Regarding the kind of this movement, the convergence will be monotonic if the value interval of is the (0,1), while it will be (improper) oscillatory if the value interval is (-1,0) . Similarly, the divergence will be monotonic if the value interval of is the (1,+∞), while it will be oscillatory if the value interval is (-∞,-1).
3. Consider the discriminant is negative (Δ<0). The roots of the characteristic equation (7) We move now to the particular solution of the non-homogeneous equation (5) using the general method of undetermined coefficients.
Let , a particular solution of (5). Substitution in (5) gives:
From relation (1), we get:
Thus, the particular solution of the non-homogeneous equation is Γ .
This solution is interpreted as the equilibrium of capital, so it should be positive. The result is that the steady-state of capital is equal with capital's desired level.
In conclusion, it has to be mentioned that our interest is in the case of the trigonometric oscillatory movement of capital. For this reason we concentrate on the possibility of negative discriminant (Δ<0). Hence, the general solution of the nonhomogeneous difference equation (5) is given by the sum:
At this point, it is necessary to mention that damped business cycles are triggered by random shocks. As Hillinger (2005, p.34) quotes:
The answer is contained in Ragnar Frisch's classic 1933 article: Propagation problems and impulse problems in dynamic economics. He gives the example of a pendulum whose endogenous behavior is described by a damped periodic differential equation. Subject to random shocks, the pendulum will exhibit an erratic, but still periodic motion; a quasi-cycle in the terminology of the present paper. Similarly, as long as the endogenous adjustment mechanisms of fixed and inventory investment exhibit complex roots, disturbances of any kind can produce the observed quasicyclical behavior.
Stability Conditions
In order to examine if the behavior of capital is stable over time, the so-called stability conditions are applied to our economic model. According to Gandolfo (1996) , the necessary and sufficient stability conditions for a second order difference equation with functional form 0 are:
In this present paper, where the characteristic equation is given by (7):
the inequalities that ensure stability are described as follows:
Both the first and the second stability conditions are satisfied as 0 1 & 0. While this is true, the last stability condition (relation (14)) requires 2 4. Therefore, inequality (14) is the crucial condition for the existence of dynamic stability.
Graphical Presentation of the Roots
In this section, we attempt to show graphically all the possible cases of the characteristic equation's roots and stability. For this reason the discriminant (8) and the crucial stability condition (14) are used. In particular, we depict the functions:
The following graph illustrates all the possible cases that were discussed in the previous sections. The previous analysis demonstrates that when the roots of the characteristic equation are complex, the crucial stability condition is satisfied. Consequently, in the case of trigonometric oscillatory movement, capital converges towards the systems' steady-state. While this is true, when the roots are real, there is also the possibility of no satisfaction of (14) and thus divergence from the equilibrium over time.
To conclude, it is necessary to refer to the points that lie on the boundary lines demarcating the four segments. The points that lie on the curve 4 / 1 satisfy the equation Δ=0 and as a result the characteristic equation has a real root with multiplicity two. Moreover, it holds that 2 4 so the system is stable (| | 1). On the other hand, the points of the curve 4/ 2 lie above the curve 4 / 1 , i.e. Δ>0. The path of the capital just separates stability from instability.
Extension of the Model: The Exogenous Credit Term
We extend our model, introducing an exogenous credit term, the interest rate on loans.
Our structural model is changed as follows:
where c: the speed of adjustment, b: a parameter of investors' behavior, q: a parameter that shows the negative relation between the interest rate on loans and the desired level of net investments, : the exogenous interest rate on loans
Relations (17) and (19) are the same with the relations (1) and (2) The homogeneous equation that is implied by (21) is:
Comparing the homogeneous-equation (6) with the homogeneous equation (22), we infer that they are exactly the same. Therefore, the introduction of the exogenous interest rate on loans does not affect the deviation of the system from its steady-state.
In other words, the general solution of the homogeneous equation is the same as before. Moreover, due to the fact that the stability conditions are based on the homogeneous equation, they also remain unaffected by the credit term. What is influenced by the interest rate on loans is the particular solution of the equation (5), i.e. the equilibrium level of capital.
Applying the general method of undetermined coefficients, we attempt to find a particular solution of (21) . Let , , a particular solution of (21) . After the substitution in (21), we get: 
Appendix
In this section, we present analytically the investigation of the functions (15) and (16) that is necessary for plotting Figure 2 .
Firstly, we set the discriminant (8) equal to zero.
The domain of function (15) is the interval Α= 0, ∞ as b is assumed positive. The determination of the monotony of (15) requires the investigation of the sign of the first derivative of (15) . For this reason, we calculate the latter: The derivative (A.1) is defined for b≠-1 which holds as b>0.
The next step is to set (A.1) equal to zero in order to find the stationary points.
The value 1 is the critical value of (A.1) because 1 0. The following table summarizes the signs of (A.1) and the monotony of (15) 
Local maximum
It is obvious that function (15) is strictly increasing in the interval (0, 1) while it is strictly decreasing in the interval (1, +∞). According to the first derivative criterion, the value of this function at b=1, f(b)=f(1)=1, is a local maximum as the derivative changes its sign from positive to negative from immediate left to b=1 to its immediate right (Chiang 1984 ).
We continue with the determination of the curvature of (15) in the different intervals of its domain. For this reason, we find the second derivative of (15). The derivative (A.2) is defined for b≠-1 which holds as b>0.
Setting (A.2) equal to zero, we obtain any possible inflection point of (15). The domain of (16) is the interval Α= 0, ∞ as b is assumed positive.
The first derivative of (16) is calculated as follows:
The derivative (A.3) is defined only for b≠-2 which holds since b>0. It is negative for any value of b, that is the function (16) is strictly decreasing all over its domain.
The second derivative of (16) is given by:
As relation (A.3), the derivative (A.4) is defined only for b≠-2 which holds since b>0.
It is positive for any value of b, that is the function (16) is strictly convex all over its domain.
The overall received results of the investigation of (16) are summarized in Table   A .4: 
