In the non-linear analysis of scalar time series the common practice is to reconstruct the state space using time-delay embedding. When there are more than one observed quantities, one can reconstruct the state space using a time-delay embedding scheme specifying embedding parameters for each quantity. In this study we investigate the state space reconstruction from multiple time series derived from continuous systems and propose a method for building the embedding vector progressively using information measure criteria. The proposed method is compared to other methods with simulations on known chaotic systems, such as individual and coupled Lorenz and Rössler systems. Our analysis showed that multivariate attractor reconstruction preserves better the dynamics of a system and our proposed method gives a parsimonious alternative to the simple extension of the univariate case.
Introduction
Since its publication, Takens' Embedding Theorem 1,2 is reputed as the most significant tool in non-linear time series analysis and has been used in many different settings ranging from system characterization and approximation of invariant quantities to prediction and noise-filtering. 3 The Embedding Theorem implies that although the true dynamics of a system may not be known, equivalent dynamics can be obtained using time delays of a single time series, seen as the one-dimensional projection of the system trajectory.
Most applications of the Embedding Theorem deal with univariate time series, but often measurements of more than one quantities related to the same dynamical system are available. One of the first uses of multivariate embedding was in the context of spatially distributed systems where embedding vectors were formed from simultaneous measurements of a variable at different locations. 4, 5 Multivariate embedding was used among others for noise reduction 6 and surrogate data generation. 7 Another particular implementation was the prediction of a time series using local models on a state space reconstructed from a different time series of the same system. 8 In a later work, embedding was extended to all of the observed time series, 9 and recently non-uniform multivariate embedding using different delays was briefly addressed in Ref. 10, 11 . All of these works are basically extensions of methods used in the scalar case with slight modifications without taking into account particular characteristics of multivariate embedding, such as possible high dependence of individual components obtained from the different time series.
In this work, we contemplate on the particularities of multivariate embedding and their effect on the state space reconstruction and suggest a new embedding scheme to treat them. We study only time series generated from continuous dynamical systems where complications mostly occur. Based on Fraser's idea of using information criteria to select the embedding parameters in the univariate case 12, 13 we propose a method for progressive building of the embedding vectors allowing for different variables and delays. We compare our proposed method with the univariate reconstruction on each single time series and the direct extension to all the time series with respect to the distortion induced on the original attractor under the embedding processes. Simulations on known chaotic systems are used to evaluate the embedding techniques.
In Sec. 2, the embedding for univariate time series is briefly discussed. In Sec. 3, the discussion is extended to multivariate time series and the proposed embedding technique is presented, and in Sec. 4, the tools for comparing the reconstructions are given. In Sec. 5, the results of simulations are presented and, finally, in Sec. 6, the results are discussed and conclusions are given.
Univariate Embedding
A continuous dynamical system generates a trajectory in a D-dimensional manifold Γ and its evolution can be described by D ordinary differential equationsẏ = f (y), where y ∈ Γ is the state vector at time t.
The observed scalar time series {x n } N n=1 of length N is the projection of the state vector of the system at discrete times {y n } N n=1 given by a measurement function h : Γ → R as x n = h(y n ). Besides the apparent loss of information of the system dynamics by the projection, the system dynamics may be recovered through suitable state space reconstruction from the single time series.
Assume that the dynamical system "lives" on an attractor A ⊂ Γ. According to Taken's embedding theorem a trajectory formed by points x n of the delay map (1) under certain genericity assumptions, is an one-to-one image of the original trajectory of y n provided that m is large enough.
The reconstructed attractorÃ obtained by the time-delay vectors is topologically equivalent to A as long as m ≥ 2d + 1 where d is the boxcounting dimension of A, and invariant quantities of the original system (dimensions, Lyapunov exponents, etc) can be estimated from the reconstructed dynamics.
The embedding process is visualized in the following diagram where F is the original map at discrete steps, e is the embedding procedure creating the delay vectors from the time series and G is the reconstructed dynamical system onÃ.
The two parameters of the delay embedding in (1) are the embedding dimension m, i.e. the number of components in x n and the delay time τ . Among the approaches for the selection of m the most popular is the false nearest neighbors (FNN) 14 while τ is usually chosen as the one that gives the first minimum of the time-delayed mutual information (MI). 
Multivariate Embedding
Given that there are p time series {x i,n } N n=1 , i = 1, . . . , p, generated through p measurement functions h i (y n ) from the same system, the simplest extension of the reconstructed state space vector in (1) is of the form
The corresponding diagram for the multivariate embedding process is given below, where the dimension of the reconstructed space is M
A question that arises immediately is if all the information contained in the reconstructed vectors is useful. Some time series may be contemporary and/or lagged dependent on others and then the embedding vectors carry redundant information. The inclusion of such components just complicates the state space reconstruction and this may have implications in the analysis, e.g. degradation of the estimates of measures evaluated on the reconstructed attractor.
Judd and Mees 16 introduced the non-uniform embedding scheme for univariate time series using unequal lags, so that
The use of unequal lags may reduce better the redundant information than the embedding with fixed lag. Extending this to multivariate embedding we get
Inspection of all possible combinations of components for determination of the optimum embedding (with any criterion we may choose) can be computationally intractable when the embedding dimension and number of time series are large. For a moderate example when p = 3, m = 3 and the maximum lag for all time series is 10 we have 4050 cases, while when we increase m to 4 we have 27405 cases. It is evident that for most practical purposes we need a progressive method to build the embedding vectors.
Assume that we have somehow chosen the maximum lags L i for each
components to choose from. Using ideas developed for the state space reconstruction from univariate time series, the reconstructed vector must satisfy two properties, first its components must be least dependent to each other and secondly it must be able to explain best the future states of the system for one, two or several steps ahead. In the following we refer to only a single, immediate future state.
Starting from an empty vector b 0 , at each step j that we have already selected the j − 1 components b j−1 = (x 1 , x 2 , . . . , x j−1 ) we add the lag 1,n , x 1,n−1 , . . . , x 1,n−L1 , x 2,n , . . . , x p,n−Lp } \ {x 1 , . . . , x j−1 } that fulfills the following maximization criterion
The first mutual information term in the sum gets large when the new embedding vector (with the addition of x j ) explains best the dynamics of the system, while the second term is small when the candidate component is independent to the already included components, so maximization of (3) leads to embedding vectors that satisfy the two desired properties. Note that in essence the components of the delay vectors can never be fully independent since the two mutual information terms are related and the maximization gives actually the best tradeoff between independency of the components and explaining the future of the system.
The mutual information in (3) regards vector variables and thus its estimation requires more data than for the standard case of scalar variables. Data demand increases dramatically with the dimension, at the level of millions of data points for large dimension. Thus we approximate multidimensional mutual information in (3) with average pair-wise mutual information as
We use the standard mutual information estimate of equiprobable binning, which was found to perform satisfactorily among other estimates. 
Comparing reconstructions
The reconstructed attractor is a distorted "image" of the original one, and the distortion may be with respect to its shape or its dynamics. The better the reconstruction, the less the distortion of the attractor. Thus we base the comparison of different reconstructions on two distortion measures, one for the shape and one for the dynamics.
Supposing that A is the original attractor andÃ the reconstructed attractor, we measure the shape distortion with Mutual False Nearest Neighbors.
19 Let y n be a point on A with y n k its nearest neighbor and respectively x n the corresponding point onÃ with nearest neighbor x n r . The shape distortion is given by
where < . > is the average over all points and . is the Euclidian distance.
To measure the distortion of the dynamics we use the Normalized Root Mean Squared Error of the one-step ahead nearest neighbor prediction on the original attractor. If x n is a point on the reconstructed attractor with nearest neighbor x nr , then the dynamics distortion is given by
where the summation is over all points andȳ is the center of mass of the points in A. The larger Sd is and the smaller Dd is, the less distortion there is on the shape and on the dynamics of the attractor respectively. Sd is a stricter criterion. The dynamics may be preserved though the reconstructed attractor is a stretched or squeezed (or both) version of the original attractor. On the other hand, since the shape of the attractor is formed by the dynamics, the preservation of the shape guarantees the preservation of the dynamics.
An example for the dependence of the measures on the embedding is given in Fig. 1 for the reconstruction of the Lorenz attractor with the x and z variables using non-uniform multivariate embedding with L i = 10, i = 1, 2 and for embedding dimensions 3 and 4. All possible combinations where taken and the measure values where sorted for clarity. We notice that there are more than one "optimal" (with respect to the dynamics distortion) embeddings for a given embedding dimension m that unfolds the attractor and there are even more "good" embeddings for larger m. For m = 3 we have approximately 1200 possible embeddings and 40 with Dd less than 0.03 that become 5000 and 400, respectively when m increases to 4. This fact exhibits the problem of identification that appears when dealing with multiple time series. 
Simulations and results
We compare by means of simulations the proposed embedding scheme to two other methods. These are the uniform univariate embedding (UU), i.e. delay embedding on a single time series disregarding the presence of other time series, and the extension of the uniform embedding to the multivariate case (UM), i.e. for p time series the dimension of the embedding vectors is M = mp. Uniform embedding suggests that a fixed delay τ is used, which is selected by the time-delayed mutual information criterion. Note that τ is separately computed for each time series and their average is used in UM. The embedding dimension M is selected by the FNN procedure with threshold 0.01. The FNN procedure is used in the same way as in the univariate case, but at each step the embedding vectors are augmented by the addition of the p components corresponding to the lagged multivariate time series. For the proposed non-uniform multivariate embedding (N-UM), the same threshold is used for the stopping criterion.
Noise-free bivariate time series as well as time series contaminated with 5% normal observational noise are generated from chaotic systems. The data are scaled to be in the same range [0,1] to compensate for different variable ranges. For each system we generate 100 time series of length N = 8192. For each realization we obtain the state space reconstruction with the three methods and compute Sd and Dd.
The bivariate time series are from the x and z variables of the Lorenz systemẋ 
For each bivariate time series, we consider the uniform and non-uniform multivariate embeddings, UM and N-UM, as well as the uniform univariate embedding from the first and second variable, UU1 and UU2, respectively.
In Table 1 we give the results for the shape distortion measure for each reconstruction scheme and each system, where we highlight the best reconstruction scheme for each system. We see that both multivariate embedding procedures preserve better the shape of the attractor in comparison to the univariate embeddings, as expected. Uniform and non-uniform multivariate embeddings give equivalent values for the shape distortion measure with uniform being slightly better for most of the systems.
In Table 2 , the results on the dynamics distortion measure are presented in the same way. Again multivariate embedding procedures preserve better the dynamics of the original system, and uniform and non-uniform embeddings give similar results. For systems where the observed variables behave differently, i.e., Lorenz and uncoupled Rössler-Lorenz system, non-uniform embedding performs marginally better, while uniform embedding performs marginally better when the variables have similar behavior, i.e., Rössler x and y and strongly coupled Rössler-Lorenz.
Finally, in Table 3 we see the average embedding dimension obtained from the 100 simulations, i.e. the average number of components included in the embedding vector (a pair of values for the methods on the bivariate time series). The non-uniform multivariate embedding gives reconstruction vectors with smaller or equal dimension to these of the uniform multivariate embedding. Univariate embeddings mostly regard smaller dimensions of the embedding vectors because the full dynamics of the system may not be well represented in the observed variable. With reference to Table 2 , N-UM has less dynamic distortion than UM whenever N-UM embedding dimension is less than that of UM. In general N-UM turns out to give reconstructions at state space of smaller dimensions without distorting the dynamics any more than UM does. This is particularly useful in applications where highdimensionality may cause problems. Table 3 . Average Embedding dimension the implementation of the proposed method requires simplifications that result in a sub-optimal solution to the embedding problem as set by the conditions for component-wise independence and best correlation to future states. Further investigation is needed towards optimal solution that would allow a more fair comparison to the standard uniform multivariate embedding, which matches directly the criteria for optimum embedding (minimum mutual information for the delay parameter and insignificant percentage of false nearest neighbors for the embedding dimension).
