We report experimental measurements of Lagrangian accelerations in a turbulent water flow between counter-rotating disks for Taylor-Reynolds numbers 900ϽR Ͻ2000. Particle tracks were recorded by imaging tracer particles onto a position sensitive photodiode, and Lagrangian information was obtained from fits to the position versus time data. Several challenges associated with extracting Lagrangian statistical quantities from particle tracks are addressed. The acceleration variance is obtained as a function of Reynolds number and shows good agreement with Kolmogorov ͑1941͒ scaling. The Kolmogorov constant for the acceleration variance is found to be a 0 ϭ7Ϯ3.
I. INTRODUCTION
An understanding of Lagrangian statistics is of great importance in the ongoing effort to develop both fundamental and practical descriptions of turbulence. This was recognized already in 1921 by Taylor in his seminal paper on turbulent diffusion, 1 but almost no studies of Lagrangian turbulence quantities at large Reynolds numbers have been performed. The primary reason for this has been the lack of tools for measuring or calculating Lagrangian statistics at large Reynolds numbers.
From a fundamental point of view, high Reynolds number Lagrangian turbulence data is needed to provide a new perspective from which to judge Kolmogorov's 1941 theory. A host of practical applications follow from the connection to turbulent diffusion. Lagrangian stochastic models are widely used for simulating turbulent flows in which transport is of primary interest. Examples include turbulent combustion 2 and pollutant transport in the atmosphere. 3 These models are often applied at Reynolds numbers much larger than existing data, and so model constants are unknown.
Determining particle accelerations in a turbulent flow has long been recognized as a difficult problem. At large Reynolds numbers, particles are typically moving at high speeds along erratic trajectories whose accelerations are only correlated over times on the order of the Kolmogorov time scale. 4 In this situation, accurate acceleration measurements require high resolution, extremely high speed imaging equipment. Previous work had typically relied on pixel based video photography, and this resulted in pessimism above ever being able to measure the small scale Lagrangian properties of high Reynolds number turbulence. 5 In this paper we present experimental particle tracking measurements in a flow between counter-rotating disks for Taylor-Reynolds numbers 900ϽR Ͻ2000, an order of magnitude higher than previously possible. We recorded particle tracks by imaging tracer particles onto a position sensitive photodiode, and obtained data with sufficient spatial and temporal resolution to measure accelerations. We report data on the velocity and acceleration statistics and discuss challenges in the data analysis. Our results for the acceleration variance as a function of Reynolds number are in excellent agreement with Kolmogorov's ͑1941͒ scaling predictions and as such provide the first evidence that at sufficiently large Reynolds numbers, Lagrangian acceleration statistics can be described by Kolmogorov scaling.
A. Lagrangian Kolmogorov scaling
Kolmogorov's 1941 hypotheses 6 yield predictions for the scaling of several Lagrangian statistics that have never been tested. Following the notation of Monin and Yaglom, 7 the second-order Lagrangian velocity structure function is defined as
where u i and u j are components of the velocity vector of a fluid particle and is a time difference. If the flow is statistically stationary and ӶT L , where T L is the Lagrangian velocity correlation time scale, Kolmogorov's hypotheses predict that at sufficiently high Reynolds number
where ⑀ is the mean dissipation per unit mass, is the kinematic viscosity, ϵ(/⑀) 1/2 is the Kolmogorov timescale, and ␤(/ ) is a universal function. Furthermore, in the inertial time range where ӷ , this result must be independent of and one obtains
where C 0 is a universal constant. Similarly, for the higher order structure functions in the inertial time range
. ͑4͒ a͒ Electronic mail: eb22@cornell.edu ͑For odd orders, D L(p) is zero by symmetry unless the absolute value of the velocity difference is used.͒ Predictions for the moments of the fluid particle acceleration probability density function ͑PDF͒ can be obtained by assuming that u i (t) is differentiable and taking the limit →0 of the Lagrangian velocity structure functions. In particular, the second-order structure function scales as 2 for small yielding the prediction for the acceleration variance ͗a i a j ͘ϭa 0 ⑀ 3/2 Ϫ1/2
͑5͒
where a 0 is another universal constant. The analysis that led to Eq. ͑5͒ can also be extended to the higher moments of the acceleration distribution, and it is found that Kolmogorov ͗a i a i ͘, is similar to the mean dissipation. It is a characteristic of the small scales yet its magnitude is determined by the large scales, and hence it is independent of viscosity. In some ways, this is a natural quantity to use for Lagrangian Kolmogorov scaling in place of the dissipation. The measurements presented in this paper support the idea that the two scales are indeed related as predicted in Eq. ͑5͒. Continuing the analogy with Eulerian results, it is expected that intermittency will cause deviations from the predictions for the higher acceleration moments and the higher order structure functions. Measurements of these quantities could lead to an important new perspective from which to study intermittency.
B. Prior work
Experimental Lagrangian measurements have been of three distinct types. The first measurements used Taylor's 1921 theory 1 of turbulent dispersion to determine the Lagrangian velocity correlation function from the scalar dispersion. Shlien and Corrsin 8 provided a summary of measurements using this technique before themselves offering a set of measurements.
The second technique was optically tracking tracer particles that approximated Lagrangian motion. Snyder and Lumley 9 provided the first systematic set of particle tracking velocity measurements from wind tunnel grid turbulence. Sato and Yamamoto 10 have reported similar measurements in water tunnel grid turbulence. Virant and Dracos 11 have developed a stereoscopic system for measuring many particle tracks at once in three dimensions and report measurements in a turbulent boundary layer. Each of these studies has been helpful in illuminating the large scale Lagrangian properties of turbulence, but resolution limits and low Reynolds numbers have precluded comparison of small scale statistics with Kolmogorov's ideas.
The third technique has been to use the relations between the fourth-order velocity structure functions and pressure structure functions [12] [13] [14] to calculate pressure gradient statistics from hot wire velocity measurements. This allows measurement of particle accelerations since the acceleration of fluid particles is dominated by the pressure gradient contribution for all but the smallest Reynolds numbers. This was originally suggested by Obukhov and Yaglom 12 and Batchelor, 13 and has recently been convincingly demonstrated in DNS by Yeung. 15 Hill and Thoroddsen 16 have used this technique to study spatial acceleration correlations at R ϭ208. Spatial resolution limitations kept them from reporting one point acceleration statistics.
The only available high Reynolds number data came from balloon tracking in the atmospheric boundary layer. 17 These data roughly support the linear scaling of the Lagrangian velocity structure function in the inertial range ͓Eq. ͑3͔͒ and the value of C 0 is 4.0Ϯ2.0. Unfortunately, the small sample size and variable flow conditions limited the conclusions that could be drawn.
In addition to experiments, there have been several direct numerical simulations ͑DNS͒ of Lagrangian statistics of turbulence. Much as in the Eulerian case, DNS has provided unparalleled accuracy but has been limited to R Ͻ200. Yeung and Pope 4 provided a comprehensive study of Lagrangian statistics in artificially forced isotropic homogeneous turbulence. Squires and Eaton 18 calculated statistics of homogeneous shear flows. More recently Yeung has studied two particle Lagrangian statistics 19, 20 and has extended the one-particle results to R ϭ200.
15 A clear conclusion of these studies is that the acceleration variance is not scaling as predicted in Eq. ͑5͒ for R Ͻ200.
II. EXPERIMENTAL SETUP AND METHODS
In this work we are reporting results on particle velocities and accelerations obtained by optically tracking tracer particles. The method is conceptually straight forward. The flow is seeded with small neutrally buoyant tracer particles and a portion of the flow is illumined by a light source. The illumined region is imaged onto a device to record tracer particle position as a function of time. In this way a twodimensional projection of the trajectory is obtained. As long as the tracer particles are sufficiently small to approximate fluid elements, Lagrangian velocities and accelerations can be calculated as derivatives of the particle positions.
A. The flow between counter-rotating disks
The flow we used was water driven between two counter-rotating disks in a closed cylindrical container of moderate volume ͑110 liters͒. This flow has recently attracted much attention because it allows very high Reynolds numbers in a confined environment. [21] [22] [23] [24] [25] The effects of the recirculating inhomogeneous flow are potentially a concern for large scale statistics, but for the dissipation scales at the Reynolds numbers attained it seems reasonable to expect that this will not be a problem.
A picture and schematic of the apparatus are shown in Fig. 1 . It consisted of a cylindrical container made of plexiglass ͑PMMA͒ with hard anodized aluminum top and bottom plates. The setup could be temperature controlled by water running through channels in the plates. The transparent cylindrical shell had a diameter of 48.3 cm and a height of 60.5 cm. A large plane window was mounted on the side to allow undistorted visualization, and a smaller circular, plane window was mounted at 90°for illumination. The two circular disks of 20.3 cm diameter had U-shaped cross sections with height of 4.3 cm and were mounted to 5 cm diameter shafts that were connected to the external drive. Twelve equally spaced vanes were mounted in each disk to provide efficient stirring. The disks were spaced 33 cm apart. Both the disks and the shafts were machined from aluminum and hard anodized for corrosion resistance. The disks were surrounded by a stationary, cylindrical, plexiglass deflector shield of 25.4 cm diameter which extended 5 cm beyond the disks. These deflectors confined the turbulence to the central region of the apparatus. They also had vanes that extended to the edge of the apparatus which damped out any large scale rotation caused by slight mismatch in the disk speeds. The disks were driven by two electronically controlled 0.9 kW dc motors, which were geared down by a variable speed reducer. The disk rotation frequency was measured optically by an LED/photodiode pair and was feedback controlled to 0.1% long term stability with the fluctuations due to the turbulence being less than 1%. The apparatus was vacuum tight and allowed a thorough degassing of the fluid to eliminate bubbles. The fluid was filtered to particle sizes Ͻ0.3 m, and the relatively small volume made it possible to maintain excellent chemical purity.
B. Detection system
For illumination of the detection region, a 5 W continuous wave argon ion laser beam was used which produced a cylindrical illumination volume that passed horizontally ͑along the x axis͒ through the center of the cell. The laser beam had a Gaussian profile with a width of 1 mm, and was polarized in the y direction. A 1.5 mm section of the beam was viewed from 90°͑along the z axis͒ at a distance of 30 cm by a long working distance microscope. The image was focused onto a position sensitive photodetector. This is shown schematically in Fig. 2͑A͒ .
The detector was essentially a large square photodiode ͑1.0 cm on a side͒ which allowed an analog two-dimensional measurement of the position of a single light spot. It works by measuring the fraction of the photocurrent that migrates to the top versus bottom of the front plane, and to the right versus left of the back plane. Each of the four leads was connected to a charge sensitive amplifier and signals from two opposing sides were added and subtracted in analog. The resulting signals were digitized and stored by a 4-channel digital oscilloscope. The waveforms were acquired at a 250 MHz digitization rate. Positions were only needed at typically 100 kHz, so 2500 samples were averaged at each point to reduce the noise. The resulting waveforms were transferred via the GPIB bus to a Pentium computer where they were stored. Positions were calculated later by a division of the corresponding difference and sum waveforms. The time interval between recorded tracks was limited to 0.5 s by the data transfer rate through the GPIB bus. The detector was carefully checked for linearity of its position output by scanning a fiber optic over its surface. It was linear to better than 1% over the central 70% of its length in both the horizontal ͑x͒ and vertical ͑y͒ directions. To minimize position measurement error, only positions which were within this central region were used in the data analysis.
After an experiment, the position scale of the detection system was calibrated by moving the unchanged system ͑mi-croscope and detector͒ from the turbulence chamber to an aquarium of the same optical geometry. The end of a multimode optical fiber was attached to a micrometer and was positioned within the water in the focus of the microscope. The positions of the light spot were recorded as the fiber optic was moved. With this technique we obtained a calibration of the position scale within Ϯ2%.
C. Particles
For tracer particles, we used transparent polystyrene spheres with density 1.06 g/cm 3 . The concentration of particles was kept low and was chosen to give one particle track every 1 to 2 s. For the particles to follow the flow passively one would like to minimize their size. In our experiment the minimal size was dictated by the need to gather enough light for the detector to give sufficiently accurate position measurements. We used two different diameter particles. One batch had mean diameter of 250 m taken from a 150 to 350 m sieve cut. The other had a mean diameter 450 m with standard deviation of 8 m. We also tried to use higher reflectivity, silver coated, hollow glass spheres. These spheres would have had the advantage that smaller particles could have been used. However, experiments showed that the reflective surface of the particles was very inhomogeneous. As the particles rotated, the inhomogeneous reflectivity of the particles' surface led to rapid fluctuation in the reflected light intensity. Due to the relatively slow response time of the position sensitive photodiode ͑2 s͒, these rapid fluctuations could not be resolved and resulted in inaccurate position measurements. In an attempt to overcome this problem we also used a position sensitive photomultiplier tube. Although this sensor had high light sensitivity and an ultrafast response time of 1 ns, its spatial resolution was not sufficient.
D. Particle tracks
Figure 3 contains two example particle tracks. The majority of the tracks recorded were almost straight like the one shown in Figs. 3͑A͒ and 3͑B͒, but a few displayed large curvature such as the one shown in Figs. 3͑C͒ and 3͑D͒. These sharply curved tracks suggest the expected intermittency of Lagrangian accelerations, and may be connected to the coherent structures which have recently attracted much interest. 23, 24, 26 In the data analysis, random and systematic errors of the measured particle position data had to be considered. The accuracy of the position measurements was sensitively dependent on the intensity of the light gathered onto the detector. Due to the Gaussian intensity profile of the laser beam, a trajectory typically spanned a range of intensities and correspondingly a range of measurement uncertainties. To obtain an estimate of the magnitude of the random measurement error as a function of intensity, we fitted a polynomial to each trajectory assuming constant error. For each data point, the residual was calculated and registered with the point's light intensity. Repeating the same procedure for all trajectories, we obtained the rms residual as a function of intensity; and this was used as the position measurement error. The order of the fit polynomial was chosen to be 1 ϩt l / , truncated to an integer, where t l is the total time the particle was tracked, and is determined in Sec. V C. This form was determined by studying the mean square deviation of fits as a function of track length for tracks generated by the Lagrangian stochastic model described in Sec. V B.
In addition to random position errors, we identified at least two types of systematic errors in the data. One occurred when multiple particles came into view at the same time. This resulted in sudden variations in the particle position, as the detector provided only the ''center of mass'' position of the light hitting it. We observed these tracks only rarely, since the time between detections was a factor of 500 longer than the time it took a particle to pass through the observation volume. Most of these tracks could be rejected on the basis of the nearly discontinuous position and velocity. Along the laser beam direction ͑the x axis͒, the transparent particles led to two reflections. This is shown schematically in Fig. 2͑B͒ . The larger horizontal size of the light spot increased the random uncertainty in the measured x position. It also had a systematic effect when one of the reflections was shadowed by another particle that passed through the laser beam outside of the observation volume. This shadowing effect led to trajectories where the particle suddenly appeared to have moved. Fortunately, this did not appear in the y data and it was simple to estimate its effect.
Another possible source of error was the nonuniformity of the polystyrene particles. Scratches and dents in the surface, deviations from a spherical shape, and index of refraction variations within the sphere would lead to changes in the position of the light spot produced by rotating particles, and thus to an error in the particle position measurements. While viewing the particles under a microscope, it did not appear that these effects should be large. However, this might contribute to the correlated errors discussed in Sec. V A.
III. DATA
The data sets presented in this paper were all recorded with the detection region at the zero mean velocity point at the center of the flow. We adjusted the detection system to the point that gave zero mean velocity, since we were able to measure the mean velocities with better spatial resolution than we could determine the geometric center of the flow. Position in the unmeasured z direction was set to our best determination of the geometric center of the flow-which should be the zero mean velocity location to within about 5 mm.
Each data set consists of a large number of tracks with 500 position measurements per track. Because particles remained in the detection region for varying time periods, the valid part of each track was some fraction of the total 500 points. Data were acquired at about 5000 tracks per hour. The maximum Reynolds number studied was limited by the power available from the motors. The minimum Reynolds number was limited by the necessity of keeping enough particles suspended in the flow. For small fluctuating velocities, the particles settled out of the inactive regions in the flow; and thus sufficient statistics could not be collected at lower Reynolds numbers.
Parameters for all data sets are given in Table I . Each run is identified by a number. The rotation frequency of the disks is f. The typical velocity used for scaling is ũ ϭ(͗u i u i ͘/3) 1/2 where the unmeasured velocity component (u z ) is assumed to have the same statistics as the measured horizontal component (u x ) due to the cylindrical symmetry. For the 460 m particles, the error in the x position measurements were too large to determine accurate x velocities. The y velocities were very similar to the values for the smaller particles, so we set ũ for the larger particles equal to the average of the velocities of the smaller particles at the same frequency.
We determined the dissipation by
where Lϭ0.21 m includes the normal constant coefficient in this equation and is determined from the form of the acceleration autocorrelation function in Sec. V C. For the Taylor microscale Reynolds number, we used the usual isotropic definitions
.
͑9͒
The kinematic viscosities given are for the mean temperature of each run, with the uncertainty reflecting temperature drift. Values were obtained from Ref. 27 . The Kolmogorov scales of time and length are ϭ(/⑀) 1/2 and ϭ(
, respectively; t m is the maximum tracking time, which is determined by the time base setting on the oscilloscope; N tr is the number of tracks with more than 25 positions recorded.
IV. MEASURING VELOCITY STATISTICS
Measurements of the mean velocity and rms velocity fluctuations are essential in describing the turbulent flow. As with almost all known fluid measurement techniques, it is nontrivial to extract these statistical quantities from the raw data. Just as in burst laser Doppler anemometry ͑LDA͒, the probability of a particle being observed depends on its velocity; thus the naive velocity moments calculated by sums over observed particle velocities are incorrect. Buchave et al. 28 provided an analysis of the basic issues and a method of calculating the corrected velocity moments using particle transit ͑residence͒ times.
We have developed a different but equivalent method based on the form of the velocity probability density function ͑PDF͒. The motivation for this was twofold:
͑i͒ The data acquisition procedure applied here and described above did not allow the measurement of residence times for all tracks, i.e., some slow particles stayed in the detection region longer than the digitization time. This made it impossible to use the method discussed by Buchave et al. 28 ͑ii͒ The PDF method opens the door to Monte Carlo modeling of the detection process. By using Lagrangian stochastic models one can simulate tracks from which one can calculate the PDF for detecting a particle conditional on its velocity vector. As shown below, this conditional PDF can be used to calculate the true PDF of the velocity. It should be 
A. Correction of measurement biases in the velocity PDF
Let us define the correct three-dimensional joint velocity PDF to be F u (u). The measured PDF is given by the correct distribution conditional on a valid particle track being detected: F u͉D (u͉D), where D can be thought of as a binomial random variable representing whether a particle is detected or not. The problem is to model the detection process so that a relationship between F u and F u͉D can be found. Our solution is to develop a model for F D͉u (D͉u) and then use Bayes' theorem to invert this to the desired form:
There is a rich history of philosophical debate surrounding the application of this theorem to decision theory, but its use here as a means of inverting conditional probabilities is well accepted.
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In order to develop a model for F D͉u (D͉u…, we assume: ͑i͒ The detection region is small enough that velocity PDFs do not vary across it.
͑ii͒ The velocity of a particle does not change significantly between entering the detection volume and the point where the velocity is measured.
͑iii͒ The detection region is isotropic, so that its crosssectional area does not depend on the velocity direction.
͑iv͒ Particles are uniformly distributed in space with low enough density that the probability of multiple particles being detected is negligible.
͑v͒ All particles that enter the detection region produce valid tracks.
This model corresponds well to the situation in our flow. Assumption ͑i͒ was clearly valid across the 1 mm 3 detection region. Assumption ͑ii͒ was fairly good since measurements given later showed that changes in velocity were typically less than 15%, and they were this large only for the largest Reynolds numbers. By changing the point along the track at which the velocity was sampled, we determined that this effect was not significant. Assumption ͑iii͒ was probably the weakest since the detection region was a cylinder. However, the geometry used in the experiment was still reasonably approximated by a sphere. With our enclosed turbulent flow and maximum data rates of two measurements per second ͑iv͒ was satisfied. Assumption ͑v͒ is difficult to quantify. Some particles will pass through the corners of the region and their tracks will not have enough points to fit a velocity. This could lead to a bias against large velocities, but should not be a large effect.
With these assumptions, the rate of particles passing through a spherical detection region of cross-sectional area ⌬S is
Rϭ͉u͉n⌬S, ͑11͒
where n is the number of particles per unit volume. In this situation, the PDF of the number of particles detected in a time interval ⌬t, conditional on the velocity, is a Poisson distribution. With small particle densities and short particle transit times, only the probability of one particle is significant, and it simplifies to
Inserting this into Bayes' theorem gives
and thus the measured distribution is related to the correct one by
where K is a normalization constant. With Eq. ͑14͒ the correct PDF can be calculated from the full three-dimensional measured distribution. The method described above is equivalent to the method of residence time weighting described by Buchave et al. 28 We show this for the mean velocity, since the higher moments of the velocity distribution can be shown to agree in the same way. They obtain the mean velocity by a residence time weighted average of the sampled velocities
where u i (k) is the kth measurement of the velocity component i, and ⌬t (k) is the time over which the kth particle traverses the observation volume. In PDF notation, the equivalent quantity is
Now substitute F u͉D (u͉D) from Eq. ͑14͒ and recognize that ⌬t is just l /͉u͉, where l is the distance the track travels.
Since l is independent of the velocity, we find
Thus we see that residence time weighting of samples from the PDF in Eq. ͑14͒ produces the correct velocity moments.
B. Velocity data analysis and results
Our primary measurements are made in the zero mean velocity region at the center of the cylindrically symmetric flow. The statistics of the unmeasured z velocity component should be the same as for the measured x component because of the cylindrical symmetry. In addition, the Reynolds stresses should be zero at this location due to symmetry.
We measured the statistics of the x and y components of the particle velocities from linear fits to the center 25 points of each recorded track. The x and y projections of the measured joint velocity PDF for run 9 is shown in Fig. 4 . The Reynolds stress between the x and y velocity components was zero to within the measurement resolution.
To correct for the biases discussed above, we were not able to apply Eq. ͑14͒ directly because we did not have measurements of the z velocity component. We circumvented this problem by assuming that the correct velocity PDF was a joint Gaussian. Far from the walls of high Reynolds number flows, velocity PDFs are known to be very nearly Gaussian with deviations which should not be perceptible in the second order moments which we need to determine. 30 With this information, Eq. ͑14͒ can be integrated over the unmeasured z direction to obtain the form of the joint PDF of the measured x and y velocities,
͑18͒
where only x and y are fit parameters. To determine these two unknown velocity standard deviations, we integrated Eq. ͑18͒ numerically and used a nonlinear least squares fitting routine to fit the model to the measured two-dimensional joint PDF.
Projections of the model fit to the measured PDF are shown in Fig. 4 . The fitted values are x ϭ0.921 m/s and y ϭ0.622 m/s. The ratio of the rms velocity components is 1.48 which is typical of the values observed in homogeneous shear flows. 31 The model captured the measurement bias quite well, except that the fit slightly overestimated the probability for x velocities near zero. As a result, it appears that the model slightly underestimated the rms x velocity. With the ad hoc assumption that the x and z velocity variances are different in Eq. ͑18͒, the model produces a considerably better fit to the central region of the x velocity PDF. Although this allowed a better fit, it only led to a 3% change in the fitted rms x velocity. Since it is likely that other approximations in the model and not lack of symmetry is causing the deviation, we fitted only for x and y and recognize a 3% uncertainty in the bias corrections.
The issue of measurement uncertainty in the measured velocity PDF should be addressed. The error contribution can be determined from plots of the standard deviation of the measured PDF versus the number of points used in the fit to estimate the velocity. These show that for the linear fits over 25 points there was a 1% standard deviation contribution due to velocity measurement error, and a 1% bias due to the faster tracks being less likely to stay in the detection region long enough to be included in the sample. These effects are individually small, and together they tend to cancel.
The typical velocity used for scaling of the results presented in this paper is ũ ϭ(͗u i u i ͘/3)
. Figure 5 shows that ũ, x , and y all scale linearly with the disk frequency. For each disk frequency, other than f ϭ7.5, two independent measurements are plotted. The data points with the largest deviation from the linear scaling at f ϭ5 have lower statistics than most of the runs ͑see Table I͒ , and appear again as the largest deviations from Kolmogorov scaling in Fig. 12 . The linear scaling is important in establishing that there were no changes in the large scale structure of the flow over the Reynolds numbers studied.
V. PARTICLE ACCELERATION MEASUREMENTS
The most challenging part of measuring particle accelerations in high Reynolds number turbulence is to obtain high enough spatial and temporal resolution on particle position measurements. With the analog positioning system described above, we obtained position resolution of typically 5 m and temporal resolution up to 4 s. In our flow, this was sufficient to allow accurate determination of the acceleration variance and the extraction of the general form of the accel -FIG. 4 . PDF of the x and y component of the measured velocities, computed from linear fits to particle tracks for run 9. Also shown is the fit using Eq. ͑18͒ ͑solid͒ and the true velocity PDF after bias correction ͑dashed͒. eration autocorrelation function. To distinguish between the true accelerations and the measurement errors, a rather involved data analysis was required which can be subdivided into three parts. In Sec. V A we describe the technique used to extrapolate the measured acceleration variance to eliminate the contribution from measurement errors. Section V B describes a method for correcting the systematic error introduced by fitting a second order polynomial to the trajectory. In Sec. V C we present a method for determining the dissipation ⑀ from the acceleration correlation function. At several points, the data analysis required knowledge of a quantity that was determined in a later section. It was found that iterating the entire analysis twice was sufficient to provide self-consistency.
A. Extracting accelerations from particle tracks
The first step in extracting accelerations from particle trajectories was to eliminate the tracks that had large position measurement errors. This was done by fitting a polynomial to the entire track and eliminating tracks with large reduced 2 for the fit, 32 i.e., tracks with large rms deviation from the fit. Figure 6 shows the distribution of measured reduced 2 values. Particle tracks with a reduced 2 Ͼ6 were not considered for the data analysis. This cutoff resulted in about 4% of the y tracks and 7% of the x tracks being eliminated. Adjusting the cutoff down to 3 and up to 12 made only a 2% change in acceleration variance measurements, even though the measurement error contribution discussed later changed significantly. The order of the fit polynomial was chosen to be 1ϩt l / , just as in Sec. II D. This procedure eliminates almost all the multiple particle and most of the shadowing effects discussed in Sec. II D.
After elimination of the spurious trajectories, a polynomial was fitted to a certain length of the track with the second time derivative giving the acceleration. As polynomial fitting is a linear operation, the acceleration obtained from the fit can be thought of as the acceleration of a fit to the true trajectory added to the acceleration of a fit to the measurement errors. The ideal situation would be to fit over a section of each track that was long enough that the acceleration due to the measurement errors would be negligible while still short enough that the polynomial was able to reproduce the trajectory. For our data the measurement errors were too large for this direct approach.
The technique we used to measure the acceleration was to fit second order polynomials to trajectory segments of size ⌬t centered around the midpoint of the trajectory-with ⌬t ranging from just a few points up to the entire tracking time. We repeated this procedure for all tracks in a run and thus obtained the acceleration variance as a function of trajectory time segment used in the fit. For very short trajectory segments, the measured acceleration variance was dominated by noise; while for increased segment length the noise contribution decreased. Very few particles were tracked for the longest segments, and consequently measurement uncertainty increased and eventually no variance could be measured. An example of this is shown in Fig. 7 for the y trajectories from run 9. The x trajectories were very similar except for a slightly larger noise contribution as described earlier in Sec. II D. The error bars were calculated by dividing the sample into eight sets, processing each set, and taking the standard deviation of the results from each set divided by the square root of the number of sets.
If the measurement errors were Gaussian and uncorrelated, the contribution to the acceleration variance from position measurement errors would be proportional to ⌬t Ϫ5 , where ⌬t is the time interval spanned by the evenly spaced points used in the fit. 33 In our case the errors were correlated and ⌬t Ϫ5 was not the correct form. However, the data for the square root of the measured acceleration variance were very nearly a constant added to a power law. This is equivalent to the variance having two error correlation lengths balanced such that
Ϫc/2 ϩB 2 ⌬t Ϫc . ͑19͒
We used this power law to extrapolate to the true acceleration variance A 2 . It is very hard to determine the exact correlations in the measurement errors, so we cannot justify this form rigorously; but Eq. ͑19͒ provided excellent fits to the decay of the measured acceleration variances with increased length of fitted trajectories. Fitted values of the exponent c were usually between 3 and 3.4. The log-log plot of the square root of the data in Fig. 8 with the fitted constant of Aϭ165 m/s 2 subtracted, clearly shows that the noise contribution had power law behavior.
B. Acceleration measurement bias
A concern with the technique described above was that fitting a second order polynomial over several Kolmogorov timescales ͑see Table I͒ may not have captured the true accelerations, i.e., the quadratic polynomials might not have fully resolved the true trajectory structure and thus might have underestimated the acceleration variance. To quantify this effect, we developed a model to produce simulated stochastic particle tracks, and analyzed these tracks using the same code as in the data analysis of the experimental runs. Then we used the acceleration variances obtained from the model tracks to calculate the magnitude of the errors introduced by not fully resolving the experimental trajectories. These errors were later used in Sec. VI to correct for this effect.
The best model previously available for this is a second-order Lagrangian stochastic model developed by Sawford. 34, 35 This model uses a continuous but nondifferentiable process to model the Lagrangian acceleration, and calculates velocities and positions from integrals of the accelerations. The dashed line in Fig. 9 shows the measured acceleration variance as a function of trajectory segment length when tracks from Sawford's model were analyzed. The extrapolation t→0 gives the true acceleration variance, which was an input parameter to the model. Figure 9 shows that our fitting procedure underestimated the acceleration variance, and that the error increased rapidly with increasing trajectory time segment. Yet from the fact that the error due to under-resolved trajectories goes linearly and not asymptotically to 0 for t→0, we concluded that the model was insufficient.
To improve on this, we modified Sawford's model. We applied it to the third time derivative of the position rather than to the acceleration. This new model produced trajectories with continuous, differentiable accelerations, and thus better captured the known form of the acceleration autocorrelation function. The new form of the model is
where ȧ i (t) is the first time derivative of an acceleration component at time t. The rest of the notation is from the review by Pope. 35 The model constants, ϭ0.5 and T ϱ ϭ0.7 , were determined by fitting the acceleration autocorrelation function produced by the model to the Lagrangian DNS acceleration autocorrelation function from Yeung and Pope. 4 As explained in the next section, it is expected that the DNS results remain unchanged at higher Reynolds numbers. The input parameter, ͗ȧ i 2 ͘, is determined by the curvature of the acceleration autocorrelation function at the origin to be
where no summation is implied. For ͗a i 2 ͘ we use the Kolmogorov prediction, Eq. ͑5͒, with a 0 ϭ7 as determined in Sec. VI. This model produced better acceleration time series than Sawford's original model, but has nonstationary velocity statistics. For large scale properties this model is of little use, but it is a good approximation to the very short time behavior of a turbulent flow. Processing tracks from this model yielded the solid curve shown in Fig. 9 .
The deviation between the solid line in Fig. 9 and the value for t→0 represents the bias introduced by fitting a second order polynomial over that trajectory time segment.
In the final data analysis of the measured trajectories, we corrected for this bias by adding the modeled deviation onto the measured acceleration for that length of trajectory segment ͑Fig. 7͒. Results both with and without this correction are given in Sec. VI.
C. Determining the dissipation from the acceleration autocorrelation function
The prevalence of turbulence research on flows with large mean velocities where Taylor's hypothesis may be applied can lead to the misconception that ⑀ is always fairly simple to determine. In flows with zero mean velocity, which makes them attractive for Lagrangian studies, this is not the case.
We determine the mean dissipation from ⑀ϭũ 3 /L, where ũ is measured, and L is assumed to be determined by the geometry of the flow and independent of Reynolds number. To determine the value of L, we used a method 36 that relies on the autocorrelation function of an acceleration component, defined for the y component as
Yeung and Pope 4 found from direct numerical simulations that, up to R ϭ93, a (t) passed through zero at tϭ2.2 . For times smaller than this, the curves were essentially independent of Reynolds number when scaled by the Kolmogorov timescale. Yeung has recently found agreement with this at R ϭ140. 20 By measuring a (t) for our data and scaling time so that it fell onto the known curve from Yeung and Pope, 4 we were able to determine the Kolmogorov timescale, , and from this, ⑀ and L. Figure 10 shows the acceleration autocorrelation function measured for the y component of all data sets with more than 10,000 tracks. The solid line is from Yeung and Pope 4 at R ϭ93. For each experimental run, a (t) was determined by fitting second order polynomials to sections of each track separated by time t, multiplying the fitted accelerations and averaging over all tracks. Each autocorrelation function was normalized by the corrected acceleration variances given in Sec. VI. The time span used for the quadratic fits was chosen to be the time when the measured acceleration variance reached twice the extrapolated value for the sets with 460 m particles and three times the extrapolated value for the sets with 250 m particles ͑see Fig. 7͒ . The results were surprisingly insensitive to the exact choice of time span, suggesting that the acceleration measurement errors were sufficiently uncorrelated. The error bars were determined as before by dividing each data set into segments and calculating the standard deviation between the segments divided by the square root of the number of segments. This made the incorrect assumption of Gaussian errors, so the errors were somewhat underestimated.
The observed collapse of the experimental data was obtained with the assumption that there was one constant length scale L in the flow. By using an arbitrary value for L, the dissipation can be determined from ⑀ϭũ 3 /L and thus . The ratios between the 's for various data sets obtained in this manner were correct even though the overall magnitude of was arbitrary. Scaling the time axis for each data set by collapsed the data of all runs including both particle sizes, as shown in Fig. 10 .
To determine the actual value of L, the time axis for all data sets together was scaled again to provide the best fit to the DNS results. This was done by a least-squares fit to the data for Ͻ2. The value of L obtained from this leastsquares fit was ͑0.21Ϯ0.06͒ m. This value is very reasonable, as it is close to the diameter of the disks ͑0.203 m͒. We estimated the error in L by choosing limits that seemed visually reasonable. The dashed lines in Fig. 10 reflect the error estimates in L. They were found by scaling the simulation results by the amount corresponding to the error in L. The deviation between our data and the simulations for Ͼ2 is expected. As the Reynolds numbers of the simulations increased, the negative excursion above 2.2 was continuously decreasing. 4 For the high Reynolds numbers in this experiment, the negative excursion should be very small and should extend to much longer times. .
VI. RESULTS

͑23͒
Using ⑀ϭũ 3 /L, this can be rewritten
The scaling exponent of the data shown in Fig. 11͑A͒ is in good agreement with the Kolmogorov prediction of ũ 9/2 shown by the solid line. Figure 11͑B͒ shows the same data with the underresolved trajectory correction applied. The correction raised the measured acceleration variance by amounts ranging from 3% up to 22%, depending on the typical number of Kolmog- orov timescales over which the particles were tracked. The agreement with Kolmogorov scaling is significantly improved. Over three orders of magnitude the scaling of the data with the smallest errors ͑the y data͒ is nearly indistinguishable from the predicted scaling. We emphasize that the agreement with Kolmogorov scaling requires only the assumption of a constant length scale, L, and is not affected by the large uncertainty in the value of L determined in Sec. V C. It is interesting to note that at the highest Reynolds number the rms acceleration is about 300 m/s 2 , or more than 30 times the acceleration of gravity. Figure 12 shows a 0 calculated from Eq. ͑24͒ for the data in Fig. 11͑B͒ . Also shown is the direct numerical simulation data from Yeung and Pope 4 and the extrapolation of the R 1/2 scaling they observed. Yeung's recent simulations continue to follow the R 1/2 trend up to R ϭ200, where a 0 ϭ3. 15 Particle settling problems prevented us from studying lower Reynolds numbers and directly comparing with the simulation results.
The central feature of Fig. 12 is that the measured value of a 0 is approximately independent of Reynolds number, particularly for the lower noise y data for both particle sizes. From this we conclude that the R տ1000, a 0 has turned over from the R 1/2 scaling previously observed in DNS to showing relatively good agreement with the Kolmogorov ͑'41͒ prediction that a 0 is constant. Modest deviations from the Kolmogorov ͑'41͒ scaling could lie within the scatter of the data. Further measurements, particularly of the higher moments of the acceleration distribution will be necessary to gain insight into what effects intermittency may have on Lagrangian acceleration statistics.
When interpreting Fig. 12 , it is important to recognize that there is a significant uncertainty in the overall scaling of the vertical axis for the measured data which results from the uncertainty in the mean dissipation, or equivalently from the uncertainty in L. This does not affect the conclusion that a 0 is independent of Reynolds number, but it does affect attempts to interpolate between our data and the DNS data. No clear anisotropy between the x and y measurements can be identified, although the larger measurement errors in the x data make this difficult to determine.
The value of the Kolmogorov constant, a 0 , is read from Fig. 12 to be 7.0Ϯ1.0, where this uncertainty reflects fluctuations between data sets. In addition there is the larger uncertainty in the value Lϭ0.21Ϯ0.06 m which entered into the calculation of each a 0 . When added in quadrature these together produce an uncertainty of Ϯ45%. Thus the final value of a 0 was found to be 7Ϯ3. Surprisingly, we observed very little difference between the data for the 250 m particles and the 460 m particles. This observation supports the hypothesis that the particles, with diameters ranging from 5 up to 25 times the Kolmogorov microscale, were acting like fluid particles to within the accuracy of the measurements. The slight decrease of the data at the highest Reynolds number might be a particle size effect, but this is unclear. The insensitivity to particle size may be related to the fact that the pressure term in the Navier-Stokes equation is dominant in determining the fluid particle acceleration at large Reynolds numbers. Figure 13 shows the PDF of the measured y acceleration normalized by the rms acceleration from identification of spurious tracks, the flatness is clearly larger than the Gaussian value of 3. The rare events, with accelerations up to eight times the rms were not spurious. For example, the track shown in Fig. 3 is a R ϭ1668 and has a y /͗a y 2 ͘ 1/2 ϭ8.2 which is far in the tail of the plotted PDF.
VII. CONCLUSIONS
In this paper we presented experimental particle tracking measurements in a flow between counter-rotating disks for Taylor Reynolds numbers 900ϽR Ͻ2000, an order of magnitude higher than previously possible. We recorded particle tracks by imaging tracer particles onto a position sensitive photodiode, and obtained data with sufficient spatial and temporal resolution to measure accelerations. A primary conclusion is that experimental measurements of Lagrangian quantities at these Reynolds numbers are possible. We have developed a model for correcting particle tracking velocity measurements when residence times are unavailable. We reported results for the acceleration variance which are in good agreement with Kolmogorov's ͑'41͒ scaling predictions. These data represent the first validation of the expectation that at large Reynolds numbers Lagrangian accelerations can be described by Kolmogorov ͑'41͒ scaling. The scatter in the data does not allow conclusions about possible intermittency corrections to the Kolmogorov ͑'41͒ scaling. The value of the Kolmogorov constant for the acceleration variance was found to be 7Ϯ3.
