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Abstract

Computer vision systems are largely used in today’s industrial and technological worlds. The increasing complexity and precision of the visual information
processed by modern methods allows for a wider range of applications in safety,
surveillance, reconstruction and human-computer interaction. As the computing power available in hardware evolves, the trend in computer vision research
is to create more precise reconstructions of the visual field by performing more
extensive analysis and implementing more complex vision models. By contrast,
in our approach, rather than trying to model the visual scene as accurately as
possible, we wish to only access key information that is visual motion, at critical
locations in the visual field. Our approach uses insect vision as a clue to design
an intelligent motion detection system that can eﬃciently simplify the processing
of visual information by splitting it into tasks that can be run in parallel.

Indeed insect vision has been studied extensively over the last century. The
small brain size of these animals compared to the human one suggests a low complexity and fast processing neural system that is highly eﬃcient for navigation
in 3D environments. The elementary principle for motion detection in insects is
well-known today and has been extensively studied. However, in order to deal
eﬀectively with 2D video signals that feature complex and changing environments
in presence of noise, additional signal processing techniques need to be developed.

IX

Abstract

Therefore, the goal of this thesis is to develop a low complexity algorithm that is
easily implementable on embedded hardware, an algorithm with fast processing
and fixed latency. The developed system reads and processes the video signal
derived from one camera input (monocular vision) to detect visual motion and
convert it into an optical flow output format. Thus, our algorithm can be adapted
to many standard vision set ups that use motion information without the need
for powerful computer hardware.

A recent digital model of the elementary motion detection principle, namely
the template model, serves as a basis for our work. The main advantage of
our approach is that it combines the power of parallel digital signal processing
techniques with the elementary motion detection principles from insect vision.
Some of the challenges addressed in this research are related to parallel velocity estimation, motion direction classification, robustness to noise and contrast,
and simplicity and speed of processing. Moreover, being a low complexity system
that deals with camera signals, the cost of a device that implements the developed
algorithm would be attractive for many real-time applications. The developed algorithm could be used for further processing such as fast object detection, tracking
and collision detection.
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Computer vision (CV) systems are expected to play an important role in enhancing
safety and video monitoring in the near future. Such systems can automatically
capture and process visual information from areas accessible only to the system,
identify dangerous situations and prompt the user with warning signals. They
can be used for: detecting the presence of objects in dangerous locations involving machinery; monitoring public sites [1]; collision avoidance; tracking objects in
drivers blind spots [2]; monitoring driver alertness [3, 4]; and detecting abnormal
behaviour [5, 6], such as driving under the influence or animals crossing the road.

Smart vision sensors will be the key players in passive and active safety systems
1

1.1. Motivation
of the future. Real-time processing of visual information to improve safety and
enable autonomous navigation and surveillance, requires the online capture and
processing of signals from one or more sensors at high frame rates. However, the
associated complexity and therefore computational cost may be too prohibitive
for conventional CV systems. The key is to develop systems capable of acquiring
and analysing large amounts of data at high frame rates, and providing as output
only the relevant information. To this end, dedicated systems with embedded
processing may provide the solution to real-time visual information processing.

For such systems, it is essential to have a fast and eﬃcient signal processing
algorithm (in order to extract the critical information) that is adapted to the
embedded hardware performance. Numerous algorithms have been proposed
which, because they are based on monocular vision analysis, involve less data
processing than stereovision systems. However, these algorithms usually use
computationally expensive strategies to reconstruct and understand the projection of a three-dimensional (3D) world on a two-dimensional (2D) surface. To
address this problem, simpler solutions can be found by using motion perception
to avoid a full interpretation of the visual field and only extract the important
information.

1.1 Motivation
Progress in hardware and software is making it possible to perform more and
more calculations per second. This trend has directed most vision system designs
to value result and accuracy over computational cost. Based on the assumption
that in the near future any amount of calculation will be supported by future
hardware, the complexity of algorithms has tended to increase.

In nature, however, complexity is not always synonymous with eﬃciency. In2

1.2. Research objectives
sect brain is less elaborated than the human brain and considerably smaller in
size than most current embedded electronics. It is however fast and eﬃcient in
processing visual information in real time for autonomous navigation. This is a
good reason for CV researchers and neurobiologists to work together to attain a
greater understanding of insect vision. Simplified versions of insect vision models adapted to digital hardware have already proven to be successful in detecting
motion information [7, 8].

With the progress made by current embedded hardware in terms of performance
and parallel processing, it is of interest to see how we can adapt models to hardware capabilities instead of increasing hardware capacity to suit the models.
Therefore, in this research project, we will use inspiration from nature to design an eﬃcient motion processing algorithm that takes advantage of modern
technology. By extending the principle of a simplified insect vision model, we
aim to design a system which consistently retrieves critical velocity and location
information.

1.2 Research objectives
Our objective is to propose an original video processing algorithm, inspired by
insect vision, for fast robust detection of directional motions with velocity estimation. To be usable in real-time, the algorithm needs to have a fixed latency that
only depends on the format of the video input. The resulting motion detection
algorithm could be used for object detection, object tracking and collision detection. We also aim to show that a compromise can be found between biologically
inspired vision systems and complex computer vision systems. The algorithm
has to be suitable for implementation on an embedded device and be compatible
with standard video inputs for capturing and processing of visual motion information in real time. A system using this algorithm will receive a time-varying
3

1.2. Research objectives
image, perform motion detection, and provide an output indicating direction and
location of motion with velocity information for moving object boundaries in the
visual field. More precisely, the algorithm needs to detect motion from a wide
range of possible object shapes, textures and velocity levels in the presence of
noise. The developed motion detection could be used in automated manufacturing machinery and in security and surveillance systems. By using insect vision
for inspiration, we aim to develop a system which is relatively simple but highly
eﬃcient.

Applications using insect vision have been proposed in the past [9, 10, 11]. They
provide some clues for how to answer the critical research questions addressed
in this research. These research questions are:
• How can we spatially combine information from adjacent photoreceptors
to extract consistent motion information which relates to the same object in
the scene?
• How can we estimate velocity from motion and consistently locate this
information?
• How can we distribute motion detection and velocity estimation in tasks
that can be run in parallel?
• How can we ensure a fixed processing time regardless of the visual scene
observed?
• How can we evaluate the performance of a non-dense optical flow?
• Can we detect motion under diﬀerent noise and contrast levels?

To answer these questions, we aim to utilise a digital insect vision model [7] as the
basis of our motion detection system. This model has rarely been used, especially
4

1.3. Strategy
for processing of a standard 2D video signal, because research in insect vision
generally aims to mimic nature rather than adapt it to a digital environment. It is
characterised by its use of the fundamental insect vision motion principle with a
digital input signal [12]. Moreover, its eﬃciency and low complexity in detecting
motion makes it suitable for our work. Thus, by building on existing results and
developing new properties based on this model, we expect to build an original
fast processing model.

1.3 Strategy
In this research, we have investigated and built each layer of the system incrementally, in order to test the methods proposed individually. Each layer performs
a specific task that is displayed in Figure 1.1. The direction of the links from one
block to another indicates a chronological and logical order. The functioning of
each block will be detailed in the thesis.

Figure 1.1: Velocity estimation system building blocks. The ellipses represent
input/ouput nodes and the boxes with thick borders show our contributions.
5
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In Figure 1.1, the motion detection block represents an insect inspired onedimensional motion detector which is referred to as the Horridge template model
[7]. This motion detector uses the recognition of specific patterns of intensity
changes over adjacent photoreceptors to detect motion alongside the detector in
opposite directions. Those patterns are called templates. In order to process
an entire video sequence and detect motion in all possible directions, a twodimensional (2D) motion detection architecture is required. The elementary velocity estimation block uses the motion detection principle to detect motions at a
certain elementary speed. To extend the range of detectable velocities, we use the
same elementary velocity estimation at diﬀerent resolutions of the video input.
This provides velocity information with basic location in the output. The optical
flow estimation block uses the multiresolution velocity estimation to provide an
optical flow output by changing the detector scale. Finally the selective or singular velocity estimation achieves a more precise and better located optical flow
output, by designing motion detectors that are tuned to their own elementary
velocity.

1.4 Contributions
The main contributions of this research can be summarised as follows:
• A review of the state of knowledge in the field of computer vision and insect
vision for motion analysis is presented in Chapter 2.
• Three motion detection and velocity estimation models have been developed. A multiresolution principle is used by the first model to estimate a
wide range of velocities using the same elementary velocity estimation principle. The second model shows how to extend the multiresolution principle
to provide an optical flow output. This leads to better shapes for the de6
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tected moving edges and to the creation of an optical flow output. The third
model proposes a more elaborate velocity estimation that detects velocities
at the input resolution. It features a moving edge follower that contributes
to the robustness of the system.
• We present algorithms that take inspiration from insect vision to split motion
detection and velocity estimation into tasks that can be run in parallel. This
proves that it is possible to design a biologically inspired system without
the need for custom made hardware.
• We propose a number of experiments to evaluate the performance of a nondense optical flow signal. Our proposal includes a method for calculating
the average endpoint error.
• We provide improved techniques for better direction detection of motion
with more detectors and better velocity estimation accuracy with subpixel
measurement.

1.5 Structure of the thesis
This thesis has five chapters. Chapter 1 outlines the main objectives, the context
and research questions and describes the strategy employed to address them.
Chapter 2 provides a literature review of the popular motion detection methods
used in computer vision and insect vision. In Chapter 3, the template model, on
which our work is based, is explained in detail. Then, three diﬀerent motion and
velocity models are proposed that extend the template model theory to extract
velocity information. In Chapter 4, the best system is selected and adjusted to
provide an analysis of its robustness to diﬀerent levels of noise, contrast and
sampling rates. Next, Chapter 5 illustrates the precision and potential of the
selected system. This system is used to process a video sequence from a database
commonly used to evaluate computationally expensive optical flow methods.
7
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Several techniques are also proposed for developing improvements. Finally,
Chapter 6 concludes this thesis and discusses future work.

1.6 Publications
Some of the work presented in this thesis has been published in two international
conferences proceedings:

1. M. Quelin, A. Bouzerdoum and S. L. Phung, ”Smart vision sensor for velocity
estimation using a multi-resolution architecture,” Proceedings of The 5th International Conference on Computer Vision Theory and Applications, vol. 1, pp. 447-452,
17-21 May 2010, Angers, France

2. M. Quelin, A. Bouzerdoum and S. L. Phung, ”Fast digital optical flow estimation based on EMD,” Proceedings of The 2nd European Workshop on Visual Information
Processing, pp. 155-158, 5-7 July 2010, Paris, France
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2.1 Introduction
Computer vision (CV) belongs to the broad field of signal and image processing,
which includes machine vision, image processing, machine learning, artificial
intelligence and imaging. It can be described as ”the construction of explicit,
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meaningful descriptions of physical objects from images” [13]. Its history is relatively young compared to the study of biological vision systems. The topic of CV
emerged in the 1960s and started growing significantly in the 1970s with works
on static scene analysis [14]. CV includes tasks such as pattern recognition, 3D
reconstruction, image restoration and motion perception.

Insect vision is a field that investigates visual perception in insects. This study
can inspire the development of related models and hardware systems. Insect vision models aim to describe how biological systems, that are significantly smaller
and less complex than the human systems, operate physiologically [15]. In this
chapter, we focus on the state of the art of motion analysis in both CV and insect
vision. Section 2.2 describes the major techniques for the analysis of motion in
CV using monocular video signals. Two common motion methods are presented
in detail: optical flow and background substraction. Section 2.3 presents insect
vision models and techniques used for motion analysis that have been utilised
in CV. One of the first models, the Reichardt detector, is explained along with its
advantages and drawbacks. The way it has been used for specific applications is
also presented. This is followed by a brief introduction to the Horridge template
model. This model establishes the basis of the work proposed in this thesis.

2.2 Motion models and methods
Motion can be represented in many ways. In general, it is the technique used to
detect motion that governs the way it is represented. In this section, we present
two main groups of widely used motion representation and the techniques used
to obtain them.
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2.2.1 Optical flow
The optical flow (OF) is a type of motion representation that assigns to every
point in the visual field a two-dimensional instantaneous velocity vector. It is
considered to be one of the most detailed and rich motion representations of an
image from a video signal. Accurate calculation of optical flow has been the
goal of many research eﬀorts in the last three decades. Indeed, the information
provided by optical flow is comprehensive enough to be used in many tasks of
CV. Even though considerable progress has been made in this area, the accuracy of
the state-of-the-art methods can still be challenged by situations that contain nonrigid motion, complex natural scenes and motion discontinuities. New evaluation
methods are constantly being proposed for comparing and challenging the latest
CV models. In 1992, Barron et al. proposed a set of synthetic and real image
sequences that greatly helped with assessing the accuracy of OF techniques [16].
In 2007, Baker et al. updated this set using even more challenging sequences
[17, 18]. Because those sets provide the ground truth OF, they are used today
as a reference by researchers to assess the improvements made by their new OF
techniques. We now present the main OF calculation techniques.

Gradient methods
The OF field can be deduced from diﬀerential techniques that use local, spatial
and temporal derivatives of image intensity, or a filtered version of the image.
These techniques are the most widely used for OF computation. The first rule
that governs the evolution of intensity can be expressed as:

I(x, y, t) = I(x − vx t, y − v y t, 0)

(2.1)

where I(x, y, t) denotes the image intensity at pixel (x, y) and instant t, and vx and
v y are the horizontal and vertical velocity components, respectively.
11
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Horn and Schunck [19] deduced the following brightness constancy equation
from the assumption of conservation of intensity:
→
− →
− δI
dI
δI δx δI δy δI
=
+
+
=∇I ·V+
=0
dt δx δt δy δt δt
δt

(2.2)

This equation links, for a point in the visual field, the spatial gradient and the
temporal evolution of its intensity to its instantaneous velocity. This means that
→
−
the two unknown components of the velocity vector V = (vx , v y ) are related in
only one linear equation. Therefore, at least one other constraint is necessary
for calculating the flow. This missing information is also known as the aperture
problem, which arises when boundaries of a moving feature are outside the visual field. Numerous techniques have been proposed using diﬀerent constraint
functions or methods to recover the unknown components. Among the most
successful ones are smoothness constraint, second derivatives, least square error
minimisation and pyramidal methods.

• Horn and Schunk used the smoothness of the velocity field to solve this
problem [19]. Their method is still used today as a benchmark for assessing
methods. The OF field is computed by minimising the smoothness and
quantisation errors.
• Second-order derivatives can also be used to calculate the velocity field.
Nagel later used second-order derivatives to avoid using smoothness constraint on strong variation areas [20]. This allows the method to avoid
producing smooth optical flow where it is not likely to be, such as at object
corners.
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• Lucas and Kanade method uses a least square (LS) error minimisation approach to find the minimal constraint error [21]. The velocity field smoothness is again used as a constraint. This method utilises a weighting function
that is used to adjust the smoothness constraint:

E(vx , v y ) =

∑

1(x, y)[V(vx , v y ) · ∇I(x, y, t) + It (x, y, t)]2

(2.3)

(x,y)

where E is the squared error and 1 is the weighting function (usually a
Gaussian function).
• Because the Lucas Kanade method only works well for small motions, a
pyramidal variant has been proposed more recently by Bouguet [22]. By
using a simple version of the calculation on a lower resolution image, faster
object movements can be detected. In this way, a local estimation technique
designed to estimate small motions is used globally for estimating larger
motions.
• Lastly Bruhn et al. [23] proposed combining Horn and Schunck’s global
estimation [19] and Lucas Kanade local estimation [21] to achieve a more
accurate and robust to noise dense OF estimation. Note that it is very
common in modern methods to combine properties of diﬀerent techniques.

Block matching methods
Region based matching methods define velocity as a shift that yields the best fit
between two image areas. These methods can perform better than diﬀerential
methods under noisy conditions, especially when the number of image samples
is small. To find the best fit, it is possible to maximise a similarity function
such as the normalised cross-correlation of the two windows. Alternatively, the
sum-of-squared diﬀerences (SSD) can be used:
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SSD(x, y, S) =

n ∑
n
∑

W(i, j)[I1 (x + i, y + j) − I2 ((x + 1, y + j) + S))]2

(2.4)

j=−n i=−n

where S is the shift and W is the window defining the matching area. Some
renowned examples based on these techniques are time-search matching and
pyramidal methods, as described below.

• Camus successfully proposed a novel searching method for matching that
operates over time instead of space [24]. This decreases the processing time
compared to other block matching methods. Region matching for windows
of specific sizes is performed over the n previous frames. The maximum
flow magnitude is set depending on the window size.
• Anandan used a pyramidal architecture to decompose images at diﬀerent
resolutions, which helps in the estimation of larger motions [25]. Using a
coarse-to-fine SSD-based matching strategy, vectors are calculated at subpixel levels and converted to integer shifts at the maximum resolution level
(input resolution). Smoothness of the OF and curvature of the SSD surface
are also taken into account in this model to enhance its robustness.

Filtering methods
Filtering based methods use velocity-tuned filters in either the spatio-temporal
or the frequency domain. These methods are also referred to as energy- and
phase-based methods and are generally computationally expensive. The filters
are utilised to split the input image depending on its orientation, speed and resolution. Some renowned examples based on these techniques use phase, Gabor or
3D filters as well as pyramidal methods. The most common filtering methods are
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described below.

• Heeger used spatio-temporal orientated filters which consist of twelve Gabor filters applied at diﬀerent spatial resolutions [26] (pyramidal architecture
as in [22, 25]). Velocity is calculated from a least square (LS) minimisation
of the filter energies that match a plane in the frequency space.
• Huang and Chen proposed a 3D steerable filter based on a Gaussian filter
that can be rotated and tuned to a specific frequency and direction [27].
This allows the system to avoid the direction selection problem of the Gabor
filters used in Heeger method.
• It was Fleet and Jepson who first defined velocity using the motion of phase
level contours at the output of band-pass filters (ie. the ”phase image”)
[28, 29]. Filters were described as
R(x, y, t) = ρ(x, y, t).eiϕ(x,y,t)

(2.5)

where ρ is the amplitude and ϕ is the phase. The velocity component that is
orthogonal to the phase level contour in the filtered image is then calculated
as
V(x, y, t) =

−ϕ(x, y, t).∇ϕ(x, y, t)
.
∥ ∇ϕ(x, y, t) ∥

(2.6)

• Gautama and Van Hulle modified Fleet and Jepson’s method by using a
bank of quadrature pairs of Gabor filters for spatial filtering [30]. This leads
to a measurement of phase non-linearity instead of instability. As a result, a
reliability measurement is produced that evaluates the consistency of phase
information over time.
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• Pauwels and Van Hulle extended the previous method with a coarse-to-fine
control strategy. This method uses a pyramidal architecture on diﬀerent
resolutions of the input image to detect larger motion shifts [31, 32]. This
pyramidal strategy is similar to the ones used by Anandan and Bouguet
[22, 25].

2.2.2 Background substraction and frame diﬀerence
Instead of assigning values to each pixel in the visual input, which can be a complex task, other methods focus on the extraction of moving features such as objects
in the scene. This is in order to track the position of moving objects through time.
The level of motion detail provided here, over the entire visual field, is not as good
as in OF methods. These motion extraction methods, however, can describe complex motion where more than one vector is necessary to describe motion at one
pixel. For example, Bergen et al. assessed the problem of two transparent surfaces
crossing each other [33]. Such a task requires the extraction of the objects from
the background. Frame diﬀerence and background substraction methods can
easily be associated. Indeed, the most common background subtraction method
consists of analysing the frame diﬀerence by subtracting one frame from another.

Change detection or frame diﬀerence methods use tools similar to those used
in background substraction methods to estimate pixels or areas in the image
where a significant change happens. However, modeling of the background is
not realised here. Frame diﬀerence methods are therefore less computationally
expensive, but the extraction of shapes of moving objects is not accomplished
as eﬃciently as with background substraction. In most methods, each pixel is
classified as being either changed or not. Change detection can be realised by a
simple frame diﬀerence followed by thresholding. The threshold adjustment is
therefore one problem that needs to be addressed. Smits and Annoni discussed
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how to adjust the threshold for specific motion detections [34]. Statistical tests
have also been proposed to enforce the pixel sorting [35]. For instance, modeling
of the image sensor noise can be used to determine whether a change is significant
[36]. In addition, probabilistic mixture models can be used to sort changed pixels
in more than two categories, for example: noise and illumination change [37].

Background substraction methods, however, require the modeling of a reference background that is subtracted from the current frame. These methods also
classify pixels as being either part of the background or of a moving object. Most
of the time they are applied on video inputs where the camera is fixed relative to
the background. Examples of techniques include:

• The background can be considered as a long term average image that is
described by

1∑
I(x, y, t).
B(x, y, t) =
t t′ =1
t

(2.7)

Based on this principle, for each pixel, fitting one Gaussian distribution
over the histogram of intensity values can be used to model the background
probability density function (PDF). Friedman and Russel developed and
improved this principle using a mixture of Gaussians to classify pixels as
background, shadow or object [38]. This can be realised, in particular, by
observing pixels in shadow areas. In addition, the value of each pixel is only
used to update the background model if it is classified as being part of the
background. This is in order to detect slow motion more eﬃciently.
• Elgammal et al. proposed a method to handle non-static objects in the
background such as tree branches [39]. They generalised the Gaussian mixture principle using normal kernel functions for density estimation: kernel
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density estimators (KDE).
1∑
Pd f (xt ) =
K(xt − xi )
n i=1
N

(2.8)

where K is the kernel estimator function and xi ’s are recent samples of
intensity. In this way, the estimation is based on recent observation and
speeds up the adaptation to changes.
• Han et al. proposed a recursive density approximation calculation that
relies on the propagation of density modes [40]. By combining estimation
and propagation in the sequential kernel density approximation (SKDA),
memory requirements can be lowered compared to the KDE. Futhermore,
the mode detection is used only for initialisation and is then propagated by
updating the modes with the current sample.

It is generally hard to compare background substraction and frame diﬀerence
methods in terms of accuracy and eﬃciency because the ground truth is not
available for these representations of motion. However, each method clearly
states the type of motion it aims to handle, making the comparison possible in
a qualitative way. It is also easy to compare them in terms of complexity and
memory requirements.

2.2.3 Hybrid motion methods
Even though OF calculation is suitable for many applications, OF methods are
not perfect and are prone to noise. Several models propose to combine OF techniques with other methods to achieve tasks such as object segmentation, tracking
and collision detection. For example, Ping et al. used Lucas Kanade OF and a
Kirsch operator (edge detector) to detect moving objects [41]. Additional tools
are also used, such as snakes to define object areas [42], or stereo vision for 3D re18
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construction. Furthermore, elaborated models successfully combine background
subtraction and OF [43, 44]. Finally, it is obvious that there are many computing
methods, detection tool and motion representations available. The way they are
combined is what makes new models original. In our research, we use principles
such as a pyramidal architecture combined with an insect vision-based model to
propose an original OF estimation method. It is now interesting to see how insect
vision models can be linked to the motion models presented above.

2.3 Insect vision
The detection of motion in biological vision systems has been investigated for
more than a century: the discovery that there is a specific neural system which
performs this role can be dated to 1875. During that year, Exner performed experiments which showed that when two sparks were placed next to each other
spatially and temporally, the observer experienced a sensation of motion [45].
The neural detection of small-scale motion needs to be diﬀerentiated from the
detection, by systems such as the human visual system, of the motion of bigger
entities. More than 50 years later, insect vision studies led to the identification
and modeling of such a local motion detector by two neurobiologists, Hassenstein and Reichardt [12]. The basic model they proposed, known as the Reichardt
or correlator detector, has since been used as the source of inspiration for many
motion processing models. Neurobiologists are still trying to gain a better understanding of the insect vision neural system. At the same time, engineers and
other researchers are trying to exploit this well known insect vision-based model
to design computer vision systems. Furthermore, as CV is expected to play an
important role in future embedded car systems for safety and driving assistance,
insect vision is being investigated as a possible tool for such applications [46, 47].
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2.3.1 Reichardt model
The Reichardt model is simple in structure and operation: it consists of a delayand-compare scheme of signals obtained from two adjacent photoreceptors. Figure 2.1 illustrates, using a simple example, how the Reichardt detector works.
The two adjacent photoreceptors R1 and R2 receive input signals from the environment. Their outputs are filtered with an intensity change detector (ICD).
The output of the ICD is temporally delayed for only one of the two channels.
The channel in which the delay operator is located determines the directional
sensitivity of the detector. The two signals are then correlated in order to detect
motion.

Figure 2.1: Response of the unidirectional Reichardt model to an intensity transition moving from left to right. R1 and R2: photoreceptors, τ: time delay, ICD:
intensity change detection.
This model is able to detect the motion of drifting sine waves for many spatial and
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temporal frequencies depending on the distance between the photoreceptors and
the time delay. By combining two mirrored Reichardt detectors and subtracting
their output signals, the direction of motion is identified [48] (see Figure 2.2).
The Reichardt model is therefore considered to be an elementary motion detector
(EMD).

Figure 2.2: Mirrored Reichardt detector. R1 and R2 are photoreceptors, τ is a
delay.
This detector however, fails to give accurate motion information for complex realistic inputs and also fails to adapt to diﬀerent contrast levels. To overcome this
problem, temporal information about the input signal is required. A common
way to achieve this is to provide a preprocessing tool for edge sensitivity. Bandpass filters [49] or highpass filters (implemented at the ICD level) can simplify the
responses to common edges. Alternatively a logarithmic transform can enhance
low contrasts and thus reduce sensitivity to varying lighting conditions [50]. The
advantages of these techniques make the detector more robust to a wider range of
inputs and enable it to provide a more accurate response. One drawback is that
filtering input signals is usually resource intensive. Another even more resource
consuming approach is to tune the delay (usually implemented as a lowpass fil21
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ter) to get the highest detector response [51]. In contrast, a solution inspired by
the biophysical mechanism of shunting inhibition attempts to remove any preprocessing to adapt to diﬀerent contrast levels by using a third photoreceptor in
the structure of the detector [52]. The structure of such a detector gives a response
that is rather diﬀerent and somehow simplified and also removes the need for
any resource intensive preprocessing.

One other big challenge with this type of motion detection is to get velocity
measurements from the sensor, thereby enabling the system to generate an OF
output. Indeed, research has been performed to link the Reichardt detector’s
output to the velocity of motion. As the response of this type of models is highly
dependent on the temporal frequency of the input [53], new models have been
proposed to try to make the detector independent of the temporal frequency of the
input signal. One such model uses a third photoreceptor to get more information
from the surrounding visual field to remove the temporal frequency dependency
from the final output signal [54]. Another model makes the symmetric Reichardt
detector unbalanced by introducing an adjustable factor and tries to find the best
factor to make it as independent of temporal frequency as possible [55]. These two
methods, however, only increase the range of detectable velocities and produce
irrelevant outputs for velocities or temporal frequency inputs outside this range.
Another way to make the Reichardt detector cope with a wider range of velocities
is to use the delay component as a time delay circuit triggered by one channel and
stopped by the other channel. By doing so, the time delay associated with the
distance between the channels is used to get velocity information [9, 56, 57]. Regrettably, this process requires a more resource consuming circuitry. Finally, it is
worth noting that the Reichardt detector output gives better velocity information
when dealing with natural landscape images that contain high rates of intensity
changes [58].
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Two new significant insect inspired models, designed more recently, can be considered separately from the one described before. This is because of the way the
correlation of the two input signals is performed. Further analysis of the neural
system insects use for vision has confirmed the non-linear asymmetric interaction between two inputs, and even if the nature of this interaction has created a
controversy in the research community [59], its property of non-saturation and
adaptation to luminance proves that the neural system underlying motion detection is not as simple as the Reichardt model suggests. The shunting inhibition
model tries to mimic the actual non-linear asymmetric interaction by using the
biological principle of shunting inhibition [60]. The structure of this model is the
same as that of the Reichardt model, but the interaction is not governed by a simple multiplication operation. Instead, it uses the process of shunting inhibition
governed by a diﬀerential equation. This helps the system to adapt to diﬀerent
contrast levels. The second significant model, the template model, is presented in
the next subsection.

2.3.2 Template model
The use of the Reichardt model for computer vision has inspired the design of a
new model suitable for digital signal processing. Introduced by Horridge et al.
[7] and extended by Nguyen et al. [8, 61] the template model (see Figure 2.3) is
similar to the Reichardt model in that it detects motion with its direction through
intensity measurements over two adjacent receptors with a delay. However, it
cannot give direct velocity information. In a sense, it can be seen as a digital
version of the Reichardt detector even though there is no unique and simple way
to link them together. In this model, input signals are filtered into three distinct
states to reveal an increase, a decrease or no change in the intensity of the input
signal. The states of intensity changes over two adajacent photoreceptors at two
consecutive sampling instants lead to the construction of a 2-by-2 matrix. Of the
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34 = 81 possible combinations, 8 are crucial for motion detection (see Table 2.1).
This process makes the implementation of the model simple and fast. However,
this model suﬀers from the same problem as the Reichardt model regarding the
adaptation to the input.

Figure 2.3: Horridge detector. R1 and R2 are photo sensors, ICD is the intensity
change detection, T is a threshold function, S is a sampling switch, τ is a delay
and ∆φ is the spatial period.

Table 2.1: List of motion templates
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Because sampling is realised in the time domain, selection of the threshold reduces
robustness of the system [52]. Furthermore, it is impossible to tell whether the
motion is continuous or whether it comes from a discrete jump [61]. The velocity
problem is, however, completely diﬀerent from that of the Reichardt model. Indeed, the output of the detector has no strength or amplitude but can only provide
81 diﬀerent states which code the direction of motion, the polarity of the transition
and the start or end of the transition. It has been proposed that the problem of
how to calculate velocity could be solved by tracking the diﬀerent templates over
time and space using a series of template detectors in a row [8]. Once again, such
a tracking design is very convenient to implement but requires memory to store
the template positions.

Since the template model serves as the basis of our research, more details on
this model are presented in Chapter 3.

2.3.3 Applications and implementations
This section presents a number of applications that can use insect vision models.

• Odometer and distance estimation[9, 56, 57, 62, 63]:
Using a camera pointing to the ground on board a micro air vehicle (MAV),
an odometer or distance-to-the-ground estimator has been developed [62,
63]. This system utilises an angular velocity sensitivity function. Because
the angular speed depends on the velocity of the vehicle and the distance to
the ground, by using information of the angular speed through the sensor,
either the velocity of the MAV or the distance from the ground can be calculated if the other one is known.
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• Global motion of a camera [63]:
By setting arrays of EMDs arranged in orthogonal directions and using the
sum of the EMD outputs in x and y directions, an estimation of the angle
of the global motion of a camera can be realised. This system has been
implemented and run in real time at a rate of ten frames per second ( f ps)
which demonstrates the ability of this method to process data quickly. It
also gives information that is easy to comprehend and exploit.
• Rotation, translation and expansion detection [50]:
By analysing the OF information provided by EMDs, it is possible to detect
certain types of global motion over the entire visual field. A pattern-based
model has been used to classify motions using their OF by looking at the
likeliness of the current global OF compared to specific OF patterns. Particular motions can be detected such as rotation, translation, and expansion in
the vertical or horizontal direction.
• Object segmentation [64, 65]:
The problem of object segmentation is common in insect vision and other
motion detection systems that are based on moving edge detection. Simple
processes have been proposed to segment objects by grouping moving edge
areas. They usually match areas by pairs (left boundary and right boundary)
to get the exact shape and location of the object in the image. Although
these methods give quick estimates of object location, they suﬀer from the
common aperture and obstruction problems, and nor can they track objects
over time.
• Collision detection [10, 11, 66]:
Certainly, one of the most complex applications based on insect vision is
collision detection. This task needs to be split into several subtasks as
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collision types are usually detected in diﬀerent ways. To detect collisions
provoked by ego motion of the camera, a system that uses a fish eye lens
on a camera placed at the front of a moving robot has been proposed. This
system utilises a radially-oriented EMD architecture with the outputs of the
EMDs summed. A peak is observed a few hundred milliseconds before
impact in the summed outputs signal. An interesting characteristic of this
system is that the faster the robot heads toward an obstacle, the earlier the
response is observed. Such a method would however fail to detect collisions
provoked by independent moving objects. To detect collisions from non-ego
motion, another system has been proposed. This one is implemented on a
car and uses the focus of expansion (FOE) with additional information on
the car motion to extract movement belonging to independent objects in the
environment. Once extracted, those objects are tracked using a Bayesian
particle filter in order to evaluate the risk of collision with the camera.

Some limitations are common to those application methods. Robust applications
often need additional data from the environment. For instance, either the velocity
or the altitude of the micro air vehicle is needed in the odometer application. The
direction of the car and intersection locations in the visual field are also needed
for the second collision detector. Moreover, the object segmentation systems do
not follow the identified objects over time. This suggests the need for tracking as
proposed by the second collision detector that uses a Bayesian particle filter. But
because tracking is a complex task, there is no advantage in applying the principles of insect vision to achieve it. For example, OF information can be directly
retrieved from the Bayesian particle filter [67, 68].

Finally when looking at technologies used for designs implemented in hardware, the trend today is either to link a camera with a computer unit [11, 69] or
to an FPGA unit [9, 50, 51, 56]. VLSI technology was also used in the past [8, 10].
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However, a promising technology for future implementations is the graphics processing unit (GPU) technology which can be used for global purpose computing
(GPGPU). Its high performance in terms of parallelism and latency makes it a
very powerful hardware for signal processing and real-time computing. The
only issue in using it today is that application programming interfaces (APIs)
use low level and specific programming languages and programmers need to be
knowledgeable and experienced [70].

2.4 Summary
Insect vision-based systems are not as complex as global CV systems for motion analysis. The comparison and accuracy evaluation of these systems is hard
to achieve because motion representations and objectives diﬀer. The level of
detail provided by CV systems is undoubtedly higher than that provided by insect vision systems. However, ratio of complexity related to eﬃciently is what
makes insect vision systems stand out. This aspect is critical, especially at the
implementation level and in terms of the costs of the devices. This explains why
insect vision is being investigated today as a way of processing video information.

Even though many research eﬀorts have been devoted to understanding the
neural systems governing the perception of motion, the models proposed do
not possess all the properties observed in biological vision systems. As a result,
applications based on these models need extra tools if they are to be developed
successfully. The main challenges at the receptor level are linked to the need to
adapt to complex realistic inputs and velocity estimation. At the application level
however, many solutions dealing with various situations raise diﬀerent problems.
In addition, post-processing tends to put the detector in front of complex tasks,
which can sometimes be simplified by specific architecture or the use of external information from the environment. Finally, it seems that for object collision
28

2.4. Summary
recognition, tracking is required, but little research has been done on this using
biologically inspired motion detection mechanisms.
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3.1 Introduction
The template model has the advantage of being simple to compute and fast to
process. However, to be used for motion analysis in a task such as odometry,
it lacks some fundamental properties. Reichardt-based application models generally use the non-dense optical flow (OF) information provided by the detector
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for analysis and post-processing. In order to provide a non-dense OF, the template model needs to be improved so that it can estimate velocity information
in 2D. Solutions for these two problems already exist independently. Nguyen
et al. [8] used the template model to retrieve velocity information by tracking
the position of templates spatially and temporally. In addition, Reichardt and
template models have the same geometrical architecture at the input level (two
adjacent photoreceptors). It is therefore possible to adapt the architectures of
the 2D Reichardt-based detectors proposed in [50, 69, 71] to the template model.
Thus, by combining these two techniques, we know that it is possible to achieve a
template based non-dense OF. However, we would like to propose an optimised
solution. To do so, we use the recognition of new templates that are sensitive
to velocity. This method allows us to create a system that is fast and can detect
diﬀerent speeds in parallel with a fixed processing time.

In this chapter, the template model properties are detailed in Section 3.2, including a presentation of the Nguyen et al. tracking model. Next, in Section
3.3, we propose an original 2D detector architecture that uses a series of onedimensional motion detectors. This architecture is used as a basis for our velocity
template-based models. Section 3.4 presents three unique velocity template-based
models. The first one introduces a new collection of velocity sensitive templates
and shows how to use them at diﬀerent resolutions of the input. The second one
uses the same velocity templates to produce a non-dense OF output as a result
of a pixel-wise detection regardless of the input resolution. The last model uses
another type of velocity template that we refer to as singular velocity templates
(SVTs). These SVTs lead to a more accurate location of moving edges. Finally,
Section 3.5 concludes the chapter.
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3.2 Template model
What diﬀerentiates the Horridge model from the Reichardt model is that instead of
utilising a spatio-temporal correlation between two photoreceptors, the Horridge
model only detects changes of intensity at each photoreceptor for two consecutive time samples. The detection of relevant spatio-temporal correlations is made
through templates based on the detection of intensity changes. Therefore, by digitising changes of intensity from the input receptors and pre-setting the system
to recognise the relevant templates, the need for the multiplication operation is
avoided. The correlation operation is therefore converted to a template recognition operation as explained in Section 3.2.1. Thus, we can see that the Horridge
model is not obtained by just digitising the Reichardt model.

Figure 3.1 gives the response of the template model for the same input signal
used in Figure 2.1. R1 and R2 are adjacent photoreceptors that retrieve the environment intensity. The intensity change detection (ICD) filters the input signals.
A threshold then classifies the signals into three states which are -1, 0 or +1. The
S switches represent time sampling.

When the two photoreceptor signals are sampled, the current value and previous
value (obtained with the delay function τ) of each signal are used to generate a
2-by-2 matrix at each time sample. If this matrix is one of the motion sensitive
templates presented in Table 2.1, motion is then acknowledged at the output. The
output of the template model is therefore characterised by the possible recognition
of a motion template for each time sample.
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Figure 3.1: Response of Horridge model to an intensity transition moving from
left to right. R1 and R2: photoreceptors, τ: delay function, T: threshold function,
S: sampling, ICD: intensity change detection. (See the online colour version).
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3.2.1 Motion templates
The list of templates presented in Section 2.3.2 are directionally sensitive. This
means that the template model is directionally selective. It also means that this
model meets the requirement of having an asymetrical non-linear interaction between the two input receptors [8]. The non-linear interaction is provided by the
characteristics of the motion templates.

The list of templates proposed by Horridge was based on experimental results
which showed that these templates are 3:1 diagonally symmetric (3:1 meaning
that three components of the matrix are equal) with the symmetrical axis indicating the direction of motion. Drawing on the comparison between the Horridge
and Reichardt models, Nguyen et al. determined a directional selectivity function
(DSF) as follows [8]:

DSF(T) =

T11 T12

= T11 T22 − T12 T21

(3.1)

T21 T22
where |T| denotes the determinant of the template matrix T.

Because the elements of T have values in the set −1, 0, 1, the value of DSF is in
the range [−2, 2]. The DSF value classifies templates into one of three categories
according to their signs: negative, positive or zero. A negative DSF encodes a
leftward motion, a positive DSF encodes a rightward motion, and a zero DSF
indicates no motion. This means that out of the 81 possible values, there are
48 directional templates, among which half code rightward motion and the other
half code leftward motion. Furthermore, to detect coherent motion, it is necessary
for signals from adjacent receptors to be induced by the same object. Therefore,
motion induced in adjacent receptors must have the same polarity change. In addition, there should exist an overlap of the same polarity change between adjacent
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receptors. This explains the requirement of having a 3:1 diagonally symmetric
matrix. Out of the 48 directional templates, only 32 (16 for each direction) comply
with the previous requirements. To obtain the 8 directionally motion-sensitive
templates (DMSTs) described by Nguyen et al. from the 32 remaining ones, all the
templates that do not contain a zero need to be removed. This is due to the fact
that, in the presence of a background which is changing in intensity, the templates
without any zero values might indicate motion in the wrong direction.

The main weakness of the Horridge model comes at the threshold function. The
problem is how to determine whether an intensity change indicates a significant
change in the visual field. Elaborate techniques for thresholding could be used,
but in this research, we wish to keep the computational cost low. Thus, we set
the threshold to a fixed value after filtering the input intensities temporally. The
threshold is chosen based on experimental results to remove as much noise as possible while keeping actual motion information. It is, however, important to see
how the threshold influences the model’s performance. Indeed, intensity changes
might be caused by noise in the visual field or by noise at the photoreceptor
level. Non-relevant changes might also be caused by unpredictable background
intensity changes. As a result, these types of intensity changes can lead to the
detection of noisy templates. This is the reason why some templates, that might
contain motion information, are discarded as they cannot be diﬀerentiated from
noise. This limits the model’s motion detection potential. For instance, a moving
discreet jump (sharp object edge) that falls exactly between the two photoreceptors cannot be detected by the DMSTs. Templates that could detect such motion
are not 3:1 diagonally symmetric.
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3.2.2 Template tracking
Because the output provided by the template model is trinary (motion to the right,
motion to the left or no motion), no signal strength is given at the output. It is
therefore impossible to retrieve velocity information from it. Note, however, that
some templates occur in pairs as they code the beginning and ending of a moving
transition (for example, templates A and B shown in Figure 3.2). These are referred to as position conjugate templates (PCTs) [8]. Interestingly, the number of
time samples that separates PCTs is velocity dependent. But, it is also dependent
on the spatial length of the transition. This is illustrated in Figure 3.2.

(a)

(b)

(c)

Figure 3.2: Response of the template model to diﬀerent transition lengths and
speeds according to the representation from Figure 3.1. (See the online colour
version).
In Figure 3.2, cases (a) and (b) present two equivalent transitions moving at different speeds, whereas case (c) has the same speed as case (a), but the transition
is spatially larger. A comparison of (a) and (b) makes it obvious that the distance
between PCTs A and B is velocity dependent. In addition, from a comparison of
(a) and (c) it is obvious that the distance also depends on the spatial length of the
transition. But because the lengths of the transitions are unknown, it is impossible
to retrieve velocity using the distance between PCTs.

Nguyen et al. proposed a velocity model based on the tracking of DMSTs of
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the same kind through space and time [8]. To achieve such a task, a search region
in time and space is defined to locate templates and associate them to each other.
The search space characteristics define the range of velocities that are detectable.
Moreover, the direction of search relative to the tracked DMST is obviously dependent on the motion direction associated with the tracked DMST. Two kinds
of tracking strategies are proposed: forward and backward searches in time. A
new search starts every time a new DMST is found. In the case that more than
one corresponding DMSTs are present in the search space, the association is based
firstly on the shortest time distance, and secondly on the shortest spatial distance.
The velocity is then calculated by using the positions of the first and last templates
tracked for a fixed period of time. The velocity can then be defined in the units
of pixel per frame (ppf ) which is another way of describing the angular velocity.
The velocity model proposed by Nguyen et al. is accurate and eﬃcient. However,
tracking is an issue at the implementation level because the processing time of
a frame will depend on the number of detected templates at each time sample.
Because latency is critical for real-time processing, the other models proposed in
this chapter estimate velocity without tracking, even though the motion template
principle will be used.

3.3 2D motion detection architectures
A one-dimensional elementary motion detector (1D EMD) refers to a 1D motion
detector such as the Reichardt or Horridge models that consist of two photoreceptors at the input (see Figures 2.2 and 2.3). Using the template model to process 2D
frames of a video input requires two things. The first one is the definition of the
spatio-temporal sampling of the Horridge EMD. The second one is the extension
of the 1D directional sensitivity to 2D in order to create a 2D EMD.

To retain all the details that the input signal provides, it is logical to match the
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input spatio-temporal resolution to the motion detector. Therefore, we choose
∆φ, the distance between two photoreceptors, as the distance between two pixels.
The delay τ, that temporally separates the first row and second row of the output
matrix, is chosen to match the video frame rate. The intensity change detection
(ICD) is implemented as a high-pass (HP) filter by simply subtracting the previous
intensity input from the current one and thus having the sign of the filter output
that codes the intensity change.

To cover the length of an entire visual field, several EMD architectures are proposed. The simplest and most widely used design consists of a series of 1D EMDs
spread in a line to detect motions over one dimension [9, 56, 57, 62]. In such a
design, an n-EMD architecture results in n − 1 outputs. Motion information is
usually spatially located between two adjacent photoreceptors. But since video
inputs present the projection of 3D motion on 2D, it is often proposed to combine
two 1D EMD architectures in an orthogonal fashion to form a 2D EMD architecture. Thus, x and y directions are retrieved and motions in all directions can be
reconstructed. The architecture mentioned above for one dimensional analysis
can be used here to cover the two dimensions of the image. However matching
those two x and y outputs together remains a problem.

Two 2D EMD designs have been used to solve this problem. The first one,
presented in Figure 3.3 (a), is a 3-receptor Γ shaped architecture [50, 69]. It uses
two 1D EMDs that associate motion to the corner receptor. This receptor is shared
between the two 1D EMDs. The second design, presented in Figure 3.3 (b), uses
four receptors in an X shaped grid. It uses two independent 1D EMDs that associate motion to a virtual spot in the middle of those four receptors [71]. This
last design is more appropriate because the virtual spot to which four motion
directions are associated is surrounded by the four receptors. However, in both
designs, the association of motion to the output is not completely consistent in
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terms of its location.

Figure 3.3: 2D EMD architectures (only pixel receptors are displayed). The dots
represent location to where motions detected are linked.
The 2D EMD we propose (Figure 3.3 (c)) consists of a 5-receptor + shaped architecture. It contains four 1D EMDs that are sensitive to only one direction and all
share one central receptor. This central photoreceptor is the starting point of any
sensed motion. Therefore, this 2D EMD has the advantage of linking motions to
the starting point which is an actual pixel position in the input frame.

3.4 Velocity models
3.4.1 Multiresolution model based on velocity templates
In order to propose a solution that has a fixed latency algorithm, we avoid using tracking techniques. However, the association of DMSTs is still required to
estimate velocity information. To provide a fixed latency solution, we could use
an estimation of the longest possible tracking time. But this tracking time would
still depend on the number of DMSTs detected at each time sample. So, we could
also consider a maximum number of templates detected at each time sample.
However, such an algorithm would most likely be too demanding.

As explained in Sections 2.3.1 and 3.2.2, it is important to note that both the
Reichardt-based models and Ngyuen tracking model have a limited range of
detectable velocities. In order to create a new template model that is velocity
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sensitive, we can reduce the range of detectable velocities to a minimum simple
case and build upon it. We know that to estimate velocity, the matching of at least
two templates needs to be achieved. To remove any tracking process or search
space, we have designed a new family of velocity dependent templates. Those
are obtained by linking two motion templates in space and time to generate 8 new
ones that are described in Table 3.1. Each velocity template can be paired with
a DMST and is referred to as using the same code. The new velocity templates
have been designed with two fundamental requirements in mind. The first one
is that motion induced in adjacent receptors must have the same polarity change.
The second one is that there should exist an overlap between adjacent receptors.
This explains the new 5:2 diagonally symmetric structure shown in Table 3.1.

Table 3.1: List of velocity templates

To achieve the matching of DMSTs presented in Table 3.1, three photoreceptors
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need to be implemented at the detector level. Two time delay functions are also
needed. The one-dimensional velocity sensitive motion detector is presented in
Figure 3.4 and we will refer to it as a 1D elementary velocity detector (1D EVD).

Figure 3.4: 1D EVD architecture. T: threshold function, S: sampling, ICD: intensity
change detection, τ: discrete time delay.
The new velocity templates are made out of 3-by-3 matrices with the top row
generated by the extra time delay and the last column generated by the extra
photoreceptor. This means that our new features are only able to match DMSTs
(of the same code) over one pixel space diﬀerences and one frame temporal differences. In other words, this architecture is sensitive to an elementary velocity
of one pixel per frame (1 pp f ). In addition, this system needs three time samples
to be initialised compared to two with the Horridge model (the ICD requires one
time sample to be processed in addition to the two displayed in Figure 3.4).

To process video inputs, a 2D EVD needs to be designed based on the 1D EVD
presented in Figure 3.4. We decided to utilise the same principle used to design
the 5-pixel + shape 2D EMD from Figure 3.3 (c). The 2D EVD is shown in Figure
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3.5. It is structured with a 9-pixel + shape architecture that consists of four 1D
EVDs that share the central pixel. Only half of the velocity templates will be
detected by each 1D EVD. For instance, the three pixels in red constitute one 1D
EVD. This one is configured to only detect velocity templates with code A to D
(right direction). All four 1D EVD outputs are associated to the central pixel.
Thus, this 2D EVD retains the properties of our 2D EMD in terms of linking the
velocity information to the starting point of the motion. Finally, the direction of
motion is coded with colours at the output level. The output colour code is as
follows: right direction velocities are displayed in red colour, up in purple, down
in yellow, left in cyan, down and right in orange, up and right in pink, down and
left in green and up and left in light purple.

Figure 3.5: 2D EVD architecture (only pixel receptors are displayed). (See the
online colour version).
This 2D EVD based model provides a tool to estimate directional velocities of
an entire video frame within a fixed processing time. However, it has one main
disadvantage: the range of velocities detected is limited to 1 pp f . Inspired by
pyramidal architectures that extend local motion detection to global motion detection such as [22, 25, 26, 31, 32] (see Chapter 2), a multiresolution architecture is
designed to estimate several velocities using the same EVD (see Figure 3.6).
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Figure 3.6: Multiresolution Architecture Scheme.
The frames are first processed by a filter that we refer to as a ”Gaubel” filter
(combination of Sobel edge detection and Gaussian smoothing). This is done to
filter noise by smoothing. The smoothing also spreads sharp edges and therefore
makes them easily detectable by the EVDs (this ensures an overlap between adjacent receptors). The filtered input is then transmitted to each resolution channel
to be processed in parallel. To lower the resolution of the input, an averaging
filter is implemented in each channel. The convolution kernel size used is related
to the channel resolution. Next, each averaged image is subsampled to obtain the
desired lower resolution. As mentioned earlier, to detect the velocity templates,
three consecutive frames are needed. The EVD blocks in Figure 3.6 are composed
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of multiple 2D EVDs that cover the input image. The presence of velocity templates is then checked by the EVD block at each pixel and the output image is
produced based on the direction colour code. This leads to an output image for
each resolution channel. Finally, to group all these results in one final image, the
lower resolution images are up-sampled to match the original input frame size.
Up-sampled images are then combined together. The up-sampling is realised by
simply expanding each pixel.

By using the EVD on a lower resolution input, a higher velocity can be estimated.
For example, a velocity of 2 pp f for a resolution of M-by-N will be estimated as
being 1 pp f at a resolution of M/2 by N/2, and hence can be sensed by the EVD.
Thus, velocities of 1 pp f or higher can be estimated by this architecture to the
nearest integer. A characteristic of this model is that higher velocities are represented by bigger squares in the combined output. Estimation of velocities lower
than 1 pp f could also be realised by using longer delays on each 1D EVD, at the
original input image resolution. For instance, a velocity of 0.5 pp f can be detected
by an EVD if the time delays are multiplied by two. This technique can also be
used to estimate velocities at a subpixel level. For example, if the time delay is
multiplied by two with a resolution that is one third of the original one, a velocity
of 1.5 pp f would be estimated. However, because velocities at the subpixel level
are not physically representable using the current output format, we decided not
to implement it at this stage and concentrate on the integer velocities.

Figures 3.7 to 3.9 display the results of the final multiresolution architecture using four diﬀerent resolutions. All the results are produced using the same input
video. This input displays a hand accelerating to the right.

45

3.4. Velocity models

Figure 3.7: 1st example of input and outputs of the mutliresolution EVD architecture. Top left: input frame, top right: final output, bottom left: output at
the original resolution, bottom middle left: output at the original resolution/2,
bottom middle right: output at the original resolution/4, bottom right: output at
the original resolution/8. (rightward is in red, downward is in yellow).

Figure 3.8: 2nd example of input and outputs of the mutliresolution EVD architecture. Top left: input frame, top right: final output, bottom left: output at
the original resolution, bottom middle left: output at the original resolution/2,
bottom middle right: output at the original resolution/4, bottom right: output at
the original resolution/8. (rightward is in red, downward is in yellow).
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Figure 3.9: 3rd example of input and outputs of the mutliresolution EVD architecture. Top left: input frame, top right: final output, bottom left: output at the
original resolution, bottom middle left: output at the original resolution/2, bottom
middle right: output at the original resolution/4, bottom right: output at original
resolution/8. (rightward is in red, downward is in yellow).

Figure 3.7 shows that the output at half the original resolution displays more templates. This means that the hand is moving at around 2 pp f . In Figure 3.8, it is the
output at a quarter of the original resolution that displays more templates. This
corresponds to a speed of 4 pp f . However, it is important to note that templates
are not only detected in one resolution channel. Indeed, in the real 3D world, the
motion of the hand is not perfectly constant between two frames and is likely not
to match an exact integer speed. Therefore, when the input image is averaged and
subsampled, motion is smoothed, quantised and aﬀected by noise. This explains
why motion alongside the edge of the hand is not evenly split when quantised
and why not only one channel resolution detects the templates. Looking at the
outputs of Figures 3.7 to 3.9, we clearly see that the multiresolution EVD model
consistently detects that the speed of the hand is increasing. Indeed, the squares
at the final outputs are getting bigger with time. In addition, by bringing the four
resolution channel outputs together, we see that almost the entire object edges are
47

3.4. Velocity models
retrieved.

An advantage of this architecture is its ability to show a global motion velocity over the entire visual field. This is achieved by looking at the resolution
channel that features the most detections. Meanwhile, all velocity components
are kept in each resolution channel.

3.4.2 Multiscale EVD-based model
In this section, we propose a model inspired by the multiresolution model and the
velocity template principle presented in Section 3.4.1. This new model provides
an optimisation of the 1D EVD principle to produce a non-dense optical flow
output.

The multiresolution model presented in Section 3.4.1 can potentially estimate
velocities greater than or equal to 1 pp f ; the highest velocity detectable is limited
by the size of the visual field. However, if we wish the system to produce an OF
output, this multiresolution model has one disadvantage: velocities higher than
1 pp f are not estimated for each pixel of the original input image, but for each
pixel of the subsampled image. The model presented in this section overcomes
this issue.

When looking at the multiresolution model, a solution for pixel wise allocation
of velocity is to simply allocate velocities from lower resolutions to each pixel
contained in the area covered by up-sampling. This solution would, however,
severely aﬀect the shape of the edges (see the big squares in the final output of
Figures 3.8 and 3.9). The solution we propose is a new multiscale EVD architecture
(see Figure 3.10). This architecture uses all EVDs at the original input resolution
to estimate velocities higher than 1 pp f .
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Figure 3.10: Multiscale EVD architecture.
So far, to estimate a 1 pp f velocity, an EVD photoreceptor is defined as one pixel.
To estimate higher odd velocities (3 pp f , 5 pp f etc.), we propose to average a
section of pixels and to consider this sector as one receptor. Thus, the actual distance covered by the receptors will be changed even though the velocity template
stays the same. The estimated velocity is therefore linked to the number of pixels
defining a receptor. The location of the velocity information at the output is then
associated to the receptor where the sensed motion starts (left or right receptor
depending on the template detected). More precisely, the velocity information is
associated to the central pixel which defines the receptor. By using this method, a
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single template detection can be mapped into the output frame resolution to one
pixel. But because for even numbers no pixel is in the exact centre of the receptor,
only odd integer velocities (in pp f ) are estimated by this method. The pixel’s
intensity averaging is however necessary in order to provide a single intensity
value to each photoreceptor.

We refer to the number of pixels defining a receptor as the ”scale” of the photoreceptor. So, to process a video input, multiple scales of 2D EVDs need to be
implemented at each pixel location. The diﬀerent scales can easily be processed
independently (in parallel). However, for each pixel, one or more velocity values
for horizontal and vertical directions can be linked; priority is given to the highest
detected velocity.

Figures 3.11 to 3.13 present the non-dense OFs obtained using seven EVD scales
(1 to 13 pp f ). To make the system more resistant to noise, the input images are
convolved with a Gaussian window (a typical size used was 11-by-11 with a standard deviation of one sixth of the window size). This also improves the EVDs’
outputs by smoothing the edge transitions. The threshold of all EVDs is adjusted
to as small a level as possible to be sensitive to moving edges while avoiding noise
detection (a typical value used is T=5 for a 256 gray level input).

Figure 3.11 shows results using the video sequence from Figures 3.7 to 3.9. The
video camera is stationary and the resolution of the video input is 240-by-320 at
30 frames per second ( f ps). The hand is accelerating toward the right. These
results show that the shape of the hand is retrieved significantly more accuratly
than with the multiresolution model.
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Figure 3.11: 1st OF result with a static camera. Top left: input frame, top right:
zoom-in output frame, bottom: output frame.

Figure 3.12: 2nd OF result with a static camera. Top left: input frame, top right:
zoom-in output frame, bottom: output frame.
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Figure 3.13: OF result with a non-static camera. Top left: input frame, top right:
zoom-in output frame, bottom: output frame.

Figure 3.12 shows the results for a stationary video camera using a resolution
of 120-by-160 at 30 f ps. The black cup held by a hand is moved towards the camera. These results show that the association of horizontal and vertical detected
velocities matches consistently with the direction of motion.

Figure 3.13 shows the results for a non-static video camera using a resolution
of 256-by-256 at 30 f ps. The camera is moving forward and is being overtaken by
the car on the left. Details of the scenery such as white marking lines and road
signs in the distance are also detected.

Although the accuracy of the velocity estimated is not evaluated in this chapter, results obtained using accelerating objects (such as the hand video in Figure
3.11) are realistic and show that the estimated velocities increase with the speed
of the hand. This demonstrates that the system can be used as a tool for further
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processing. Note also that these results are given using relatively low image resolutions and frame rates considering today’s video hardware.

Compared to the mutliresolution system described in Section 3.4.1, the multiscale
system output is clearly better as object boundaries are retrieved more accurately.
Moreover, consistent matching of x and y velocity information is achieved at a
pixel level. However, only odd velocities can be estimated.

3.4.3 Singular velocity template-based model
In this section, a more elaborate model is proposed that uses a new collection of
velocity templates we refer to as singular velocity templates (SVTs). This model
aims to overcome two drawbacks of the multiscale EVD system presented in the
previous section: estimation of odd and even integer velocities and precise location of moving edge boundaries where the velocity information is located.

In order to achieve precise location of moving edges, it is important to examine the DMSTs in more detail to understand why those motion templates are not
velocity sensitive even though they reveal a moving edge at two time samples.
In all DMSTs, the edge location is revealed by adjacent zero and non-zero values
in the same row (same time sample), see Figure 3.14 (a) and (b). When looking at
the 8 DMSTs, it can be seen that none of them actually locates the actual edge at
two time instants. This explains their lack of velocity sensitivity.

In the DMSTs, the edge is either located on the first row or the second row of the
template. This means that the edge position is detected either at the current time
instant or at the previous one. The other row is used to confirm the edge motion
at the other sampling time. For velocity templates, however, the edge is located
at two time instants, which explains their velocity dependency (see Figure 3.14
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(a) DMST B.

(b) DMST A.

(c) Velocity template A.

Figure 3.14: Edge localisation on several templates. (See the online colour version).
(c)). The distance between the edges at the two sampling times is what defines
the velocity. Figure 3.15 shows a new collection of velocity templates based on
velocity template code A that can estimate several velocities.

(a) 1 pp f .

(b) 2 pp f .

(c) 3 pp f .

Figure 3.15: Basic singular velocity templates. (See the online colour version).
In Figure 3.15, the position of the edge at the current sampling time is highlighted
in red whereas the previous one is in blue. Because the polarity of the transition
is not needed to describe OF information, we remove the polarity information
on our final SVTs (see Table 3.2). Nevertheless, the non-zero values belonging to
a template have to be of the same polarity. Negative and positive changes will
therefore be detected in parallel by what we call the ON and OFF channels. Both
these channels use the same template detection mechanism.

The lengths of the SVTs presented in Table 3.2 are dependent on the velocity they
are meant to detect. For example, a sequence such as ”X . v . X” is a v succession
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Table 3.2: List of SVTs (see the online colour version)

of X symbols, with v being the velocity value in pp f . In addition, these templates
are able to detect strictly sharp edges (overlap between receptors is not needed).
Indeed, the first element of the second row in any SVT A is denoted by ”−” for
undefined, where previously it was 1. Regrettably, all these beneficial properties
make the detection poor in terms of robustness.

Because the edge positions are precisely located at the current and previous time
instants, it is possible to follow an edge through time and thus link an SVT at
one sampling time to another at the next time instant. In Table 3.2, previous edge
locations are marked in blue whereas current ones are in red. This means that the
position of a current ”blue” pixel was the position of a ”red” pixel at the previous
sampling time if the motion is consistent. Therefore, by keeping the positions
of all ”red” pixels at the previous time instant, we can follow the moving edges
at the current time instant by linking current ”blue” pixel locations to previous
”red” pixel locations. In the end, we are able to make chains of SVTs to follow an
edge over several time samples. This SVT-following principle is a key element in
making the SVT-based model detection robust.
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Each detected template contains velocity information and should be used to calculate the current velocity of a followed moving edge. But to avoid having to
keep track of the entire chain, we propose to do a recursive calculation that only
requires us to keep previous time-instant SVTs’ locations. The velocity is given
by

v(t) = α × v(t − 1) + (1 − α) × svt, with 0< α ≤1

(3.2)

where svt stands for the velocity described by the current SVT. This equation is
used only if a match has been found. If the current found SVT cannot be linked to
a previous one, then the velocity is null at the output. This is to guarantee that at
least one SVT match has to be found before being displayed at output. The final
velocity is




α × v(t − 1) + (1 − α) × svt





v(t) = 
α × svt(−1) + (1 − α) × svt







0

if v(t − 1) , 0
if v(t − 1) = 0 and match found

(3.3)

otherwise

where svt(−1) is the velocity calculated from the previous SVT matched with the
current one (the first link in the chain).

The elementary velocity detector (EVD) architecture of this model is variable
depending on the detected velocity. Therefore, a 2D EVD cannot be shown as before because it changes according to the velocity detected in each direction. The
principle however stays the same and only the number of receptors is variable.
Most importantly, we need to decide where to locate the detected motions in the
OF output. Because the velocity calculation takes into account values from the
past, we decided not to associate motion with the starting point but with the final
one. Note that this location is also the current edge location (shown in red in Table
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3.2).

Figures 3.16 to 3.18 show results using 1 to 13 pp f SVTs in x and y directions
and α = 0.3. Because sharp edges are now detectable and because the model
detection is expected to be more robust, no filtering is applied to the input images.

Figure 3.16 shows outputs of the model for inputs presented in Figures 3.7 to
3.9. The hand boundaries are clearly and precisely detected and followed. The
flow vectors increase with time, which is consistent with the motion of the hand.
Even though the hand is mainly moving to the right, we can see some velocity
vectors that are detected as going downward. This is partially due to the aperture
problem and to the fact that the hand motion is not going exclusively to the right.

(a)

(b)

(c)

(d) Zoom in (a).

(e) Zoom in (b)

(f) Zoom in (c)

Figure 3.16: Example of outputs of the SVT-based model with the inputs from
Figures 3.7, 3.8 and 3.9.
Figure 3.17 shows the output of the model for the input presented in Figure 3.12.
The mug boundaries are also precisely detected and followed. The association
of the x and y velocity components is consistent but can be challenged where
several edges are detected in the same area (for example where hand and mug
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boundaries are close to each other).

(a)

(b) Zoom in (a) left side

(c) Zoom in (a) right side

Figure 3.17: Example of output of the SVT-based model with input from Figure
3.12.

(a)

(b) Zoom in (a)

Figure 3.18: Example of output of the SVT-based model with the input from
Figure 3.13.
Figure 3.18 shows the output of the model for the input presented in Figure 3.13.
Considering how the SVTs have been designed, it is obvious that the model is
challenged by non-static camera videos. Knowing the input image, it is relatively
easy, for the human observer, to recognise the car, its shadow and the road sign
boundaries. However, parts of the boundaries are also missing. The association
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of x and y direction vectors is also poorly done here.

Multiple improvements are brought about by using the SVT-based model compared to the multiscale model. Firstly, the SVT-based model is able to estimate
not only odd but also even velocities in pp f . Secondly, it can locate moving edges
precisely, including sharp ones. Thirdly, it automatically follows moving edges
that have varying speeds. This following (or matching) method enhances the
robustness of the detection and can be performed without preliminary filtering of
the input. This reduces the computational cost of the algorithm. Regrettably, this
model cannot detect edges moving in the same direction and close to each other.
Indeed, if the area covered by a moving edge is not of constant intensity, then
no SVTs will be found. This drawback means that it is impossible for the system
to detect an edge in an area that was covered by another edge at the previous
time sample. This also means that this system needs a certain stability in the
background intensity.

3.5 Summary
Three models were proposed in this chapter. The first two are similar, and indeed
the multiscale EVD model is an evolution of the multiresolution one. The multiscale model is also eﬃcient in providing smooth edge shapes which are consistent
with actual ones. In addition, it also produces an OF output with more data than
the SVT-based model. On the other hand, the SVT-based model works well with
no pre-filtering and requires no change of resolution. As a result, it is faster to
execute. Furthermore, it can detect a wider range of velocities and locate edge
position more precisely. However, the fact that it retrieves less optical flow data
than the multiscale model makes the matching of x and y velocity information
more challenging, especially in the case of a non-stationary camera.
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One of our research goals is to provide a system that can be executed in realtime and be used as a basis for tasks such as object tracking or collision detection.
Therefore, the SVT-based model provides features such as precise location of moving edges and no pre-processing that make it more valuable than the other two
models presented in this chapter. As a result, the accuracy of the SVT templatebased model will be further evaluated in the next chapter.

60

Chapter 4
Adjustments and Evaluation
Chapter contents
4.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2

Experimental method . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.3

4.4

4.5

4.2.1

Video sequence data . . . . . . . . . . . . . . . . . . . . . . 62

4.2.2

Systems to be evaluated . . . . . . . . . . . . . . . . . . . . 65

4.2.3

Measurements . . . . . . . . . . . . . . . . . . . . . . . . . 66

System selection and adjustments . . . . . . . . . . . . . . . . . . 67
4.3.1

SVT-based system vs multiscale EVD . . . . . . . . . . . . 67

4.3.2

ICD adjustment . . . . . . . . . . . . . . . . . . . . . . . . . 70

Evaluation results . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4.1

Performance for diﬀerent object speeds . . . . . . . . . . . 73

4.4.2

Performance in the presence of noise . . . . . . . . . . . . . 78

4.4.3

Performance for diﬀerent contrasts . . . . . . . . . . . . . . 80

4.4.4

Performance at diﬀerent sampling rates . . . . . . . . . . . 83

Discussion and summary . . . . . . . . . . . . . . . . . . . . . . . 85

61

4.1. Introduction

4.1 Introduction
In the previous chapters, our systems have been tested using real video inputs to
illustrate their capabilities. The evaluation of performance, however, has not been
tackled yet. This is partially because the outputs of our systems are not directly
comparable with those of most OF estimators that require only two frames to
generate a dense OF output. Our system requires three consecutive frames for
the SVT-based model and yields a non-dense OF. A more accurate assessment is
therefore required. To this end, this chapter presents a more detailed evaluation.
Using controlled experiments, we characterise our unidirectional elementary detectors in terms of detection and velocity estimation. Our best design is selected,
adjusted and evaluated under various conditions. Finally, we compare our system with the pyramidal Lucas Kanade (PLK) dense OF method using adapted
measurements.

4.2 Experimental method
4.2.1 Video sequence data
To assess how well our system detects moving edges and how accurate its velocity
estimates are, we evaluate the influence of some input parameters on a well
defined object in a scene. The parameters we propose to assess are: the object
speed, the sensor noise, the sampling rate and the contrast level. In order to
have precise control of the motion of the object under investigation, we use a
synthetic object embedded in a real scene. This way, we have access to the ground
truth flow at the edges of the object. As a result, we can estimate the accurate
velocity detection rate, the inaccurate velocity detection rate (over estimated and
under estimated) and the missed detection rate. To have credible data, we use a
challenging real video sequence to which we add the object to be detected. This
background contains strong noise with moving trees, moving shades, non-smooth
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surface etc.

(a) First frame.

(b) Second frame.

(c) Diﬀerence frame.

Figure 4.1: Example frames of the background scene.

Figures 4.1 (a) and 4.1 (b) show images from the background video sequence.
As indicated by the white rectangles in the top-right corners, the tree leaves are
not stationary. The intensity change between the two images is illustrated in Figure 4.1 (c). Other background noise such as moving shadows can also be observed.

The proposed templates use the same detection principles regardless of the direction and polarity of the moving edge. For instance, the only diﬀerence between
each SVT code A to D is the transition type (0 to 1 or 1 to 0) and the direction they
detect. Their properties in terms of accuracy of estimated velocity are therefore
equivalent. We thus decided to look at the boundaries of an object moving in one
direction only. In order to simply locate motion going to the right, our object has
boundaries perpendicular to its direction. This also eliminates the influence of
the aperture problem and allows us to evaluate the system’s ability to estimate
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velocity more rigorously. As a consequence, a simple box is chosen as the object
shape. Using the known dimension of a bench we can estimate that, at the foot
path level of the background scenery, a meter roughly corresponds to 41 pixels.
We then implement the object as a 41-by-31 pixel rectangle. This simulates an
object of size 1-by-0.75 meter. Figure 4.2 presents the background scene with the
simulated moving object in the bottom left corner.

Figure 4.2: Example frame for the evaluation with the moving object.
Because the background over which the object is traveling contains various intensity levels (bright footpath, dark tree shades, etc.), we choose to use a gray
object (gray level 100). This gray level is an average level that makes the object
less easily diﬀerentiated from any other background texture.

The velocity of the object depends on the frame rate of the video. The original frame rate of the video sequence is 25 f ps which at the footpath level can be
used to estimate the actual velocity of the object: 1 pp f at 25 f ps and with 41 pixels
equivalent to one meter gives a velocity of 2.2 km.h−1 . A rate of 1 pp f is therefore
a very slow walking speed, whereas a rate of 12 pp f is equivalent to 26.4 km.h−1 ,
which is a fast running speed.

At the input, we can control four input parameters:
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• the speed of the object (we look at a range of 1 to 12 pp f for a frame rate of
25 f ps),
• the noise level (by adding a white Gaussian noise, see Figure 4.3 (a)),
• the contrast level (by lowering the original 256 levels of gray, see Figure 4.3
(b))
• and the sampling rate.
Knowing that the initial video rate is 25 f ps, the sampling rate can be increased
by interpolating each frame containing the background only. It is important then
to adjust the velocity in pp f of the object related to the new sampling rate to keep
the same actual speed in km.h−1 . By doing this, the background noise can be kept
consistent relative to the object motion.

(a) Example frame with Gaussian noise of zero
mean and variance 327.68.

(b) Example frame at 8 gray levels.

Figure 4.3: Example frames for the evaluation with diﬀerent input parameters.

4.2.2 Systems to be evaluated
A number of systems are considered for the evaluation:
• The mutliscale EVD-based system presented in Section 3.4.2 which is used
with and without pre-filtering of the input video.
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• The SVT-based system presented in Section 3.4.3 which is implemented with
and without recursive calculation of velocity.
• An implementation of the well known pyramidal Lucas Kanade (PLK) dense
optical flow for comparison purposes [22]. The code used can be found in
[72]. Adjustments of its parameters are explained in the Appendix.

4.2.3 Measurements
To evaluate a non-dense optical flow, we collect data in the visual field where
detection is expected to happen (ie. at the left and right boundaries of the object).
In order to evaluate where the system fails to detect the moving edge, we look at
whether or not velocity is estimated for each pixel at the boundary of the object.
Figure 4.4 shows an example of detected velocity at the boundaries of the object
using the SVT system. Position of the flow for the left edge is located on the left
side of the boundary for the SVT system because of the way the templates are
designed.

Figure 4.4: Example of optical flow at the object boundaries.
For each experiment, we follow the two 41-pixel moving edges of the object for
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24 consecutive frames and collect a total of 1968 velocity values. These values are
then sorted in a table.

4.3 System selection and adjustments
In this section, we perform simple experiments to confirm that the SVT-based
system gives a more accurate optical flow output than the multiscale EVD-based
system (see Section 3.4.3). Then the ICD function of the SVT-based system is
adjusted to be tested in the experiments of the next section.

4.3.1 SVT-based system vs multiscale EVD
For this evaluation, ICD functions for both SVT-based and multiscale EVD-based
systems are implemented as simple HP filters with a fixed threshold. This is done
in order to make the comparison fair and so that we only look at the template
architectures those two systems use. We test both systems for objects moving
at 6 and 7 pp f at a frame rate of 25 f ps. We purposely choose an odd and an
even velocity value because the multiscale method can only estimate odd integer
velocity values.

The first step is to find the optimum threshold T for each system with this video
input. Table 4.1 presents the results of the experiment using diﬀerent thresholds
for the mutliscale system without prefiltering the video input and with the object
moving at 6 pp f . Table 4.2 shows the results for the same experiment but with the
object moving at 7 pp f .

In these tables, T stands for the threshold value. The data value in each column
indicates how many times the particular velocity was detected (over the 1968
values). The even velocity columns are filled with zeros as the multiscale system
only detects odd velocities. The ’missed’ column counts pixels where no velocity
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Table 4.1: Mutliscale system threshold adjustment at 6 pp f
T
9
10
11
15
20
25

1
0
0
0
0
0
0

2
0
0
0
0
0
0

3
1
3
2
1
3
2

4
0
0
0
0
0
0

Velocity detected (in ppf)
5 6
7
8 9 10
59 0 1030 0 4 0
89 0 1052 0 4 0
46 0 1004 0 2 0
42 0 906 0 2 0
40 0 857 0 0 0
10 0 814 0 0 0

Missed
11
1
1
0
0
0
0

12
0
0
0
0
0
0

13
0
0
0
0
0
0

872
818
914
1016
1068
1142

Table 4.2: Mutliscale system threshold adjustment at 7 pp f
T
9
10
11
15
20
25

1
0
0
0
0
0
0

2
0
0
0
0
0
0

3
0
0
0
0
0
0

4
0
0
0
0
0
0

Velocity detected (in ppf)
5 6
7
8
9
10
5 0 288 0 818 0
0 0 305 0 802 0
1 0 317 0 770 0
1 0 710 0 288 0
1 0 901 0 18
0
1 0 867 0
0
0

Missed
11
6
4
0
0
0
0

12
0
0
0
0
0
0

13
1
1
0
1
0
0

850
856
877
968
1048
1100

data was detected at the object boundary. Based on Table 4.2, the best threshold
is selected as 20 (maximum velocity detected for 7 pp f , which is the ground truth).

Tables 4.3 and 4.4 present the same experiment using the SVT-based system with
the recursive velocity estimation. Based on these tables, 21 is chosen as the best
threshold (21 for Table 4.3 and 20 or 21 for Table 4.4). Note that the threshold
value selected for both systems is similar as the mechanisms that form templates
are the same.
Table 4.3: SVT system threshold adjustment at 6 pp f
T
10
15
18
19
20
21
22
25
30

1
5
0
1
0
0
0
1
1
2

2
2
2
1
1
1
2
1
2
1

Velocity detected (in ppf)
3
4
5
6
7
26 58 78 925 22
18 73 54 1022 10
23 81 43 1032 7
22 79 40 1038 7
26 79 40 1036 6
27 77 37 1043 5
26 73 36 1039 2
23 72 26 1035 2
23 58 22 1004 1

Missed
8
5
1
2
3
2
2
2
2
1

9
2
1
1
1
1
1
1
1
1

835
787
777
777
777
774
787
804
855
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Table 4.4: SVT system threshold adjustment at 7 pp f
T
10
15
18
19
20
21
22
25
30

1
5
8
6
5
3
3
3
2
0

2
45
9
7
7
7
7
3
2
0

Velocity detected (in ppf)
3
4
5
6
7
34 41 57 91 806
35 33 63 66 929
37 35 61 47 953
34 28 61 45 958
32 27 62 41 958
32 28 59 40 956
32 24 57 40 950
27 25 57 34 939
32 22 52 32 915

Missed
8
24
13
11
11
8
7
6
3
0

9
2
4
0
0
0
0
0
0
0

895
814
814
822
833
839
851
879
915

Table 4.5 and 4.6 present the results of Tables 4.1 to 4.4 using the selected thresholds. We also added results that were obtained using the mutliscale system with
a pre-filtering Gaussian window of 11-by-11 pixels and standard deviation of
one sixth of its size. The SVT-based system is also calculated without recursion.
From Tables 4.5 and 4.6, it is clear that, in addition to providing a more precise
location of edges (see Chapter 3), the SVT system has better accuracy and less
missed detections than the mutliscale system at the boundary location. It is also
clear that the recursive calculation of velocity for the SVT system decreases the
error of under estimated velocities. In addition, the influence of pre-filtering for
the multiscale system is not always good. Although it has slightly fewer missed
detections, it also provokes less accurate velocity estimations. This leads us to
select the SVT-based system with recursive velocity calculation as the best system
for evaluation.

Table 4.5: Comparison of the multiscale and SVT-based systems at 6 pp f
System
Multiscale (no pre-filter)
Multiscale (pre-filter)
SVT (non-recursvie)
SVT (recursvie)

1
0
0
26
480

2
0
0
48
2

Velocity detected (in ppf)
3
4
5
6
7
3
0 40
0
857
2
0
8
0
953
30 22 19 1042
4
27 77 37 1043
5

Missed
8
0
0
2
2

9
0
0
1
1

1068
1005
774
774
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Table 4.6: Comparison of the multiscale and SVT-based systems at 7 pp f
System
Multiscale (no pre-filter)
Multiscale (pre-filter)
SVT (non-recursvie)
SVT (recursvie)

1
0
0
38
3

2
0
0
29
4

Velocity detected (in ppf)
3
4
5
6
7
0
0
1
0 901
0
0
0
0 213
38 21 24 18 954
32 28 59 40 956

Missed
8
0
0
7
7

9
18
724
0
0

1048
1031
839
839

4.3.2 ICD adjustment
As mentioned previously, the ICD has been implemented, until now, using a
simple finite impulse response (FIR) high pass filter followed by a threshold. The
transfer function of this filter is:
−

H1(z) = 1 − z 1 .

(4.1)

Because this filter does not stop high frequencies, it makes the system fairly
sensitive to noise. To illustrate this, we run few simulations using the video
sequence with diﬀerent levels of noise while the object is moving at 6 pp f and
with 256 gray levels. Results of those simulations are gathered in Table 4.7. The
threshold level of 21 is kept for this experiment.

Table 4.7: Influence of noise on the SVT system with simple HP ICD filter
Noise
Velocity detected
Missed Opposite
Variance 1
2
3
4
5
6
7 8 9
direction
0
0
2 27 77 37 1043 5 2 1
774
0
6.55
1
2 24 73 40 1026 5 2 1
794
0
65.53
5
8 36 53 99 673 23 3 0
1066
2
327.68
26 50 38 26 91 119 21 3 0
1574
20
655.36
29 52 28 16 46
60
13 3 0
1681
40

From Table 4.7, it appears that if the noise level is increased, the number of
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accurate detections decreases quickly. The noise level increase also lead to false
readings of motion in the opposite direction and to an increase in the number of
inaccurate velocity estimations. Thus, in order to reduce the influence of noise,
we propose to use an infinite impulse response (IIR) band pass filter followed by
a fixed threshold. The transfer function of this filter is:
−

−0.6615 + 0.6615 × z 1
H2(z) =
.
0.75 × z− 1 − 0.25 × z− 2

(4.2)

Figure 4.5 presents the magnitude response of the FIR filter (a) and of the IIR filter
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(a) Frequency response of the HP filter.
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(b) Frequency response of the BP filter.

Figure 4.5: Frequency responses of the HP and BP filters.
From Figure 4.5, it can be seen that the maximum gain of the IIR filter is double
that of the FIR filter. As a result, we anticipate that using the IIR for the ICD of
the SVT system will decrease the optimum threshold value by a factor of two. In
order to test this and to ensure the best threshold compromise across the range
of object velocities that we use later on, we decide to run the simulation for 12
diﬀerent speeds and under 35 diﬀerent threshold values. We keep 256 gray levels,
do not add any noise and keep the same frame rate of 25 f ps. We only plot the
number of accurate velocity estimations detected over the 1968 values collected
for each simulation. The results for the 35 thresholds used to detect each velocity
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are joined together as one line. This results in 12 lines, one for each speed, and
they are displayed in Figure 4.6.

Figure 4.6: BP filter ICD threshold adjustment.
From Figure 4.6, it can be seen that no matter what velocity is to be estimated,
the plotted lines follow a dome shape which reaches a maximum at an optimum
threshold. The best threshold value may vary depending on the velocity to be
detected. But, in the range of 1 to 12 pp f at 25 f ps, it seems that the system is
robust to the threshold change from T = 10 to T = 30 as the top parts of the domes
are fairly flat. We therefore decide to keep T = 21 when using the IIR filter.

In the next experiment, the IIR filter is used for the ICD of the SVT system with
the same noise levels and object speed as the ones from Table 4.7. The results are
displayed in Table 4.8.

From Table 4.8 we can see that when no noise is added, the number of accurate velocity estimates is lower than the number obtained when using the FIR
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filter. However, the response is more stable across the diﬀerent levels of noise.
Obviously the response still diminishes when the noise level increases but at a
much slower rate. The IIR filter is therefore used for the next part of the evaluation.

Table 4.8: Influence of noise on SVT system with BP ICD filter
Noise
Variance
0
6.55
65.53
327.68
655.36

1
1
1
2
6
17

2
2
2
2
9
26

Velocity detected
3
4
5
6
18 55 16 944
18 52 24 928
24 40 37 843
16 31 88 368
20 17 77 147

Missed
7
4
3
5
31
26

8
1
1
0
1
2

9
0
0
0
0
1

927
939
1015
1416
1628

Opposite
direction
0
0
0
2
7

Therefore, the system that is selected for evaluation is the SVT system with recursive velocity estimation, an IIR band pass filter based-ICD and T = 21.

4.4 Evaluation results
Now that our system is adjusted, we can proceed to its evaluation by running
four groups of experiments to see the influence of velocity, noise, frame rate and
contrast.

4.4.1 Performance for diﬀerent object speeds
To see how robust and precise the SVTs are in detection, we run 12 simulations
for diﬀerent object speeds at a frame rate of 25 f ps without noise. The 12 speeds
are 1 to 12 pp f which in this sequence, as mentioned in Section 5.2, correspond to
speeds of 2.2 to 26.4 km.h−1 . The data values collected from those simulations are
displayed in Table 4.9.
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Table 4.9: SVT change of speed data collection
Actual
speed
1 pp f
2 pp f
3 pp f
4 pp f
5 pp f
6 pp f
7 pp f
8 pp f
9 pp f
10 pp f
11 pp f
12 pp f

1
1494
0
0
1
1
1
0
0
0
0
0
0

2
6
1522
24
28
1
2
0
1
0
1
0
0

3
1
9
1413
48
41
18
37
1
1
1
0
3

Velocity detected (in ppf)
4
5
6
7
8
0
0
0
0
0
1
0
0
0
0
9
0
0
0
0
1185
7
2
0
0
21
1049
7
0
0
55
16
944
4
1
16
50
24 852
2
38
23
36
25 851
13
43
8
34
14
25
11
18
8
19
16
22
5
19
7
0
13
13
10
17

Missed
9
0
0
0
0
0
0
2
5
887
13
18
11

10
0
0
0
0
0
0
0
0
1
934
8
12

11
0
0
0
0
0
0
0
0
0
2
961
9

12
0
0
0
0
0
0
0
0
0
0
1
1016

467
436
522
697
848
927
985
988
967
936
911
863

The velocity detections fall into several categories: accurate detections, missed
detections, under estimations, over estimations, and opposite direction detection.
For each of the 12 object speeds, the percentages of the total elements that fall into
each of these categories are calculated. For each object speed, the total number of
elements is 1968. These percentages are presented in Table 4.10.

Table 4.10: Statistics in % from SVT change of speed data collection
Actual Speed
1 pp f
2 pp f
3 pp f
4 pp f
5 pp f
6 pp f
7 pp f
8 pp f
9 pp f
10 pp f
11 pp f
12 pp f

Accurate
detection
76%
77%
72%
60%
53%
48%
43%
43%
45%
47%
49%
52%

Missed
detection
24%
22%
27%
35%
43%
47%
50%
50%
49%
48%
46%
44%

Inaccurate
(under estimation)
0%
0%
1%
4%
3%
5%
6%
6%
6%
5%
5%
4%

Inaccurate
(over estimation)
0%
1%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

Opposite
detection
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%
0%

Figure 4.7 displays graphically all the information from Table 4.10. The area covered by each colour is representative of its percentage. Note that when areas are
added, they logically add up to 100%. This graph format will be used to sum74
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marise the results of all following experiments in this chapter.
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% of inaccurate detection (under estimation)
% of inaccurate detection (over estimation)
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Velocity (ppf)

8

10
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Figure 4.7: Ratio graph for change of speed using SVT. (See the online colour
version).
From Figure 4.7, it appears that the lower velocity templates (1 to 4) are more
eﬃcient in detecting motion. The other SVTs (5 to 12) are less accurate and the
rates of error for these SVTs are approximately the same. Another important thing
to note is that there is almost no over estimations and very few under estimations.
Moreover, there is no detections in the opposite direction (negative detection)
which shows the strong directionality of the templates. The missed detection rate
is obviously important, especially for the higher velocities. But, even though the
detection rate is not as good as we would have wished, the accuracy, on the other
hand, is very high.

To assess the estimation precision, the mean squared error (MSE) is calculated
for each object speed. Two methods are used: one uses all collected data whereas
the other discounts the missed detections and the opposite or negative data values
(none in this experiment). The second calculation is included to show how much
the velocity is under/over estimated when it is not detected accurately. The results
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are shown in Table 4.11.

Table 4.11: MSE from SVT change of speed data collection
Speed in pp f
MSE
MSE (data>0)

1
0.024
0.01

2
0.89
0.01

3
2.40
0.01

4
5.76
0.14

5
10.88
0.19

6
17.19
0.44

7
25.01
0.98

8
32.66
1.07

9
40.44
1.27

10
48.44
1.68

11
57.10
2.03

From Table 4.11, we can see that the raw MSE (first row) increases rapidly with
increasing velocity. This is mainly due to the increase in the number of missed detections when the velocity rises. When looking at the second calculation (second
row), we can see that the MSE is much smaller but rises in a similar way to the
raw MSE. This result shows that, as the velocity increases, the rise of the under
estimation rate leads to a higher error in estimation.

In the next experiment, we compare the performance of the SVT model with
the PLK algorithm. We run the same simulations using the PLK system. Considering that the PLK algorithm provides a velocity precision that is higher than
integer, values given by this system are rounded to integer ones and then sorted
in the same manner that was used in the previous experiment. We then generate
a graph in the same format used in Figure 4.7. This way, we can see how the
data is globally dispatched. When calculating the MSE, however, no rounding
is used. This enables the MSE to be calculated precisely. Figure 4.8 presents the
ratio graph whereas Table 4.12 presents the MSE.

As Figure 4.8 presents information in the same way as Figure 4.7 (in order to
facilitate the comparison), we can see that the missed detection rate is very low.
Because the PLK algorithm calculates a flow at each pixel in the image, the velocity detected is rarely equal to zero because it only falls into the missed detection
group if the rounded data is equal to zero. Therefore, both missed detections
and under estimations can be considered as one group. In the same fashion, the
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accurate detection rate shows that the estimated values are within 0.5 of the true
velocity.
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Figure 4.8: Ratio graph for change of speed using PLK. (See the online colour
version).

Table 4.12: MSE from PLK change of speed data collection
Speed in pp f
MSE
MSE (data>0)

1
0.10
0.04

2
0.18
0.14

3
1.28
0.55

4
4.21
2.33

5
4.40
2.01

6
5.98
3.08

7
9.98
4.46

8
18.17
5.59

9
17.45
5.87

10
25.34
8.62

11
21.46
8.20

12
30.73
12.01

In Figure 4.8, the general shape of the accurate detection rate graph is similar to
the one for the SVT system with lower velocities detected more accurarely. The
accuracy rate is also of the same order as the accuracy rate of the SVT, although
the accuracy rate starts out higher for the PLK. Most importantly, we can see the
large presence of over and under estimations as well as few negative detections.
This shows that even if our system has a significant rate of missed detections, the
velocity estimation is still very precise when motion is detected. This is confirmed
by the MSE values obtained for the PLK experiments as we see that the raw MSE
is much smaller for the PLK system, but, if we withdraw the missed and negative
detection data, then our system provides a much better precision. As for the
influence of velocity, we see that for both systems, higher velocities are harder to
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detect properly.

4.4.2 Performance in the presence of noise
In the next group of experiments, we run the same simulations as in Section
4.4.1 but with six diﬀerent levels of noise. The noise added is a Gaussian noise
with zero mean and a variable variance. The frame rate stays at 25 f ps with 256
gray levels. We only show the results for two object speeds as the same trend is
observed for the other ones. We present one velocity that is accurately detected,
2 pp f (see Section 4.4.1), and one that is less accurately detected, 8 pp f . The ratio
graph format and MSE tables are generated in the same way as before. Figure
4.9 and Tables 4.13 and 4.14 show the results using the SVT system with object
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(a) Object speed is 2 pp f .

3276.8

0

0

6.55

32.76

65.53
327.68
Noise Variance

655.36

3276.8

(b) Object speed is 8 pp f .

Figure 4.9: Ratio graphs for change of noise using the SVT system. (See the online
colour version).

Table 4.13: MSE from SVT change of noise data collection. Speed is 2 pp f
Noise variance
0
6.55 32.76 65.53 327.68 655.36 3276.8
MSE
0.89 0.91 0.93 1.01
1.87
2.39
3.47
MSE (data>0) 0.01 0.01 0.01 0.01
0.08
0.17
0.41
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Table 4.14: MSE from SVT change of noise data collection. Speed is 8 pp f
Noise variance
0
6.55 32.76 65.53 327.68 655.36 3276.8
MSE
33.16 33.27 33.79 34.88 44.15 51.31
60.85
MSE (data>0)
1.10 1.023 1.03
1.15
2.04
5.43
24.10
By comparing Figures 4.9 (a) and 4.9 (b) we can see that the SVT model is not
aﬀected by the level of noise up to a noise variance of 65.53. For higher variances,
the rate of accurate detections rapidly drops. In addition, it seems that the noise
causes over estimations to increase slightly. Moreover, when the noise is strong
enough, it leads to a few negative detections. However, the rate of under estimations is not sensitive to the increase in noise. This constancy in under estimation,
regardless of the noise level, makes the MSE rise more quickly in the second MSE
calculation (second row) than in the raw calculation (first row) as the rate of accurate detection drops. As we can see from Tables 4.13 and 4.14, the MSE doubles
or triples in the raw calculation whereas in the second row, it increases by a factor
of between 20 and 40. Despite this, the MSE level stays much lower when missed
detections and negative detections are ignored.

Figures 4.10 show results using the PLK system with object velocities of 2 pp f
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and 8 pp f . Tables 4.15 and 4.16 present the MSE using the PLK system.
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(b) Object speed is 8 pp f .

Figure 4.10: Ratio graphs for change of noise using the PLK system. (See the
online colour version).
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Table 4.15: MSE from PLK change of noise data collection. Speed is 2 pp f
Noise variance
0
6.55 32.76 65.53 327.68 655.36 3276.8
MSE
0.18 0.18 0.19 0.20
0.36
0.56
1.87
MSE (data>0) 0.14 0.14 0.15 0.16
0.23
0.37
1.30
Table 4.16: MSE from PLK change of noise data collection. Speed is 8 pp f
Noise variance
0
6.55 32.76 65.53 327.68 655.36 3276.8
MSE
18.17 17.48 16.82 18.08 17.75 14.22
22.64
MSE (data>0)
5.59 5.39 5.53
5.53
5.93
5.91
6.60

From Figures 4.10 (a) and 4.10 (b), we can see that the PLK system is also resistant to noise up to a variance of 65.53, after which the accurate detection rate
starts dropping. The decrease is however not as strong as in the SVT system. This
proves that the PLK algorithm is more robust to noise than our system. When
the noise variance reaches around 655.36, over and under estimation rates start
to increase more rapidly. This is not the case in our system. In addition, there is
a noticeable incidence of negative detections that is absent in our system. This
shows, once again, how directionally sensitive our method is. As for the PLK
MSE, its increase is much slower than that of the SVT for both the raw calculation
and the second MSE calculation. This does not mean that the PLK MSE is smaller
than that of the SVT for the second MSE calculation. Indeed, the SVT MSE stays
generally smaller than that of the PLK (except for 8 pp f with a noise variance of
12.8).

4.4.3 Performance for diﬀerent contrasts
In the following experiments, we use six diﬀerent contrast levels (in addition to
the original one) by dividing the number of gray levels by two at each step. These
lower contrast levels are obtained simply by using a lower quantisation of gray
levels. The frame rate stays at 25 f ps and no noise is added. Figure 4.11 and
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Tables 4.17 and 4.18 show the results when using the SVT model at 2 and 8 pp f .
Note that the threshold value is divided by the same factor as the gray levels. For
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example, for 64 gray levels, the threshold used is 5.25.
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(b) Object speed is 8 pp f .

Figure 4.11: Ratio graphs for change of contrast using the SVT system. (See the
online colour version).

Table 4.17: MSE from SVT change of contrast data collection. Speed is 2 pp f
Gray levels
256
128
64
32
16
8
4
MSE
0.89 0.87 0.84 0.85 0.81 1.03 1.58
MSE (data>0) 0.01 0.001 0.01 0.01 0.01 0.01 1.57

Table 4.18: MSE from SVT change of contrast data collection. Speed is 8 pp f
Gray levels
256
128
64
32
16
8
4
MSE
33.16 32.52 32.51 32.77 32.51 34.58 44.91
MSE (data>0) 1.10
1.05 1.08
1.03 1.08
1.01 44.08

From Figures 4.11 (a) and 4.11 (b), we can clearly see that, regardless of the speed
of the object, reducing the number of gray levels to as little as one sixteenth of the
initial level does not aﬀect the performance of our system. This means that our
system can perform correctly using video inputs with only 16 gray levels. When
the contrast levels become too small, our system is obviously strongly aﬀected
(from 8 gray levels and less). It is also interesting to note that as the contrast
decreases the inaccurate detection rate also decreases slightly (over and under
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estimations). As a consequence, the second MSE calculation decreases when the
contrast drops. This is true as long as the accurate detection rate does not drastically drop (from 4 gray levels and less) .

Figure 4.12 and Tables 4.19 and 4.20 show the result using the PLK method at
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Figure 4.12: Ratio graphs for change of contrast using the PLK system. (See the
online colour version).

Table 4.19: MSE from PLK change of contrast data collection. Speed is 2 pp f
Gray levels
256 128 64
32
16
8
4
MSE
0.18 0.14 0.12 0.12 0.17 0.57 1.58
MSE (data>0) 0.14 0.11 0.10 0.10 0.17 0.57 1.57

Table 4.20: MSE from PLK change of contrast data collection. Speed is 8 pp f
Gray levels
256
128
64
32
16
8
4
MSE
18.17 12.20 10.64 9.88 14.23 24.20 44.91
MSE (data>0) 5.59
5.23 5.51 7.18 12.20 23.27 44.08
As we can see from Figures 4.12 (a) and 4.12 (b), the PLK system is generally more
sensitive to contrast changes than our system. Similarly, however, the decrease in
performance is clearly notable for gray levels lower than 16. More importantly,
as opposed to our system, as the contrast decreases the inaccurate detection increases significantly. This is confirmed by the MSE data which shows an increase
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in the MSE as the contrast decreases. Consequently, our system is not only more
robust to change of contrast but can also gain a higher precision by finding a contrast level that removes inaccurate detections without influencing the accurate
detection rate.

4.4.4 Performance at diﬀerent sampling rates
In this section, we observe the influence of the frame rate. To do so, we only use
one velocity because we want to find a true velocity in km.h−1 that lies on integer
values in pp f at diﬀerent frame rates. We choose a velocity of 12 pp f at 25 f ps
(26.4km.h−1 ) which is equivalent to 6 pp f at 50 f ps, 4 pp f at 75 f ps, 3 pp f at 100
f ps and 2 pp f at 150 f ps. The method used to change the frame rate has been
explained in Section 4.2.1. Figure 4.13 and Table 4.21 show the results using the
SVT method with no noise and 256 gray levels.
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Figure 4.13: Ratio graph for change of sampling rate using SVT at speed
26.4km.h−1 . (See the online colour version).
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Table 4.21: MSE from SVT change of frame rate data collection. Speed is 26.4km.h−1
(12 pp f at 25 f ps)
Frame rate
25
50
75
100 150
MSE
63.53 69.47 52.07 38.35 8.90
MSE (data>0) 1.97 1.87
1.10 0.41 0.02

From Figure 4.13, we can see that raising the frame rate can significantly improve the global performance of our system. Indeed, by increasing the frame rate,
we actually change the template needed to detect the same velocity. The new
template used corresponds to a lower velocity in pp f , and this one detects motion
more accurately (see Section 4.4.1). For example, the template that detects 12 pp f
at 25 f ps is replaced by the template that detects 2 pp f at 150 f ps. This causes the
MSE to drop as the frame rate increases.

Figure 4.14 and Table 4.22 show the results using the PLK method with no noise
and 256 gray levels.
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Figure 4.14: Ratio graph for change of sampling rate using PLK at speed
26.4km.h−1 . (See the online colour version).
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Table 4.22: MSE from PLK change of frame rate data collection. Speed is 26.4km.h−1
(12 pp f at 25 f ps)
Frame rate
25
50
75
100 150
MSE
30.73 28.15 29.58 23.64 7.36
MSE (data>0) 12.01 12.23 12.96 8.77 5.20
Similar to our system, we can see from Figure 4.14 that increasing the frame
rate greatly improves the PLK system performances and reduces the number of
inaccurate detections. But more importantly, when looking at Tables 4.21 and
4.22, we can see that for a high frame rate (150 f ps) the raw MSE for SVT and PLK
are in the same order and when looking at the second MSE calculation (second
row) the SVT MSE is much better than the PLK MSE. This means that using a
higher frame rate might be a way of compensating for one of our main system
weaknesses: the number of missed detections.

4.5 Discussion and summary
This chapter confirms that, for a video input with the camera fixed relative to the
background like the one used here, the SVT-based system outperforms the multiscale EVD system in terms of accurate detection rate, missed detection rate and
precision. In addition, we have shown that globally, the performances achieved
by our system are of the same order as the PLK system.

Furthermore, we have discovered that, even though the SVT system is less robust
to noise compared to the PLK system, when motion is detected however, it is
with a higher precision than the PLK system. In addition, velocity is rarely over
estimated. Besides, our system is also more robust to changes of contrast. This
also helps to save memory and perform faster or allow a higher frame rate to be
used. This adds up to the fact that our system can be processed in parallel. The
main weakness of our system, however, is its missed detection rate. But, we have
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seen that a solution to this problem might be obtained by using of a higher frame
rate.

We know that edge detection leads to the identification of object boundaries.
Therefore, by identifying an object location, we can assign a precise velocity to
the object even if some detections around its boundaries are missed. Finally it is
important to bear in mind that, in this chapter, the motion to detect were alongside
the detectors direction. More complex motion directions will be studied in the
following chapter.
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SVT-Based System Enhancement
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5.1 Introduction
In this chapter, we propose several variations to further enhance our SVT system. To assess the performance, we use a video sequence from the well known
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Middlebury College optical flow (OF) database [17, 18]. This video sequence proposes highly challenging motions with non-rigid objects, moving backgrounds
and complex rotations and translations. We first adapt the Middleburry average
endpoint error measurement to a non-dense optical. This allows us to compare
our method with the PLK system used in Chapter 4, using the endpoint error this
time. Two enhancements are proposed, tested and then combined. The first one
uses new directional detections. The second one gives a solution to the problem
of how to achieve subpixel velocity estimation. Finally, by using a video from the
Middlebury database that features complex motions, we also assess the direction
precision oﬀered by our SVT system before and after the enhancements. This has
not been done in the evaluation presented in the previous chapter.

5.2 Endpoint error
In this section, we compare the SVT-based model, the multiscale EVD model and
the PLK algorithm in calculating the endpoint error (EE) using the same video
sequence. Our systems are adjusted using the same method that was applied in
the previous chapter. The results will provide the reference score that we aim
to improve using our enhancement techniques. The error calculation presented
provides a way to evaluate a non-dense OF using an adapted endpoint error
measurement that is commonly used to assess dense OFs.

5.2.1 Ground truth optical flow database
The Middlebury College OF database is the current benchmark used by many
CV researchers to compare their dense OF methods with the work of others. It
follows other proposed video sequences that have been used by many because the
ground truth (GT) OF data is provided with the image sequence. The Middlebury
database was designed using an original method to obtain GT flows that allows
for challenging motion to be evaluated (for more details refer to [17, 18]). The
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database provides several image sequences which concentrate on specific motion
features that are challenging for the latest OF methods proposed. Features include
non-rigid motions, complex natural scenes and motion discontinuities.

In addition to providing video sequences, the authors of the database also introduced an error measurement to estimate the flow accuracy. This error measurement is referred to as the endpoint error and can be calculated at each point
of the OF image as
EE =

√

(u − uGT )2 + (v − vGT )2

(5.1)

where u and v are the calculated horizontal and vertical flow, respectively, and
uGT and vGT are the GT horizontal and vertical components. The global EE is calculated as the average of all endpoint errors calculated for all pixels of the frame.

Most of the database, however, does not come with the GT data. Instead, researchers are invited to submit their methods to the authors and the calculation
and comparison are done for them. The authors also use the results to make an
overall ranking of the methods submitted. Nevertheless, to be able to submit a
method, one needs to be able to provide dense OF data from two consecutive
frames. Thus, our proposed models cannot be evaluated by the authors as our
systems require three frames and only give OF at the edges.

Apart from the image sequences provided for the online evaluation, there are
a few similar image sequences that come with GT OF data. Because we wish to
give an order of comparison for our models, we calculate the average EE using
one of these sequences.
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5.2.2 Comparison results
The image sequence we use is called RubberWhale [73]. We have chosen this
one because, despite the challenging motion it features, this sequence contains
enough frames to be processed by our algorithm and it has been realised using real
(non-synthetic) images. Frames number 7 to 14 of the RubberWhale sequence are
provided with GT OF for motion between frames 10 and 11. Figures 5.1 presents
those two frames.

(a) Frame number 10.

(b) Frame number 11.

Figure 5.1: Two frames of the RubberWhale video sequence.
The images have a resolution of 388-by-584 and 256 gray levels. The frame rate
cannot be given because of the way the video is generated: each image is produced using a camera, objects are then moved using hidden mechanical devices
and adjusted to the desired position before another shot is taken. The motions are
chosen to be in the range of 0 to 5 pixels between each frame. This is why Figures
5.1 (a) and (b) are similar. No object present in the visual field remains stationary. Each object has a diﬀerent direction and rotation, making the sequence quite
challenging to analyse. For instance, the small wheel on the bottom left corner
is rotating towards the left, the wooden frame on the top left is translating to the
right, the little rubber whale is moving up while rotating slightly anti-clockwise
and the woolen curtain on the right-hand side is moving towards the left. Figures
5.2 and 5.3 show the GT OF for motion between frames 10 and 11.
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Figure 5.2: Ground truth OF for motion between frames 10 and 11 of the RubberWhale sequence.

Figure 5.3: Zoom in Figure 5.2.
To calculate the average EE for a non-dense OF flow, we propose to calculate
the EE only where our systems give an output (which is at the edges locations).
Therefore, the number of errors calculated and averaged depends on the detection rate of the system. This is similar to how the MSE was calculated in Chapter 4.
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The ICD used for both the SVT and the multiscale EVD systems is the simple
FIR high pass filter with fixed threshold (see Section 4.3.2). We remind the reader
that the adjusted IIR band pass filter used in Chapter 4 aimed to improve robustness to sensor noise. In this video sequence, no sensor noise is present. Using
the same method that was presented in the previous chapter, we select the best
thresholds for this video sequence. We choose T = 9 for the SVT system and T = 5
for the multiscale EVD system.

The SVT-based model needs to use frames 8 to 11 in order to give the corresponding OF output (two frames to initialise the ICD, one more to detect the first
SVT templates and one more to match at least two SVTs). The OF multiscale
model needs to use frames number 9 to 11 to give the corresponding OF output
(no matching is used in this method). Figures 5.4 and 5.5 show the non-dense
OF calculated by these two methods. Note that no pre-filtering is used for the
multiscale system. We then use the PLK algorithm on the same video sequence.
Figure 5.6 shows the resulting dense OF.

Figure 5.4: OF for motion between frames number 10 and 11 of the RubberWhale
sequence using the SVT-based model.

92

5.2. Endpoint error

Figure 5.5: OF for motion between frames number 10 and 11 of the RubberWhale
sequence using the multiscale EVD model.

Figure 5.6: OF for motion between frames number 10 and 11 of the RubberWhale
sequence using the pyramidal Lucas Kanade model.
Because Figures 5.2 to 5.6 cannot be easily interpreted by the naked eye, we
only use the average EE calculated for the analysis. These results are presented
in Table 5.1.

Table 5.1: Reference average EE results
Method
Average endpoint error
PLK
0.5008
SVT
0.8773
Multiscale
3.7079
PLK (masked to SVT)
0.2506
Multiscale EVD (masked to SVT)
1.2218
In order to provide a fair comparison with the SVT system, EE is also calculated
using a mask for the PLK and the multiscale EVD. Masking means that only
data located where the SVT system provides velocity information are taken into
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account. This is because the SVT system is the one providing the least data over
the entire image. Indeed the PLK is a dense flow method and its endpoint error
is therefore calculated at each pixel. Concerning the multiscale EVD, it provides
data in expended areas around the edges due to the EVD scales. Note that even
though the comparison provided by this experiment is not as rigorous as the one
proposed by the Middlebury College, it helps us to get an idea of how well our
systems can detect complex motions.

From Table 5.1, we can see that, once again, the SVT-based model performs
significantly better than the multiscale architecture, even without the use of the
mask. The raw EE for the PLK system is smaller and thus better than for the SVT
but of the same order. The error provided by our SVT system is therefore quite
small considering the complex image sequence and the computational inexpensiveness of our method. Even if better dense OF methods than PLK have been
proposed (see ranking in [73]), this one is often used as a reference and gives us
an order of average EE that current OF methods can achieve. The diﬀerence in
accuracy between the SVT-based model and the PLK model is easily explained
by several factors:
• the SVT-based model quantises the velocity into integer values,
• the velocity estimation is local (a flow value at one pixel is not expended to
the entire moving object),
• and the calculation is only made at moving edge locations which is a challenging area for dense OF methods (the smoothness constraint commonly
used is often removed at the edges to improve the precision by adding
another constraint, see Section 2.2.1).
When looking at PLK average EE with SVT mask, the diﬀerence between PLK and
SVT becomes larger. This is surprising since the flow is generally more complex
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to estimate at the edges. However, as we explained in Section 4.2.3, the location
of the SVT flow might be shifted by one pixel to the left or to the right from the
actual GT boundary.

5.3 Diagonal motion detection
From Chapter 4, we know that our system performs well when motion directions
are alongside the detector orientation. This was confirmed as the performance
of the SVT method is close to that of the PLK method in some cases. However,
for more complex motions like the ones analysed in this chapter, PLK clearly
performs better. This proves that our system has diﬃculty estimating velocity
from motions that are not alongside its detector orientation. Therefore, to improve
the direction precision of our system, we test the implementation of more motion
detectors that use the SVTs at more than just the standard x and y orthogonal
directions.

5.3.1 Algorithm description
Because the four orthogonal directions of our current system are alongside the x
and y axes, we refer these directions to as ”+” directions. These are the directions
that our current SVT system is tuned to for motion detection. The implementation of motion detection at directions other than the + ones does not change the
SVT system principle in terms of motion detection and velocity estimation. The
collection of templates stays the same no matter to which orientation the detectors
are tuned. The diﬃculty in implementing additional directions is to decide how
to orientate the elementary detectors in terms of pixel association and how to
allocate more than two directional velocity values to each pixel in the output flow.

In this experiment, we implement four additional directions. These directions
are set by a rotation of π/4 from the current + ones. This leads to an alignment
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of pixels that are linked at their corners. Figure 5.7 shows the diﬀerent pixel
alignments for the + directions (a) and the new directions that we will refer to as
X directions (b).

(a) Alignment for +.

(b) Alignment for X.

Figure 5.7: Pixel alignments for + and X directions. (See the online colour version).
From Figure 5.7, we see that the linking areas (represented in red colour) that join
two pixels for the + architecture are larger than for the X. Therefore, we expect
that motion detection oﬀered by the + architecture is more accurate than the X
one. Indeed, the area covered by an edge going alongside the detector orientation
stays consistent for the + architecture whereas for the X it is reduced to a minimum when transiting between pixels (red dots). This is why the + architecture
remains our default detector. This means that, by default, the output flow is given
by the + architecture. The X architecture will only be used for a pixel when our
default system confirms that the motion at each location is not purely horizontal
or vertical (motion detected for both x and y directions).

5.3.2 Test results
We present here the average EE calculated using five diﬀerent architectures. The
first one only uses the X architecture. In this case, the velocity information
estimated in each direction is projected alongside the x and y axes to respect a
valid standard OF format. We then try four diﬀerent combinations of + and X
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architectures. The way they are combined depends on the ratio between x and y
velocity information given by the default architecture at each pixel. In the first
case, if at any pixel the ratio between x and y velocity is between 2/3 and 3/2, then
the X architecture is used for this pixel. In the second and third cases, the ratios
used are between 1/2 and 2, and between 1/3 and 3, respectively. Finally, for the
last combination, we decide to use the X architecture at any pixel if any motion
is detected in both x and y directions by the default architecture. The results are
displayed in Table 5.2.

Table 5.2: Diagonal SVT architectures average EE results
SVT system architecture Average endpoint error
+ (default system)
0.8773
X only
2.0516
+ and X (ratio 2/3)
0.8531
+ and X (ratio 1/2)
0.8428
+ and X (ratio 1/3)
0.8249
+ and X (any ratio)
0.8184
From this table, we can see that the average EE using only the X architecture
is more than double the one using the + architecture. This confirms what we
expected concerning the accuracy in detection of one architecture compared to
the other. When using combined architectures however, we can see that no matter
what ratio is used, the average EE decreases compared to the default architecture.
This shows that implementing more than four directional detections can indeed
enhance our system performance. Note that the ratio directly reflects the priority
given to the X architecture. For instance, a ratio of 2/3 gives less priority to the
X architecture than a ratio of 1/3. Thus we can see that the higher the priority
given to the X architecture the greater the precision. Finally, the smallest average
EE given in the last combination simply tells us that when motion is detected as
not going purely in the x or y direction, velocity is better estimated using the X
architecture.
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5.4 Subpixel velocity estimation
One obvious limitation of our system is that velocity information is quantised to
integer values. While this is logical considering that the input image is digital,
in real life however, motion velocities are unlikely to be exact integer values. To
compensate for this, we present a technique that allows our system to estimate
velocity at subpixel accuracy.

5.4.1 Algorithm description
The principle of subpixel accuracy was introduced in Chapter 3. It aims to detect
non-integer velocity values in pp f . In the same way that an elementary velocity
detector of 1 pp f can be used to detect 2 pp f by lowering the spatial resolution
of the video, we can detect lower velocities by lowering the sampling rate of the
video. Thus, a velocity of 6 pp f will be detected as 3 pp f if the image resolution
is divided by two, and a velocity of 1.5 pp f will be detected as 3 pp f if the frame
rate is divided by two. Using this principle, any rational velocity value can be
detected. In order to exploit the information given at the original frame rate and
to avoid losing information by lowering the frame rate, we propose to use this
principle to design a collection of subpixel SVTs that works at the original frame
rate. In this implementation, we reach a precision of 0.5 pp f : velocities detected
are in the range [0.5, 1, 1.5, 2, 2.5 etc.]. Table 5.3 presents a list of the lower subpixel
SVTs. Note that, for each subpixel velocity, two SVTs are designed. This is due to
the fact that an edge moving at 1.5 pp f , for instance, might be detected at either 1
or 2 pp f for two consecutive frames. However both SVTs show a total motion of
three pixels over three consecutive frames.

This principle can be seen as averaging the output of the original SVT system over
two frames. However, two useful properties can be mentioned. In the case that
an edge is progressively accelerating from 1 to 2 pp f , if the output flow shows
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Table 5.3: List of SVT code A with subpixel accuracy

a sequence of 1, 2 and 2 pp f with our default system, it will now be calculated
as 1, 1.5 and 2 pp f which is likely to be more accurate. Indeed, in the physical
world, velocity is a continuous function that has to go through value 1.5 when
accelerating from 1 to 2 pp f . The other useful property is that a velocity lower
than 1 pp f (0.5 pp f ) can now be detected.

5.4.2 Test results
In order to verify that subpixel estimation is achieved, we decide to implement
a simulated object moving at 0.5 pp f . To do so, for every two frames the object
edges are overlapping over two pixels (their intensity level being an average
of the object intensity and the background intensity). Here we use the video
sequence described in Chapter 4 with the object moving at 0.5 pp f . We first run the
simulation using our default SVT-based system (without the 0.5 pp f sensitivity),
but as expected no motion was detected at the edge of the object. Figures 5.8 and
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5.9 show the resulting flow on top of the corresponding input frame when using
the subpixel sensitivity.

Figure 5.8: Optical flow and input frame using the SVT-based model with 0.5 pp f
sensitivity.

(a) With subpixel sensitivity.

(b) Without subpixel sensitivity

Figure 5.9: Zoom in Figure 5.8.

These results clearly show that adding a subpixel velocity measurement can lead
to the detection of a wider range of motions. Table 5.4 shows the average EE when
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the subpixel sensitivity is used to process the RubberWhale sequence.

Table 5.4: Subpixel sensitive SVT system average EE results
System
Average endpoint error
SVT
0.8773
SVT with subpixel accuracy
0.6519
SVT + and X (any ratio) architecture
combined with subpixel accuracy in every
0.5997
direction
PLK
0.5008
PLK (masked to SVT with subpixel accuracy)
0.2563

From this table, we can clearly see that subpixel accuracy leads to a significant
decrease of the average EE from 0.8773 to 0.6519. The improvement oﬀered here
is more important than the one from the diagonal direction architecture. Most
importantly, the improvement provided by one technique does not interfere with
the one provided by other. Indeed, combining the two techniques leads to the
best average EE of 0.5997. Finally, as the subpixel accuracy enables the system to
perform more detections, we can see that the enhanced SVT system average EE
and the corresponding masked PLK EE are getting closer to each other.

5.5 Discussion and summary
This chapter presented some enhancements to the SVT model. The enhancement
techniques used are relatively simple to implement and lead to a significant increase in performance. This shows that our system is not only computationally
inexpensive and eﬃcient but also that it has potential for further improvements.
The scene used in this sequence is challenging and diﬃcult to comprehend. The
non-rigid moving surface in the background is a feature that our system has not
been designed to handle. Indeed, the SVT method is designed to detect moving
edges of rigid objects. Despite this, we have shown that we obtained reasonable
velocity error for the detected moving areas. Our model is however restricted by
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direction estimation problems such as the aperture problem, but this problem is
a general one and does not only concern our system.

The non-dense OF average EE evaluation used in this study is a measurement that
helped us to assess the system improvements. It was also used to compare the
multiscale, SVT and PLK systems. This comparison confirmed what we found in
Chapter 4. Indeed, the SVT system clearly outperforms the multiscale system in
terms of endpoint error. We have also shown that the PLK algorithm oﬀers a better
estimation of complex motions than the SVT system. However, the enhancement
techniques presented in this chapter decrease this diﬀerence of performance.
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6.1 Research summary
Overall, our thesis presents a vision system inspired by insect vision which by
its nature is perfectly suitable for modern embedded hardware and real-time
processing. The system gives a consistent optical flow estimation and is computationally inexpensive.

As we wanted to design a computer vision system inspired by insect vision,
in Chapter 2 we reviewed both computer vision and insect vision systems. The
techniques used in computer vision gave us ideas that we applied to our system
later on. For example, pyramidal architectures inspired the design of the mutliresolution model. We then described the Horridge model in detail and developed
original systems based on it.
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Two of the three systems presented in this study are similar to each other. Indeed,
the multiscale EVD based system is an evolution of the first multiresolution model
proposed. This multiscale model provides an output flow that looks smoother
than the one provided by the SVT-based system. This is due to the expansion
of the edge area that depends on the scale used for its detection. This characteristic can be precious depending on the application it is used with. However,
even if the multiscale model provides a denser OF than the SVT-based model
over the visual field, the SVT system is more accurate. The SVT-based system
is, therefore, the main system proposed. Indeed, we have shown its advantages
compared to the other two and we also provided a comprehensive evaluation of it.

With the new template theory presented in this thesis, we have shown how
to use intensity information from adjacent pixels to extract consistent motion information from the same moving edge. More importantly, we have shown how
to estimate velocity from intensity information from adjacent pixels. Our singular
velocity templates lead to the precise localisation of moving edges at the video
input resolution. Moreover, considering the way templates are detected, motions
at diﬀerent velocities can be detected simply and independently. This is a key
element in dividing the video processing into tasks that can be run in parallel. In
addition, each pixel is processed equally by the algorithm regardless of whether
motion is present or not. This means that our system has a fixed latency and is
therefore perfectly adapted for real-time processing. Besides, as the fundamental
principle of the templates used in our system is directly related to the Reichardt
model, we also achieved our initial goal of using inspiration from nature to design
our system. This shows that nature can directly inspire systems that can work in
a digital world without the need to design a specific hardware for it.

In its current form, our system can oﬀer better performance by using current
and future hardware that provides higher frame rates and higher image resolu104
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tions. In addition, because velocity detection can be performed in parallel, the
availability of hardware resources is not a limiting factor in the processing of
large amounts of data. Our system particularity in providing a non-dense optical
flow might be considered to be a disadvantage compared to most methods that
calculate a dense optical flow. However, for situations where locating the edges
of a moving object is needed, our system provides an output that is more eﬃcient
and requires less memory. This is the case, for instance, in video surveillance
applications.

In order to assess the performance of non-dense optical flows, we designed an
evaluation method and adapted an error measurement widely used for dense
optical flows. In the work described in Chapters 4 and 5, we used the pyramidal Lucas Kanade optical flow calculation as a reference system for comparison.
This helped us to judge the performance of our system as the PLK is a more
computationally expensive method. We found that the ability of our system to
estimate unidirectional motions is very accurate for certain velocities, noise levels,
contrasts and frame rates. More impressively, we have shown that when motion
detection is made, the SVT system is more precise than the PLK system. In certain
conditions, such as lower contrast and higher frame rate, the SVT system can perform almost as well as the PLK method. The PLK system is, however, more robust
to noise and can benefit more from an increase of the frame rate. Additionally,
we showed in Chapter 5 that when dealing with more complex motions, the PLK
provides velocity information with higher accuracy than our system. Despite
this, the error provided by our system is relatively small. Next, we examined
simple methods for improving our system. For instance, the missed detection
rate can be lowered by using a higher frame rate and the directional sensitivity
and precision can be significantly improved by using more directional detections
and subpixel velocity estimations. In the end, even without improvement, our
system can be useful in situations where the motion which is being detected is
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alongside the detector orientation (see Chapter 4) and real-time processing and
low cost hardware are needed.

6.2 Future work
A real-time programming of an early version of our template system was successfully tested in the early stage of our research. However, no actual hardware
implementation has yet been tested. Such work would be of interest because it
would demonstrate the processing time and the portability of the SVT system.
FPGA technology will be considered for this task as its flexibility in programming
the hardware would be useful for designing a parallel processing system. Another platform to be considered is GPGPU as the computational power available
with this technology is highly adapted for visual signal processing.

Finally, new improvement techniques could be tested in future research. Firstly,
the two improvement methods presented in this study might be further developed. For example, more directions and lower subpixel sensitivity could be
investigated. Using colour information instead of gray levels might be another
way of achieving a higher robustness and detection rate. Although our system
uses a fixed threshold, more elaborate thresholding techniques exist that could be
considered for our model. Another area of research arises because our system is
not designed for moving cameras. An architecture using multiple cameras that
look at the same scene from diﬀerent locations could be used to compensate the
flow information from one camera to the other. And lastly, information about the
camera motion might also be used.
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Selection of the pyramidal Lucas
Kanade parameters

The pyramidal Lucas Kanade implementation from [72] has three adjustable parameters:
• the window size,
• the number of iterations,
• and the number of pyramidal levels.
The number of iterations and pyramidal levels are used to refine the OF calculation which means that the greater they are the better the OF estimate will be.
According to Bouguet, applying more than five iterations and four pyramidal
levels do not provide significant refinement [22]. Concerning the window size, it
should be in the order of the speed range (in pp f ) to be detected.

To adjust the parameters, we test the PLK system with the video sequence and
evaluation method provided in Chapter 4. The object speed is selected to be 6
pp f , with 256 gray levels at a frame rate of 25 f ps and no noise is added. The
collected data are presented in the following table.
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Table A: PLK parameters adjustment
Window size
in pixels

Number
of iterations

Number of
pyramidal levels

1pp f

2pp f

3pp f

4pp f

5pp f

6pp f

7pp f

8pp f

9pp f

10pp f

11pp f

12pp f

Missed

5
5
5
5
3
7
5
5

3
3
4
5
3
3
4
5

3
4
3
3
3
3
4
4

54
52
51
50
76
56
55
51

52
61
52
52
80
67
54
70

75
69
96
80
76
55
75
78

100
96
115
124
116
95
108
111

276
189
306
303
297
207
231
198

862
1137
683
598
688
112
1032
958

242
175
273
270
187
159
153
197

85
33
115
100
57
39
51
59

38
11
45
55
30
16
18
23

22
7
25
43
28
6
7
8

5
11
22
28
16
1
4
4

6
3
19
27
12
1
1
12

60
57
47
52
77
78
70
52

By comparing the first and second rows, we can see that by increasing the number
of pyramidal levels more accurate detections can be provided. By comparing the
first, third and fourth rows, we observe that even though the number of iterations
aims to refine the calculation, if more than three iterations are used, the number
of accurate detection is actually decreased. Finally by comparing the first, the
fifth and the sixth rows, we can see that the window size that provides the most
accurate detections is five. We therefore select the best parameters as being four
pyramidal levels, three iterations with a window size of five.
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