Abstract. We study the scattering problems for the quadratic Klein-Gordon equations with radial initial data in the energy space. For 3D, we prove small data scattering, and for 4D, we prove large data scattering with mass below the ground state.
Introduction
In this paper we study the Cauchy problems to the following quadratic KleinGordon equation
where u(t, x) : R × R d → R, d = 3, 4. The Klein-Gordon equation with various types of nonlinear terms (u 2 replaced by f (u)) has been extensively studied in a large amount of literatures, for example, see [19] and references therein for the detailed introduction. In particular, the existence of global solutions and study of their asymptotic behaviour are two important topics.
We first review the cases with the power type nonlinearity f (u) = λ|u| p u. There are two special indices for p: mass-critical index p = 4/d and energy-critical index p = 4/(d − 2). In view of the current studies, when 4/d < p 4/(d − 2) (p > 4/d for d = 1, 2), the scattering problems were better understood. For the defocusing case λ > 0, see [1, 9, [25] [26] [27] and for the focusing case λ < 0, see [19, 20] . For small data, one can have scattering in critical space H s (see [35, 36] ). When p 4/d, there are less results on the scattering problems in energy space. For the mass-critical case p = 4/d, it was observed in [28] that the scattering results for Klein-Gordon equation can imply the same results for mass critical nonlinear Schrödinger equation (NLS). On the other hand, scattering for the 2D cubic Klein-Gordon was established in [21] using the result for NLS in [5, 6] . When p < 4/d, the scattering results were usually obtained for small data in some weighted Sobolev sapce, for example, in [34] for p S (d) < p 4/d, where p S (d) is the Strauss exponent satisfying dp(p+1) = 2(p+2), and in [18] for p > 2/d. When 0 < p 2/d if d 2, or p = 3 if d = 1, scattering operator does not exist, see [3, 8, 10, 24] .
The quadratic term u 2 may be compared with |u|u (namely p = 1). It is masssubcritical for 3D and mass-critical for 4D. However, due to the better regularity and algebraic structure of u 2 , some new methods were developed to study the asymptotic behaviour. Let us mention Klainerman's vector field method [22] and Shatah's normal form method [33] . Both methods showed scattering of global small solutions for (1.1) with d = 3. For 2D, the global existence of small solutions and asymptotic behaviour were studied in [4, 30] . Note that the above two models are below the Strauss exponent, i.e. p = 2 = p S (3), and p = 2 < p S (2). The above results are for small data with sufficient regularity and decay (in weighted Sobolev space). Using the space-time resonance structure and U p , V p space, Schottdorf [32] showed small data scattering in energy space for 3D quadratic Klein-Gordon equation. Recently, in [13] , the first author and Nakanishi used a new approach to show the scattering for the 3D Zakharov system with small radial energy data. The idea is to combine the radially improved Strichartz estimates in [17] and (partial) normal form method in [33] . It turns out that this approach can deal with the scattering problems for a class of 3D quadratic dispersive equations and has been further extended. For example, see [11, 12, 16] for non-radial version generalization and applications to other equations.
The purpose of this paper is to study the asymptotic behaviour for the quadratic Klein-Gordon equation (1.1) using this approach. Comparing to the U p , V p space methods used in [32] , we used only Strichartz space that allows perturbation. This gives us the possibility to study the large data problem as [14, 15] . Our first result is the small data scattering in energy space for the quadratic Klein-Gordon equation (1.1) in 3D and 4D. Theorem 1.1. Let d = 3 or d = 4, and κ > 0 be a sufficiently small constant. Suppose that (u 0 , u 1 ) is radial, and satisfies
then there exists a unique solution u(t, x) to (1.1) in
and in
Moreover, scattering holds, namely, ∃ u ± (x) ∈ H 1 such that
(a) The notation (1/q, 1/r, s 0 |s 1 ) I is the space given in (1.4).
(b) The scattering part in the above Theorem is not new, but we can obtain stronger results that the solutions belong to a set of perturbed Strichartz spaces, see Proposition 2.5 and Proposition 2.10 below. This enable us to study large data scattering.
(c) The radial assumption could be replaced by additional angular regularity by the similar arguments in [12] . Now we turn to the large data problem. On one hand, the quadratic Klein-Gordon equation (1.1) has a conservation of energy
On the other hand, the ground state Q, that is the unique radial positive solution to the elliptic equation
is a stationary solution to (1.1), which is non-scattering. It is well known that Q attains the best constant of Gagliardo-Nirenberg inequality
We want to clarify the dichotomy behaviour into blowup and scattering with Q as a threshold. However, for the 3D case, we do not know how to prove scattering at the moment since it is L 2 -subcritical and we do not have the variational analysis of the Virial estimate. So we only have the result in 4D. 
and u(t, x) satisfies
(a) Recently, Dodson and Murphy gave a new proof of the scattering for the focusing H 1/2 -critical NLS in [7] , in which they used the Virial/Morawetz estimate (used in [29] by Ogawa and Tsutsumi) to avoid the concentration compactness argument. We follow their idea to prove the large data scattering.
( 
with the non-vanishing boundary condition lim |x|→∞ |φ(x)| = 1. It has the conservation of energỹ
In [23] , Kowalczyk, Martel and Muñoz studied the asymptotic stability of some kink solutions in dimension one. Note that under the simpler boundary condition
and let w(t, x) = φ(t, x) − 1, then the equation (1.2) can be transformed into KleinGordon equation
Then the small data scattering results in Theorem 1.1 also hold for (1.3). It seems interesting to study the large data problem.
Notations
•f or F f denotes the Fourier transform of f .
• C > 0 denotes some constant, and C(a) > 0 denotes some constant depending on coefficient a.
• If f Cg, we write f g. If f Cg and g Cf , we write f ∼ g. Suppose further that C = C(a) depends on a, then we write f a g and f ∼ a g, respectively.
•
• 
• We define the norms of space-time function space
Sometimes we omit the interval I for abbreviation.
Small energy scattering and perturbed Strichartz estimates
Before starting our proof, we make some preliminaries. First, we need the radially improved Strichartz estimates.
Another important tool used in this paper is the normal form method. In fact, we are going to use different normal forms for 3D and 4D Strichartz estimates, so we first introduce a general definition of normal form. By the change of variable
we can transform the original equation into a first order one
then the integral equation is
Let m(ξ 1 , ξ 2 ) be some Coifman-Meyer bilinear multiplier. We write U + (t, x) = U(t, x) and U − (t, x) = U(t, x). For (ι 1 , ι 2 ) ∈ {(+, +), (+, −), (−, +), (−, −)}, we define the normal form for different nonlinear terms as
where the modulation Φ(ξ, η) :
Thus, the normal form transform adapted to the equation (2.3) is defined by
where the summation is over (ι 1 , ι 2 ) ∈ {(+, +), (+, −), (−, +), (−, −)}. Note that the normal form is well-defined, if
In this paper, we are going to use the normal form with m(ξ − η, η) satisfying m(ξ − η, η) = 0 unless min{|ξ − η| , |η|} 2 β for some large constant β > 0, so for any choice of (ι 1 , ι 2 ),
Therefore, we can only consider nonlinear term U 2 for simplicity, and the proof of the Strichartz estimates for other kinds of nonlinear term is essentially the same.
In this section, we focus on the simplified equation
. For any functions f (t, x) and g(t, x), we define the normal form as
Now we insert the normal form transform into the equation, and get
The quadratic term is
In fact, the Coifman-Meyer bilinear operator with multiplier 1 − m(ξ − η, η) is the resonance term, namely
After normal form reduction, we have
Finally, our normal form transform is based on frequency decomposition. Fixed a large parameter β > 0, for any two functions U, U ′ ∈ H 1 , we split the decomposition as
where
and
and define the bilinear frequency cut-off to S by
2.1. 3D case. Let κ > 0 and ε > 0 be some small coefficients. In this section, we take the normal form (2.4) with m = m LL + m LH + m HL , then the resonance term is
We also have roughly
Let S(I) be the strong Strichartz norm
x is defined as follows
Define weak Strichartz norm
Note that S(I) can be interpolated by S(I) and Z(I).
Lemma 2.2 (Resonance term).
For radial U and U ′ , we have
Proof. By interpolation, for j −β − 10, we have
+ε,5ε)
−κ),(1−2ε)(
+ε,5ε) .
Next, we sum over j and k:
then the lemma follows. Later, we will omit the details on the summation over j and k.
Lemma 2.3 (Boundary term).
For radial U and U ′ , there exists θ > 0, such that
Proof. First, we estimate Ω(U, U ′ ) (0,1/2,0) . For (j, k) such that j −β + 10 or k −β + 10, we have
As for the other norm in S(I), we have interpolation
−κ, 2 5 −3κ| 7 10 +κ)
and for (j, k) ∈ LH,
−κ), 1 20 ) . Note that HL case is similar, then the lemma follows.
Lemma 2.4 (Trilinear term). For radial U, U
′ and U ′′ , we have
Proof. By interpolation, for j ∈ Z, we have
,−ε|ε)
−κ)+( +κ)+(
For all j 1 and j 2 in Z, we have
,0)
,−ε|ε) .
We also have
,−ε|ε) l 2
Thus, the lemma follows, noting that S(I) ⊂ , −ε|ε .
Combining all the above estimates, we obtain a perturbed Strichartz estimate in 3D case: Proposition 2.5. Let d = 3, ε > 0 and κ > 0 are small constants. Assume that U is a solution of (2.5) with initial data U 0 ∈ H 1 rad , then there exists θ > 0 such that
Furthermore, we have small data scattering for (1.1) in 3D case.
2.2. 4D case. Let 0 < κ ≪ ε ≪ 1 and δ > 0 be some small coefficients. In this section, we take the normal form (2.4) with m = m LL , then the resonance term is
The weak norm S(I) is
+ε,7ε)∩(
+3ε,
+ε,7ε) +δ))
+ε,7ε) . Next, consider (j, k) ∈ HL, and LH case follows easily. For j −β − 10, we have interpolation , and for k −β + 10, −κ),
For (j, k) ∈ HL, we have
−ε, 1 4 −ε,−ε) .
Lemma 2.7 (Boundary term).
Assume that U and U ′ are radial. For 0 < κ ≪ ε ≪ 1, there exists θ > 0, such that
Proof. First, we estimate Ω(U, U) (0, 1 2 ,0) . For (j, k) ∈ LL, we have
2 )) As for the other norm in S(I), we have interpolation
, and
Therefore, for (j, k) ∈ LL and j k, we have
Lemma 2.8 (Refined estimate for boundary term).
Assume that U and U ′ are radial. For 0 < κ ≪ ε ≪ 1,
Proof. This lemma is easy to obtain, since for j −β + 10,
Lemma 2.9 (Trilinear term).
Assume that U, U ′′ and U ′ are radial. For 0 < κ ≪ ε ≪ 1, we have
Proof. Divide the normal form into two parts
By interpolation, for j −β + 10, we have
−κ)+( −κ)+(
−κ, 3 7 −4κ)
.
For all (j 1 , j 2 ) ∈ LL, we have
,−
21
) . From the estimate of resonance term, we have
Therefore,
Combining all the above estimates, we obtain a perturbed Strichartz estimate in 4D case: Proposition 2.10. Let d = 4, 0 < κ ≪ ε ≪ 1 are small constants. Assume that U is a solution of (2.5) with initial data U 0 ∈ H 1 rad , then there exists θ > 0 such that
Furthermore, we have small data scattering for (1.1) in 4D case.
Variational analysis and Virial/Morawetz estimate
We first review a classical result on the global well-posedness and blow-up dichotomy for Klein-Gordon equations with general nonlinearity u p+1 , which is due to Payne and Sattinger (see [31] ). Assume that u(t, x) : 
Let Q be the ground state, i.e. the unique radial positive solution to the elliptic equation
Define the stationary energy
where ϕ ∈ H 1 . The potential well is
Minimal energy with respect to K α,β is
We take two subsets in energy space:
Now, with the above notations, we are prepared to state the dichotomy result: 5. We remark that K 1,0 is used to prove global well-posedness and blow-up dichotomy, but is not sufficient for the scattering.
Variation in L
2 -critical case. We consider another dichotomy below the ground state as follows:
In this subsection, we are going to review the result in [21] that under the L 2 -critical assumption, the solution starting from K + exists globally, and the Virial functional has a positive lower bound. Then, we will prove that the solution to 4D quadratic Klein-Gordon equation (1.1) with initial data in K − blows up in finite time. This blow-up result seems to be new, but the proof is essentially the same as that in [20] . Now, suppose that p = 4/d. We first recall the classical sharp Gagliardo-Nirenberg inequality:
where the equality holds if and only if g(x) = αQ (λ (x − x 0 )) for some α ∈ C, λ ∈ (0, ∞), and x 0 ∈ R d . Furthermore, suppose that a function g(x) ∈ H 1 satisfies g 2 < Q 2 , then we have
As a corollary, the inequality gives us an equivalent characterization for Virial functional
In general, g 2 Q 2 implies that K(g) 0. Recall the energy identity and the Pohozaev identity for the ground state Q, i.e.
which imply
Note that
so we have
is a solution of (3.1) with initial data u(0, x) = u 0 and u t (0, x) = u 1 , for all t ∈ I, we have
for some A = A(E(u 0 , u t )) = A(E(u(t), u t (t))) < 1. Moreover,
Proof. First, note that by Gagliardo-Nirenberg inequality, if for any t ∈ I, such that u(t) 2 = Q 2 , we must have K(u(t)) 0. Thus,
, which contradicts to our assumption. Therefore,
or equivalently, K(u(t)) 0 for all t ∈ I.
Next, we are going to derive a gap between u(t) 2 and Q 2 . From the assumption, there exists a constant A < 1 such that
. Therefore, u(t) 2 < A Q 2 , for all t ∈ I. Using Gagliardo-Nirenberg inequality again,
Therefore, we have
From the local theory and the uniform bound of u Proof. The idea is to prove that K ± 1,0 = K ± . It follows from m 1,0 = E(Q, 0) that
Note that K 
See [27] for a more general version of Morawetz identity for complex-valued solution.
Using suitable cut-off function, we are able to obtain a decay estimate for focusing equation in radial case, in the spirit of recent work [7] : Proposition 3.6 (Virial/Morawetz estimate). Let d 3 and u(t, x) ∈ C (I : H 1 ) be a solution of (3.1) with initial data
Proof. Take a cut-off function χ(r) ∈ C By simple computations, we have
divh(x) in the Morawetz identity, then
From the definition of ϕ, we can estimate easily
The Virial/Morawetz quantity is denoted by
and it is easy to see that |M(t)| R. Therefore, noting that G(u) = pu p+2 /(p + 2),
In order to deal with the main term, since χ R u 2 u 2 Q 2 , by GagliardoNirenberg inequality,
As for the remainder terms, we have that the cut-off function ϕ(r)/r − ϕ ′ (r) = 0 if r R, and 0 ϕ/r − ϕ ′ R/r if r R. We also have radial Sobolev inequality
where we use the identity
for the second inequality. Integrate in t on [T, 2T ], then the Proposition follows. 
Proof. In this case, G(u) = 2u 2 /3. First, by variation, it follows from (u 0 , u 1 ) ∈ K + that the assumptions in Proposition 3.6 hold for 4D quadratic equation. Taking R = T 2/5 , we have
and then
For any fixed τ > 0, divide the above integral into [T + kτ, T + (k + 1) τ ] for nonnegative integer k, i.e.
Since the series
and the Corollary follows.
4. Large data scattering in 4D case 4.1. L 3 decay after large time. Corollary 3.7 yields that localised L 3 x norm of u decays on arbitrarily large time interval, which is not sufficient for large data scattering. After normal form reduction, we need L 3 decay of U = u − i D −1 u t to establish the space-time bound. Now, we go back to the first order equation (2.3): 1 and T 1 = T 1 (E, ε 1 , T ), such that T < T 1 − τ 1 , and sup
Proof. Take a large constant τ 1 > 0 and R > 0 that will be defined later. We estimate L 3 x norm of u(t, x), and divide it into four parts
First, we bound (4.2). Let v(t) := K(t)U 0 . From radially improved Strichartz estimates, for any 2 < q < 3, we have
x . Thus, we must have
when t → ±∞. Note that
Therefore, (4.3) can be bounded by
1 .
Let R = |s| 2/5 . From radial Sobolev inequality, we have |x| R |u(t, x)| 3 dx CR |u(s, x)| 3 dx ds 1 9 .
By Corollary 3.7, for the above T , take τ = 2τ 1 and ε 0 C(E)τ U Strz .
Therefore, we use a standard local theory to obtain U S(I) C(E) |I| We also have interpolation Take a large β = β(E) > 0, such that
A standard bootstrap argument yields that for some T 2 = T 2 (ε 1 ), U S(T 2 ,+∞) C(E)ε 3ε 2
1 . Thus, we have U S(0,+∞) C(E).
1. Since u(t) is bounded in H 1 , we also have that
which implies that P 0 U(t) L 6 x is Lipschitz continuous in t. Thus, we obtain that
By the boundedness of Coifman-Meyer bilinear operator,
Therefore, we have that lim t→±∞ Ω(U, U) H 1 = 0, which completes the proof of Theorem 1.3.
