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OCF-networks provide the possibility to combine qualitative information expressed 
by rankings of (conditional) formulas with the strong structural information of a 
network, in this respect being a qualitative variant of the better known Bayesian 
networks. Like for Bayesian networks, a global ranking function can be calculated 
quickly and eﬃciently from the locally distributed information, whereas the latter 
signiﬁcantly reduces the exponentially high complexity of the semantical ranking 
approach. This qualiﬁes OCF-networks for applications. However, in practical 
applications the provided ranking information may not be in the format needed 
to be represented by an OCF-network, or some values may be simply missing. In 
this paper, we present techniques for ﬁlling in the missing values using methods of 
inductive reasoning and we elaborate on formal properties of OCF-networks.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article 
under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Successful reasoning in an uncertain environment usually depends crucially on a suitable and appropriate 
semantical framework that allows for rich and meaningful representation of the problem domain, on the 
one hand, and leaving enough semantical room for handling exceptions and nonmonotonic phenomena, on 
the other hand. A most common, popular and widely-used framework which provides such possibilities 
is probability theory, another is provided by the theory of ordinal conditional function (OCF) [17], also 
known under the name of ranking functions which bestow an ordering of implausibility upon the set of 
possible worlds. Being essentially qualitative, they nevertheless share some nice features with probabilities. 
A major feature of ranking functions is that they provide proper interpretations for defeasible rules If A
then plausibly/usually B interpreted as non-material, meaningful conditionals (B|A) by encoding plausible 
relationships between the respective antecedents (premises) A and consequents (conclusions) B.
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set of elementary events or possible worlds into account, which also yields an exponentially high complexity. 
This disadvantage leads to the idea of partitioning these sets such that only small sets have to be handled. 
Here graphical structures like the well-established Bayesian networks [14] have been found to be extremely 
useful. This approach is closely connected with causal interpretations along the edges, considering the 
parents of a vertex, respectively variable, as its (common) causes. Similar approaches have been proposed 
for ranking functions [1,6] which allow for local storing of conditional ranking values at the network’s vertices 
and eﬃcient combination thereof to provide a global view. As with Bayesian networks, this local information 
encodes the plausibility of a single vertex variable given all its parents. This information, however, may not 
be available in application scenarios, where, for example, an expert or the user may be able to give the 
plausibility of a vertex given each of the parents but not of the whole set and therefore the local information 
may be missing.
In this paper, we apply methods of inductive reasoning like System Z+ [5] and c-representations [8] to 
such scenarios, taking into account the local information present and calculate (complete) rankings for the 
respective subgraph, that is, a vertex and its parents. From this semantical information the missing values 
from the child node will then be extracted. Again, similar approaches have been presented for Bayesian 
networks by making use of the maximum entropy principle [12,13,16]. Indeed, the maximum entropy dis-
tribution is a probabilistic c-representation for the given knowledge base [8], and for the OCF framework, 
inferences based on c-representations have also proved to satisfy all major postulates of nonmonotonic rea-
soning [7]. Therefore we make use of high quality semantical methods to exploit the given partial information 
in an optimal way. We then use this method of local computation for knowledge bases of single-elementary 
conditionals, illustrating how the methods of inductive reasoning can be used to construct local tables for 
a network set up from the knowledge base using an algorithm from [6].
This paper is an extended version of the paper [9]; in particular, we elaborate on formal properties of 
OCFs and OCF-networks in much more detail, making conditional independence and a formula for total 
(conditional) ranks for OCFs explicit. We show, as presupposed in [1,6], that the local directed Markov 
property holds and that the global rankings of the stratiﬁed OCF coincide with the local rankings in the 
tables (Theorems 1, 2). The application of our methods to knowledge bases also broadens the previous 
papers’ perspectives to a more generic view.
This paper is organised as follows: We introduce the formal preliminaries in Section 2. In Section 3 we 
recall ranking functions, elaborating on a notion of conditional independence and the ranking analogy of 
total (conditional) probability. The method presented in this article relies on inductive reasoning, the used 
approaches, namely System Z+ and c-representations, are introduced in Section 4. In Section 5 we recall 
the concept of OCF-networks and discuss formal properties of this concept. We then discuss why local 
information may not be available or not in the needed format for all vertices of the network and show how 
to solve this problem with the presented approaches of inductive reasoning in Section 6. This approach 
is then generalised in Section 7 to the case where no network but a knowledge base is present in order to 
eﬃciently use local information for global reasoning. For this we recall a graph generation algorithm from [6], 
and we discuss whether inconsistency of the knowledge base is related to acyclicity of the graph or not. We 
end this section by considering admissibility regarding the generating local knowledge base. Section 8 then 
transfers the results of the former sections from the quantitative to the purely qualitative case. We discuss 
the results in Section 9 and ﬁnally conclude in Section 10.
2. Preliminaries
Let Σ = {V1, . . . , Vp} be a set of propositional atoms and a literal a positive or negative atom representing 
variables in their positive resp. negated form; for a speciﬁc, nevertheless undetermined, outcome of Vi, we 
write v˙i ∈ {vi, vi}.
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Fig. 1. Ranking model κ of the penguin example Δ = {(f |b), (f |p), (b|p)} given as worlds stacked by their plausibility (left) and in 
tabular form (right), and ranking models κZ and κcR of the annotated penguin knowledge base in Example 1.
The set of formulas L over Σ joined with the symbols for tautology () and contradiction (⊥), with the 
connectives ∧ (and), ∨ (or) and ¬ (not) shall be deﬁned in the usual way. For A, B ∈ L, we usually omit 
the connective ∧ and write AB instead of A ∧B as well as indicate negation by overlining, that is, A means 
¬A.
Interpretations, or possible worlds, a syntactical representation of interpretations, are also deﬁned in the 
usual way; the set of all possible worlds is denoted by Ω. We often use the 1–1 association between worlds 
and complete conjunctions, that is, conjunctions of literals where every variable Vi ∈ Σ appears exactly 
once. A model ω of a propositional formula A ∈ L is a possible world that satisﬁes A, written as ω |= A. 
The set of all models ω |= A is denoted by Mod(A). For formulas A, B ∈ L, A entails B, written as A |= B, 
if and only if Mod(A) ⊆ Mod(B), that is, if and only if for all ω ∈ Ω, ω |= A implies ω |= B. For sets of 
formulas A ⊆ L we have Mod(A) = ⋂A∈A Mod(A).
A conditional (B|A) with A, B ∈ L encodes a defeasible rule “if A then usually B” with the trivalent 
evaluation (B|A)ω = true if and only if ω |= AB (veriﬁcation), (B|A)ω = false if and only if ω |= AB
(falsiﬁcation) and (B|A)ω = undeﬁned if and only if ω |= A (non-applicability) [3,7]. The language of all 
conditionals over L is denoted (L | L).
We denote by Δ a set of conditionals Δ = {(B1|A1), . . . , (Bn|An)} ⊆ (L | L). A conditional (B|A) is 
tolerated by Δ if and only if there is a world ω ∈ Ω such that ω |= AB and ω |= Ai ⇒ Bi for every 1 ≤ i ≤ n. 
Δ is consistent if and only if for every nonempty subset Δ′ ⊆ Δ there is a conditional (B|A) ∈ Δ′ that is 
tolerated by Δ′ [6]. We call such a consistent Δ a knowledge base and it represents the knowledge an agent 
uses as a base for reasoning.
3. Ranking functions (OCF)
An ordinal conditional function (OCF, [17]), also called ranking function, is a function κ : Ω → N∞0 that 
maps each world ω ∈ Ω to a degree of implausibility κ(ω), that is, if for two possible worlds ω, ω′ ∈ Ω
it holds that κ(ω) < κ(ω′) then ω′ is believed to be less plausible than ω, and satisﬁes the property that 
for the preimage of 0 we have κ−1(0) = ∅, that is, there must be worlds ω which are maximally plausible, 
formally, κ(ω) = 0. Ranks of formulas A ∈ L are calculated as κ(A) = min {κ(ω) | ω |= A}, the rank of a 
conditional is κ(B|A) = κ(AB) − κ(A). A ranking function κ is a (ranking) model of a conditional (B|A), 
written κ |= (B|A), if and only if κ(AB) < κ(AB), that is, if and only if AB is more plausible than AB. If 
κ |= (B|A) we also say that (B|A) is believed, or accepted in κ. Fig. 1 is an example for a ranking model of 
the knowledge base for the well-known penguin-example, Δ = {(f |b), (f |p), (b|p)}, encoding the rules “birds 
usually f ly”, “penguins usually do not f ly” and “penguins usually are birds”.
To express how strongly a conditional is believed we use the notion of ﬁrmness:
Deﬁnition 1 (Firmness). (See [17].) A proposition A is believed in an OCF κ with ﬁrmness m, m ∈
N, m ≥ 1, in symbols κ |= A[m], if and only if κ(A) ≥ m. A conditional (B|A) is believed with ﬁrmness m
(κ |= (B|A)[m]), if and only if κ(B|A) ≥ m.
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(B|A) if the conditional is believed with ﬁrmness m = 1, that is, if κ(AB) +1 ≤ κ(AB) which is equivalent 
to κ(AB) < κ(AB), so
κ |= (B|A) if and only if κ |= (B|A)[1] (1)
Therefore, a conditional is believed qualitatively if it is believed quantitatively with any strictly positive 
degree of ﬁrmness. This allows us to consider purely qualitative knowledge bases as a limiting case of 
quantitative (i.e., ﬁrmness-annotated) knowledge bases. We will focus on quantitative knowledge bases ﬁrst. 
To avoid confusion between ﬁrmness-annotated and purely qualitative conditional knowledge bases we use Δ
as symbol for knowledge bases of conditionals without ﬁrmness annotation, and R as symbol for knowledge 
bases with ﬁrmness annotation. The qualitative knowledge base ΔR belonging to the ﬁrmness-annotated 
knowledge base R = {(B1|A1)[m1], . . . , (Bn|An)[mn]} is ΔR := {(B|A)|(B|A)[m] ∈ R}.
We illustrate the notion of ﬁrmness with the following example.
Example 1. Let R = {(f |b)[1], (f |p)[2], (b|p)[10]} be the penguin knowledge base with annotated conditionals. 
Two OCFs, κZ and κcR, that are models of R are shown in Fig. 1.
Note that κ |= A[m] if and only if κ |= (A|)[m] since κ() = 0, so (plausible) formulas can be considered 
as a special case of conditionals. Hence, we focus on conditional knowledge bases in this paper, keeping in 
mind that such knowledge bases may also contain plausible propositions. Moreover, we presuppose m ≥ 1
in this paper since κ |= (B|A)[m] should imply in particular κ |= (B|A). Nevertheless, the case m = 0 is 
interesting but requires further considerations as we might have κ(AB) = κ(AB), or κ |= (B|A). To keep 
the technical details as clear and simple as possible, we leave the case m = 0 for future work.
Deﬁnition 2 (Admissibility). A ranking function is admissible regarding a knowledge base of condition-
als R = {(B1|A1)[m1], . . . , (Bn|An)[mn]} annotated with ﬁrmness values (formally, κ |= R) if and only if 
κ |= (Bi|Ai)[mi] for every 1 ≤ i ≤ n.
For the networks to be considered in this paper, we need a notion of conditional independence regarding 
ranking functions [17], as it is necessary for Bayesian networks.
Deﬁnition 3 (Conditional κ-independence). (See [17].) Let A, B, C be disjoint sets of variables. A is 
(conditionally) κ-independent of B given C, written A |= κ B | C if and only if κ(ab|c) = κ(a|c) + κ(b|c)
for all complete conjunctions a, b, c built over A, B, C, respectively.
κ-independence can be characterised equivalently as in the probabilistic case:
Lemma 1. For all disjoint sets of variables A, B, C, A is κ-independent of B given C (A |= κ B | C) if and 
only if κ(a|bc) = κ(a|c) for all complete conjunctions a, b, c over A, B, C, respectively.
Proof. A |= κ B | C means κ(ab|c) = κ(a|c) + κ(b|c), therefore κ(abc) − κ(c) = κ(a|c) + κ(bc) − κ(c). 
This is equivalent to κ(abc) − κ(bc) = κ(a|c), hence κ(a|bc) = κ(a|c), which was to be shown. 
For ranking functions, the formulas of total rank and total conditional rank can be formulated in analogy 
to the respective deﬁnitions of total probability and total conditional probability:
Lemma 2. For ranking functions κ, the formulas of total rank (2) and total conditional rank (3) hold, that 
is, for all A, B, C ∈ L, we have
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κ(A|C) = min{κ(A|BC) + κ(B|C), κ(A|BC) + κ(B|C)}. (3)
Proof. We only prove (3), since (2) can be obtained from (3) by setting C = . By deﬁnition of ranking 
functions we have
κ(A|C) = κ(AC) − κ(C)
= min
{
κ(ABC), κ(ABC)
}− κ(C)
= min
{
κ(ABC) − κ(C), κ(ABC) − κ(C)}
= min
{
κ(ABC) − κ(BC) + κ(BC) − κ(C),
κ(ABC) − κ(BC) + κ(BC) − κ(C)
}
= min
{
κ(A|BC) + κ(B|C), κ(A|BC) + κ(B|C)}
which is (3). 
4. Inductive conditional reasoning
Let R = {(B1|A1)[m1], . . . , (Bn|An)[mn]} be a ﬁrmness-annotated knowledge base. Taking all admissible 
ranking functions into account yields quite a weak inference from R, because in this case, the set of inferences 
that could be drawn from R is the intersection of all sets of inferences of every R-admissible OCF, that is, 
the sceptical inference relation regarding R. A popular approach to obtain more informative inferences from 
R is realised by selecting a “best” ranking model of R to be used for further inferences. In the following, 
we recall two approaches to obtain such a “best” ranking function for inductive model-based inference.
4.1. System Z+
A well known approach to compute a ranking function given an annotated knowledge base R =
{(B1|A1)[m1], . . . , (Bn|An)[mn]} is System Z+ [5] which is a generalisation of System Z [15]. Here the toler-
ance condition (cf. Section 2) is extended to ﬁrmness-annotated conditionals such that R tolerates (D|C)[o]
if the knowledge base R∗ = {(B|A)|(B|A)[m] ∈ R} tolerates (D|C). We start by selecting the set of condi-
tionals Δ0 ⊆ R which are tolerated by the whole knowledge base, so Δ0 consists of all conditionals (B|A)[m]
with the property that there is a world ω such that ω |= AB and ω |= (Ai ⇒ Bi) for each (Bi|Ai)[m] ∈ R. 
These conditionals get a Z-value identical to their ﬁrmness, that is, Z(Bi|Ai) = mi for all (Bi|Ai) ∈ Δ0. 
We initialise RZ0 to RZ = Δ0. In the iteration step we select the set of worlds ΩRZj which solely falsify 
conditionals in RZ and verify at least one conditional not in RZ. In each iteration step j we assign a value 
κjZ to the worlds ω ∈ ΩRZj which is calculated as κjZ(ω) = max(Bi|Ai)∈RZ{Z(Bi|Ai)|ω |= AiBi} + 1.
From ΩRZj we take a world ωj with the smallest κ
j
Z-value, that is, a world ωj ∈ ΩRZj such that 
κjZ(ωj) = minω∈ΩRZj {κ
j
Z(ω)}. By construction, for each ω ∈ ΩRZj there is at least one conditional 
(Bi|Ai)[mi] ∈ R \ RZj that is veriﬁed by ω. To each conditional (Bi|Ai)[mi] that is veriﬁed by ωj we 
assign the Z-value Z(Bi|Ai) = κjz(ω∗) + mi and add (Bi|Ai) to RZj , obtaining a new set RZj+1. We 
increment j and start the iteration again until RZj = Δ. For further details and theoretical background, 
please confer [5].
There is a world ω with ω |= AB for every conditional (B|A)[m] ∈ R, if the starting knowledge base R
is consistent. This world either does not falsify any conditional (Bi|Ai)[m] ∈ R, then (B|A) is an element 
of Δ0, or there is a conditional (D|C)[n] ∈ R with ω |= CD, but then, ω is chosen as a world in ΩRZ at a 
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in R and from these values we obtain a ranking function κZ deﬁned as
κZ(ω) =
⎧⎨
⎩ 0 iﬀ ω does not falsify any (Bi|Ai)max
ω|=(AiBi)
{Z(Bi|Ai)} otherwise. (4)
We presuppose m > 0 for the ﬁrmness values of conditionals (B|A)[m] in our approach. Note that, in distinc-
tion to the original approach [5], we set the rank of a world to the value of κZ(ω) = maxω|=(AiBi){Z(Bi|Ai)}
instead of setting it to κZ(ω) = maxω|=(AiBi){Z(Bi|Ai)} + 1. This is done because for the admissibility of 
κ with respect to (B|A), we require the rank of the veriﬁcation of a conditional plus its ﬁrmness to be 
smaller or equal than its falsiﬁcation and not strictly smaller like in [5]. That is, other than in [6] we deﬁne 
κ |= (B|A)[m] if and only if κ(AB) + m ≤ κ(AB) and not κ(AB) + m < κ(AB) (confer Deﬁnition 2).
Example 2 (System Z+ penguins). We use the knowledge base from Example 1 to illustrate how this 
framework works, so let R = {(f |b)[1], (f |p)[2], (b|p)[10]}. For the ﬁrst step, we get R0 = {(f |b)} = RZ, 
so Z(f |b) = 1. We obtain ΩRZ = pbf and κ∗Z = 2. We have pbf |= pf as well as pbf |= bp and we get 
Z(f |p) = 2 + 2 = 4 and Z(b|p) = 2 + 10 = 12. The resulting ranking function κZ is shown in Fig. 1.
Note that Example 9 applies System Z+ to a bigger knowledge base.
4.2. c-Representations
The framework of c-representation [7] generates ranking functions κcΔ for knowledge bases R that are 
R-admissible and are based on the conditionals in the knowledge base and their structure, solely. In this 
section, we recall this approach.
Deﬁnition 4 (c-Representation). (See [7].) A c-representation of a knowledge base deﬁned as R =
{(B1|A1)[m1], . . . , (Bn|An)[mn]} is an OCF of the form
κcR(ω) =
n∑
i=1
ω|=AiBi
κ−i , with κ−i ∈ N0 (5)
where the values κ−i are impact values for falsifying conditionals and have to be chosen to make κcR
R-admissible, that is for all 1 ≤ i ≤ n it holds that κcR |= (Bi|Ai)[mi]. This is the case if and only if [8] (cf. 
Deﬁnition 1):
κ−i ≥ mi + min
ω|=AiBi
{ ∑
i=j
ω|=AjBj
κ−j
}
− min
ω|=AiBi
{ ∑
i=j
ω|=AjBj
κ−j
}
(6)
A minimal c-representation is obtained by choosing κ−i minimally for all 1 ≤ i ≤ n.
C-representations for purely qualitative knowledge bases can be obtained following (5) and (6) while 
observing (1). Note that while there are many diﬀerent c-representations for a given knowledge base and 
even maybe several diﬀerent minimal ones, all of them allow for high-quality default reasoning, often beyond 
System Z [10].
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framework works, so let R = {(f |b)[1], (f |p)[2], (b|p)[10]}. For the κ−i values of a c-representation we get, 
according to system (6),
κ−1 ≥ 1 + min{κ−2 , 0} − min{0} = 1
κ−2 ≥ 2 + min{κ−1 , κ−3 } − min{0} = 2 + min{κ−1 , κ−3 }
κ−3 ≥ 10 + min{κ−1 , κ−2 } − min{0} = 10 + min{κ−1 , κ−2 }.
This leads to a minimal c-representation with κ−1 = 1, κ−2 = 3, κ−3 = 11 and the OCF κcΔ shown in Fig. 1.
5. OCF-networks
In this section, we elaborate on the concept of networks for OCFs. Initial approaches that make crucial 
use of the idea of causality have been presented in [1,6]. However, like in Bayesian networks, causal interpre-
tations are not mandatory for such networks although they support appropriate modellings of the problem 
domain. More importantly, it is the idea of conditional independence that provides the basis for factorising 
OCFs, that is, for local representations of global ranking functions. So, we prefer to develop the approach 
of OCF-networks in full analogy to Bayesian networks (as far as possible), making assumptions underlying 
the works [1,6] explicit.
Let Γ = 〈V, E〉 be a directed, acyclic graph (DAG) with vertices V = {V1, . . . , Vn} and edges E ⊆ V×V. We 
deﬁne the parents of a vertex V , pa(V ), as the direct predecessors of V (that is, pa(V ) = {V ′|(V ′, V ) ∈ E}) 
and the descendants of V , desc(V ), as the set of vertices V ′ for which a path from V to V ′ exists in E . The 
set of non-descendants of V is the set of all vertices that are neither the parents nor the descendants of V , 
nor V itself, so nd(V ) = V \ (desc(V ) ∪ {V } ∪ pa(V )).
To connect a DAG with ranking information we deﬁne an OCF-network as follows:
Deﬁnition 5 (OCF-network). A DAG Γ = 〈Σ, E〉 over a set of propositional atoms Σ is an OCF-network
if each vertex V ∈ Σ is annotated with a table of local rankings κV (V |pa(V )) with (local) ranking values 
speciﬁed for every conﬁguration of V and pa(V ). According to the deﬁnition of ranking functions the local 
rankings must be normalised, that is,
min
v˙
{κ(v˙|pa(V ))} = 0 for every conﬁguration of pa(V ). (7)
In the following, we indicate by V (ω) resp. pa(V )(ω) the outcome v of V with ω |= v resp. the conﬁguration 
p of the variables in pa(V ) with ω |= p.
The local ranking information in Γ can be used to deﬁne a global ranking function κ over Σ by applying 
the idea of stratiﬁcation [6]: A function κ is stratiﬁed relative to an OCF-network Γ if and only if
κ(ω) =
∑
V ∈Σ
κV (V (ω)|pa(V )(ω)), (8)
for every world ω. Now, we have to prove that (8) is indeed an OCF.
Lemma 3. Let Γ = 〈Σ, E , {κV |V ∈ Σ}〉 be an OCF network. A function κ stratiﬁed relative to Γ according 
to (8) is an ordinal conditional function, that is, the set {ω|κ(ω) = 0} is not empty.
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Fig. 2. Network of the penguin-example.
Proof. By the normalisation condition (7) it is deﬁned that for every vertex V ∈ Σ and for every conﬁgura-
tion p˙V of the vertex’s parents variables pa(V ) there is an outcome v˙, such that κV (v˙|p˙V ) = 0. We inspect 
the conﬁguration of all variables with respect to the direction of the edges, starting by the network’s root 
vertices and traverse the network in breadth-ﬁrst order. In this way, we obtain an enumeration of the vertices 
V1, . . . , Vp ∈ Σ such that pa(Vi) ⊆ {V1, . . . , Vi−1}. V1 is a root vertex, that is, pa(V1) = ∅, and by (7) there 
is v˙1 ∈ {v1, v1} such that κV1(v˙1) = 0. For each following vertex Vi there is a unique conﬁguration p˙Vi such 
that v˙1 . . . v˙i−1 |= p˙Vi (set p˙Vi =  for root vertices Vi). For this p˙Vi , choose v˙i such that κVi(v˙i|p˙Vi) = 0
according to (7). Then κ(v˙1 . . . v˙p) =
p∑
i=1
κVi(v˙i|p˙Vi) = 0. 
With this stratiﬁcation, given the tables of local rankings, we can generate a stratiﬁed OCF by formula (8).
Example 4. As an illustration we use the penguin example already presented in Example 3 with a graph 
set up according to [6] and local conditional ranking values calculated as conditional ranks from the rank-
ing function given in Example 3 shown in Fig. 2, that is, κB(B|P ) = κ(B|P ), κF (F |PB) = κ(F |PB), 
κP (P ) = κ(P ).
Conversely, given a DAG Γ with vertices Σ and an OCF κ over Σ such that each vertex V ∈ Σ is 
κ-independent of its non-descendants given its parents, we obtain a stratiﬁcation of κ relative to Γ. This is 
stated in the following proposition.
Proposition 1. Let Σ be a propositional alphabet and Γ = 〈Σ, E〉 be a DAG. Let Σ = {V1, . . . , Vn} be enu-
merated such that for each Vi ∈ Σ we have pa(Vi) ⊆ {V1, . . . , Vi−1}. Let κ be an OCF over Σ such that 
V |= κ nd(V ) | pa(V ) for all V ∈ Σ. Then it holds that
κ(V1, . . . , Vn) =
n∑
i=1
κ(Vi|pa(Vi)). (9)
Proof. Let Σ, Γ, κ be as presupposed in the lemma above. Then
κ(V1, . . . , Vn) = κ(V1, . . . , Vn) − κ(V1, . . . , Vn−1) + κ(V1, . . . , Vn−1)
− κ(V1, . . . , Vn−2) + κ(V1, . . . , Vn−2) − . . . − κ(V1) + κ(V1)
= κ(Vn|V1, . . . , Vn−1) + κ(Vn−1|V1, . . . , Vn−2) + . . . + κ(V1)
= κ(V1) +
n∑
i=2
κ(Vi|V1, . . . , Vi−1).
By presupposition, pa(Vi) ⊆ {V1, . . . , Vi−1} and Vi |= κ nd(Vi) | pa(Vi) for all Vi. With Lemma 1 we obtain 
the equality κ(Vi|V1, . . . , Vi−1) = κ(Vi|pa(Vi)). Therefore for the joint ranking function we have
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n∑
i=1
κ(Vi|pa(Vi)) for every 1 ≤ i ≤ n
which was to be shown. 
Hence, a ranking function that implements the conditional independence assumptions of a network Γ can 
be stratiﬁed relative to Γ. Whether a stratiﬁed ranking function is admissible with respect to the ranking 
tables is settled by the next theorem.
Theorem 1. Let W be a variable in Σ with a ﬁxed value w˙ of W , let p˙w be a ﬁxed conﬁguration of the 
variables in pa(W ). For a ranking function κ stratiﬁed according to Eq. (8) the conditional ranking values 
κ(w˙|p˙w) are identical to the local ranking values κW (w˙|p˙w):
κ(w˙|p˙w) = κW (w˙|p˙w) (10)
Proof. According to the deﬁnitions of OCF and conditional ranking values in Section 3 we have
κ(w˙|p˙w) = κ(w˙p˙w) − κ(p˙w)
= min
ω|=w˙p˙w
{κ(ω)} − min
ω|=p˙w
{κ(ω)} .
With the stratiﬁcation of Eq. (8), this rewrites to
κ(w˙|p˙w) = min
ω|=w˙p˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}
− min
ω|=p˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}
.
The value of κW (w˙|p˙w) is ﬁxed in every sum of the ﬁrst min-term and hence can be extracted. For the ﬁrst 
min-terms we obtain with the normalisation condition (7) that for every vertex C in the set of children of 
W there is a conﬁguration c˙ of C such that κC(c˙|w˙) = 0, which holds iteratively for the children of C, so in 
the above formula, we have min
ω|=w˙p˙w
{ ∑
V ∈desc(W )
κV (V (ω)|pa(V )(ω))
}
= 0. Since the conﬁguration of each 
vertex apart from W and W ’s parents is not ﬁxed and the conﬁguration of each variable is independent 
from the others, the actual minimum is obtained when a conﬁguration as sketched above is chosen, hence 
the descendants of W can be ignored for the ﬁrst min-term. So we have
κ(w˙|p˙w) = min
ω|=w˙p˙w
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
κW (w˙|p˙w)
+
∑
V ∈(nd(W )∪pa(W ))
κV (V (ω)|pa(V )(ω))
+
∑
V ∈desc(W )
κV (V (ω)|pa(V )(ω))
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
− min
ω|=p˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}
= κW (w˙|p˙w) + min
ω|=w˙p˙w
{ ∑
V \({W}∪desc(W ))
κV (V (ω)|pa(V )(ω))
}
− min
{∑
κV (V (ω)|pa(V )(ω))
}
.
ω|=p˙w V
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hence the minimum of the sum over these values is constant for the term. Therefore it can be extracted and 
will be termed Const in the following, so the equation can be written as
κ(w˙|p˙w) = κW (w˙|p˙w) + Const − min
ω|=p˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}
.
We now look at the second min-term. Here W is not ﬁxed so this variable can be chosen freely. Naturally, 
the minimum of this term is either the minimal sum with W ﬁxed to w or to w, so we can rewrite this to
min
ω|=p˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}
= min
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
min
ω|=wp˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}Σ1
,
min
ω|=wp˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}Σ2
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
We continue our elaborations on the case Σ1, ﬁrst. We partition the summation condition V into in the 
set of W ’s descendants, desc(W ), W itself and all other vertices (nd(W ) ∪ pa(W )) and obtain for Σ1 the 
term
Σ1 = min
ω|=wp˙w
⎧⎪⎪⎨
⎪⎪⎩
∑
V ∈(nd(W )∪pa(W ))
κV (V (ω)|pa(V )(ω)) + κW (w|p˙w)
+
∑
V ∈desc(W )
κV (V (ω)|pa(V )(ω))
⎫⎪⎪⎬
⎪⎪⎭ .
The minimum can be split up, since the values of nodes in (nd(W ) ∪ pa(W )) can be chosen independently 
from those in desc(W ). κW (w|p˙w) can be extracted since the values of W and p˙w are ﬁxed in the min-term. 
The sum over V ∈ (nd(W ) ∪ pa(W )) is independent of the interpretation of W , this minimum is the same 
constant Const as above. The minimum of the sum over V ∈ desc(W ) is 0 as discussed above, so for 
this minimum we get Σ1 = Const + κW (w|p˙w). We extend these deliberations to Σ2 and obtain similarly 
Σ2 = Const + κW (w|p˙w). So ﬁnally, we obtain the following for the second min-term:
min {Const + κW (w|p˙w),Const + κW (w|p˙w)}
= Const + min {κW (w|p˙w), κW (w|p˙w)}
We have min {κW (w|p˙w), κW (w|p˙w)} = 0 by the normalisation condition, therefore the overall equation is 
rewritten to
κ(w˙|p˙w) = κW (w˙|p˙w) + Const − Const.
And we obtain κ(w˙|p˙w) = κW (w˙|p˙w), as claimed. 
For processing information that is stored in a network locally, we have to be sure that not only the 
global information coincides with the local ones (confer Theorem 1), but also that we can use the local 
information without the need of taking indirectly connected information into account. The latter is shown 
in the next theorem, stating that each variable in the network is independent from its non-descendants 
given its parent vertices, a property known as the local directed Markov property which is also crucial for 
Bayesian networks [14].
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κV (V |pa(V )). Let κ be an OCF stratiﬁed with respect to Γ according to (8). Then the local directed Markov 
property holds, that is,
V |= κ nd(V ) | pa(V )
for each node V ∈ Σ.
Proof. Let Γ, κV and κ be as described in the theorem. For each node V , let n˙v be a conﬁguration of the 
variables nd(V ) and p˙v be a conﬁguration of the variables pa(V ). We consider a ﬁxed but arbitrary variable 
W in Σ. We will show that
κ(w˙n˙w|p˙w) = κ(w˙|p˙w) + κ(n˙w|p˙w)
holds for every conﬁguration of w˙, n˙w and p˙w. This establishes the local Markov property as claimed. From 
Theorem 1 we obtain κ(w˙|p˙w) = κW (w˙|p˙w), so by the deﬁnition of conditional ranks, it is equivalent to 
show κ(w˙n˙wp˙w) = κW (w˙|p˙w) + κ(n˙wp˙w). We consider the left-hand side ﬁrst:
κ(w˙n˙wp˙w) = min
ω|=w˙n˙w p˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}
= min
ω|=w˙n˙w p˙w
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
κW (w˙|p˙w)
+
∑
V ∈nd(W )∪pa(W )
κV (V (ω)|pa(V )(ω))
+
∑
V ∈desc(W )
κV (V (ω)|pa(V )(ω)).
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
The ﬁrst sum here is ﬁxed by the chosen conﬁguration n˙w, p˙w, the min over the second sum is 0, as discussed 
in the proof of Theorem 1: ∑
V ∈nd(W )∪pa(W )
κV (V (ω)|pa(V )(ω)) =: Const(n˙w, p˙w),
min
ω|=w˙n˙w p˙w
{ ∑
V ∈desc(W )
κV (V (ω)|pa(V )(ω))
}
= 0,
hence κ(w˙n˙wp˙w) = κW (w˙|p˙w) + Const(n˙w, p˙w). For the right-hand side, we obtain similarly
κ(n˙wp˙w) = min
ω|=n˙w p˙w
{∑
V
κV (V (ω)|pa(V )(ω))
}
= min
ω|=n˙w p˙w
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
κW (W (ω)|p˙w)
+
∑
V ∈nd(W )∪pa(W )
κV (V (ω)|pa(V )(ω))
+
∑
V ∈desc(W )
κV (V (ω)|pa(V )(ω))
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
= Const(n˙w, p˙w) + min
ω|=n˙w p˙w
⎧⎪⎪⎨
⎪⎪⎩
κW (W (ω)|p˙w)
+
∑
V ∈desc(W )
κV (V (ω)|pa(V )(ω))
⎫⎪⎪⎬
⎪⎪⎭
= Const(n˙w, p˙w) + min
{
κW (W (ω)|p˙w)
}
= Const(n˙w, p˙w),ω|=n˙w p˙w
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ω|=n˙w p˙w
{ ∑
V ∈desc(W )
κV (V (ω)|pa(V )(ω))
}
= 0, independently of W having the value w or w, and one 
of κW (w|p˙w), κW (w|p˙w) again has to be 0.
Hence κ(w˙n˙wp˙w) = κW (w˙|p˙w) +Const(n˙w, p˙w) = κW (w˙|p˙w) +κ(n˙wp˙w), and this completes the proof. 
So with local/global coincidence (Theorem 1), factorisation (Proposition 1) and the Markov property 
(Theorem 2), OCF-networks satisfy important properties also found in Bayesian networks.
6. Filling-in by intensional combination
OCF-networks and stratiﬁcations are most valuable concepts for practical applications of the ranking 
framework as they help to cut down the complexity of full semantical information. However, in many cases, 
full local ranking tables are not at hand since experts are not capable of specifying conditional ranks for all 
combinations of parent outcomes. Only partial conditional knowledge may be available, involving only parts 
of the parent vertices and thus not matching the format of local ranking tables. In these cases, we ﬁrst have 
to ﬁll in missing values in the local ranking tables by somehow exploiting the partial explicit information, 
before we can apply the OCF-networks approach.
Instead of using extensional, schematic combination rules for available conditional ranks to ﬁll in missing 
values, we propose to use inductive, intensional inference mechanisms like c-representations and System Z+
on local knowledge, similar to what has been done for Bayesian networks in probabilistics [12,13,16]. From 
these local ranking functions, we can easily read the missing tabular values for V and ﬁll up the complete 
local tables. More precisely, the procedure for ﬁlling in missing values in the ranking tables is as follows:
Let a DAG Γ over Σ be given, and for each V ∈ Σ, let RV be a local conditional knowledge base containing 
statements of the form (v˙|A)[m] where A is a formula involving only the parents of V . For example, RV
might have the form RV = {(v˙|v˙i)[mv˙i ]|Vi ∈ pa(V )}.
In cases where RV is not a complete conditional ranking table, do the following:
1. Consider RV as a knowledge base over ΣV = {V } ∪ pa(V ).
2. Compute an OCF κV over ΣV from RV by using an inductive conditional reasoning method, like 
System Z+ or c-representations (cf. Section 4).
3. Compute from κV complete ranking tables κV (V |pa(V )) for every conﬁguration of V and pa(V ).
Example 5. As an illustration, we modify an example from [1,6] that extends the example given in [9] by 
considering more complex information. A car starts (S = s) if the battery is charged (B = b) and the 
fuel tank is full (F = f). If either the battery is discharged (B = b) or the fuel tank is empty (F = f), 
the car does not start (S = s); additionally, if, for some reason, the headlights have been left switched on 
overnight (H = h), the battery is discharged. We assume to know that it is very implausible to have left 
the headlights switched on (κH(h) = 15) and usually the tank is not empty (κF (f) = 10). We also know 
that if the headlights have been switched on overnight, the battery is plausibly discharged (κB(b|h) = 4) 
but if the headlights have been switched oﬀ, the battery usually is charged (κB(b|h) = 8). Unfortunately, 
we are unaware of many ranking values at vertex S, in fact we just know that it is highly implausible that 
cars with a discharged battery and a full fueltank or cars with an empty fueltank but charged battery can 
be started (κS(s|bf) = 11, κS(s|bf) = 13). However, we know that it is highly implausible for a car with an 
empty battery to start, that is κS(s|b) = 12, and even less plausible that a car without any fuel will start, 
that is κS(s|f) = 15. On the other hand a car with a loaded battery usually starts κS(s|b) = 2 and a car 
with a full fueltank should start, too, κS(s|f) = 1. The OCF-network to this situation is shown in Fig. 3, 
the local knowledge base from the joint information regarding S is
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B F
S
H κH(H)
h 15
h 0
B|H κB(B|H)
b|h 4
b|h 0
b|h 0
b|h 8
F κF (F )
f 0
f 10
S|BF κS(S|BF ) S|BF κS(S|BF )
s|b f ? s|b f 11
s|b f ? s|b f ?
s|b f 13 s|b f ?
s|b f ? s|b f ?
R∗S =
{
r1 = (s|b)[2], r2 = (s|b)[12],
r3 = (s|f)[1], r4 = (s|f)[15]
}
Fig. 3. Problem description of the car Example 5.
RS =
{
r1 = (s|b)[2], r2 = (s|b)[12], r3 = (s|f)[1],
r4 = (s|f)[15], r5 = (s|bf)[13], r6 = (s|bf)[11]
}
.
In this situation, we search for a local ranking function on S, B, F from which we can obtain the ranks of 
the vertices given all its parents. This can be achieved by using inductive conditional reasoning, that is, by 
applying the methods presented in Section 4. Note that, in contrast to [9], the local available knowledge 
at vertex S contains a more complex mixture of information regarding S. Some information is specialised 
enough to provide entries for the local table, but still the table has to be completed by using the more 
general information for inductive reasoning First, we apply System Z+. We compute the partition Δ0 of 
tolerated conditionals for this approach and ﬁnd that Δ0 consists of the conditionals r1, r2, r3 and r4.
Therefore we can assign to each conditional in Δ0 the Z-value given as ﬁrmness in RS and set Z(r1) = 2, 
Z(r2) = 12, Z(r3) = 1 and Z(r4) = 15. In the next steps of the algorithm we add, with a minimal world 
bf s, r5 to Δ0 giving it the Z-value of Z(r5) = κ∗Z(bf s) + 13 = 16, followed by r6 with a minimal world bfs
and a Z-value of Z(r6) = κ∗Z(bfs) + 11 = 13.
We then set up a table indicating veriﬁcation/falsiﬁcation of the conditionals in RS for each conﬁguration 
of the local variables B, F and S, and associate with them the ranks according to formula (4). So we obtain 
the local ranking function κZRS (BFS) shown in Table 1. This table also proves useful to set up the inequalities 
needed to calculate a c-representation of the knowledge base according to system (6). Here we obtain
κ−1 ≥ 2 + min{0, κ−4 + κ−5} − min{0, κ−3 } = 2
κ−2 ≥ 12 + min{0, κ−3 } − min{κ−6 , κ−4 }
κ−3 ≥ 1 + min{0, κ−2 + κ−6 } − min{0, κ−1 } = 1
κ−4 ≥ 15 + min{0, κ−1 } − min{κ−5 , κ−2 }
κ−5 ≥ 13 + min{κ−1 } − min{κ−4 }
κ−6 ≥ 11 + min{κ−3 } − min{κ−2 }
A minimal solution is found by setting κ−5 = 0, κ−6 = 0, κ−2 = 12, and κ−4 = 15. Thereby we get a 
c-representation κcRS (BFS) also shown in Table 1.
Using this c-representation we can distinguish here between the conﬁgurations b f s and b f s whereas this 
is not the case if we use the values calculated with System Z+. With the determined values, we complete 
the local conditional ranking table (S|BF ) by calculating κS(s˙|b˙f˙) = κS(b˙f˙ s˙) − κS(b˙f˙) for either one of the 
approaches shown in Table 1, too, and complete the graph from Fig. 3 to the OCF-network shown in Fig. 4.
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Veriﬁcation/falsiﬁcation behaviour of conﬁgurations over the variables {B, F, S} given the local car start knowledge base from 
Fig. 3.
BFS veriﬁes falsiﬁes κZRS (BFS) κ
Z
RS (BF ) κ
Z
S (S|BF ) κcRS (BFS) κcRS (BF ) κcS(S|BF )
b f s r1, r3 – 0 0 0 0 0 0
b f s – r1, r3 2 0 2 3 0 3
b f s r1 r4, r5 16 2 14 15 2 13
b f s r4, r5 r1 2 2 0 2 2 0
b f s r3 r2, r6 13 1 12 12 1 11
b f s r2, r6 r3 1 1 0 1 1 0
b f s – r2, r4 15 0 15 27 0 27
b f s r2, r4 – 0 0 0 0 0 0
H
B F
S
H κH(H)
h 15
h 0
B|H κB(B|H)
b|h 4
b|h 0
b|h 0
b|h 8
F κF (F )
f 0
f 10
S|BF κZS (S|BF ) κcS(S|BF ) S|BF κZS (S|BF ) κcS(S|BF )
s|b f 0 0 s|b f 12 11
s|b f 2 3 s|b f 0 0
s|b f 14 13 s|b f 15 27
s|b f 0 0 s|b f 0 0
Fig. 4. Solution for the car starting problem in Example 5.
We are now ready to use the OCF-network approach for more general knowledge bases.
7. Constructing OCF-networks from knowledge bases
In the previous section we concentrated on cases where most information is represented by an OCF graph 
and showed how methods of inductive reasoning can be utilised to ﬁll in the missing local values. In this 
section, we investigate cases in which OCF-networks can be built from knowledge bases. This allows us 
to eﬃciently use local information for global reasoning from knowledge bases. To achieve this, we recall 
an algorithm to construct a network from a knowledge base of so-called single-elementary conditionals, 
introduce a notion of local knowledge bases and then instantiate the local tables by means of inductive 
reasoning on these local knowledge bases.
Deﬁnition 6 (Single-elementary conditionals). Let (B|A) ∈ (L|L) be a conditional. (B|A) is called a single-
elementary conditional if B is a literal and A is a conjunction of literals. The language of single-elementary 
conditionals will be denoted by (L|L)S .
Note that all conditionals appearing in the local ranking tables of OCF-networks are single-elementary 
conditionals.
Let R = {(B1|A1)[m1], . . . , (Bn|An)[mn]} be a conditional knowledge base such that ΔR = {(B1|A1), . . . ,
(Bn|An)} ⊆ (L|L)S . For this knowledge base we construct a graph ΓR using the algorithm presented in [6]:
• The set of vertices is identical to the set of variables.
• Start with an empty set of edges E .
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(a) Graph of {(b|a), (b|a)}
A B
(b) Graph of {(b|a), (a|b)}
Fig. 5. Illustration of both graphs from Example 6.
• For each conditional (B|A)[m] ∈ R add an edge (V, B) to E for each V where either v or v is an element 
of the conjunction A.
By this method we obtain a directed graph, but it lacks local ranking tables. It is not guaranteed to be 
acyclic, which is already mentioned in [6, Deﬁnition 30]; if ΓR is acyclic, we call ΓR a network.
The graph generation algorithm is not bothered by questions regarding consistency, which we illustrate 
in the following example. On the other hand, the methods of inductive conditional reasoning recalled in 
Section 4 cannot generate an admissible κ if ΔR is inconsistent, but allow the graph to be cyclic.
Example 6. Let Σ = {A, B} and ΔR = {(b|a), (b|a)}. It can be seen directly that Δ is inconsistent, 
nevertheless the network ΓR = 〈Σ, {(A, B)}〉 can be constructed by the algorithm, but no admissible OCF 
can be created. For Δ′R = {(b|a), (a|b)} we construct the graph ΓR′ = 〈Σ, {(A, B), (B, A)}〉 which is cyclic, 
but there are admissible OCFs, like, for example, κ(ab) = 0, κ(ab) = 1, κ(ab) = 1, κ(ab) = 2 (which is 
admissible to {(a|b), (b|a)} since κ(ab) = 0 < κ(ab) = 1 and κ(ab) < κ(ab) = 1). Fig. 5 shows both graphs 
for this example.
Therefore both consistency of R and acyclicity of ΓR have to be tested, if either test fails, no OCF-network 
can be constructed for R. In the following, we assume that R is consistent and ΓR is acyclic. On these 
grounds, we can build an OCF-network from R.
Deﬁnition 7 (Local knowledge base). Let R = {(B1|A1)[m1], . . . , (Bn|An)[mn]} be such that ΔR =
{(B1|A1), . . . , (Bn|An)} ⊆ (L|L)S is a ﬁnite knowledge base of single-elementary conditionals with a 
network ΓR = {Σ, E} according to the above algorithm. R can be partitioned into subsets RV =
{(v˙|A)[m]|(v˙|A)[m] ∈ R} for each V ∈ Σ. RV is called the local knowledge base at vertex V .
In order to instantiate the local tables, we treat each missing table in the network as a table with missing 
values (that is, a table missing all values) and set up the local tables according to the ﬁlling-in approach 
described in Section 6. By this, we obtain an OCF-network ΓR from R with stratiﬁed ranking function κΓR . 
For easier reading, we omit the double subscript and denote κΓR just as κΓ if it is clear that Γ originates 
from R.
From Theorem 1 we know that the global conditional rankings of κΓ coincide with the ﬁlled-in local 
conditional rankings. But now the question arises whether the global ranking function κΓ is guaranteed to 
be a model of the initial (global) knowledge base R. Maybe a bit surprisingly, as this is indeed the case for 
the probabilistic methods, the answer to this question is negative, as we see in the following example.
Example 7. We instantiate the approach of this section with the knowledge base
R =
{
(s|b)[2], (s|b)[12], (s|f)[1], (s|f)[15], (s|bf)[13],
(s|bf)[11], (h|)[15], (f |)[10], (b|h)[4], (b|h)[8]
}
over the variables Σ = {B, F, H, S} from Example 5. Note that R contains the local knowledge base
RS =
{
r1 = (s|b)[2], r2 = (s|b)[12], r3 = (s|f)[1],
r4 = (s|f)[15], r5 = (s|bf)[13], r6 = (s|bf)[11]
}
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Stratiﬁed ranking functions for the car-start example.
ω b f h s b f h s b f h s b f h s b f h s b f h s b f h s b f h s
κZΓ (ω) 23 25 0 2 47 33 24 10
κcΓ(ω) 23 26 0 3 46 33 23 10
ω b f h s b f h s b f h s b f h s b f h s b f h s b f h s b f h s
κZΓ (ω) 27 15 16 4 40 25 29 14
κcΓ(ω) 26 15 15 4 52 25 41 14
from that example, and the other conditionals in R allow for ﬁlling in the local tables at H, B and F
immediately. R generates the OCF-network presented in Fig. 4. The stratiﬁed ranking functions κZΓ and κcΓ
from both ﬁlling-in approaches are displayed in Table 2. Here we see, for example, that κZΓ |= R since we have 
κZΓ (s|f) = κZΓ (sf) −κZΓ (f) = 24 − 10 = 14, and also κcΓ |= R since κcΓ(s|f) = κcΓ(sf) −κcΓ(f) = 23 − 10 = 13
which both are smaller than 15, violating the admissibility condition for (s|f)[15] given in Deﬁnition 2.
We examine this failure of admissibility more closely. Due to construction we have κZRS |= RS (confer 
Example 5 and Table 1), for example it is κZRS (s|f) = 15. The ranking function κZΓ is stratiﬁed from the 
local tables, that is, also from the local table κZS computed from κRS by the ﬁll-in approach. We calculate 
κZΓ (s|f) by the total conditional rank (Lemma 2) and obtain the following.
κZΓ (s|f) Lemma 2== min{κZΓ (s|bf) + κZΓ (b|f), κZΓ (s|b f) + κZΓ (b|f)}
Theorem 1== min{κZS (s|bf)︸ ︷︷ ︸
=14
+κZΓ (b|f), κZS (s|b f)︸ ︷︷ ︸
=15
+κZΓ (b|f)}
The ranks κZS (s|bf) and κZS (s|b f) can be read from the appertaining local table (cf. Fig. 4). Note that the 
conditional (s|f) [15] is realised locally by κZS (s|b f) = 15 but nothing is said in R about direct relationships 
between B and F . The conditional (b|f) is not represented by the network, but its global rank can be 
computed from κZΓ , so we continue our inspection with the calculation of κZΓ (b|f):
κZΓ (b|f) = κZΓ (bf) − κZΓ (f)
= min
ω|=bf
{κZΓ (ω)} − min
ω|=f
{κZΓ (ω)}
= min
ω|=bf
{ ∑
V ∈Σ
κV (V (ω)|pa(V )(ω))
}
− min
ω|=f
{ ∑
V ∈Σ
κV (V (ω)|pa(V )(ω))
}
= min
ω|=bf
{
κH(H(ω)) + κB(B(ω)|H(ω)) + κF (F (ω)) + κZS (S(ω)|BF (ω))
}
− min
ω|=f
{
κH(H(ω)) + κB(B(ω)|H(ω)) + κF (F (ω)) + κZS (S(ω)|BF (ω))
}
The ﬁrst minimum is computed as follows:
min
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
κH(h) + κB(b|h) + κF (f) + κZS (s|b f)
κH(h) + κB(b|h) + κF (f) + κZS (s|b f)
κH(h) + κB(b|h) + κF (f) + κZS (s|b f)
κH(h) + κB(b|h) + κF (f) + κZS (s|b f)
⎫⎪⎪⎪⎬
⎪⎪⎪⎭ = min
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
15+4+10+14
15+4+10+0
0 +0+10+14
0 +0+10+0
⎫⎪⎪⎪⎬
⎪⎪⎪⎭ = 10.
In the same way, the second minimum is computed to be 10, so κZΓ (b|f) = 0. Furthermore, for (b|f) we 
obtain κZΓ (b|f) = 4 and hence calculate the total rank for (s|f) as κZΓ (s|f) = min{14 + 0, 15 + 4} = 14 < 15, 
which proves κZΓ to be non-admissible with respect to R. Although the information of having a conditional 
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minimum.
Example 7 shows that even with admissible ranking functions for local knowledge bases, the stratiﬁed 
OCF of local tables may fail to satisfy admissibility for conditionals in R. Although we may use the total 
conditional rank formula for computing from the local tables the ranks of more general conditionals (B|A)[m]
where A is not a complete conjunction of B’s parents literals (p˙B), the min-function is too weak to process all 
information given by an OCF-network as precisely as it is possible for probabilities and Bayesian networks 
[12,13,16]. Nevertheless, one might hope that this is due to the numerical reﬁnements by degrees of ﬁrmness. 
So, we will focus on the purely qualitative case in the next section.
8. Qualitative inference and qualitative networks
The approach we developed on top of OCF-networks can also be used for purely qualitative reasoning 
(see (1)). In this section we return from the quantitative scenario to the general, i.e., qualitative one, that is, 
we no longer ask whether a variable, formula or conditional is believed with a certain ﬁrmness but is believed 
at all. We deﬁne “purely qualitative” OCF-networks and their formal properties and show how they can be 
generated inductively from qualitative conditional knowledge bases using the described approach applying 
qualitative methods where necessary. Finally we demonstrate that the described weakness of (quantitative) 
OCF-networks, not being able to guarantee admissibility with respect to the knowledge based used to set 
them up, also occurs in the purely qualitative case and is thus not due to numerical peculiarities.
We recall the deﬁnitions of acceptance (Deﬁnition 1) and admissibility with respect to a knowledge 
base (Deﬁnition 2) and come to the admissibility of an OCF κ with respect to a qualitative knowledge 
base Δ = {(B1|A1), . . . , (Bn|An)} ⊆ (L | L) in the light of (1) as κ |= Δ if and only if κ |= (Bi|Ai) for all 
1 ≤ i ≤ n. As already described on page 608, a ranking function accepts a conditional qualitatively if it 
accepts the conditional quantitatively with a ﬁrmness of at least 1, therefore the following lemma arises:
Lemma 4. Let R = {(B1|A1)[m1], . . . , (Bn|An)[mn]} be a conditional knowledge base with mi ≥ 1 for 
all 1 ≤ i ≤ n. A ranking function κ is admissible with respect to the qualitative knowledge base 
ΔR = {(B|A)|(B|A)[m] ∈ R} if it is admissible with respect to R.
With our general presupposition that mi ≥ 1 (confer Deﬁnition 1) for all 1 ≤ i ≤ n we can then deﬁne a 
“purely qualitative” OCF-network according to the deﬁnition of an OCF-network:
Deﬁnition 8 (Qualitative OCF-network). A DAG Γ = 〈Σ, E〉 over a set of propositional atoms Σ is an 
OCF-network if each vertex V ∈ Σ is annotated with a table of local rankings κV (V |pa(V )) with (local) 
ranking values speciﬁed for every conﬁguration of V and pa(V ). According to the deﬁnition of OCF-networks 
(Deﬁnition 5) and especially the normalisation condition (7), for each vertex V ∈ Σ and each conﬁguration 
p˙V of pa(V ) in a qualitative OCF-network at least one of κV (v˙|p˙V ) and κV (v˙|p˙V ) has to be 0, that is, either
κV (v˙|p˙V ) = 0 and κV (v˙|p˙V ) ∈ {0, 1} or
κV (v˙|p˙V ) = 0 and κV (v˙|p˙V ) ∈ {0, 1}.
As discussed in Section 3 and the introduction of this section and formalised in Lemma 4, we believe a 
formula or conditional qualitatively if we believe it quantitatively with a ﬁrmness of at least 1, therefore, 
qualitative OCF-networks can be portrayed as OCF-networks where the local values κV (v˙|p˙V ) are restricted 
to be elements of the set {0, 1} rather than being from N0.
In Section 5 we showed that (quantitative) OCF-networks satisfy the properties of local/global coincidence 
(Theorem 1), factorisation (Proposition 1) and the (local directed) Markov property (Theorem 2). The proofs 
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Fig. 6. Generated graph from Example 8.
of these properties do not rely on concrete ﬁrmness values but only on general values of local ranking tables. 
Therefore they are valid for the restricted case of qualitative OCF-networks as well, which we formalise in 
the following corollary.
Corollary 1. Let Γ = 〈Σ, E , {κV }V ∈Σ〉 be a qualitative OCF-network. Let κ be an OCF stratiﬁed according 
to Eq. (8). Then the following propositions hold:
• κ(v˙|p˙V ) = κV (v˙|p˙V ) for each V ∈ Σ and each conﬁguration p˙V of pa(V ).
• κ(V1, . . . , Vn) =
n∑
i=1
κVi(Vi|pa(Vi)).
• V |= κ nd(V ) | pa(V ) for all V ∈ Σ.
After the formal properties of qualitative OCF-networks, we turn to the algorithmical ones. The 
graph construction algorithm of [6] recalled in Section 7 already uses only the qualitative information 
ΔR = {(B|A)|(B|A)[m] ∈ R} of the processed knowledge base R = {(B1|A1)[m1], . . . , (Bn|An)[mn]}, there-
fore it processes qualitative knowledge bases, likewise. Therefore the DAG-component of an OCF-network 
can be constructed for a qualitative knowledge base identically as for quantitative knowledge bases: The 
propositional variables form the set of vertices and the set of edges consists of tuples (V, V ′) where there is 
a conditional (Bi|Ai) ∈ Δ such that v˙ appears in Ai and v˙′ ≡ Bi.
Let A be a conjunction of literals from a variable set A. For variables V ∈ Σ where there are only 
conditionals (v˙|A) with A = pa(V ) in Δ, the local ranking tables can be set up directly from the knowledge 
base, such that κV (v˙|p˙V ) = 1 if and only if (v˙|p˙V ) ∈ Δ, applying the quantitative case with mi = 1 for all 
(Bi|Ai) ∈ Δ. If for some variables V there are conditionals (v˙|A) ∈ Δ where A  pa(V ),1 the local ranking 
tables cannot be read from the knowledge base directly, but, as described in Section 7, a ﬁlling-in approach 
can be used which is based on qualitative methods of inductive conditional reasoning, like System Z [15] or 
the qualitative approach of c-representations presented in Section 4.
So qualitative OCF-networks share the formal as well as algorithmical strengths of quantitative OCF-
networks. With the following example, we illustrate the qualitative approach. We also use the example to 
show that qualitative OCF-networks inherit the weakness of quantitative OCF-networks of not being able 
to guarantee that the generated (stratiﬁed) global OCF is admissible with respect to the initial knowledge 
base.
Example 8. As illustrative example we use a propositional alphabet Σ = {A, B, C} with a set of possible 
worlds Ω = {abc, abc, abc, abc, abc, abc, abc, abc} and a conditional knowledge base Δ = {(c|b), (c|b), (c|a),
(c|a), (c|ab), (c|ab)}. By the graph-generation algorithm we obtain the graph shown in Fig. 6. Since there 
are no conditionals with a conclusion a˙ or b˙, the local rankings at vertices A and B are 0 for all conﬁgu-
rations of A and B. For vertex C we have to use the ﬁll-in approach, in this example we use qualitative 
1 Note that the graph construction ensures that there are no conditionals (v˙|C) ∈ Δ where C is a conjunction of literals from a 
variable set C  pa(V ).
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Calculating the local ranking table κcΔC for the qualitative Example 8.
ABC veriﬁes falsiﬁes κcΔC (ABC) κ
c
ΔC (AB) κ
c
C(C|AB)
abc r1, r3 – 0 0 0
abc – r1, r3 2 0 2
abc r3 r2, r6 2 1 1
abc r2, r6 r3 1 1 0
abc r1 r4, r5 2 1 1
abc r4, r5 r1 1 1 0
abc – r2, r4 1 0 1
abc r2, r4 – 0 0 0
A B
C
A κA(A)
a 0
a 0
B κB(B)
b 0
b 0
C|AB κcC(C|AB) C|AB κcC(C|AB)
c|ab 0 c|ab 1
c|ab 2 c|ab 0
c|ab 1 c|ab 1
c|ab 0 c|ab 0
Fig. 7. OCF-network of Example 8.
Table 4
Global OCF for Example 8.
ω abc abc abc abc abc abc abc abc
κA(A(ω)) 0 0 0 0 0 0 0 0
κB(B(ω)) 0 0 0 0 0 0 0 0
κC(C(ω)|AB(ω)) 0 2 1 0 1 0 1 0
κ(ω) 0 2 1 0 1 0 1 0
c-representations on the local knowledge base ΔC = {r1 = (c|b), r2 = (c|b), r3 = (c|a), r4 = (c|a), r5 = (c|ab),
r6 = (c|ab)} = Δ. We solve system (6) and obtain a minimal solution
κ−1 = 1 κ−2 = 1 κ−3 = 1 κ−4 = 0 κ−5 = 2 κ−6 = 1,
from which with Eq. (5) we generate the local table κcC as illustrated in Table 3. This leads to the OCF-
network presented in Fig. 7 with a global ranking function
κ(ω) = κA(A(ω)) + κB(B(ω)) + κC(C(ω)|AB(ω))
as computed in Table 4. Note that since κA(A(ω)) = κB(B(ω)) = 0 for all ω ∈ Ω, the global OCF κ
coincides with the conditional ranks given by κC , and thus we have κ(ω) = κC(C(ω)|AB(ω)) for all ω ∈ Ω.
We check whether the global OCF κ for the graph is admissible with respect to ΔC exemplarily for the 
conditional (c|b), so we check whether for the global OCF κ the inequality κ(bc) < κ(bc) holds. We calculate 
the ranks using formula (8) and obtain
κ(bc) = min
ω|=bc
{∑
V ∈Σ
κV (V (ω)|pa(V )(ω))
}
= min{κA(a) + κB(b) + κC(c|ab), κA(a) + κB(b) + κC(c|ab)}
= min{0 + 0 + 0, 0 + 0 + 1} = 0 (= min{κC(c|ab), κC(c|ab)}
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ω|=bc
{∑
V ∈Σ
κV (V (ω)|pa(V )(ω))
}
= min{κA(a) + κB(b) + κC(c|ab), κA(a) + κB(b) + κC(c|ab)}
= min{0 + 0 + 2, 0 + 0 + 0} = 0 (= min{κC(c|ab), κC(c|ab)}),
and therefore κ(bc) = 0 ≮ 0 = κ(bc) and hence κ |= Δ, so (10) ensures that κ(c˙|a˙b˙) = κC(c˙|a˙b˙), but 
κ(ωV ) = κΔV (ωV ) in general (confer Table 3).
9. Discussion
This problem of failure of admissibility with respect to the initial knowledge base does not arise with 
probabilities. If we compare OCFs with probabilistics, we use summation instead of multiplication and the 
minimum instead of the summation. However, minimum is not a group operation as is summation, therefore 
we cannot assume that all operations which are possible in probabilistics to yield equivalent results for 
OCFs. This is not to blame ranking functions or OCF-networks for that – both can be extremely useful – 
but rather our intention is to point out subtle diﬀerences to probabilities that one should be aware of. In 
the case presented in Examples 7 and 8 this leads to a rank that is too low to enforce the admissibility 
of the initial “marginal” conditionals. Note that this problem is due to an inherent weakness of ranking 
functions, and cannot be ﬁxed without taking global information into account, as Example 7 shows. For 
all (B|A) ∈ RV such that A is a complete conjunction p˙B, the local ranking function κV can be obtained 
from RV directly as κV (v˙|p˙V ) = m iﬀ (v˙|p˙V )[m] ∈ RV and κV (v˙|p˙V ) = 0 otherwise, supposing RV to be 
consistent. Also, the stratiﬁed ranking function is admissible with respect to such conditionals, according 
to Theorem 1.
Another issue to be discussed is the question whether applying the inductive approaches directly to the 
initial knowledge base R yields the same results as what we obtain from their application to local knowledge 
bases followed by stratiﬁcation. From discovering the failure of admissibility, however, it is immediate that 
the answer to this question is negative.
Corollary 2. There are knowledge bases such that the stratiﬁed global rank κZΓ (ω) resp. κZΓ (ω) and the rank 
κZΔ(ω) obtained for R by System Z+, resp. the rank κcΔ(ω) obtained for R by c-representations, diﬀer for 
some ω ∈ Ω.
Proof. In Example 7 we obtain the ranking functions κZΓ and κcΓ that are not admissible with respect 
to R. Since both System Z+ and c-representations generate ranking functions κZR, respectively κcΓ that are 
admissible with respect to R (confer Example 9 below), this example is a proof of the corollary. 
Example 9. We use the knowledge base from Example 7 with conditionals enumerated from left 
to right, that is, r1 = (s|b)[12], r2 = (s|b)[12], . . . , r10 = (b|h)[8]. Table 5 gives the veriﬁcation/falsi-
ﬁcation behaviour of the worlds on the conditionals. Instantiating System Z+ we calculate the set 
Δ0 = {r1[2], r3[1], r7[15], r8[10], r10[8]} of conditionals tolerated by R and initialise with RZ0 = Δ0. In 
the next step, we choose the set ΩRZ0 = {b f h s[11], b f h s[16], b fh s[9], b f h s[16], b f h s[11]} (where ω[x]
denotes κ∗Z(ω) = x). The minimal element is b fh s[9], hence we add the conditionals veriﬁed by this world 
to RZ0 (adding κ∗Z(b fh s) = 9 to the ﬁrmness of the conditionals) and obtain RZ1 = RZ0∪{r2[21], r6[20]}. 
We iterate this step and obtain RZ2 = RZ1 ∪ {r4[26], r5[24]} and in the last step RZ3 = RZ2 ∪ {r9[15]}. 
From this knowledge base we calculate κZΔ(ω) which is also given in Table 5.
We instantiate the approach of c-representations with this knowledge base, obtaining a c-representation 
κcR which is presented in Table 5 together with the global ranking function κcΓ obtained with the network 
approach to illustrate that both approaches generate diﬀerent OCFs for this example.
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Veriﬁcation/falsiﬁcation for the global car-start problem.
ω b f h s b f h s b f h s b f h s b f h s b f h s b f h s b f h s
veriﬁes r1, r3, r8 r1, r3, r7, r8, r1 r4, r5 r1, r7, r4, r5,
r8 r7, r8 r10 r10 r7, r10
falsiﬁes r7, r9 r1, r3, – r1, r3 r4, r5, r7 r1, r7 r4, r5 r1, r8
r7, r9 r8, r9 r8, r9 r8
κZR(ω) 15 15 0 2 26 15 26 10
κZΓ (ω) 23 25 0 2 47 33 24 10
κcR(ω) 19 21 0 2 44 29 25 10
κcΓ(ω) 23 26 0 3 46 33 23 10
ω b f h s b f h s b f h s b f h s b f h s b f h s b f h s b f h s
veriﬁes r3, r8, r2, r6, r3, r7, r2, r6, r9 r2, r4, r7 r2, r4,
r9 r8, r9 r8 r7, r8 r9 r7
falsiﬁes r2, r6, r3, r7 r2, r6, r3, r10 r2, r4, r7, r8 r2, r4, r8, r10
r7 r10 r7, r8 r8, r10
κZΔ(ω) 21 15 21 9 26 15 26 10
κZΓ (ω) 27 15 16 4 40 25 29 14
κcR(ω) 17 15 20 8 36 23 29 16
κcΓ(ω) 26 15 15 4 52 25 41 14
To illustrate the diﬀerences between these ranking functions, Table 5 provides a complete overview on 
the calculations.
The time complexity of inductive semantical approaches depends on the size of the knowledge base and 
the size of the underlying alphabet. System Z, for example, has a complexity of O(|R|2) SAT isﬁability 
instances (cf. [15]). Therefore reducing the size of the knowledge base reduces the time-complexity of the 
computation signiﬁcantly.
Example 10. Let R be the knowledge base of Example 7. Instantiating System Z on this knowledge base 
would yield in O(102) SAT instances. Using the network approach, the knowledge base is divided into sets 
RH = {(h|}, RB = {(b|h), (b|h)}, RF = {(f |)} and RS = {(s|b), (s|b), (s|f), (s|f), (s|bf), (s|bf)}. Apply-
ing System Z to the local knowledge bases and combining the results as proposed hence yields a time 
complexity of O(12 + 22 + 11 + 62) = O(42) SAT instances.
Additionally, in the local view we have to deal with local alphabets, only, which are smaller than the 
global alphabet Σ, reducing the number of worlds to be ranked for the local table, compared to the global 
OCF. Since the complexity of satisﬁability tests depend crucially on the number of variables, this step 
reduces the time complexity of the calculation of the SAT -instances.
Example 11. Let R be the knowledge base of Example 7. The global alphabet is Σ = {H, B, F, S}, whereas 
the local alphabets are ΣH = {H}, ΣB = {H, B}, ΣF = {F} and ΣS = {B, F, S}.
We overall obtain that using the proposed graph-based approach reduces the time-complexity for comput-
ing the belief-set of a knowledge base of single-elementary conditionals signiﬁcantly. We refer the interested 
reader to [11, §10] for a detailed analysis of computational beneﬁts for representing belief locally in graph 
components.
626 C. Eichhorn, G. Kern-Isberner / Journal of Applied Logic 13 (2015) 605–62710. Conclusion
In this paper we investigated networks of propositional variables annotated with tables of Spohn’s ranking 
values at the vertices, thus being an OCF-variant of Bayesian networks. In the investigation of the formal 
properties of these networks we proved that the local directed Markov property holds for this network and 
that the stratiﬁed OCF coincides with the local rankings in the tables. Having possible applications of these 
networks in mind, we elaborated on the case where the user is not able to set up the whole annotated 
network but can give only general dependencies between the variables. We showed how such more general 
conditionals can serve as a basis for ﬁlling in the missing values by making use of inductive reasoning 
methods. More precisely, we applied an algorithm to generate a graph from the annotated knowledge base 
with values provided by local inductive reasoning procedures so that an OCF-network with a stratiﬁed 
ranking function is obtained. We argued that by this local approach, computational advantages arise. We 
observed, however, that the stratiﬁed ranking function is not guaranteed to be admissible to the initial 
knowledge base. The approach of OCF-LEG networks that we present in a further paper [4] overcomes this 
drawback yet gives up the causal interpretation of conditionals.
Due to the connections between ranking functions and Dempster–Shafer theory [17], the techniques and 
results in this paper may also be relevant for that framework. A deeper elaboration is left for future work. 
Network approaches are also used in possibilistics (confer, e.g., [2]), whereas that approach is based on 
classical formulas rather than on conditionals. Using conditionals, as it is done in this paper, the knowledge 
base clearly determines dependencies among the variables and thus the form of the graph directly. A formal 
comparison between possibilistic networks and OCF-networks is also left for future research.
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