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High-energy evolution equations, such as the BFKL, BK or JIMWLK equations, aim at resumming
the high-energy (next-to-)leading logarithms appearing in QCD perturbative series. However, the
standard derivations of those equations are performed in a strict high-energy limit, whereas such
equations are then applied to scattering processes at large but finite energies. For that reason,
there is typically a slight mismatch between the leading logs resummed by those evolution equations
without finite-energy corrections and the leading logs actually present in the perturbative expansion
of any observable. That mismatch is one of the sources of large corrections at NLO and NLL
accuracy. In the case of the BFKL equation in momentum space, that problem is solved by including
a kinematical constraint in the kernel, which is the most important finite-energy correction. In this
paper, such an improvement of kinematics is performed in mixed-space (transverse positions and k+)
and with a factorization scheme in the light-cone momentum k+ (in a frame in which the projectile
is right-moving and the target left-moving). This is the usual choice of variables and factorization
scheme for the the BK equation. A kinematically improved version of the BK equation is provided,
consistent at finite energies. The results presented here are also a necessary step towards having the
high energy limit of QCD (including gluon saturation) quantitatively under control beyond strict
leading logarithmic accuracy.
I. INTRODUCTION
Large logarithms arise in the perturbative expansion of observables related to QCD scattering processes, when the
total energy of the collision is much larger than all the other available scales. In order to obtain reliable theoretical
results, such logarithms have to be resummed, thanks to a high-energy evolution equation. In the case of a collision
between two dilute objects, the high-energy leading logarithms (LL) are in principle resummed thanks to the BFKL
equation [1–3]. When one of the colliding particles is hadron or nucleus considered dense, one should instead use the
JIMWLK equation [4–11] or equivalently Balitsky’s hierarchy of equations [12] in order to resum the LL’s, which take
into account high-density effects like gluon saturation [13–17]. These equations also apply to the case of dense-dense
collisions [18], such as heavy ion collisions at high energy. In practice, one often uses the BK equation [12, 19, 20]
instead, which is a mean-field truncation of Balitsky’s hierarchy.
In the standard derivations of all of the aforementioned evolution equations, the high-energy limit is taken in order
to simplify the kinematics. These equations are therefore valid for hypothetical collisions at infinite energy, but not
necessarily for realistic collisions at large but finite energy, where finite-energy corrections may be quantitatively
important. Indeed, one has to include a kinematical constraint into the BFKL equation in momentum space in order
to make it self-consistent at finite energies. That kinematical constraint was first proposed as one of the ingredients
to build the CCFM equation [21–23], generalizing the BFKL equation. The kinematical constraint for the BFKL
equation was further studied in the refs. [24–26] and also included, in a different form, into the Monte Carlo code
DIPSY [27–33].
However, the kinematical constraint has been overlooked until the BFKL equation was calculated at next-to-leading
logarithmic (NLL) accuracy [34, 35]. It was then noticed that higher order corrections to the BFKL equation are
typically larger than the leading order contributions, especially in the collinear limits. Those large corrections signal a
breakdown of the perturbation theory resummed thanks to BFKL, and require a further resummation in the collinear
regimes. In ref. [36], such a collinear resummation was outlined, and it was noticed that the lack of kinematical
constraint in the standard BFKL equation at LL is the main (but not unique) reason for the appearance of large
NLL corrections. Hence, including the kinematical constraint into the BFKL equation corresponds to performing a
significant part of the collinear resummation. Then, the full collinear resummation was performed, within various
schemes, in the refs. [37–42].
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2For a few years, a significant effort has been devoted to the calculation of higher order corrections for high-energy
processes with gluon saturation. Indeed, the NLL corrections to the BK equation have been calculated [43, 44], as
well as the NLO corrections to Deep Inelastic Scattering (DIS) structure functions [45, 46] and to single inclusive
hadron production in pA collisions [47, 48]. The full calculation of the JIMWLK equation and Balitsky’s hierarchy
at NLL accuracy is underway, and preliminary results are already available [49, 50].
Before using those higher order results in phenomenology, one should consider the issue of finite-energy correc-
tions and collinear resummations in the presence of gluon saturation. Toy model numerical simulations [51] have
demonstrated that saturation effects cannot tame the large higher order corrections, so that collinear resummations
have to be performed also in the case of high-energy evolution equations with gluon saturation. Those nonlinear
equations are available in mixed-space (transverse position and light-cone momentum k+), whereas the kinematical
constraint and the collinear resummations are known for the BFKL equation in momentum space or in Mellin space.
The kinematical constraint has been investigated in mixed space only in the seminal paper [52], which nevertheless
contains a few shortcomings and inaccuracies. The aim of the present paper is to revisit the issue of the mixed space
version of the kinematical constraint and provide a kinematically improved version of the BK equation, self-consistent
at finite energies, which corresponds to the equation (134).
This paper is organized as follows. In section II, after a brief presentation of the various evolution equations aiming
at resumming high-energy leading logarithms (LL), several factorization schemes for that resummation are discussed.
Then, the sections III, IV and V present various arguments in favor of the kinematical constraint for high-energy
evolution equations. Those three sections are essentially independent of each other. More precisely, the derivation
of Mueller’s dipole model [53, 54] is revisited in section III, analyzing carefully the kinematics of the relevant graphs
in Light-Front perturbation theory in momentum space, in an analogous way as in the ref. [52] but going into more
details. The section IV reviews the Mellin space approach for the study of high-energy evolution equations in the
dilute (BFKL) regime, and the knowledge about kinematical issues obtained in this way, mostly in ref. [36]. The
section V is devoted to the analysis of the real NLO corrections to DIS structure functions in the dipole factorization
picture, as calculated in ref. [46]. It is shown that those NLO corrections contain less LL contributions than the
ones resummed by the standard LL evolution equations without kinematical constraint. The section VI presents
the construction of a high-energy LL evolution equation in mixed-space with kinematical constraint, using on the
one hand the knowledge accumulated in the previous sections and on the other hand the requirement of probability
conservation along the initial-state parton cascade. The obtained equation (134) is the main result of the present
paper. Conclusions are given in the section VII. Additional material is provided in appendices. The appendix A
presents some technical extension of the analysis within Light-Front perturbation theory performed in the section III.
For completeness, the definition and basic properties of the Laplace transform and the Mellin representation, used
various times in this paper, are recalled in the appendices B and C respectively. In the appendix D, some of the
calculations performed in the section V are redone within a different prescription, for comparison.
A few remarks to the reader are in order. In this paper, the kinematical constraint is discussed thoroughly from
multiple perspectives, because it is rather difficult to find the complete picture in the existing literature, where the
emphasis is often on technical aspects and not on the physics. Therefore, there is partial overlap between some of
the sections, and one can easily skip some parts of the paper, the first time in particular. For example, a reader not
at ease with Mellin transforms can skip completely all the discussions in Mellin space, which are provided both as a
cross-check and in order to make contact with the BFKL literature. A reader already familiar with the need for the
kinematical constraint can focus his attention on the sections II B and VI.
II. PRELIMINARIES
A. LL evolution equations in mixed space in the dipole/CGC framework
Following the idea of high-energy operator product expansion [12], one can obtain high-energy factorization formu-
lae for a wide class of observables, most notably in the cases of deep inelastic scattering (DIS) processes or forward
particle production in hadronic collisions. Those factorization formulae typically involve the convolution of perturba-
tively calculable factors with the expectation value of some operators, which are products of light-like Wilson lines,
evaluated in the target state. Contrary to the case of collinear factorization, new operators appear in the high-energy
factorization formulae at each perturbative order.
At leading order (LO), DIS structure functions and forward single inclusive particle production in hadron-hadron
or hadron-nucleus collisions only depend on the dipole operator
S01 =
1
Nc
Tr
(
Ux0 U
†
x1
)
, (1)
3where Uxi is the fundamental Wilson line along the x
+ direction1, at x− = 0 and at the transverse position xi. The
expectation value of the operator (1) in the state of the target is noted 〈S01〉η. Here, η is a common regulator for the
rapidity divergence of the operator and for the soft divergence of the next-to-leading order (NLO) impact factor, and
play the role of a factorization scale. It will be discussed in more details in the section II B. At leading logarithmic(LL)
accuracy in the high-energy limit, the η-dependence of 〈S01〉η is given by the equation [12]
∂η 〈S01〉η = α¯
∫
d2x2
2π
K012 〈S02S21−S01〉η , (2)
with the notations
α¯ ≡ Nc
π
αs (3)
K012 ≡ x
2
01
x202 x
2
21
. (4)
The equation (2) is not closed because its right-hand side involves the new double-trace operator 〈S02S21〉η. The
evolution equation for that new operator would involve for example 〈S02S23S31〉η. Hence the equation (2) is only the
first in an infinite hierarchy of coupled equations, called Balitsky’s hierarchy [12].
In the Color Glass Condensate effective theory (CGC) [4–11, 15–17, 55], valid for a dense target, the target is
described by a random distribution of classical color charges, corresponding to the large-x partons, and the classical
gluon field radiated by those classical charges, corresponding to the low-x partons. In this context, taking expectation
values 〈· · · 〉η in the target state reduces to perform the statistical average over the distribution of classical color
charges, and η is also related with the cut-off separating the large-x and low-x partons in the target. In the CGC,
the JIMWLK equation [4–11] is the renormalization group equation associated with the change of the cut-off between
large-x and low-x partons. The JIMWLK equation gives formally the LL evolution for the expectation value of any
product of light-like Wilson lines, and thus reproduces in particular Balitsky’s hierarchy. The equation (2) can then
be called the B-JIMWLK evolution equation for 〈S01〉η.
For simplicity, it is often convenient to perform the mean-field approximation
〈S02S21〉η ≃ 〈S02〉η 〈S21〉η , (5)
which allows to close the equation (2), and give the Balitsky-Kovchegov (BK) equation [12, 19, 20]
∂η 〈S01〉η = α¯
∫
d2x2
2π
K012
[
〈S02〉η 〈S21〉η−〈S01〉η
]
, (6)
which is also often written in terms of the dipole-target amplitude 〈N01〉η = 1− 〈S01〉η as
∂η 〈N01〉η = α¯
∫
d2x2
2π
K012
[
〈N02〉η+〈N21〉η−〈N01〉η−〈N02〉η 〈N21〉η
]
. (7)
In the cases where the target is dilute and thus the amplitude 〈N01〉η is much smaller than 1, it is legitimate to
linearize the BK equation (7), which then reduces to the dipole form [53, 54] of the BFKL equation [1–3]
∂η 〈N01〉η = α¯
∫
d2x2
2π
K012
[
〈N02〉η+〈N21〉η−〈N01〉η
]
. (8)
B. High-energy factorization schemes and evolution variables
There are many ways to regulate the rapidity divergence of the light-like Wilson line operators just discussed, and
each way is associated to a particular definition of the cut-off variable η. Nevertheless, at LL accuracy, it is always
possible to write the evolution equations in η from the previous section. By contrast, different choices of regularization
1 Hereafter, the frame is chosen such that the projectile (virtual photon in the DIS case) is right-moving and the target left-moving.
4for the rapidity divergence, or equivalently of high-energy factorization scheme, generically lead to different evolution
equations at next-to-leading logarithmic accuracy (NLL) and beyond (see e.g. refs. [43] and [44]).
One possible way to regularize the light-like Wilson line operators is to make them time-like, slightly changing their
slope. The variable η is then related to the new slope of the Wilson line. That method is commonly used in the
case of the TMD-factorization [56] and was used in the case of high-energy factorization for example in the original
derivation of Balitsky’s hierarchy [12].
Another possibility is to forbid some kinematical range to the gluons included in the Wilson line operators by an
explicit cut-off. For example, one allows in the Wilson lines only gluons with a k+ smaller than some factorization
scale k+f . That prescription was used in ref. [43] to derive the NLL corrections to the first B-JIMWLK equation (2),
and it will be used in most of the rest of the present study. In that scheme, the variable
Y +f = log
(
k+f
k+min
)
(9)
is the appropriate evolution variable η for the equations (2), (6), (7) and (8), where at this stage k+min is only an
arbitrary reference scale in k+. Indeed, quantities such that 〈S01〉 cannot depend on k+f alone, but only on a ratio of
k+’s, due to the required invariance under longitudinal boosts.
There are obvious variants of that regularization and factorization scheme. Indeed, one can instead include only
gluons with k− larger than some factorization scale k−f in the Wilson lines. The associated variable η appearing in
the evolution equations (2), (6), (7) and (8) is then
Y −f = log
(
k−max
k−f
)
. (10)
Yet another possibility is to include only gluons with rapidity y = log(k+/k−)/2 smaller than a value yf in the Wilson
lines. In that case, the evolution variable η is taken to be
Yf = yf − ymin . (11)
Finally, a last type of regularization and factorization scheme was proposed in ref.[44], the so-called conformal dipole
scheme. In QCD with massless quarks, conformal symmetry should be an anomalous symmetry, i.e. broken only by the
running of the coupling. However, the regularization schemes discussed earlier lead to an explicit breaking of conformal
symmetry. Because of that, scheme-dependent non-conformal terms arise when calculating higher order perturbative
corrections to the impact factors and to the high-energy evolution equations. If the Wilson lines are regularized
in a conformal way, all such non-conformal higher order terms should disappear. Unfortunately, such conformal
regularization and factorization scheme is not explicitly known, and results in that scheme have been constructed
only perturbatively, starting from expressions in a non-conformal scheme [44, 45]. The physical interpretation of the
variable playing the role of η in that scheme is also rather obscure. For those reasons, we will not attempt to address
the case of the conformal dipole scheme, despite its mathematical attractiveness.
Let us come back to the schemes with explicit cut-off in the Wilson lines. In those cases, the factorization scale
k+f (or k
−
f or yf) is covariant with respect to longitudinal boosts. It is convenient to choose that factorization scale
close enough to the corresponding typical scale associated with the projectile, in order to avoid the appearence of
potentially large logs in the projectile impact factor. On the other hand, for finite-energy collisions, the target is
setting another typical scale in k+ (or k− or y). It is convenient to choose the reference scale k+min (or k
−
max or ymin) to
be that scale provided by target. Thanks to that choice, the evolution variable Y +f (or Y
−
f or Yf ) is invariant under
longitudinal boosts and carries the dependence on the total energy of the collision. It represents the range over which
one should evolve the regularized Wilson line operators with a high-energy evolution equation of the previous section,
starting from some initial condition. That initial condition is purely non-perturbative, and encodes the dynamics of
the target as seen with a poor time resolution2.
In order to get more explicit expressions for the variables Y +f , Y
−
f and Yf , one has to perform some modelling
of the un-evolved target. For our purposes, the following very simple model should be enough. Let the target be a
collection of partons, each of them having a transverse mass Q0 and carrying a fraction x0 of the large component
2 Remember that from the point of view of the target, x− plays the role of time, not x+.
5P− of the momentum of the target3. Within that model4, is it natural to choose
k−max = x0 P
− (12)
k+min =
Q20
2 x0 P−
(13)
ymin =
1
2
log
(
Q20
2(x0 P−)2
)
. (14)
Applying those ideas to the example of DIS at low xBj , mediated by a photon of virtuality Q
2 and momentum q+,
so that
xBj ≃ Q
2
2P− q+
, (15)
one finds
Y +f = log
(
x0Q
2
xBj Q20
)
+ log
(
k+f
q+
)
(16)
Y −f = log
(
x0
xBj
)
+ log
(
Q2
2 q+ k−f
)
(17)
Yf = log
(
x0Q
xBj Q0
)
+ log
(
Qeyf√
2 q+
)
. (18)
In each case, the first term is the dominant one, because the factorisation scales should be taken close enough to the
scales fixed by the virtual photon
k+f . q
+ (19)
k−f &
Q2
2 q+
(20)
eyf .
√
2 q+
Q
. (21)
Most of the studies in the literature have been performed at strict LL accuracy. Accordingly, no distinction between
factorization schemes is usually done, and the target is evolved over a range log(1/xBj) or log(x0/xBj) (with typically
x0 = 0.01). That is indeed legitimate as this order. However, it is clear from our discussion that one has to be more
careful when trying to include higher order effects consistently. According to the equations (16), (17) and (18), the LL
terms (α¯ Y +f )
n, (α¯ Y −f )
n or (α¯ Yf )
n at low xBj differ from each other by terms of order NLL. Moreover, log(Q
2/Q20)
can be large, in practical applications to DIS.
In the following, we will often drop the f subscript in Y +f , Y
−
f and Yf for the variable appearing in the high-energy
evolution equations, and keep the notation Y +f , Y
−
f and Yf for the total range over which the Wilson line correlators
should be evolved, e.g. (16), (17) or (18), given the process considered, the total energy of the collision and the precise
choice of factorization scale k+f (or k
−
f or yf ).
As a remark, note that the freedom to choose the evolution variable Y +f , Y
−
f or Yf in order to specify an explicit
factorization scheme is related in the traditional BFKL formalism to the freedom to choose the reference scale s0 for
the total energy.
III. KINEMATICS OF MULTI-GLUON FOCK COMPONENTS OF PHOTON WAVE-FUNCTIONS IN
MOMENTUM SPACE
Within the dipole model [53, 54], one can obtain the real emission contribution to the LL high-energy evolution
equations of the section IIA from the tree-level multi-gluon Fock components of photon wave-functions [19, 20, 53],
3 In the case of a nuclear target, following the standard conventions, P− is instead the average momentum per nucleon of the target, and
the momentum of the partons is still noted x0 P−.
4 That model has been introduced in ref. [46], up to the parameter x0 which has been added here for completeness.
6q+,q = 0
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ED1 ED2 ED3
FIG. 1: Example of light-front perturbation theory diagram contributing to the qq¯gg Fock component of a photon. Energy
denominators are indicated by the vertical dashed lines. The light-front time x+ increases from the left to the right of the
diagram, from −∞ to 0.
which are calculable for example in light-front perturbation theory. When applied to DIS observables, those multi-
gluon Fock components are building blocks for the higher-order corrections to the impact factors (see e.g. ref. [46]).
The general idea is that the emission of softer and softer gluons in the photon wave-functions tends to somehow
factorize from the rest of the wave-functions, and not to modify the kinematics of harder partons, so that by moving
the factorization scale (typically k+f ) closer to the projectile one can reinterpret the soft gluon emissions as part of
the LL evolution of the target.
In that calculation, some kinematical approximations for the soft gluons are crucial, in particular in the energy
denominators. Those kinematical approximations are usually done in a crude way, sufficient only at strictly LL
accuracy. Performing those approximations in a fully self-consistent way leads to the kinematical constraint of refs.
[21–26]. In the rest of this section, that point is discussed thoroughly, extending the related discussion already available
in ref. [52]. The links of the kinematical constraint with the physics of the collinear and anti-collinear limits and with
the ordering in formation time are also discussed for completeness.
A. Kinematical approximations in the high-energy limit
Let us consider the diagram on Fig.1, which is a typical contribution to the qq¯gg Fock component of the photon wave-
function within light-front perturbation theory. Following the usual rules of light-front perturbation theory[57, 58],
there is conservation of the transverse momentum k and of the k+ at each vertex, but not of the light-front energy
k−. Instead, each of the partons is on-shell, i.e. 2k+ k−−k2 = 0 because only massless partons will be considered
here. The energy denominators, which encode the energy off-shellness of each intermediate Fock state, are given by
the difference between the initial k− and the total k− of the partons present in the current intermediate Fock state.
The effective initial k− associated to an incoming real or virtual photon is5 k−init = −Q2/(2 q+), where q+ is the
light-front momentum of the photon.
For the diagram on Fig.1, one has the obvious momentum conservation relations k0 = −k1, k0+ = q+−k1+,
k′1 = k1−k2, k′1+ = k1+−k2+, k′2 = k2−k3 and k′2+ = k2+−k3+. Hence, the energy denominators ED1, ED2 and
5 In the case of a photo-production reaction, the initial Fock state for the real photon wave-function is just the one-photon Fock state,
with momentum k+init = q
+, kinit = q = 0, and thus k
−
init = q
− = 0. In the case of deep inelastic scattering in the one-photon exchange
approximation, the photon is always strictly on mass shell in light-front perturbation theory. However, the correct initial state is not
the one-photon Fock state but the one-lepton Fock state. Nevertheless, as explained in the appendix A.3 of Ref.[46], one can effectively
start from a virtual photon initial state with k−init = −Q
2/(2 q+), which reproduces the contribution of both the initial lepton and the
final scattered lepton to each of the energy denominators. Q2 is defined from the initial and final leptons 4-momentums kl
µ and kl′
µ as
Q2 = −(kl
µ−kl′
µ)(klµ−kl′µ).
7ED3 write
ED1 = − Q
2
2 q+
−k0−−k1− = − Q
2
2 q+
− q
+ k1
2
2 k1
+(q+−k1+)
ED2 = − Q
2
2 q+
−k0−−k′1−−k2− = −
Q2
2 q+
− k1
2
2 (q+−k1+)
− (k1−k2)
2
2 (k1
+−k2+)
− k2
2
2 k2
+
ED3 = − Q
2
2 q+
−k0−−k′1−−k′2−−k3− = −
Q2
2 q+
− k1
2
2 (q+−k1+)
− (k1−k2)
2
2 (k1
+−k2+)
− (k2−k3)
2
2 (k2
+−k3+)
− k3
2
2 k3
+ . (22)
One of the most crucial approximations in the derivation of the BFKL equation in the dipole model [53] is that in
the case of softer and softer gluon emissions, energy denominators should be dominated by the contribution of the
last emitted gluon6
ED2 ≃ −k2− = − k2
2
2 k2
+
ED3 ≃ −k3− = − k3
2
2 k3
+ . (23)
It allows in the end to factorize the emission of each additional softer gluon. One usually justifies that approximation
by taking the gluons strongly ordered in k+
q+ > k1
+, q+−k1+ ≫ k2+ ≫ k2+ ≫ · · · , (24)
and by assuming that all the transverse momentums are of the same order
Q2 ≃ k12 ≃ k22 ≃ k32 ≃ · · · . (25)
Because of the strong k+ ordering, one gets in the end a LL high-energy evolution equation (2), (6) or (8) in the
factorization scheme with cut-off in k+, and thus with Y + = log(k+/k+min) playing the role of the evolution variable η.
However, the kernel of the equation contains typically an unrestricted integration over k, when written in momentum
space. And thus there are contributions beyond the assumption (25) which violate the approximation (23) in some
parametrically small part of the integration range. Due to this small inconsistency at LL accuracy, pathologically
large corrections arise at NLL accuracy and beyond.
The other derivations of high-energy evolution equations such as BFKL, BK or JIMWLK always rely on some
kinematical approximation equivalent to (23). Usually, either the kinematics (24) and (25) is assumed, or the k+
ordering (24) is replaced by the k− ordering
|ED1| = Q
2
2 q+
+
q+ k1
2
2 k1
+(q+−k1+)
≪ k2− ≪ k3− ≪ · · · , (26)
or by an ordering in rapidity y = log(k+/k−)/2. Those choices provide LL evolution equations in the factorization
scheme where respectively Y − = log(k−max/k
−) or Y = y − ymin plays the roˆle of evolution variable. When assuming
(25), those three different possible ordering become equivalent. That is why one obtains in any of those factorizations
schemes a LL evolution equation with the same kernel. However, in each case, the transverse integration in the
kernel is unrestricted, and contain a regime where kinematical approximations done in the derivation of the evolution
equation are violated. Hence, the standard version of any high-energy evolution equation is not fully self-consistent.
This problem generates the largest corrections at higher orders in the evolution equation and in the impact factor of
observables sensitive to high-energy logs. Moreover, at NLL accuracy, the kernel starts to depend on the choice of
evolution variable Y +, Y − or Y , or equivalently on the factorization scheme.
In order to address those issues, let us examine more carefully the energy denominators (22). When assuming the
strong k+ ordering (24) only, and nothing about the transverse momentums, one has the simplification
ED2 ≃ − Q
2
2 q+
− k1
2
2 (q+−k1+)
− (k1−k2)
2
2 k1
+ −
k2
2
2 k2
+ ≃ ED1−
k2
2
2 k2
+ (27)
ED3 ≃ − Q
2
2 q+
− k1
2
2 (q+−k1+)
− (k1−k2)
2
2 k1
+ −
(k2−k3)2
2 k2
+ −
k3
2
2 k3
+ ≃ ED1−
k2
2
2 k2
+−
k3
2
2 k3
+ . (28)
6 Notice that it is the momentum of the gluon just at its emission, like k2, which appears in the approximation (23), not the momentum
at the end of the initial-state parton cascade, like k′
2
, which can be quite different, see Fig.1.
8One arrives at the last expression for ED2 using the following reasoning. Due to the strong k
+ ordering, the term in
k2
2/k2
+ will be usually dominant, except if k2 is excessively small. In that case, any of the other terms can dominate
ED2. In particular, the term containing (k1−k2)2 may be dominant only if (k1−k2)2 is so much larger than k22 that
the k+ ordering is compensated. In that case, it is clear that k2
2 ≪ (k1−k2)2 ≃ k12. Hence, once the k+ ordering
(24) is satisfied, the last expression for ED2 in (27) is always a good approximation, whatever is the relative size of
Q2, k1
2 and k2
2. One obtains the last expression for ED3 in (28) following the same method.
Those results generalize to any light-front perturbation theory tree-level diagram contributing to the quark, anti-
quark plus N gluons Fock component of a photon wave-function: if gluons have a strongly decreasing k+ from the
first to the last emitted gluon in light-front time x+, then the energy denominator EDn+1 following to the n-th gluon
emission is always well approximated by
EDn+1 ≃ ED1− k2
2
2 k2
+− · · · −
kn+1
2
2 kn+1
+ = ED1−k2−− · · · −kn+1− . (29)
Hence, assuming the strong k+ ordering (24), one gets the approximation
EDn+1 ≃ − kn+1
2
2 kn+1
+ = −kn+1− . (30)
for each energy denominator if the k− ordering (26) is also satisfied. It is also possible but more cumbersome to show
that if only the k− ordering (26) is assumed, the approximation (30) is valid precisely when the k+ ordering (24) is
satisfied.
The approximation (30), which is necessary to factorize each gluon emission from the previous ones and thus to get
a high-energy evolution equation like BFKL or BK, is then valid if both the k+ ordering (24) and the k− ordering
(26) are simultaneously satisfied. By contrast, the assumption (25) is both misleading and meaningless due to the
transverse integration in the kernel of the high-energy evolution equations.
The k+ ordering and the k− ordering together imply the rapidity y ordering, which is intermediate between the
two. When writing down a high-energy evolution equation, the choice of evolution variable Y +, Y − or Y makes the
ordering in the corresponding variable (k+, k− or y) automatic. The general idea behind the kinematical constraint
[21–26] is that one should add a theta function in the kernel of the BFKL (or BK) equation, in order to impose the
k+ or k− (or both) ordering not already guarantied by the choice of evolution variable. This can be viewed either as
an all order resummation of the largest corrections arising at NLL and beyond when calculated in the standard way,
or as a improvement of the LL evolution equation, making it kinematically self-consistent.
In the appendix A, the analysis of the kinematics in a dipole cascade within light-front perturbation theory is
performed in a more refined way. There, it is shown that, to LL accuracy, the k+ and k− orderings (24) and (26) are
local instead of global, i.e. the k+ and k− of each gluon are constrained only by the k+’s and k−’s of the two partons
forming the color dipole emitting that gluon, and not by the k+’s and k−’s of partons present in other branches of
the cascade, contrary to statements made in ref. [52]. That locality of the k+ and k− orderings is crucial in order to
be able to write a kinematical constrained versions of the BFKL and BK equation.
B. DLL limits and the failure of the standard high-energy evolution equations to reproduce both of them
The DGLAP evolution of the photon corresponds to the ordering
Q2 ≪ k12 ≪ k22 ≪ k32 ≪ · · · , (31)
while keeping all the k+’s parametrically of the same order. When using the obtained photon wave-function to
calculate photoproduction or DIS observables, this regime is the anti-collinear regime, relevant mainly for the so-
called resolved photon contributions. When taking the k+ ordering (24) in addition to the k2 ordering (31), one
arrives at the anti-collinear double leading log (DLL) regime, which is both the low-x limit of the anti-collinear
DGLAP evolution and the anti-collinear limit of the low-x evolution equation. In that case, (24) and (31) together
imply the approximation (30) of the energy denominators, as well as the k− ordering (26). For that reason, one can
conclude that generically, low-x evolution equations with Y + as evolution variable should have a smooth anti-collinear
limit, indeed reproducing the low-x limit of the anti-collinear DGLAP evolution.
On the other hand, the collinear regime, associated with the DGLAP evolution of the target in the case of DIS, is
defined by the ordering
Q2 ≫ k12 ≫ k22 ≫ k32 ≫ · · · , (32)
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FIG. 2: Tree level contribution to the wave-function of a particle in light-front perturbation theory, where only the last parton
splitting is specified to be a one-to-two splitting. X designates here an arbitrary Fock-state. The last two energy denominators
are indicated by the vertical dashed lines. The light-front time x+ increases from the left to the right of the diagram, from −∞
to 0.
while keeping all the k− parametrically of the same order. Taking the k− ordering (26) in addition to the k2 ordering
(32) defines collinear DLL regime. In that regime, the k+ ordering (24) and the approximation (30) of the energy
denominators are automatically verified. Hence, any high-energy evolution equation formulated with the Y − evolution
variable should generically give the correct collinear DLL physics in the limit (32).
By contrast, if one assume both the k+ ordering (24) and the collinear k2 ordering (32), one cannot deduce anything
about the validity or not of the k− ordering (26) or of the approximation (30). Hence, if one takes a high-energy
evolution equation formulated with the Y + evolution variable, one has to be careful when discussing the collinear limit
(32). If the kinematical constraint has been imposed in the kernel of the evolution equation, then the k− ordering
(26) is by definition satisfied, so that the collinear DLL physics is correctly reproduced. On the other hand, if one
considers the standard version of the high-energy evolution equation, i.e. without kinematical constraint, and derived
assuming both (24) and (25), one cannot obtain the correct collinear DLL limit in the regime (32), since the k− are
completely unconstrained and unordered.
Of course, by symmetry, one expect similar issues in the anti-collinear limit (31) (resp. in both the collinear and
anti-collinear limits) when studying a high-energy evolution equation with Y − (resp. with Y ) playing the role of
evolution variable.
Hence, for any standard definition of the multi-Regge kinematics, either (24) and (25), or (26) and (25), or rapidity
ordering and (25), one obtains high energy evolution equations which cannot have both the correct collinear and
anti-collinear DLL limits. That problem is solved when using the kinematical constraint [21–26]. Actually, making
appropriate all-order resummations in order to ensure both the correct collinear and anti-collinear DLL limits in
the BFKL equation is essentially equivalent [36] as imposing the kinematical constraint in the BFKL kernel, i.e. as
imposing simultaneously the k+ ordering (24) and the k− ordering (26).
C. Formation time ordering
For completeness, let us now discuss the link between energy denominators and formation time. Consider the effect
of a one-to-two parton splitting at the end of a parton cascade, as shown in Fig.2. The energy denominator EDN+1
after that last splitting differs from the energy denominator EDN just before that splitting in the following way:
the contribution from the parent parton is removed, and replaced by the contributions of the two daughters. Hence,
following the notations in Fig.2, one has
EDN+1 = EDN + kN
− − k′N− − kN+1− . (33)
Restricting ourselves to the case of massless partons and using the momentum conservation relations
kN
+ = k′N
+
+ kN+1
+ (34)
kN = k
′
N + kN+1 , (35)
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it is elementary to rewrite the relation (33) as
EDN+1 = EDN − kN
+ qN+1
2
2 k′N
+ kN+1
+
, (36)
introducing the relative transverse momentum of the daughters with respect to the parent parton
qN+1 = kN+1 − kN+1
+
kN
+ kN =
k′N
+
kN
+ kN − k′N =
k′N
+
kN
+ kN+1 −
kN+1
+
kN
+ k
′
N . (37)
The absolute value of the second term in the right hand side of the equation (36) is exactly the inverse of the
formation time (in x+) associated with the considered parton splitting, i.e. the x+ interval it takes for the daughters
to be at a larger transverse distance from each other than their transverse wave-length, so that they may lose their
quantum coherence. One can deduce from the recursion relation (36) that, in the case of a parton cascade initiated
from a single particle (on-shell or space-like), and involving only one-to-two splittings, each energy denominator is
the opposite of the sum of the inverse formation times associated with each of the previous splittings in the cascade.
In the case of the simultaneous ordering of partons in k+ and k− discussed in the section (III A), each energy
denominator is dominated by a contribution associated with the last splitting, see the equation (30). Hence, all
cascades satisfying the simultaneous ordering in k+ and k− are such that the formation times for each of the splittings
are strongly decreasing as the cascade develops. And thus the formation time of the whole cascade is essentially the
same as the one associated with the very first splitting. Such an ordering in formation time would not always be
satisfied, when using the various usual definitions of the multi-Regge kinematics, without the kinematical constraint.
In general, QCD parton cascades at tree level can involve also one-to-three parton splittings, either from the local
four-gluons vertex of QCD, or from the nonlocal vertices appearing in light-front perturbations theory. However,
those vertices do not give rise to high-energy LL contributions, only to NLL ones at best, so that we can indeed ignore
them safely in the present discussion.
For obvious symmetry reasons, it is tempting to guess that the simultaneous ordering in k+ and k− also imply an
opposite strong ordering of the formation times along x−, in a frame where the same cascade seems to develop from
the target instead of from the projectile. However, the s-channel picture used here breaks the symmetry between
projectile and target, and makes it very cumbersome to check explicitly if that property is indeed true. That issue is
beyond the scope of the present study.
IV. MELLIN SPACE ANALYSIS OF BFKL AND BK EVOLUTIONS AT LL AND NLL ACCURACY
Going to Mellin space allows to diagonalize the LL BFKL equation, making its study straightforward. At higher
order, that representation is still very useful, although running coupling effects bring some complications [59, 60].
Naively, it seems unlikely that such a linear transformation would help much in order to study the BK or B-JIMWLK
equations, due to their nonlinearity. However, in those equations, the virtual terms are free from nonlinear contribu-
tions, and in the real terms in mixed space, the linear and nonlinear contributions are such that they have to combine
into a product of dipole (or higher multipole) S-matrices, so that for example the linear real terms fully determine
the nonlinear ones. The kinematical issues discussed in this study are associated with the probability density of real
gluon emission. That probability density is identical in the nonlinear equations and in their BFKL linearization.
Hence, those kinematical effects can be conveniently studied in the context of the Mellin representation of the BFKL
equation in mixed space. No information about kinematics is lost in the linearization, because in mixed space the
nonlinear terms can be reconstructed uniquely from the linearized version of the real terms.
In this section, some of the results from the seminal paper [36] analyzing the NLL BFKL equation are adapted to
mixed space rather than momentum space, and applied in particular to the explicit result [43] for the NLL B-JIMWLK
evolution of a color dipole, in the dilute target regime.
A. Mellin representation of the LL BFKL evolution
Let us choose for example Y + as evolution variable in the BFKL equation. Then, one can perform a Laplace
transform with respect to Y + (see appendix B), which is equivalent to a Mellin transform in k+. Concerning the
dependence in the transverse variables, one can use a Mellin representation (see appendix C), which has no inverse.
11
For example, one writes the full Mellin representation7
〈Nij〉Y + =
∫ ω0+i∞
ω0−i∞
dω
2πi
eω Y
+
Nˆij(ω) =
∫ ω0+i∞
ω0−i∞
dω
2πi
eω Y
+
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x2ij Q
2
0
4
)γ
Nˆ (γ, ω) , (38)
for the solution of the mixed-space BFKL equation (8) with η = Y +. Q0 is an arbitrary momentum scale, which in
practice is set to be a typical transverse momentum scale associated with the target.
The Laplace transform of the BFKL equation (8) writes
ω Nˆ01(ω)−〈N01〉0 = α¯
∫
d2x2
2π
K012
[
Nˆ02(ω)+Nˆ21(ω)−Nˆ01(ω)
]
. (39)
Introducing the Mellin representation
〈Nij〉0 =
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x2ij Q
2
0
4
)γ
N 0(γ) . (40)
of the initial condition, one obtains from the equation (39)
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
Nˆ (γ, ω)
[
ω − α¯χ(γ)
]
=
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N 0(γ) , (41)
where
χ(γ) = 2Ψ(1)−Ψ(γ)−Ψ(1−γ) (42)
is the characteristic function of the LL BFKL kernel at zero conformal spin. Here, Ψ(γ) is the digamma function.
Nˆ (γ, ω) has to be singular both in ω and in γ, in order to provide a non-zero function 〈Nij〉Y + via the formula (38).
And due to the relation (41), the only possible contribution to the integral over ω can come from a single pole of
Nˆ (γ, ω) at ω = α¯χ(γ). Hence, without loss of generality, one can take
Nˆ (γ, ω) = N
0(γ)
ω − α¯χ(γ) , (43)
and thus
〈Nij〉Y + =
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x2ij Q
2
0
4
)γ ∫ ω0+i∞
ω0−i∞
dω
2πi
eω Y
+ N 0(γ)
ω − α¯χ(γ)
=
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x2ij Q
2
0
4
)γ
N 0(γ) eα¯χ(γ)Y + . (44)
The integration over γ can then be estimated using the saddle-point approximation, in either the Y + → +∞, the
x2ij → +∞ or the x2ij → 0 limit.
Since Y + is used as the evolution variable, one has some control over the k+ of the gluon in the parton cascades
contributing to 〈Nij〉Y + : the gluons are ordered in k+ as in (24) when Y + is large enough. The dipole-target
amplitude 〈Nij〉Y + is related by some Fourier transformation to an unintegrated gluon distribution in the target (see
e.g. [62, 63] for a more details), the transverse momentum k of the gluon being the conjugate of the dipole vector
xi−xj, and thus |k| ∝ 1/xij .
Hence, the regime x2ij ≫ 4/Q20 for 〈Nij〉Y + corresponds to the k2 ordering (31), i.e. the anti-collinear regime. In
that regime, the saddle point for the integration (44) is dominated by the first singularity in γ on the left of the line
7 In order to write the formula (38) (and similarly (C1)), one makes the assumption that 〈Nij〉Y + depend on the distance xij , but not
on the points xi and xi independently. It is possible to relax that assumption by including components of higher conformal spin [59] in
the Mellin representation (C1). However, such contributions with strictly positive conformal spin do not grow with energy, and thus are
not interesting in the context of gluon saturation. Moreover for the components of conformal spin n 6= 0, the higher order corrections
to the BFKL kernel [61] are smooth and well-behaved so that no collinear resummation is needed for them.
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Re(γ) = 1/2. For physically relevant initial conditions, one does not expect N 0(γ) to have a singularity in the strip
0 < Re(γ) ≤ 1/2, so that the dominant singularity is the one of χ(γ) in γ = 0. Indeed,
χ(γ) =
1
γ
+O (γ2) for γ → 0 . (45)
The limit x2ij ≫ 4/Q20 with large Y + corresponds to the anti-collinear DLL regime discussed in the section III B,
associated with the simultaneous orderings (31) and (24) of the parton cascades. From the relations (43) and (45),
one sees that 〈Nij〉Y + is driven by a single pole at ω = α¯/γ in that regime.
On the other hand, the generic solution to the DGLAP evolution8 for 〈Nij〉Y + in the anti-collinear regime should
write
〈Nij〉Y + =
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x2ij Q
2
0
4
)γ ∫ ω0+i∞
ω0−i∞
dω
2πi
eω Y
+ Nˆ 0(ω)
γ − α¯P˜ (ω, α¯) , (46)
where Nˆ 0(ω) is the Laplace transform of the initial condition for that evolution. The DLL limit of that DGLAP
solution is associated to Y + → +∞, and thus to ω → 0 because P˜ (ω, α¯) and Nˆ 0(ω) should not have singularities for
Re(ω) > 0. To leading order in α¯, the DGLAP anomalous dimension writes
α¯ P˜ (ω, α¯) = α¯ P˜ (ω, 0) +O(α¯2) with P˜ (ω, 0) = 1
ω
−
(
11
12
+
Nf
6N3c
)
+O(ω) for ω → 0 , (47)
so that the 〈Nij〉Y + is driven by a single pole at γ = α¯/ω in the anti-collinear DLL regime, in agreement with the
result just obtained from the LL BFKL equation. This confirms the fact that the anti-collinear DLL regime is correctly
included in the LL BFKL equation with Y + as evolution variable, as already argued in the section III B.
The LL BFKL characteristic function χ(γ) has the symmetry χ(1−γ) = χ(γ), and thus its first singularity on the
right of the line Re(γ) = 1/2 is the single pole
χ(γ) =
1
1−γ +O
(
(1−γ)2) for γ → 1 . (48)
That pole is driving the behavior of 〈Nij〉Y + in the limit x2ij ≪ 4/Q20, which is the position space analog of the
transverse momentum ordering (32). However, the evolution variable is Y +, which can only impose the k+ ordering
(24). Hence, that pole at γ = 1 does not correspond to the correct collinear DLL limit, but rather to the regime with
the simultaneous orderings (24) and (32), and with the k−’s unconstrained.
As discussed in the section III B, due to the choice of high-energy factorization scheme with Y + as evolution variable,
one expects the anti-collinear DLL limit to be correctly reproduced but not the collinear DLL limit. In the Mellin
representation (38), this failure thus shows up as unphysical singularities arising at γ = 1.
B. The collinear regime in Mellin representation
Following the momentum-space discussion of the section III B, one should keep track of the variable Y − instead of
Y + when studying the collinear regime, in which the transverse scales are harder and harder when going from the
target to the projectile. Hence, it is natural for that purpose to choose a factorization scheme in which Y − plays the
roˆle of evolution variable. A change of factorization scheme can modify the NLL kernel of the BFKL or BK evolution
but not the LL kernel. Hence, the generic solution of the LL BFKL evolution in such a factorization scheme writes
〈Nij〉Y − =
∫ 1/2+i∞
1/2−i∞
dγ¯
2πi
(
x2ij Q
2
0
4
)γ¯ ∫ ω0+i∞
ω0−i∞
dω¯
2πi
eω¯ Y
− N¯ 0(γ¯)
ω¯ − α¯χ(γ¯) . (49)
The variables Y − and Y + are directly related to each other in momentum space. However, due to the transverse
Fourier transform, it is difficult to relate the mixed-space representation in Y − and transverse position to the more
8 For simplicity only the mostly gluonic eigenstate of the DGLAP evolution in the singlet sector is considered here, since that eigenstate
is dominant in the DLL regime.
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usual mixed-space representation in Y + and transverse position. In full momentum space, one has
Y − = log
(
k−max
k−
)
= log
(
2k+
k2
Q20
2k+min
)
= Y + + log
(
Q20
k2
)
. (50)
Starting from the mixed-space in Y + and transverse positions, the best approximation one has for |k| is 2/xij . Hence,
in that case, it is natural to approximate Y − as
Y − ≃ Y + + log
(
x2ij Q
2
0
4
)
. (51)
Following that idea, one can approximate the expression (49) within the standard mixed space as
〈Nij〉Y + ≃
∫ 1/2+i∞
1/2−i∞
dγ¯
2πi
(
x2ij Q
2
0
4
)γ¯ ∫ ω0+i∞
ω0−i∞
dω¯
2πi
e
ω¯
(
Y ++log
(
x2
ij
Q20
4
))
N¯ 0(γ¯)
ω¯ − α¯χ(γ¯)
≃
∫ 1/2+i∞
1/2−i∞
dγ¯
2πi
∫ ω0+i∞
ω0−i∞
dω¯
2πi
(
x2ij Q
2
0
4
)γ¯+ω¯
eω¯ Y
+ N¯ 0(γ¯)
ω¯ − α¯χ(γ¯) . (52)
Comparing the expressions (44) and (52), one finds that the Laplace-Mellin variables (γ¯, ω¯) suitable in the collinear
regime are related to the Laplace-Mellin variables (γ, ω) suitable in the anti-collinear regime as
ω¯ = ω and γ¯ = γ − ω . (53)
The collinear DLL regime is now obtained by taking the x2ij ≪ 4/Q20 limit, while supposing Y ++log
(
x2ij Q
2
0
4
)
large
but finite. Due to the behavior (48), 〈Nij〉Y + is driven in this regime by a single pole at ω¯ = α¯/(1− γ¯). When
translated in (γ, ω) variables, this corresponds to
ω =
α¯
1−γ+ω (54)
and thus to
ω =
1
2
[√
(1−γ)2 + 4 α¯− (1−γ)
]
(55)
=
α¯
(1−γ) −
α¯2
(1−γ)3 +O
(
α¯3
(1−γ)5
)
for α¯→ 0 and γ < 1 . (56)
Notice that the full expression (55) is regular at γ = 1, whereas, when truncated at any order, the series (56) has
coefficients with severe unphysical singularities at γ = 1. A similar analysis of the collinear limit was performed in
Ref. [36] for the case of the BFKL evolution in full momentum space.
C. Spurious singularities in the NLL B-JIMWLK evolution for a dipole
The NLL generalization of the B-JIMWLK evolution equation (2) for 〈S01〉Y + has been calculated in ref. [43] in
the factorization scheme with cut-off in k+, and using the standard definition of the Regge limit, i.e. assuming all the
transverse scales to be of the same order. That equation has been studied in Mellin representation within the 2-gluons
exchange approximation, valid for a dilute target. In that NLL equation, the terms associated with the one-loop
renormalization of the coupling α¯ lead to terms with derivatives ∂γ in the Mellin representation of the kernel. It is
convenient to separate those contributions from the other NLL ones and resum them into the LL part of the equation,
by promoting the coupling to a running coupling
α¯ 7→ α¯(x2ij) =
1
b log
(
4 exp(2Ψ(1))
x2
ij
Λ2
QCD
) , (57)
with the one-loop beta function coefficient
b =
11
12
− Nf
6Nc
(58)
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and the scale ΛQCD from the MS scheme at one-loop, with Nc colors and Nf flavors. The factor 4 exp(2Ψ(1))
appearing in the logarithm in the expression (57) comes from the Fourier transform from momentum to transverse
position space [64], but is not important for our purposes.
The simplest choice is the so-called parent dipole prescription, where the coupling in the LL kernel is taken to run
with the parent dipole size x01. Then, the NLL generalization of the equation (39) can be written in the form
ω Nˆ01(ω)−〈N01〉0 = α¯(x201)
∫
d2x2
2π
K012
[
Nˆ02(ω)+Nˆ21(ω)−Nˆ01(ω)
]
+ α¯2(· · · )
∫
KNLL ⊗ Nˆij(ω) (59)
= α¯(x201)
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
χ(γ) Nˆ (γ, ω)
+α¯2(· · · )
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
χ1(γ) Nˆ (γ, ω) . (60)
In the right hand side of the equation (59), the scale for the coupling in the NLL contribution is unconstrained at this
order.
The characteristic function χ1(γ) of the NLL kernel K
NLL in the 2-gluons exchange approximation has been
calculated in ref. [43], and shown to be identical9 to the characteristic function of the momentum-space NLL BFKL
kernel [34, 35], up to terms depending on the choices of running coupling prescription and of factorization scheme, as
expected. χ1(γ) is regular for γ between 0 and 1, and has multiple poles at γ = 0 and γ = 1, which write
χ1(γ) = − b
γ2
−
(
11
12
+
Nf
6N3c
)
1
γ2
+O
(
1
γ
)
for γ → 0 (61)
and
χ1(γ) = − 1
(1−γ)3 −
(
11
12
+
Nf
6N3c
)
1
(1−γ)2 +O
(
1
1−γ
)
for γ → 1 . (62)
In the anti-collinear regime, associated with γ → 0, the presence of a double pole imply that NLL corrections
dominate over LL terms, which contain only a simple pole, see (45). Hence, the perturbative expansion of the BK
(or BFKL) kernel breaks down in the anti-collinear regime. The collinear regime is driven by the first singularities on
the right of γ = 1/2, which are here at γ = 1. At this point there is a triple pole in addition to the double pole, so
that the breakdown of the perturbative expansion of the BK kernel is even more severe in the collinear regime than
in the anti-collinear regime.
The presence of that triple pole at γ = 1 together with the absence of triple pole at γ = 0 confirm the previous
analysis of the collinear and anti-collinear regimes, as this triple pole in (62) is precisely the second term in the
expansion (56). Hence, the triple pole at γ = 1 is an artifact of the factorization scheme based on the Y + variable,
which is the appropriate variable to keep in addition to the transverse ones in the anti-collinear regime but not in
the collinear regime. In Mellin space, this is associated with the mismatch between the variables γ and γ¯, as already
discussed. The correct prediction of the pattern of triple poles also suggests that the approximation (51) of Y − is
good enough for our purposes.
The aim of the present study is to propose a consistent scheme for the resummation of such large higher order
corrections coming from factorization scheme issues. However, for completeness, let us discuss also the large corrections
associated with the double poles at 0 or 1, before closing this section.
The first contribution in the expression (61), proportional to b, is obviously associated with the running of the
coupling. One expects that the physically correct scale for the running coupling in the LL kernel is the hardest
available, i.e. the smallest dipole size among parent and daughters, when one is much smaller than the two others.
The scale x201 chosen for the coupling α¯ is thus correct in the collinear regime x
2
01 ≪ x202 ∼ x221, but inappropriate in
the anti-collinear regimes x202 ≪ x201 ∼ x221 and x221 ≪ x201 ∼ x202. That explains why a large correction proportional to
b appears in χ1(γ) in the anti-collinear limit γ → 0 but not in the collinear limit γ → 1. For the same reason, one can
also predict the appearance of poles of order n+1 with residues related to b in the characteristic function of the NnLL
kernel at γ = 0 but not at γ = 1. In order to make the perturbative expansion more stable, one should then choose a
running coupling prescription physically correct in all the limits, in order to avoid such large higher order corrections
9 The small discrepancy in the original calculation of ref. [43] was due to a mistake in the calculation of some integral, which has been
corrected since then, see ref. [44].
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to appear. In position space, the two available running coupling prescriptions which satisfy that requirement are
Balitsky’s prescription [65] and the minimal dipole size prescription α¯(min(x201, x
2
02, x
2
21)). Despite sharing the same
behavior in all the relevant limits, those two prescriptions are not identical and give different quantitative results [66].
Notice that in the Kovchegov-Weigert prescription [64] the scale in the coupling does not reduces to the parent dipole
size in the collinear limit, so that it should induce poles of order n + 1 in the characteristic function of the NnLL
kernel at γ = 1, making the perturbative expansion unstable in the collinear regime.
The second term contributing to the double pole at γ → 0 in the expression (61) is inherited from the LO DGLAP
anomalous dimension due to the duality between the DGLAP anomalous dimension and the BFKL characteristic
function (see e.g. [38]). In general, after removing the contributions related to running coupling, the perturbative
expansion the DGLAP anomalous dimension can be written to all order as
γ = α¯ P˜ (ω, α¯) =
+∞∑
n=1
+∞∑
m=0
pn,m
( α¯
ω
)n
ωm , (63)
where the terms with a given n sum up to the Nn−1LO contribution to the DGLAP anomalous dimension, for example
P˜ (ω, 0) =
+∞∑
m=0
p1,m ω
m−1 . (64)
Similarly, the perturbative expansion of the BFKL intercept can be written to all orders as (discarding running
coupling contributions)
ω =
+∞∑
q=1
+∞∑
k=0
cq,k
(
α¯
γ
)q
γk , (65)
where the terms with a given q sum up to the Nq−1LO contribution to the BFKL intercept, for example at LO
χ(γ) =
+∞∑
k=0
c1,k γ
k−1 . (66)
The all-order expansions (63) and (65) have to coincide in the anti-collinear low-x regime γ, ω, α¯ → 0 with γω ∼ α¯.
Then, the coefficients cq,k are fully determined by the full set of coefficients pn,m and vice versa. In particular, the
terms in the anomalous dimension which are the most singular in the low-x limit (ω → 0), which are of the form
pn,0 (α¯/ω)
n, are fully determined by the LO contributions (66) to the the BFKL intercept. The first terms give
p1,0 = c1,0 = 1 (67)
p2,0 = p1,0 c1,1 = 0 , (68)
where the values c1,0 = 1 and c1,1 = 0 have been read off from the expansion (45). Hence, the absence of spurious
singularities at low-x in the DGLAP evolution at NLO is due to the (a priori accidental) cancellation of the term of
order γ0 in the expansion (45) of the LO BFKL characteristic function. Conversely, the terms in the BFKL intercept
which are the most singular in the anti-collinear limit (γ → 0), of the form cq,0 (α¯/γ)q, are fully determined by the
LO contributions (64) to the DGLAP anomalous dimension. At first order, one gets the relation (67) once again, and
at the next order
c2,0 = c1,0 p1,1 = −
(
11
12
+
Nf
6N3c
)
, (69)
where the value of the coefficient p1,1 has been read off from the expansion (47). Hence, the second term in the
expression (61) is inherited from the LO DGLAP anomalous dimension as announced. Furthermore, one can predict
poles of order n+1 in the NnLL BFKL characteristic function and calculate their residues from the expansion of the
LO DGLAP anomalous dimension (47).
The same analysis can be done in the collinear regime γ¯ → 1 instead of γ → 0. It would predict the double pole
term in the expansion (62), up to higher order terms due to the change of variable from γ¯ to γ. Hence, the second
term in the expansions (61) and (62) should be resummed in principle by promoting the collinear and anti-collinear
DLL terms in the LO BFKL or BK kernel to the full collinear and anti-collinear LO DGLAP. This task has been
performed for the BFKL case both in Mellin space [37, 38, 40] and in momentum space [39]. In the case of the BK
equation, it is the main step left for further studies towards a full resummation of the pathologically large higher
order contributions to the kernel in mixed space. In that case, the main difficulty is that it seems quite difficult to
see how the DGLAP evolution of the target arises in the dipole framework.
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V. ANALYSIS OF THE NLO DIS IMPACT FACTORS
At low xBj , it is convenient to parameterize the DIS cross section by the transverse and longitudinal virtual photon
cross sections σγT,L(Q
2, xBj), related to the usual structure functions FL(Q
2, xBj) and F2(Q
2, xBj) = FT (Q
2, xBj) +
FL(Q
2, xBj) by
FT,L(Q
2, xBj) =
Q2
(2π)2 αem
σγT,L(Q
2, xBj) . (70)
At low xBj , those photon cross sections σ
γ
T,L obey at LO the dipole factorization [58, 67]. The real NLO corrections
to the dipole factorization have been calculated in Ref.[46]. The expression for σγT,L at NLO writes
10
σγT,L(Q
2, xBj) =
4Nc αem
(2π)2
∑
f
e2f
∫
d2x0
∫
d2x1
∫ 1
0
dz1
{[
ILOT,L(x01, z1, Q2) +O(α¯)
][
1− 〈S01〉0
]
+α¯
∫ 1−z1
k+min/q
+
dz2
z2
∫
d2x2
2π
INLOT,L (x0,x1,x2, z1, z2, Q2)
2CF
Nc
[
1− 〈S012〉0
]}
, (71)
where S012 is the operator describing the eikonal interaction of a qq¯g tripole with the target, i.e.
S012 ≡ 1
Nc CF
Tr
(
Ux0 t
a U †x1 t
b
)
U˜ bax2 =
Nc
2CF
[
S02 S21 − 1
N2c
S01
]
, (72)
U˜ ba
x2
being in the adjoint representation. The notation 〈 · · · 〉0 indicates that the expectation values of the operators
should be evaluated, at this stage, in a quasi-classical approximation, such as the MV model [15–17] in the case of
a large nuclear target. The expression (71) is indeed valid at strict NLO accuracy, and does not yet contain the
resummation of high-energy LL. The light-cone momentum k+2 = z2q
+ of the additional gluon in the photon wave-
function has been bounded by the longitudinal resolution k+min (13) of the target, in order to regulate the integral over
z2. Using the model for the target proposed in the section II B, the lower cut-off in z2 becomes
zmin =
k+min
q+
=
xBj Q
2
0
Q2 x0
. (73)
In the dipole factorization formula (71), the LO impact factors are
ILOL (x01, z1, Q2) = 4Q2z21(1−z1)2K20(QX2) (74)
ILOT (x01, z1, Q2) =
[
z21 + (1−z1)2
]
z1(1−z1)Q2K21(QX2) , (75)
whereas the longitudinal NLO impact factor is
INLOL (x0,x1,x2, z1, z2, Q2) = 4Q2K20(QX3)
{
z21(1−z1)2
x220
P
(
z2
1−z1
)
+
(z1+z2)
2(1−z1−z2)2
2 x221
[
1 +
(
1− z2
z1+z2
)2]
P
(
z2
z1+z2
)
−2z1(1−z1)(z1+z2)(1−z1−z2)
[
1− z2
2(1−z1)−
z2
2(z1+z2)
](
x20 · x21
x220 x
2
21
)}
(76)
10 In Ref.[46], only the real NLO corrections have been calculated explicitly, whereas virtual NLO corrections have been inferred by using
a unitarity argument. However, there was a flaw in the particular implementation of the unitarity requirement, so that the expression
given in Ref.[46] is not correct and the virtual NLO corrections need to be calculated explicitly. Here, those yet unknown virtual
corrections are indicated by the O(α¯) term. This issue is being further studied [68], but does not affect the physics discussed in the
present paper, which is driven by the NLO real corrections. The virtual O(α¯) term should be UV divergent, in order to cancel the
divergences of the NLO real contribution for x2 → x0 and x2 → x1. The O(α¯) term should also have a soft log divergence regulated by
the cut-off k+
min
.
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and the transverse one
INLOT (x0,x1,x2, z1, z2, Q2) =
[
QX3K1(QX3)
X23
]2{
z21(1−z1)2
[
z21 + (1−z1)2
] (
x10− z2
1−z1x20
)2 P( z21−z1
)
x220
+(1−z1−z2)2(z1+z2)2
[
(1−z1−z2)2 + (z1+z2)2
](
x01− z2
z1+z2
x21
)2 P( z2z1+z2
)
x221
+2z1(1−z1)(1−z1−z2)(z1+z2)
[
z1(z1+z2) + (1−z1−z2)(1−z1)
]
×
[
1− z2
2(1−z1)−
z2
2(z1+z2)
](
x10− z2
1−z1x20
)
·
(
x01− z2
z1+z2
x21
)(
x20 · x21
x220 x
2
21
)
+
z22 z1 (1−z1−z2) (1−2z1−z2)2
(1−z1)(z1+z2)
(
x20 ∧ x21
)2
x220 x
2
21
+z2 z
2
1 (1−z1−z2)
[
z1 (1−z1−z2)
(1−z1) +
(1−z1)2
(z1+z2)
](
x10− z2
1−z1x20
)
·
(
x20
x220
)
+z2 z1 (1−z1−z2)2
[
z1 (1−z1−z2)
(z1+z2)
+
(z1+z2)
2
(1−z1)
](
x01− z2
z1+z2
x21
)
·
(
x21
x221
)
+
z22 z
2
1 (1−z1−z2)2
2
[
1
(1−z1)2 +
1
(z1+z2)2
]}
. (77)
The variables X2 and X3 which appear in the impact factors are defined by
X22 = z1 (1−z1)x201 (78)
X23 = z1 (1−z1−z2)x201 + z2 (1−z1−z2)x202 + z2 z1 x221 , (79)
and
P(z) = 1
2
[
1 + (1−z)2
]
= 1− z + z
2
2
(80)
is related to the non-regularized quark to gluon LO DGLAP splitting function as
Pgq(z) = 2CF
P(z)
z
. (81)
A. Mixed-space analysis of the real NLO DIS impact factors
1. DIS impact factors and the formation time of intermediate Fock states
As argued in the section II.C.2 of Ref.[46], the factors in the LO and NLO DIS impact factors (74), (75), (76)
and (77) containing the modified Bessel functions K0 or K1 have a kinematical origin. The quantities 2q
+X22 and
2q+X23 are mixed-space expressions for the formation time of the Fock state (qq¯ or qq¯g respectively) in the photon
wave-function which is resolved by interaction with the target. On the other hand, 2q+/Q2 is the lifetime of the
virtual photon. Hence, Q2X22 and Q
2X23 are the ratios of the formation time of the qq¯ and qq¯g Fock states over the
photon lifetime. The Fock states which have not enough time to form during the photon lifetime should not contribute
to the photon-target cross sections. That property is guarantied by the exponential suppression at large values of
Q2X22 or Q
2X23 provided by the modified Bessel functions in the LO and NLO DIS impact factors.
In the real-photon limit Q2 → 0, the longitudinal photon contribution disappears as expected, thanks to
Q2K20(QXn)→ 0. And the only change in the transverse photon case is the switch from exponential suppression
to power suppression Q2K21(QXn)→ 1/X2n at large Xn, effectively allowing the contribution to σγT (Q2 = 0, xBj) of
Fock states with arbitrary large formation time.11
11 This observation seems to suggest that in the real-photon limit, there will be sizable contributions from qq¯ dipoles with arbitrarily large
transverse separation, among other Fock states. But of course, such contributions should be suppressed at the non-perturbative level
by confinement effects. Hence, this just confirms that one should not trust perturbative calculations of the photon wave-function in the
case of a real or quasi-real photon.
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Physically, one expects that NLO corrections can contribute to high-energy logarithms only if there is a strong
ordering in the formation time, as discussed section III C, with the qq¯g state being a short-lived fluctuation of a qq¯
dipole. Indeed, when X23 ≃ X22 , the Bessel function factor in INLOT,L reduces to the one in ILOT,L.
2. Resummation of high-energy LL’s in DIS at NLO
When calculating an observable at fixed order in perturbation theory in the high-energy limit, one obtains large
logs at each order, starting at NLO. By definition, high-energy evolution equations like those discussed in the section
IIA should allow us to resum the leading high-energy logs appearing in the higher order perturbative corrections
into the non-perturbative objects appearing at lower orders. In the case of DIS cross sections (71), only the dipole
amplitude 〈S01〉0 appear at LO. After performing the LL resummation, it should be replaced in the LO contribution
by the dipole amplitude 〈S01〉Y +
f
evolved over the range Y +f = log(k
+
f /k
+
min) = log(zf/zmin), where k
+
f is the chosen
factorization scale. In practice, one substitutes in the LO contribution the expression
〈S01〉0 = 〈S01〉Y +
f
+ δ〈S01〉Y +
f
, (82)
where δ〈S01〉Y +
f
is a counter-term allowing to avoid double counting of LL’s. When using the standard version of the
dipole B-JIMWLK evolution equation (2) at LL with the factorization scheme in k+, the counter-term writes
δ〈S01〉Y +
f
∣∣∣∣
LL
= − α¯
∫ Y +
f
0
dY +2
∫
d2x2
2π
K012 〈S02S21−S01〉Y +2 . (83)
That counter-term is supposed to remove the LL contributions from the fixed-order NLO corrections. It can be split
uniquely into a term associated with real corrections (or qq¯g Fock states) and one associated with virtual corrections
(or qq¯ Fock states) as
δ〈S01〉Y +
f
∣∣∣∣
LL
= δ〈S01〉Y +
f
∣∣∣∣
LL, real
+ δ〈S01〉Y +
f
∣∣∣∣
LL, virt
, (84)
with
δ〈S01〉Y +
f
∣∣∣∣
LL, real
= α¯
∫ Y +
f
0
dY +2
∫
d2x2
2π
K012
2CF
Nc
[
1− 〈S012〉Y +2
]
(85)
δ〈S01〉Y +
f
∣∣∣∣
LL, virt
= − α¯
∫ Y +
f
0
dY +2
∫
d2x2
2π
K012
2CF
Nc
[
1− 〈S01〉Y +2
]
. (86)
At this stage, the photon-target cross-section (71) becomes, at NLO+LL accuracy,
σγT,L(Q
2, xBj) =
4Nc αem
(2π)2
∑
f
e2f
∫
d2x0
∫
d2x1
∫ 1
0
dz1
{
ILOT,L(x01, z1, Q2)
[
1− 〈S01〉Y +
f
∣∣∣∣
LL
]
+O(α¯)
[
1− 〈S01〉0
]
− ILOT,L(x01, z1, Q2) δ〈S01〉Y +
f
∣∣∣∣
LL, virt
+α¯
∫ 1−z1
k+min/q
+
dz2
z2
∫
d2x2
2π
INLOT,L (x0,x1,x2, z1, z2, Q2)
2CF
Nc
[
1− 〈S012〉0
]
− ILOT,L(x01, z1, Q2) δ〈S01〉Y +
f
∣∣∣∣
LL, real
}
.(87)
High-energy LL’s should cancel independently between the virtual terms in the second line of (87) and between real
terms in the third line. In the expression (87), the operator expectation values 〈S01〉 and 〈S012〉 are not evaluated at
the same Y + in the fixed order results and in the counter-terms (85) and (86). However, that mismatch is an effect
of order NNLO (or NLL) in the photon-target cross-section, beyond the accuracy of the present results and irrelevant
when discussing the cancelation of high-energy LL’s in the second and third lines of (87).
The NLO DIS impact factors (76) and (77) satisfy the factorization property
INLOT,L (x0,x1,x2, z1, z2 = 0, Q2) = K012 ILOT,L(x01, z1, Q2) (88)
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in the case of infinitely soft gluon. Hence, one can rewrite the last term in the equation (87) as
ILOT,L(x01, z1, Q2) δ〈S01〉Y +
f
∣∣∣∣
LL, real
= α¯
∫ zf
k+min/q
+
dz2
z2
∫
d2x2
2π
INLOT,L (x0,x1,x2, z1, z2 = 0, Q2)
×2CF
Nc
[
1− 〈S012〉Y +2
]
, (89)
making the comparison with the original real NLO contribution easier. A reasonable choice of the factorization scale
k+f = zf q
+ should be such that zmin ≪ zf . (1−z1), so that log((1−z1)/zf) is not large. Therefore, in the first
term in the third line of (87), only the interval [zmin, zf ] can produce high-energy LL’s in the z2 integral. Then, the
counter-term can be taken into account via a ”+” prescription. For example, if one approximates 〈S012〉Y +2 by 〈S012〉0
(up to higher order corrections) in the counter-term (89), the third line of (87) can be written as
α¯
∫ 1−z1
zf
dz2
z2
∫
d2x2
2π
INLOT,L (x0,x1,x2, z1, z2, Q2)
2CF
Nc
[
1− 〈S012〉0
]
+α¯
∫
d2x2
2π
2CF
Nc
[
1− 〈S012〉0
] ∫ zf
0
dz2
(z2)+
INLOT,L (x0,x1,x2, z1, z2, Q2) , (90)
with, by definition,
1
(z)+
f(z) =
1
z
(
f(z)− f(0)
)
. (91)
Indeed, the ”+” prescription removes the log divergence from the z2 integral, allowing to drop the lower cut-off
zmin = k
+
min/q
+.
This treatment of the LL resummation and of the soft divergence of the NLO DIS impact factor is equivalent to
the methods used in refs. [45, 46], and also in ref. [48] in the case of forward single-inclusive hadron production
in pA collisions. In all those references, the absence of soft log divergence was implicitly taken as an evidence for
the absence of high-energy LL’s in the final expression (90) of the real NLO correction after subtraction of the
counter-term, implying that the LL’s have been properly resumed into the 〈S01〉Y +
f
evolved with the standard dipole
B-JIMWLK equation (2). However, as will be discussed in the next section VA3, that assumption is not correct.
The scale Y + at which the operator expectation values 〈S01〉 and 〈S012〉 in the NLO corrections and in the counter-
term should be evaluated is not under control at this order in perturbation theory. However, a change in that scale is
expected to have a sizable effect in practice, so that this issue deserves further discussion. It is natural to expect that
some of the NLL terms contained in NNLO corrections to σγT,L will contribute to the LL evolution of the operator
present in the real NLO correction up to some scale Y + > 0, in the same way as the LL contributions contained
in NLO corrections have lead to evolve 〈S01〉 from Y + = 0 up to Y + = Y +f . Such an effect might also modify the
scale Y + relevant for the counterterms and for the virtual NLO correction. Ultimately, the scale Y + at which the
operator expectation values 〈S01〉 or 〈S012〉 has to be evaluated should be the same in each NLO correction as in the
corresponding counterterm, in order to insure the cancelation of the z2 → 0 divergence to all orders. The two most
natural values one can expect for that scale are:
• the factorization scale Y +f
• the scale Y +2 = log(z2 q+/k+min) = log(z2/zmin), as suggested by the expressions (85) and (86) of the counter-
term.
It will be shown in the section VB and in the appendix D that Y +2 is the only one of those possibilities which allows
for a smooth transition between the high-energy regime and the collinear regime.
3. Issues with the standard resummation of high-energy LL’s
The standard resummation of low-x LL’s from the NLO to the LO term explained in the previous section is
motivated by the assumption that at sufficiently small z2, INLOT,L is well approximated by its value at z2 = 0, which
takes the factorized form (88). That assumption is indeed true in most of the phase-space, but not in all of it. For
any given small but finite z2, that approximation of INLOT,L breaks down when x2 is far enough from x0 and x1 in
the transverse plane. In that case, one can have in particular X3 ≫ X2, so that the exact INLOT,L is exponentially
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smaller than its factorized approximation (88), due to the behavior of the Bessel function factor. In that regime, the
counter-term (89) is much larger in absolute value than the real NLO term before subtraction, i.e. the first term in
the third line of the equation (87), so that one is doing an over-subtraction of leading logs.
Moreover, the exponential suppression of the unsubtracted real NLO term in that kinematical regime is precisely the
property discussed in the section VA1: a qq¯g Fock state should not contribute to the photon-target cross section if its
formation time is larger than the virtual photon lifetime. Due to its inability to reproduce that physically-motivated
suppression of qq¯g Fock states with a gluon emitted a very large transverse distance, the counter-term (85) gives a
sizable negative contribution to σγT,L from a kinematical regime where nothing should happen.
Those serious issues with the standard resummation of low-x LL’s and the associated counter-terms are the counter-
part for the DIS impact factors in mixed space of the kinematical issues with the low-xBj evolution equations discussed
in the section III. Imposing the kinematical constraint (or its mixed space version) introduced in that section allows
to solves simultaneously the kinematical problems encountered in the analysis of the evolution equations and of the
DIS impact factors, as will be shown in the rest of the present paper.
4. Better soft gluon approximation to the real NLO DIS impact factors
In order to understand more quantitatively the problems with the standard resummation of high-energy LL, one
has to study more carefully the behavior of the impact factors INLOT,L at low but finite z2.
Assuming z2 ≪ z1 and z2 ≪ 1−z1 but nothing about x10, x20 and x21, the longitudinal NLO impact factor (76)
simplifies as
INLOL (x0,x1,x2, z1, z2, Q2) ≃ 4Q2K20(QX3) z21(1−z1)2
{
1
x220
+
1
x221
− 2
(
x20 · x21
x220 x
2
21
)}
for z2 ≪ z1, 1−z1
≃ ILOL (x01, z1, Q2)
K20(QX3)
K20(QX2)
K012 . (92)
Hence, at low z2, INLOL is well approximated by its z2 = 0 value if and only if X3 ≃ X2, in agreement with the
previous discussion.
Assuming z2 ≪ z1 and z2 ≪ 1−z1 only, the expression (79) for X23 simplifies a bit, as
X23 ≃ z1 (1−z1)x210 + z2 (1−z1)x220 + z2 z1 x221 . (93)
Generically, the first term tends to dominates the expression, so that X3 reduces to X2. However, this is not true
anymore when x220 or x
2
21 is so much larger than x
2
10 that the smallness of z2 is compensated. In this regime, one
has necessarily x210 ≪ x220 ≃ x221, which allows to simplify further the expression (93). Hence, assuming z2 ≪ z1 and
z2 ≪ 1−z1 only, the expressions
X23 ≃ z1 (1−z1)x210 + z2 x220
≃ z1 (1−z1)x210 + z2 x221 (94)
always provide correct approximations of X23 , no matter what are the relative transverse distances x10, x20 and x21.
The approximation (94) is the mixed space analog of the approximation (27) of the energy denominators in momentum
space.
For the impact factor INLOL , the situation is thus the following. At low z2, i.e. z2 ≪ z1 . 1 and z2 ≪ 1−z1 . 1,
one should split the integration range for x2 into two domains:
• For z1 (1−z1)x210 ≫ z2 x220 and/or z1 (1−z1)x210 ≫ z2 x221, INLOL is well approximated by its factorized z2 = 0
value (88)
• For z1 (1−z1)x210 . z2 x220 ≃ z2 x221, the expression (88) is a bad approximation of INLOL , so that the standard
resummation of high-energy LL is not correct in this regime.
The analysis of the transverse impact factor INLOT is more cumbersome not only due to its more complicated
expression (77), but also because transverse recoil effects start to matter. Assuming z2 ≪ z1 and z2 ≪ 1−z1 only,
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INLOT reduces to
INLOT (x0,x1,x2, z1, z2, Q2) ≃
Q2K21(QX3)
X23
{
z21(1−z1)2
[
z21 + (1−z1)2
]
×
[(
x10− z2
1−z1x20
)2
1
x220
+
(
x10+
z2
z1
x21
)2
1
x221
− 2
(
x10− z2
1−z1x20
)
·
(
x10+
z2
z1
x21
)(
x20 · x21
x220 x
2
21
)]
+z2 z1 (1−z1)
[
z21 + (1−z1)2
][(
x10− z2
1−z1x20
)
·
(
x20
x220
)
−
(
x10+
z2
z1
x21
)
·
(
x21
x221
)]
+
z22
2
[
z21 + (1−z1)2
]
+ z22 (1−2z1)2
(
x20 ∧ x21
)2
x220 x
2
21
}
. (95)
As discussed in the section II.C.1 of Ref.[46], x10 is the transverse distance between the quark and the anti-quark at
the time x+ = 0 when the qq¯g state crosses the target. However, x10 does not necessarily reflect the size of the parent
dipole before emission of the gluon, due to transverse recoil effects. Taking those recoil effects, the relevant size of the
parent dipole is either ∣∣∣∣x10− z21−z1x20
∣∣∣∣ or
∣∣∣∣x10+ z2z1+z2x21
∣∣∣∣ ≃
∣∣∣∣x10+ z2z1x21
∣∣∣∣ , (96)
depending if the gluon is emitted from the quark or the anti-quark.
Let us first consider the regime
x10 ≫ z2
1−z1x20 and x10 ≫
z2
z1
x21 , (97)
while still assuming z2 ≪ z1 and z2 ≪ 1−z1. Then, the transverse recoil effects are negligible, and the contributions
in the third and fourth line of the expression (95) as well. Note that the first term in the fourth line and the ones
in the third line are due to instantaneous interactions in light-front perturbation theory [46]. The transverse impact
factor INLOT thus reduces in that regime to
INLOT (x0,x1,x2, z1, z2, Q2) ≃
Q2K21(QX3)
X23
{
z21(1−z1)2
[
z21 + (1−z1)2
]
x210
[
1
x220
+
1
x221
− 2
(
x20 · x21
x220 x
2
21
)]}
≃ ILOT (x01, z1, Q2)
X22
X23
K21(QX3)
K21(QX2)
K012 . (98)
It is important to notice that the inequalities (97), at low z2, do not provide any information about the relative size
of X3 and X2. Both X3 ≃ X2 and X3 ≫ X2 are still possible, so that the situation is analogous to the INLOL case.
Hence, for z2 ≪ z1 . 1 and z2 ≪ 1−z1 . 1, in the case of INLOT , one should split the integration range for x2 in
three domains:
• For z1 (1−z1)x210 ≫ z2 x220 and/or z1 (1−z1)x210 ≫ z2 x221, INLOT is well approximated by its factorized z2 = 0
value (88)
• For12 x210/z2 . x220 ≃ x221 ≪ x210/z22 , the expression (88) is a bad approximation of INLOT and should be replaced
by (98)
• For x210/z22 . x220 ≃ x221, the recoil effects become important, and the instantaneous interaction contributions
are of the same order as the other ones. Deep into that regime, for x210/z
2
2 ≪ x220 ≃ x221, a correct approximation
of INLOT is
INLOT (x0,x1,x2, z1, z2, Q2) ≃ ILOT (x01, z1, Q2)
K21
(
Q
√
z2 x220
)
K21(QX2)
z2
2 z1 (1−z1)x220
. (99)
12 The factors z1 or 1−z1, typically not too small, have been dropped for simplicity.
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The main conclusion is that for both the longitudinal and the transverse impact factors at low z2, the whole part of
the integration domain in x2 such that z1 (1−z1)x210 . z2 x220 ≃ z2 x221 should not contribute to leading logs, because
of the exponential suppression provided by the modified Bessel functions. This property is not taken into account in
the standard resummation of high-energy LL’s exposed in the section VA2.
B. Mellin space analysis of the real NLO impact factors and LL counter-term
In order to investigate in more details the problems of the standard subtraction of high energy LL’s described in the
section (VA2), it is very convenient to compare the approximate Mellin representation of the real NLO corrections
to the DIS cross sections (71) and the one of the counter-term (89), supposed to be their LL approximation. In the
dilute regime (or BFKL approximation, or linear regime, see section IIA), where the Mellin representation is most
useful, one has
2CF
Nc
[
1− 〈S012〉Y +
]
=
(
1− 1
N2c
)
−
〈
S02 S21− 1
N2c
S01
〉
Y +
≃ 〈N02〉Y + + 〈N21〉Y + −
1
N2c
〈N01〉Y + . (100)
As we have discussed previously, the standard resummation of LL’s is correct when one daughter dipole is much
smaller than the other and the parent, or when the three dipoles are of the same order, when using the factorization
scheme in k+. Problems might arise only if the parent dipole is much smaller than the the two daughters, i.e. when
x210 ≪ x220 ≃ x221.
Due to color transparency, one should have
〈Nij〉Y + ∝ x2ij (101)
up to logarithmic factors, in the limit xij → 0 at fixed Y +. Due to quantum evolution effects, the dipole target
amplitude 〈Nij〉Y + typically acquires some anomalous dimension, modifying the behavior (101). But 〈Nij〉Y + should
still behave roughly as a positive power of xij in all the linear regime. Hence, for x
2
10 ≪ x220 ≃ x221 one has
〈N02〉Y + ≃ 〈N21〉Y + ≫ 〈N01〉Y + , (102)
so that the expression (100) appearing in the real NLO corrections in (71) and in the naive counter-term (85) reduces
to
2CF
Nc
[
1− 〈S012〉Y +
]
≃ 2 〈N02〉Y + . (103)
in the part of the linear regime satisfying x210 ≪ x220 ≃ x221, and there, the (unknown) virtual NLO corrections to the
DIS cross section and the corresponding counter-term (86) are power suppressed compared to the real corrections, so
that we can ignore them.
As mentioned in the end of the section VA2, Y +2 and Y
+
f are the two natural guesses for the scale at which one
should take the expectation value of the operator 〈S012〉 in the counter-term (85) and/or in the real NLO correction.
The case of Y +2 is considered here, whereas the case Y
+
f is treated in the appendix D. It is shown in that appendix
that in the Y +f prescription, the Regge limit and the collinear limit do not commute, making the collinear DLL regime
ambiguous and quite pathological. Hence, the Y +2 prescription is more appropriate than the Y
+
f prescription for the
expectation value of the operator 〈S012〉 in the real NLO correction and in the counter-term (85).
With the Y +2 prescription, the contribution to the counter-term (85) from the domain x
2
10 ≪ x220 ≃ x221 writes in
the dilute regime
δ〈S01〉Y +
f
∣∣∣∣
x210≪x
2
20≃x
2
21
LL, real
= α¯
∫ Y +
f
0
dY +2
∫
x210≪x
2
20
d2x2
2π
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2CF
Nc
[
1− 〈S012〉Y +2
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≃ α¯
∫ Y +
f
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dY +2
∫ +∞
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2
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2 〈N02〉Y +2
≃ α¯
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dγ
2πi
(
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2
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4
)γ ∫ Y +
f
0
dY +2 N (γ, Y +2 )
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d(x202)
x201
(
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x201
)γ−2
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∫ 1/2+i∞
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dγ
2πi
(
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4
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ω0−i∞
dω
2πi
eω Y
+
f Nˆ (γ, ω) α¯
ω(1−γ) , (104)
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where the relation (B5) has been used in the last step of the calculation. Large logs manifest themselves in the Mellin
representation as poles, and more precisely we have here the correspondence
α¯
ω(1−γ) ↔ α¯ Y
+
f log
(
4
x201Q
2
0
)
, (105)
following the discussion in the section IV. That DLL contribution is not the correct collinear DLL contribution
compatible with DGLAP physics, which would contain Y −f instead of Y
+
f .
When calculating the analogous approximate Mellin representation of the real NLO correction, it is convenient to
change the upper bound of the z2 integration from 1−z1 to z1(1−z1) and make the choice of factorization scale
zf ≡ z1(1−z1). All of this does not affect the pattern of singularities in the Mellin representation, or equivalently
the presence of large logs. The integrand is taken in the dilute approximation and assuming z2 ≪ zf . In order to
facilitate the comparison with the expression (104), one divides the real NLO correction by the LO impact factor
ILOT,L, and only the potentially problematic domain x210 ≪ x220 ≃ x221 is considered.
Calculating first the contribution from the region zf x
2
10 ≫ z2 x220 ≃ z2 x221, in which the factorized approximation
(88) is valid, one finds
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N (γ, Y +2 )
≃
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ ∫ ω0+i∞
ω0−i∞
dω
2πi
eω Y
+
f Nˆ (γ, ω) α¯
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In the last step of the calculation (106), one writes the inverse Laplace transform of the Laplace transform
∫ +∞
0
dY +f e
−ω Y +
f
∫ Y +
f
0
dY +2
(
1−e−(1−γ)(Y+f −Y +2 )
)
N (γ, Y +2 ) =
[
1
ω
− 1
1−γ+ω
]
Nˆ (γ, ω)
=
(1−γ)
ω(1−γ+ω) Nˆ (γ, ω) , (107)
calculated by interchanging the order of the integrations. The only difference between the results (104) and (106) is
the shift of the pole in γ from γ = 1 to γ = 1 + ω. As shown in the section IVB, that shift is induced by the change
of variables from Y −f to Y
+
f , and one has the correspondence
α¯
ω(1−γ+ω) ↔ α¯
[
Y +f − log
(
4
x201Q
2
0
)]
log
(
4
x201Q
2
0
)
≃ α¯ Y −f log
(
4
x201Q
2
0
)
. (108)
Hence, the real NLO corrections to the DIS structure functions indeed provide the correct collinear DLL
limit, by contrast to the standard counter-term (85), see (104). However, only the contribution from the region
zf x
2
10 ≫ z2 x220 ≃ z2 x221 has been calculated so far. Hence, it remains to show that, in the real NLO corrections, the
contributions from the region zf x
2
10 ≪ z2 x220 ≃ z2 x221 are subleading in the collinear DLL regime. For that purpose,
one should consider the transverse and longitudinal photon cases separately, and use the various approximations for
INLOL and INLOT found in the section VA4.
24
Then, one gets in the longitudinal case
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where we have introduced the notation
fβ(ξ, τ
2) =
∫ +∞
1
du uξ
K2β(τ
√
u)
K2β(τ)
. (110)
Note that, for τ > 0, the exponential decay of the modified Bessel function Kβ implies that the integral in u converges
no matter what is the value of ξ. Therefore, fβ(ξ, τ
2) is holomorphic in ξ for any τ > 0. The only singularity in
Mellin space in the expression (109) is thus the pole at γ = 1 + ω. It corresponds to a collinear single log, and there
is no collinear DLL in the contribution (109), as expected.
In the transverse photon case the intermediate region zfx
2
10/z2 ≪ x220 ≃ x221 ≪ z2fx210/z22 , where transverse recoil
effects are still negligible, gives the contribution
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This expression has a single pole in Mellin space corresponding to a collinear single log. It differs from the result (109)
found in the longitudinal photon case only by the precise value of the factor in front of the single pole or single log.
Finally, in the extreme region z2fx
2
10 ≪ z22x220 ≃ z22x221 where transverse recoil effects are important, one finds
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The two terms cancel each other when 1−γ+ω = 0, so that the singularity at 1−γ+ω = 0 is actually removable.
Hence, there is no true Mellin space singularity in the expression (112), and thus the region z2fx
2
10 ≪ z22x220 ≃ z22x221
contributes neither to the high-energy LL’s nor to the collinear LL’s. It may be quite counter-intuitive that this region
of the x2 plane does not contribute to DGLAP collinear logs whereas the intermediate region does. But this is only
due the choice of the variable Y +, which is not the most appropriate when discussing the collinear limit as explained
in the section IVB. As expected, neither the intermediate region zfx
2
10/z2 ≪ x220 ≃ x221 ≪ z2fx210/z22 nor the extreme
region z2fx
2
10 ≪ z22x220 ≃ z22x221 contribute to the high-energy LL’s in the transverse photon case.
C. Summary of the analysis of the real NLO corrections to DIS
The study of the real NLO corrections to DIS in Mellin space done in the previous section VB confirms the hints
found directly in mixed space. In particular, the emission of a gluon at parametrically large distance in the transverse
plane, such that zfx
2
10 ≪ z2x220 ≃ z2x221, does not contribute to high-energy LL’s. This constraint is the analog in
mixed-space of the k− ordering in momentum space discussed in the section III and of the shift of the collinear pole in
Mellin space from γ = 1 to γ = 1+ω discussed in the section IVB. That kinematical constraint, necessary to reproduce
the correct DLL limit compatible with the DGLAP evolution of the target, is not included in the standard version of
the high-energy evolution equations, BFKL, BK or B-JIMWLK. Hence, those equations lead to slightly overestimate
the high-energy LL contributions arising at higher orders in fixed order calculations, and thus do not allow to resum
the LL’s correctly, following the method presented in the section VA2. After such an incorrect resummation, the
leftover NLO (and higher order) corrections become large and negative when approaching the collinear regime, leading
to a breakdown of the naively resummed perturbative expansion.
Partonic Fock states in the photon wave-function which have a formation time larger than the virtual photon
lifetime give only exponentially suppressed contributions to the DIS cross section, within fixed order perturbative
calculations. In order to maintain that physically correct property when performing the resummation of high-energy
LL’s, it is necessary to use a high-energy evolution equation including the kinematical constraint.
VI. KINEMATICAL CONSTRAINT FOR LL EVOLUTION EQUATIONS IN MIXED SPACE
A. Constraint for the real emission kernel
In the standard LL approximation without kinematical constraint, the probability density for the initial-state
emission of a gluon with momentum fraction z2 at position x2 from a single qq¯ dipole (x0,x1) writes [53]
αsCF
π2
dz2
z2
d2x2
x201
x202 x
2
21
≡ α¯ 2CF
Nc
dz2
z2
d2x2
2π
K012 , (113)
where the gluon is assumed to be much softer than the quark and the anti-quark, i.e. z2 ≪ z1 and z2 ≪ 1−z1.
As shown in the previous section, such a LL gluon emission can actually occur only in some bounded domain of
the x2-plane. The probability density (113) should then be kinematically constrained as
α¯
2CF
Nc
dz2
z2
d2x2
2π
K012 θ
(
z1(1−z1)x201−z2 l2012
)
. (114)
The quantity lijk introduced in the equation (114) should satisfy
lijk ≃ xik ≃ xjk in the regime xij ≪ xik ≃ xjk , (115)
in order to implement the precise kinematical restriction found in the section V. On the other hand, the theta function
introduced in (114) should not have a significant effect in the rest of the x2-plane, and thus
lijk . xij in the regimes xik ≪ xij ≃ xjk , xjk ≪ xij ≃ xik and xij ≃ xik ≃ xjk . (116)
Apart from the requirements (115) and (116), the precise expression of lijk is essentially arbitrary. Any choice
leads in the end to self-consistent kinematically improved BK or BFKL equations. This should be understood as a
resummation scheme ambiguity associated with the kinematical constraint.
Most of the calculations in the rest of this paper will be done for arbitrary lijk obeying the conditions (115) and
(116). However, for practical applications, one can use the explicit expression
lijk = min(xik, xjk) , (117)
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which is symmetric in the parent dipole legs i and j, and minimizes the impact of the theta function when z2 is not
too small.
Having the probability density (114) for the emission of a gluon from a single dipole, the next step is to study how
multiple gluon emissions iterate in the case of a full initial-state parton (or dipole) cascade.
Most of QCD evolution equations describing parton cascades, like the DGLAP, BFKL or BK equations are local:
after several steps, further emission in one branch of the parton cascade is independent of what happens in other
branches. Hence, the information about subsequent evolution in other branches can be thrown away, which allows
to write those evolution equations in closed form as simple integro-differential equations. The main counter-example
is the B-JIMWLK evolution, in which the information about the full cascade has to be kept. This is the reason
why B-JIMWLK can be written as a functional equation or as an infinite hierarchy of equations, but not as a closed
integro-differential equation.
It has been shown in the section III that, in Light-Front perturbation theory, the kinematical constraint is obtained
from a careful study of energy denominators, leading to a simultaneous k+ and k− ordering of successive emissions.
However, each energy denominator involve the momenta of all the partons present in the current intermediate Fock
state. Hence, it seems that the k+ and k− orderings are global, i.e. with the momentum of a new radiated gluon
restricted by the momenta of all of the partons already radiated, including in other branches of the cascade, preventing
one to include the kinematical constraint as a simple modification of the BFKL and BK integro-differential equations.
This issue has been noticed in Ref. [52], where the authors have then considered for simplicity a local k+ and k−
ordering - with respect to the legs of the emitting dipole only - with the hope that the mismatch between local and
global orderings would not be essential. However, a more thorough study of those issues, presented in the appendix
A, shows that Light-Front perturbation theory actually lead to a local instead of a global k+ and k− ordering. More
precisely, there is a global constraint at the level of individual graphs, which however becomes a local one when
summing over graphs differing just by the order of gluon emissions by different color dipoles13, up to corrections of
NLL order.
Hence, in the case of the emission of a gluon k by a generic dipole ij within a full parton cascade, with the parton
j radiated after the parton i, one should have the orderings
k+i ≫ k+j ≫ k+k (118)
k−i ≪ k−j ≪ k−k (119)
in full momentum space. Then, one can write the probability density for that gluon emission in mixed-space as
α¯
2CF
Nc
dzk
zk
d2xk
2π
Kijk θ
(
zj x
2
ij−zk l2ijk
)
, (120)
where the theta function effectively enforces the condition k−j < k
−
k .
At this stage, it is clear that one can write an evolution equation in k+ in order to generate the dipole cascade at
LL accuracy with the kinematical constraint, involving the probability densities for gluon emission (114) and (120).
Let us consider a dipole xij , associated with some factorization scale k
+
f = zf q
+. Then, this dipole can emit a gluon
with momentum k+k ≪ k+f and position xk with the probability density
α¯
2CF
Nc
dk+k
k+k
d2xk
2π
Kijk θ
(
k+f x
2
ij−k+k l2ijk
)
, (121)
and one obtains two dipoles (xi,xk), and (xk,xj), both considered at the new factorization scale k
+
k . One can
then iterate further this evolution for each daughter dipole. In this way, the factorization scale associated to each
dipole in the cascade is the k+ of its softest leg, except for the primordial dipole initiating the cascade, for which
the factorization scale can be taken as k+f ≡ z1(1−z1)q+. In this way, the evolution equation in k+ reproduces the
expression (114) for the first gluon emission and the expression (120) for subsequent gluon emissions in the dipole
cascade, as it should. It only remains to include virtual corrections in a consistent way in order to write down explicitly
the evolution equation.
13 I thank Heribert Weigert for an enlightening discussion on a closely related problem.
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B. Calculating the virtual corrections
1. Probability conserving evolution
The virtual terms in the evolution equation are not directly sensitive to the kinematical issues discussed previously.
Indeed, virtual corrections were irrelevant in the discussion of the collinear regime for DIS at NLO in the section
V. Because of this, there is a priori some freedom about the treatment of the virtual terms in the resummation
associated with the kinematical constraint: in the evolution equation one can move virtual terms from the higher
order contributions to the resummed leading order a priori without restriction. Of course, one has to make sure that
in the strict Regge limit, the evolution equation reduces to the standard unresummed one, but this still leaves a lot
of freedom.
In the previous study of the kinematical constraint in mixed space [52], the focus was clearly on the real emission
kernel, and no specific expression for the virtual corrections has been proposed. Those results were used in numerical
studies in ref. [69], with a particular choice of the implementation of virtual terms, for which no motivation is provided.
However, there is a very natural way to pin down the virtual corrections. It consists in requiring the probabilistic
interpretation of the parton cascade [53] to be preserved by the kinematical resummation. Indeed, probability conser-
vation is automatically guaranteed when using the real emission kernel (121) to write a Bethe-Salpeter-like integral
equation for the dipole-target S-matrix, resuming the LL contributions between the scale k+f of the projectile dipole
and the scale k+min of the target (assuming obviously k
+
f > k
+
min),
〈S01〉log(k+
f
/k+min)
= D01(k
+
f , k
+
min) 〈S01〉0
+α¯
2CF
Nc
∫ k+
f
k+min
dk+2
k+2
D01(k
+
f , k
+
2 )
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2
01−k+2 l2012
)
〈S012〉log(k+2 /k+min) , (122)
with the qq¯g tripole operator S012 defined by the equation (72).
In the equation (122), the factor D01(k
+
f , k
+) is the probability that the dipole 01 doesn’t split when evolved from
the factorization scale k+f down to k
+ < k+f . It should obviously satisfy the initial condition
D01(k
+, k+) = 1 (123)
for any positive k+. The first term in the right hand side of the equation (122) is the contribution of the case when
the parent dipole 01 does not split when evolved from k+f all the way down to k
+
min, leaving no room for evolution of
the target. By contrast, the second term is the contribution of the case when dipole splittings occur, and only the
first splitting, on the projectile side, is described explicitly using the real emission kernel (121).
In the equation (122), there are UV divergences for x2 → x0 and x2 → x1. Hence, one should regularize the
transverse integration in the equation (122), for example like in ref. [53] by restricting it to the domain such that
x02 > ρ and x12 > ρ, where ρ is a given short distance cut-off. However, in order to simplify notations, the
regularization is kept implicit in equation (122) and in the following.
The next step is to calculate explicitly the function D01(k
+
f , k
+) consistent with probability conservation. The
evolution equation (122) is independent of the nature of the target, and should even be valid in the absence of any
target. In that case, 〈S01〉Y + ≡ 1 and 〈S012〉Y + ≡ 1 for any Y +, and thus the equation (122) reduces to
1 = D01(k
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Taking the derivative of that relation with respect to k+min, one finds
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which is trivially solved by
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where the regularization of the transverse integration is again kept implicit. The integration over k+ can be done
explicitly, which gives
D01(k
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+
min) = exp
[
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)]
, (127)
with the notation
∆012 = max
{
0, log
(
l2012
x201
)}
. (128)
The generic behavior of the shift ∆012 is then
∆012 = 0 for x
2
02 ≪ x201 or x221 ≪ x201
∆012 ∼ log
(
x202
x201
)
∼ log
(
x221
x201
)
for x201 ≪ x202 ∼ x221 , (129)
and its precise value outside of those limits depends on the choice of l012, i.e. on the choice of resummation scheme.
With the result (127), the integral evolution equation (122) is fully specified, and is a kinematically improved version
of the B-JIMWLK evolution equation (2) for the dipole, obeying the kinematical constraint for the real emission kernel
but still preserving the probabilistic interpretation of the parton cascade exactly, by construction.
Thanks to their structure, the equations (122) and (127) can be rewritten in terms of logarithmic variables Y +
instead of the k+’s, as
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f
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f ) 〈S01〉0 + α¯
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and14
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θ
(
Y +f −∆01v
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, (131)
where Y +f > 0 has been assumed in both equations.
Rather than an integral equation like (130), it is often more convenient to have an integro-differential equation.
One obtains the latter from the equation (130) by dividing by D01(Y
+
f ), taking the derivative with respect to Y
+
f ,
and multiplying again by D01(Y
+
f ). In that way, one obtains
∂Y +
f
〈S01〉Y +
f
= α¯
2CF
Nc
∫
d2x2
2π
K012 θ
(
Y +f −∆012
) {
D01(∆012) 〈S012〉Y +
f
−∆012
− 〈S01〉Y +
f
+
∫ Y +
f
−∆012
0
dY +2 D01(Y
+
f −Y +2 ) 〈S012〉Y +2 ∂Y +f log
(
D01(Y
+
f −Y +2 )
D01(Y
+
f )
)}
. (132)
As a cross-check, one can formally recover from that equation the strict LL equation (2) by setting ∆012 to 0 and
also ∆01v to 0 in the expression (131). Indeed, in that case, the ratio D01(Y
+
f −Y +2 )/D01(Y +f ) becomes independent
of Y +f , so that the second line of the equation (132) does not contribute in the standard Regge limit.
Calculating explicitly the last term in the equation (132) thanks to the expression (131), one finally gets
∂Y + 〈S01〉Y + = α¯
2CF
Nc
∫
d2x2
2π
K012
{
θ
(
Y +−∆012
) [
D01(∆012) 〈S012〉Y +−∆012 − 〈S01〉Y +
]
+α¯
2CF
Nc
∫
d2x3
2π
K013 θ
(
Y +−∆013
)
θ(∆013−∆012)
∫ Y +−∆012
Y +−∆013
dY +2 D01(Y
+−Y +2 ) 〈S012〉Y +2
}
.(133)
14 In the equation (131), the integration variable has been relabeled from x2 to xv in order to avoid confusions in later stages of the
calculation, in particular in the equation (133).
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2. Discarding explicitly NLL terms
The aim of this study is to perform a resummation of contributions of higher logarithmic order in the strict
Regge limit, in order to provide an improved version of evolution equations at LL accuracy. In the equation (133),
such a resummation of higher order contribution into a modification of LL terms appears most notably as the shift
Y + 7→ Y +−∆012 in the first term. However, the equation (133) also contains contributions which are explicitly of
order NLL or higher, for example all the second line, which is a contribution of orderO(α¯2). Since we are not including
the full NLL BFKL [34, 35] or NLL BK [43] kernel, it is not really consistent to keep those terms, which appear only
because exact probability conservation in the dipole cascade has been required. However, it makes presumably more
sense to require only probability conservation up to terms of order O(α¯2) in the equation (133), and discard all the
explicitly NLL terms, i.e. the second line and the higher order terms in the expansion of D01(∆012) in α¯. One then
obtains the truncated equation
∂Y + 〈S01〉Y + = α¯
2CF
Nc
∫
d2x2
2π
K012 θ
(
Y +−∆012
) [ 〈S012〉Y +−∆012 − 〈S01〉Y +
]
. (134)
An additional attractive feature of the equation (134) is that one can safely remove the regulator ρ of the transverse
integration, like in the unresummed equation (2), whereas the regulator ρ is necessary in the equation (133).
Physically, 〈S01〉Y + and 〈S012〉Y + have to take values in the range [0, 1], and are decreasing functions of Y +. Indeed,
increasing Y + amounts to increase the density of gluons in the target, making the interaction with any projectile
stronger. Moreover, one has 〈S012〉Y + ≤ 〈S01〉Y + because the tripole 012 decoheres in color more easily than the
dipole 01 by interaction with the same target. Hence, in the standard B-JIMWLK dipole evolution equation (2), the
virtual term is driving the decrease of 〈S01〉Y + whereas the real term is slowing down that decrease. In the square
bracket in the kinematically improved equation (134), the real term is enhanced because Y +−∆012 ≤ Y + implies
〈S012〉Y +−∆012 ≥ 〈S012〉Y + , whereas the virtual term is unchanged, which make the evolution of 〈S01〉Y + according
to the kinematically improved equation (134) slower than according to the standard equation (2). Obviously, the
presence of the theta function in the equation (134) further slows down the evolution of 〈S01〉Y + .
In order to get some insight into the effect of the truncation of explicitly NLL contributions on probability conser-
vation, one can rewrite the equation (134) in integral form as
〈S01〉Y +
f
= D01(Y
+
f ) 〈S01〉0 + α¯
2CF
Nc
∫
d2x2
2π
K012 θ
(
Y +f −∆012
) ∫ Y +
f
−∆012
0
dY +2
D01(Y
+
f )
D01(Y
+
2 +∆012)
〈S012〉Y +2 . (135)
By comparison with the original equation (130), one can see that the truncation of the explicitly NLL contributions
amounts to write inaccurately the probability of no splitting before the first splitting, as D01(Y
+
f )/D01(Y
+
2 +∆012)
instead of D01(Y
+
f −Y +2 ). Those two expression become equivalent under the replacement ∆012 7→ 0, as expected
because no such truncation is needed for the standard versions of the BFKL and BK equations.
C. Counter-terms for NLO observables and for the NLL evolution equations
1. Kinematically constrained LL counter-term for observables at NLO
Armed with the kinematically improved evolution equation (134), one can revisit the resummation of LL’s in
observables known beyond LO order as outlined in the section VA2. For observables involving at LO only the dipole
operator S01, like DIS structure functions or forward single inclusive particle production in pA collisions, one replaces
in the LO term 〈S01〉0 by 〈S01〉Y +
f
evolved according to the kinematically constrained LL equation (134), up to a
counterterm, i.e.
〈S01〉0 = 〈S01〉Y +
f
∣∣∣∣
kcLL
+ δ〈S01〉Y +
f
∣∣∣∣
kcLL
. (136)
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From the relation (136), one gets the expression of the counter-term by integration of the evolution equation (134),
which reads15
δ〈S01〉Y +
f
∣∣∣∣
kcLL
= − α¯ 2CF
Nc
∫ Y +
f
0
dY +2
∫
d2x2
2π
K012 θ
(
Y +2 −∆012
) [ 〈S012〉Y +2 −∆012 − 〈S01〉Y +2
]
. (137)
As in the section VA2, it is convenient to split that counter-term into a counter-term for the real NLO correction
and a counter-term for the virtual NLO correction, as
δ〈S01〉Y +
f
∣∣∣∣
kcLL, real
= α¯
2CF
Nc
∫ Y +
f
0
dY +2
∫
d2x2
2π
K012 θ
(
Y +2 −∆012
) [
1− 〈S012〉Y +2 −∆012
]
(138)
δ〈S01〉Y +
f
∣∣∣∣
kcLL, virt
= − α¯ 2CF
Nc
∫ Y +
f
0
dY +2
[
1− 〈S01〉Y +2
] ∫ d2x2
2π
K012 θ
(
Y +2 −∆012
)
. (139)
The real counter-term (138) can be rewritten as
δ〈S01〉Y +
f
∣∣∣∣
kcLL, real
= α¯
2CF
Nc
∫ Y +
f
0
dY +2
∫
d2x2
2π
K012 θ
(
Y +f −Y +2 −∆012
) [
1− 〈S012〉Y +2
]
, (140)
or, in k+ variables, as
δ〈S01〉log(k+
f
/k+min)
∣∣∣∣
kcLL, real
= α¯
2CF
Nc
∫ k+
f
k+min
dk+2
k+2
∫
d2x2
2π
K012 θ
(
k+f x
2
01−k+2 l2012
) [
1− 〈S012〉log(k+2 /k+min)
]
. (141)
The only difference between that kinematically improved counter-term and its analog (85) associated with the naive
LL evolution is the presence of the theta function. Thanks to the general behavior (115) and (116) of l012, that
theta function cuts precisely the regime which, in the section V, has been found not to contribute to high-energy
LL’s within the real NLO corrections to DIS. Hence, that counter-term allows to subtract only the high-energy LL
contributions actually present in the real NLO corrections to DIS and presumably to other observables, provided high-
energy factorization is valid. In particular, when evaluating in the dilute approximation and in Mellin representation
the contribution to the real counter-term (140) coming from the regime z2 ≪ zf and x210 ≪ x220 ≃ x221, one obtains
again the expression (106).
Concerning the counter-term for the virtual NLO corrections, the only change between the kinematically improved
counter-term (139) and the naive one (86) is also the presence of a theta function. In order to understand the impact
of this change, it is convenient to study the difference between these two counterterms
δ〈S01〉Y +
f
∣∣∣∣
kcLL, virt
− δ〈S01〉Y +
f
∣∣∣∣
LL, virt
= α¯
2CF
Nc
∫ Y +
f
0
dY +2
[
1− 〈S01〉Y +2
] ∫ d2x2
2π
K012 θ
(
∆012−Y +2
)
= α¯
2CF
Nc
∫ Y +
f
0
dY +2
[
1− 〈S01〉Y +2
] ∫ d2x2
2π
K012 θ
(
l2012 − x201 eY
+
2
)
. (142)
In the expression (142), the theta function is completely cutting the anti-collinear regimes x220 ≪ x210 ≃ x221 and
x221 ≪ x210 ≃ x220, thus guarantying that the UV divergences present in the counter-term (139) are identical as in the
naive one (86). As the anti-collinear regimes are also untouched by the kinematical constraint in the case of the real
conterterm (140), it is clear that the UV divergences still cancel exactly between the real and virtual counter-terms,
as they should.
Moreover, for Y +2 not too small, the integral in x2 receives contributions only from the collinear regime x
2
10 ≪
x220 ≃ x221, so that it can be calculated approximately as∫
d2x2
2π
K012 θ
(
l2012 − x201 eY
+
2
)
≃
∫ +∞
x201 e
Y
+
2
d(x202)
2
x201
x402
=
1
2
e−Y
+
2 for Y +2 not too small, (143)
15 If one decides to use the kinematically improved evolution with exact probability conservation (133), one can still use the counter-term
(137) in order to remove LL’s from NLO corrections to inclusive observables. Indeed, the two improved evolution equations (133) and
(134) differ only by terms of order O(α¯2), which would matter when removing LL’s from NNLO corrections instead.
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and thus
δ〈S01〉Y +
f
∣∣∣∣
kcLL, virt
− δ〈S01〉Y +
f
∣∣∣∣
LL, virt
≃ α¯ CF
Nc
∫ Y +
f
0
dY +2 e
−Y +2
[
1− 〈S01〉Y +2
]
→ α¯ CF
Nc
∫ +∞
0
dY +2 e
−Y +2
[
1− 〈S01〉Y +2
]
for Y +f → +∞ . (144)
Indeed, the convergence of the integral in Y +2 is guarantied by the exponential decay (143) because 0 ≤ 〈S01〉Y + ≤ 1.
Hence, the difference (144) between the two virtual counter-term is a finite O(α¯) contribution, with no large logs. On
the other hand, each of these two counter-terms contain LL contributions of order O(α¯Y +f ) at large Y +f , with a UV
divergent coefficient. Hence, the kinematical constraint does not modify the LL terms subtracted by the counter-term
for the virtual NLO correction, by contrast to the case of the counter-term for the real NLO corrections.
2. Subtracting kinematical spurious singularities from NLL evolution equations
In the naive version of the Regge limit, one can calculate the Y + evolution of the expectation value of multipole
operators systematically in powers of α¯. For example, for the dipole operator S01, one has
∂Y + 〈S01〉Y + = ∂Y + 〈S01〉Y +
∣∣∣∣
LL
+ ∂Y + 〈S01〉Y +
∣∣∣∣
NLL
+O(α¯3) . (145)
The first term in the right hand side of (145), proportional to α¯, is given by the equation (2) (with η = Y +), whereas
the second term, proportional to α¯2, has been calculated in ref. [43].
As discussed at length in this paper, that perturbative expansion breaks down due to the appearance of larger
and larger higher order corrections, requiring a resummation. The largest corrections at each order are resummed by
taking the kinematically improved equation (134) instead of (2) as the first order in the expansion, i.e.
∂Y + 〈S01〉Y + = ∂Y + 〈S01〉Y +
∣∣∣∣
kcLL
+ ∂Y + 〈S01〉Y +
∣∣∣∣
NLL
− ∂Y + 〈S01〉Y +
∣∣∣∣
NLL,c.t.
+O(α¯3) , (146)
where the third term is a counter-term accounting for the difference between the LL evolution equations (134) and
(2), which should remove the most pathological parts of the naive NLL contribution to the evolution, corresponding
in Mellin space in the dilute regime to the collinear triple pole at γ = 1, see section IVC.
That counter-term can be calculated by re-expanding the kinematically improved equation (134) in the naive Regge
limit, and then collecting the terms of order O(α¯2). Formally, it amounts to perform a Taylor expansion around
∆012 = 0 in (134) as
∂Y + 〈S01〉Y +
∣∣∣∣
kcLL
= α¯
2CF
Nc
∫
d2x2
2π
K012 θ
(
Y +−∆012
) [ 〈S012〉Y +−∆012 − 〈S01〉Y +
]
= α¯
2CF
Nc
∫
d2x2
2π
K012
[
〈S012〉Y + − 〈S01〉Y + −∆012 ∂Y + 〈S012〉Y +
+O (∆2012∂2Y + 〈S012〉Y +) ] . (147)
The theta function completely disappears when doing that Taylor expansion at Y + > 0. In the right hand side of
the equation (147), the ∂Y + derivatives correspond to the evolution following the standard LL B-JIMWLK equations,
without kinematical constraint, and each ∂Y + gives a power of α¯. Hence, one can read off from (147) the expression
of the counter-term for the evolution
∂Y + 〈S01〉Y +
∣∣∣∣
NLL,c.t.
= −α¯ 2CF
Nc
∫
d2x2
2π
K012 ∆012
{
∂Y + 〈S012〉Y +
∣∣∣∣
LL
}
= −α¯
∫
d2x2
2π
K012 ∆012
{
∂Y + 〈S02 S21〉Y +
∣∣∣∣
LL
− 1
N2c
∂Y + 〈S01〉Y +
∣∣∣∣
LL
}
. (148)
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In the first term, one needs the second equation in Balitsky’s hierarchy [12] at LL accuracy in the naive Regge limit,
which writes (see e.g. eq.(152) in ref. [70])
∂Y + 〈S02 S21〉Y + = α¯
∫
d2x3
2π
{
K023 〈[S03S32−S02]S21〉Y + +K213 〈S02 [S23S31−S21]〉Y +
− 1
2N2c
[
K023+K213−K013
]
〈S023123+S032132−2S01〉Y +
}
, (149)
where we have introduced the fundamental sextupole operator
S012345 =
1
Nc
Tr
(
Ux0 U
†
x1
Ux2 U
†
x3
Ux4 U
†
x5
)
. (150)
Using the first two equations (2) and (149) of Balitsky’s hierarchy, one obtains the final expression for the counter-term
(148) for the NLL evolution equation
∂Y + 〈S01〉Y +
∣∣∣∣
NLL,c.t.
=−α¯2
∫
d2x2
2π
K012∆012
∫
d2x3
2π
{
K023 〈[S03S32−S02]S21〉Y + +K213 〈S02 [S23S31−S21]〉Y +
}
+
α¯2
2N2c
∫
d2x2
2π
K012∆012
∫
d2x3
2π
[
K023+K213−K013
]
〈S023123+S032132−2S01〉Y +
+
α¯2
N2c
[∫
d2x2
2π
K012∆012
] ∫
d2x3
2π
K013 〈S03S31−S01〉Y + . (151)
That counter-term is supposed to cancel the largest and most pathological contributions appearing in the B-JIMWLK
evolution equation for the dipole at NLL accuracy [43] in the naive Regge limit. Such contributions should behave
as triple logs in the collinear limit [36]. However, it is rather difficult to track down those triple logs in the NLL
evolution equation or in the counter-term (151) without further approximation. One can nevertheless notice that all
the multipole operators appearing in the counter-term (151) also appear in the NLL evolution equation [43] for the
dipole 〈S01〉Y + , as expected for consistency.
In order to analyse further the counter-term (151), it is convenient to consider the dilute target case, and take
accordingly the 2 gluons exchange approximation for the expectation value of all the operators. Expanding the
Wilson lines in the sextupole operator (150), collecting the terms of order O(g2) and comparing the result with the
similar expansion for the dipole operator Sij , one finds that
1− 〈S012345〉Y + ≃ 〈N01 +N03 +N05 +N21 +N23 +N25 +N41 +N43 +N45〉Y +
−〈N02 +N04 +N24 +N13 +N15 +N35〉Y + , (152)
so that
1− 〈S023123〉Y + ≃ 〈N01〉Y + . (153)
Hence, in the 2 gluons exchange approximation,
〈S023123+S032132−2S01〉Y + ≃ 0 , (154)
and thus the term in the second line of the expression (151) disappears completely, and the counter-term reduces to
∂Y + 〈S01〉Y +
∣∣∣∣
NLL,c.t.; dilute
= α¯2
∫
d2x2
2π
K012∆012
[∫
d2x3
2π
K023 〈N03+N32−N02〉Y +
+
∫
d2x3
2π
K213 〈N23+N31−N21〉Y + −
1
N2c
∫
d2x3
2π
K013 〈N03+N31−N01〉Y +
]
.(155)
Each of the three terms in the bracket in the expression (155) corresponds to the right hand side of the BFKL
equation (8). Therefore, introducing the Mellin representation (C1) for the dipole amplitude 〈Nij〉Y + and using the
characteristic function χ(γ) of the BFKL kernel (42), one gets
∂Y + 〈S01〉Y +
∣∣∣∣
NLL,c.t.; dilute
=
∫ 1/2+i∞
1/2−i∞
dγ
2πi
N (γ, Y +) α¯2 χ(γ)
∫
d2x2
2π
K012∆012
×
[(
x202Q
2
0
4
)γ
+
(
x221Q
2
0
4
)γ
− 1
N2c
(
x201Q
2
0
4
)γ]
=
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +) α¯2 χ(γ)
[
F∆(γ)− 1
2N2c
F∆(0)
]
, (156)
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with the notation
F∆(γ) =
∫
d2x2
2π
K012∆012
[(
x202
x201
)γ
+
(
x221
x201
)γ ]
. (157)
Thanks to the definition (128) of the shift ∆012, the regimes x02 ≪ x21 ≃ x01 and x02 ≪ x21 ≃ x01 are explicitly
cut-off. Hence, potential problems for the convergence of the x2 integration can come only from the large x2 limit,
i.e. the regime x01 ≪ x02 ≃ x21. For that reason, F∆(γ) can not have singularities on the left of the line Re(γ) = 1/2
but just on the right, and F∆(0) is a well-defined constant. The first singularity of F∆(γ) on the right of the line
Re(γ) = 1/2 is obtained by taking the integrand in the limit x01 ≪ x02 ≃ x21, as
F∆(γ)
∣∣∣∣
1st sing.
=
∫ +∞
x201
d(x202)
2
x201
x402
log
(
x202
x201
)
2
(
x202
x201
)γ
=
1
(1−γ)2 . (158)
The next singularities of F∆(γ), located at γ = 2 and higher integers, are irrelevant for our purposes. Finally,
the counter-term (156) in the 2 gluons approximation and in Mellin representation is driven in the collinear limit
(x201Q
2
0)→ 0 by a triple pole at γ = 1
α¯2χ(γ)
[
F∆(γ)− 1
2N2c
F∆(0)
]
= α¯2
[
1
(1−γ)3 +O
(
1
(1−γ)
)]
for γ → 1 (159)
and in the anti-collinear limit by a simple pole at γ = 0
α¯2χ(γ)
[
F∆(γ)− 1
2N2c
F∆(0)
]
= α¯2
[
1
γ
F∆(0)
(
1− 1
2N2c
)
+O (γ2)] for γ → 0 . (160)
The triple pole (159) is the same16 as the one appearing in the characteristic function χ1(γ) of the naive NLL
evolution equation (60), see equations (61) and (62). Hence, in the dilute regime, the counter-term (155) cancels
exactly the spurious collinear triple logs appearing in the NLL evolution equation obtained in the naive Regge limit,
which manifest themselves as a triple pole at γ = 1 in Mellin space. Apart from this, the counter-term (155) is
modifying contributions to the NLL kernel behaving at most as single logs in the collinear and anti-collinear regimes,
which cannot overcome the LL contributions.
As announced in the section IVC, the kinematical constraint allows to deal with the triple pole at γ = 1 in χ1(γ)
by correcting the kinematics in the collinear limit, but leaves the double poles at γ = 1 and γ = 0 unaffected. Those
would require distinct resummations.
VII. CONCLUSION AND DISCUSSION
In momentum space, LL’s arise in initial-state parton or dipole cascades from configurations strictly ordered in k+
and k− simultaneously. That fact is overlooked in standard derivations of the high-energy LL evolution equations,
where only one ordering is strictly imposed. In momentum space, one can ensure that both orderings are satisfied by
introducing a kinematical constraint in the kernel of the BFKL equation.
In this paper, the translation of the kinematical constraint from momentum space to mixed space has been studied,
because mixed-space is the most suitable for high-energy evolution equations with gluon saturation, like BK, JIMWLK,
and Balitsky’s hierarchy. The mixed-space version of the kinematical constraint has been understood in the section V,
by extracting LL contributions from the explicit expressions of the real NLO corrections to DIS structure functions,
known in mixed-space.
The result of that analysis has been used in the section VI to write down kinematically-improved high-energy LL
evolution equations in mixed-space, with the form of the virtual corrections fixed by the requirement of probability
conservation along the dipole cascade. More precisely, two equations have been proposed. The first one, eq. (133),
satisfies exact probability conservation, but includes also a tower of higher order corrections, which depend on a UV
cut-off. The second one, eq. (134), is UV finite and contains only terms of (improved-) LL accuracy, but obeys
probability conservation only up to NLL corrections. Presumably, the equation (134) should be preferred for all
16 The different sign is trivially due to the fact that the equation (60) is written as an equation for 〈N01〉Y + whereas the counter-term
(156) applies to the equation for 〈S01〉Y + .
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practical purposes, except for Monte Carlo simulation of dipole cascades, requiring exact probability conservation.
The equations (133) and (134) are written as generalizations of the first equation of Balitsky’s hierarchy (2). But of
course, performing the usual mean-field or dilute approximations, one obtains kinematically constrained versions of
the BK or BFKL equations in mixed-space. By contrast, constructing a kinematically constrained version of the full
hierarchy of Balitsky or of the JIMWLK equation seems to be a complicated task, and is left for further studies.
As a remark, note that the kinematical improvement of the high-energy evolution equations in mixed space has been
discussed and performed only within the factorization scheme with a cut-off in k+. In other schemes, the kinematical
constraint should look completely different. Its form in the factorization schemes in k− or in rapidity y mentioned in
the section II B could be guessed, but not cross-checked, because no explicit higher order calculation has been done
in those schemes in mixed space. In particular, in the k− scheme, the kinematical constraint should affect the small
daughter dipole regimes instead of the large daughter dipoles regime.
As a side result of the present paper, it has been found in the appendix A that despite naive expectations based
on light-front perturbation theory, and by contrast to the claim made in ref. [52], the kinematical constraint is local
and not global in a cascade, i.e. each emitted gluon has its k+ and k− constrained by the ones of the two partons
forming the parent color dipole, but not by the k+’s and k−’s of the other partons present in the cascade, up to NLL
corrections.
In phenomenological studies, one uses the fixed order perturbative results, at LO or NLO, for the considered
observable, together with the resummation of large high-energy logs, at LL or NLL accuracy. Accordingly, the
kinematically consistent BK equation (kcBK) obtained from eq. (134) is useful in practice at LO+LL accuracy,
NLO+LL accuracy, or NLO+NLL accuracy. By consistency, it should be used to evolve the dipole amplitude over
the appropriate range Y +f , as discussed in the section II B, like the expression (16) in the case of DIS.
First, as a finite-energy correction, the kinematical constraint is an improvement of the theoretical framework at
LO+LL accuracy, conceptually analog to the one provided by the inclusion of running coupling effects. Both can be
understood as a resummation of terms of all logarithmic orders in the naive perturbative expansion. The higher order
terms associated with running coupling effects or kinematical constraint effects are independent of each other, and
their resummation affects different parts of the LL evolution equations. Therefore, it is straightforward to take both
the kinematical constraint and the running coupling into account: one should just replace the factor α¯K012 in the
equation (134) by the kernel with the chosen running coupling prescription, for example Balitsky’s prescription [65].
In practice, the evolution according to the BK equation with both the kinematical constraint and the running coupling
(kcrcBK) should be significantly slower than the evolution according to the BK equation with just running coupling
(rcBK), especially in the beginning. Hence, going from rcBK to kcrcBK should improve further the agreement between
phenomenological studies at LO+LL accuracy and the DIS data [71, 72].
Second, the kinematical constraint is absolutely necessary for studies at NLO+LL accuracy. The LL evolution
equations with kinematical constraint allow, by construction, to resum properly the LL’s and to remove them exactly
from the NLO corrections thanks to the counter-term (137). By contrast, as discussed in the section V, the standard
LL evolution equations without kinematical constraint overestimate the LL’s present in the NLO corrections, and
thus fail at properly resumming them. In that case, the leftover NLO correction after the failed resummation is
negative and overcomes the LO term in the collinear regime, although that effect disappears progressively in the limit
of high energy (or large interval Y +f ), in which the kinematical constraint would become weaker and weaker. This
phenomenon has indeed been observed for single inclusive hadron production at forward rapidity in pp or pA collisions
in ref. [73], which is the only phenomenological study performed so far at NLO+LL accuracy with gluon saturation,
and it does not include the kinematical constraint17.
Third, the kinematical constraint is a crucial building block for studies at NLO+NLL accuracy. As discussed in the
section IVC, the NLL evolution equations contain large corrections in the collinear and anti-collinear regimes making
them useless without further collinear resummations. The kinematical constraint corresponds to the resummation of
the parametrically largest of those corrections. Hence, one should take the kinematically improved equation (134)
for the LL term, and use the counter-term (151) to remove the contributions induced by the kinematical constraint
from the naive NLL terms in the evolution equations. The large corrections associated with the running coupling
17 It is clear that the lack of kinematical constraint does produce at NLO+LL accuracy large corrections with the systematics observed
in ref. [73]. However, it is not excluded that the large and negative correction observed in ref. [73] is the cumulated effect of the lack
of kinematical constraint plus another yet unknown problem. In order to clarify that issue, one should study the LL’s in the NLO
corrections to single inclusive hadron production [47, 48], with the method of section V. The same kinematical constraint should occur
in a quite different way for that observable than for the dipole cascades relevant for DIS analyzed in the present paper, due to the
crossing of Wilson lines from the complex conjugate amplitude into the amplitude. However, it was demonstrated in ref. [74] that this
crossing does not modify the evolution equation at NLL accuracy. Therefore, the same kcBK equation (134) has to be valid both for
DIS structure functions and single inclusive hadron production.
35
q+,q = 0
k′0
k′′1
k2
k1
EDI EDII EDIII
k0
k3
k4
EDIV
k′1
A
q+,q = 0
k′0
k′′1
k2
k1
EDI EDII EDIII
k0
k3
k4
EDIV
k′1
A’
FIG. 3: Examples of light-front perturbation theory diagrams without gluon splitting contributing to the qq¯ggg Fock component
of a photon wave-function.
can be dealt with in a similar way, by taking the LL term with Balitsky’s running coupling prescription [65], or with
the smallest dipole prescription. On the other hand, there are also large NLL contributions induced the DGLAP
evolution in the collinear and anti-collinear regimes, whose resummation in mixed-space is left for further studies.
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Appendix A: Locality of the kinematical constraint in Light-Front perturbation theory
In this appendix, the discussion of the kinematical constraint based on Light-Front perturbation theory presented in
section IIIA is extended, in order to show that the constraint is local in the parton or dipole cascade. More precisely,
the aim is to show that gluon emission by a dipole is insensitive, at LL accuracy, to gluon emission by another dipole
in the same dipole cascade.
1. Diagrams without gluon splittings
The diagrams A and A’ shown in Fig. 3 are some of the most simple ones for which the question of local versus
global kinematical constraint is relevant. In both of them, the parent dipole 01 has split into two dipoles 02 and 21 by
emission of the gluon 2. Then, each of the two dipoles emits another gluon. The light-front diagrams A and A’ differ
only by the order of emission of the last two gluons, called 3 and 4. The diagrams A and A’ have the same color flow
and the same momentum flow, and thus their vertices have identical expressions. Moreover, the energy denominators
I, II and IV are the same for the two graphs, and write
EDAI = ED
A’
I = −
Q2
2q+
− k−0 − k−1 + iǫ (A1)
EDAII = ED
A’
II = −
Q2
2q+
− k−0 − k′1− − k−2 + iǫ (A2)
EDAIV = ED
A’
IV = −
Q2
2q+
− k′0− − k′′1− − k−2 − k−3 − k−4 + iǫ . (A3)
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Hence, the only difference between the expressions of the diagrams A and A’ comes from the energy denominator
III, which writes
EDAIII = −
Q2
2q+
− k−0 − k′′1− − k−2 − k−3 + iǫ (A4)
EDA’III = −
Q2
2q+
− k′0− − k′1− − k−2 − k−4 + iǫ . (A5)
Then, the sum of the diagrams A and A’ is of the form
A+A’ = vertices× 1
EDAI
1
EDAII
[
1
EDAIII
+
1
EDA’III
]
1
EDAIV
= vertices× 1
EDAI
[
1
EDAII
+
1
EDAIV
]
1
EDAIII
1
EDA’III
, (A6)
using the identity
EDAIII + ED
A’
III = ED
A
II + ED
A
IV (A7)
satisfied by the energy denominators (A2), (A3), (A4) and (A5).
The aim is now to understand sufficient kinematical conditions for each gluon emission to come with a large soft
log. Following the reasoning introduced in section IIIA, one finds that the conditions
k+3 , k
+
4 ≪ k+2 ≪ k+0 , k+1 ≤ q+ (A8)
k−3 , k
−
4 ≫ k−2 ≫
Q2
2q+
+ k−0 + k
−
1 , (A9)
with no constraint on the relative size of k+3 and k
+
4 and of k
−
3 and k
−
4 , are sufficient in order to justify the approxi-
mations
EDAII ≃ −k−2 + iǫ (A10)
EDAIII ≃ −k−3 + iǫ (A11)
EDA’III ≃ −k−4 + iǫ . (A12)
Assuming only the k+ ordering (A8), the energy denominator IV simplifies as
EDAIV ≃ −
Q2
2q+
− (k0−k4)
2
2 k0
+ −
(k1−k2−k3)2
2 k1
+ −
k22
2 k2
+ −
k23
2 k3
+ −
k24
2 k4
+ + iǫ . (A13)
For generic values of the transverse momenta, the expression (A13) is dominated by the terms with k3
+ or k4
+ in the
denominator. Other terms are then relevant only in the regime where both k3 and k4 are parametrically small, where
typically the term with k2
+ in the denominator is the dominant one, unless k2 is also parametrically small. Hence,
thanks to the k+ ordering (A8), one can drop k2, k3 and k4 from the second and third terms in the right-hand side
of the equation (A13) no matter what is the relative size of all the transverse momenta, and obtain
EDAIV ≃ EDAI − k−2 − k−3 − k−4 + iǫ , (A14)
under the assumption (A8) only. Therefore, when assuming both the k+ ordering (A8) and the k− ordering (A9),
one has ∣∣EDAIV ∣∣ ≃ k−3 + k−4 ≫ ∣∣EDAII ∣∣ ≃ k−2 . (A15)
All in all, the sum (A6) of the diagrams A and A’ simplifies to
A+A’ ≃ vertices× 1
EDAI
1
[−k−2 + iǫ]
1
[−k−3 + iǫ]
1
[−k−4 + iǫ]
, (A16)
in the regime where all the conditions (A8) and (A9) are satisfied. As usual, those conditions also allow one to neglect
the non-eikonal terms in the vertices, as well as the transverse and longitudinal recoil effects. Hence, the conditions
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FIG. 4: Examples of light-front perturbation theory diagrams with gluon splittings contributing to the qq¯ggg Fock component
of a photon wave-function. These diagrams can be interpreted in the standard way, or as color-ordered contributions to the
photon wave-function, with the color factor [ta4ta2ta3 ]α0α1 .
(A8) and (A9) are sufficient for the sum of the diagrams A and A’ to exhibit the factorized form which will give,
upon Fourier transform to mixed space and squaring of the wave-function, one large soft log for each gluon emission.
The important point is that the relative size of k+3 and k
+
4 and of k
−
3 and k
−
4 becomes irrelevant to the appearance
of high-energy LL’s, when considering the sum A+A’.
Obviously, this observation generalizes to a large class of graphs contributing to the γ → q + q¯ + n g sector of
the photon wave-function at tree level, namely the graphs with all the n gluons emitted directly from the quark or
the anti-quark, without any gluon splitting. The configurations contributing to LL’s for those graphs are the ones
where each gluon has a smaller k+ and a larger k− than the gluon previously emitted by the same parent (quark or
anti-quark). That previous gluon plays the role of the other leg of the emitting dipole. On the other hand, there
is no sensitivity to possible gluon emission on the other side of the cascade, when taking the sum over graphs with
identical color and momentum flow, but different x+ ordering of gluon emission vertices.
2. Diagrams with gluon splittings
Diagrams which include 3-gluons vertices, like the diagramsB and B’ shown on Fig. 4, bring an extra complication.
Indeed, we would like to consider each gluon as emitted from a color singlet dipole. However, using the usual expression
for the 3-gluons vertices, there is an ambiguity in associating the gluon emission to one or the other of the dipoles
delimitated by the parent gluon. In the original construction of the dipole model [53], that ambiguity disappears
when considering the squared wave-function and taking the large Nc limit.
By contrast, one can also resolve that ambiguity before taking the square, by splitting the wave-functions into their
color-ordered components. This is the analog for the wave-functions of the color-ordered amplitudes [75–77] (for a
recent pedagogical introduction, see ref. [78]). The idea is the following: using the commutation relation
[ta, tb] = ifabctc , (A17)
one can rewrite the color factor of the diagram B as
(−i)fa4a2b (−i)fa3bc[tc]α0α1 = −[ta4ta2ta3 ]α0α1 − [ta3ta2ta4 ]α0α1 + [ta3ta4ta2 ]α0α1 + [ta2ta4ta3 ]α0α1 (A18)
and the one of the diagram B’ as
(−i)fa3a2b (−i)fa4bc[tc]α0α1 = −[ta4ta2ta3 ]α0α1 − [ta3ta2ta4 ]α0α1 + [ta4ta3ta2 ]α0α1 + [ta2ta3ta4 ]α0α1 . (A19)
The first term in the expressions (A18) and (A19), [ta4ta2ta3 ]α0α1 , is the same as the color factor of the diagrams A
and A’. Only that term in the diagrams B and B’ corresponds to the emission of the gluon 4 by the dipole 02 and
of the gluon 3 by the dipole 21. Instead, the second term in the expressions (A18) and (A19) is associated with the
emission of the gluon 4 by the dipole 21 and of the gluon 3 by the dipole 02, and the other terms in the expressions
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(A18) and (A19), differing between the diagrams B and B’, correspond to the emission of both the gluons 3 and 4 on
the same side. Hence, only the term [ta4ta2ta3 ]α0α1 is relevant for our purposes, whereas the other ones, contributing
to distinct dipole cascades, can be discarded.
Concerning the kinematics, the only difference in the momentum flow of the diagrams B and B’ is the momentum
k′2, which is constrained to take different values. The energy denominators I, II and IV are the same for the diagrams
B and B’, whereas
EDBIII = −
Q2
2q+
− k−0 − k′1− −
(k2−k3)2
2 (k2
+−k3+)
− k−3 + iǫ (A20)
EDB’III = −
Q2
2q+
− k0− − k′1− −
(k2−k4)2
2 (k2
+−k4+)
− k−4 + iǫ . (A21)
Under the conditions (A8) and (A9), the energy denominators simplify to
EDBII ≃ −k−2 + iǫ (A22)
EDBIII ≃ −k−3 + iǫ (A23)
EDB’III ≃ −k−4 + iǫ (A24)
EDBIV ≃ −k−3 − k−4 + iǫ , (A25)
so that the diagrams B and B’ reduce to
B ≃ vertices× 1
EDBI
1
[−k−2 + iǫ]
1
[−k−3 + iǫ]
1
[−k−3 − k−4 + iǫ]
(A26)
B’ ≃ vertices× 1
EDBI
1
[−k−2 + iǫ]
1
[−k−4 + iǫ]
1
[−k−3 − k−4 + iǫ]
. (A27)
Neglecting longitudinal and transverse recoil effects and non-eikonal contributions due to the assumptions (A8) and
(A9), the vertices take identical values in the diagrams B and B’, up to the different color factors (A18) and (A19)
already discussed.
Hence, for the color-ordered versions of B and B’ associated with the color-factor [ta4ta2ta3 ]α0α1 , one has(
B+B’
)
color-ordered
≃ vertices× 1
EDBI
1
[−k−2 + iǫ]
1
[−k−3 + iǫ]
1
[−k−4 + iǫ]
. (A28)
This approximated expression for B and B’, leading eventually to one large log for each of the 3 gluons, is valid under
the assumptions (A8) and (A9), no matter what is the relative size of k+3 and k
+
4 and of k
−
3 and k
−
4 .
It is thus clear that, when considering properly color-ordered diagrams, the presence of gluon splitting vertices do
not affect our discussion. Therefore, in a generic dipole cascade, the configurations contributing to the high-energy
LL’s are the ones where each gluon has a smaller k+ and a larger k− than both partons delimitating the color-singlet
dipole emitting that gluon, independently of what happens in the rest of the cascade. The kinematical constraint is
then local instead of global, by contrast to the statement made in ref. [52].
Appendix B: Basics of Laplace transform
Consider a function F (Y ) defined for Y ∈ [0,+∞[. Its Laplace transform is defined by
Fˆ (ω) =
∫ +∞
0
dY e−ω Y F (Y ) . (B1)
More precisely, the formula (B1) is being used when Re(ω) is large enough to make the integral convergent, and then
Fˆ (ω) is obtained in the rest of the complex plane by analytical continuation. The Laplace transform is invertible, and
the inverse formula is
F (Y ) =
∫ ω0+i∞
ω0−i∞
dω
2πi
eω Y Fˆ (ω) . (B2)
In (B2), ω0 is a real number large enough so that the integration path passes on the right of all singularities of Fˆ (ω).
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By moving the integration contour to the left in (B2), one picks progressively contributions from the singularities
of Fˆ (ω), for example rs e
ωs Y if Fˆ (ω) has a simple pole in ω = ωs with residue rs. Hence, it is clear that the large Y
asymptotic behavior of F (Y ) is determined by the rightmost singularity of Fˆ (ω).
The properties of the Laplace transform with respect to derivation and integration are also needed in this paper.
Let f be the derivative of F : f(Y ) = ∂Y F (Y ). Then, its Laplace transform is
fˆ(ω) =
∫ +∞
0
dY e−ω Y ∂Y F (Y ) = ω Fˆ (ω)− F (0) . (B3)
Let G(Y ) be the primitive
G(Y ) =
∫ Y
0
dy F (y) . (B4)
Then, its Laplace transform is
Gˆ(ω) =
∫ +∞
0
dy F (y)
∫ +∞
y
dY e−ω Y =
Fˆ (ω)
ω
. (B5)
Appendix C: Basics of Mellin representation
Consider a dimensionless function Fij , which depends explicitly on the distance xij between the points xi and xj
in the transverse plane, but also implicitly on a reference scale Q0. Then, one can use the Mellin representation
Fij =
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x2ij Q
2
0
4
)γ
F(γ) . (C1)
Since xij can be both larger or smaller than 2/Q0, or equivalently log(x
2
ij Q
2
0/4) can be both positive or negative,
there is no inverse formula for (C1) which would be the analog of (B1), and generically F(γ) has singularities on both
sides of the integration path.
When xij → +∞, it is convenient to move the integration path to the left in order to make the integrand small.
By doing so, one picks progressively contributions from the singularities of F(γ) located on the left of the initial
integration path. Hence, by analogy with the Laplace transform case, the behavior of Fij in the limit xij → +∞ is
determined by the first singularity on the left of the line Re(γ) = 1/2.
By symmetry, the behavior of Fij in the limit xij → 0 is determined by the first singularity of F(γ) on the right of
the line Re(γ) = 1/2.
Appendix D: Mellin space analysis of the NLO DIS impact factors with the operator evaluated at Y +f or at 0
In the section VB, the behavior of the NLO DIS impact factors and of the counter-term for the naive LL evolution
in the dilute regime in the domain x210 ≪ x220 ≃ x221 has been studied in Mellin space, evaluating the expectation
value 〈S012〉 at the scale Y +2 . However, it might also be natural to take that expectation value at the scale Y +f . In
the discussion of the naive resummation of high-energy LL’s in the section VA2, the un-evolved expectation value
〈S012〉0 has also been considered. Those two other prescriptions deserve further study. It is easy to deal at once with
a whole range of prescriptions for 〈S012〉 including Y +f and 0, i.e. choosing a generic positive or zero constant Y +c ,
independent of both Y +2 and z2. In that case, the operator expectation value factors out of the integration in Y
+
2 or
z2. It is then not helpful to take the Laplace transform from Y
+ space to ω space, which would transform an ordinary
product into a convolution product. Revisiting the calculations of the section VB, but in (γ, Y +) space and with
constant Y +c , one obtains the following.
The contribution to the counter-term (85) from the domain x210 ≪ x220 ≃ x221 writes in the dilute regime
δ〈S01〉Y +
f
∣∣∣∣
x210≪x
2
20≃x
2
21
LL, real
= α¯
∫ Y +
f
0
dY +2
∫
x210≪x
2
20
d2x2
2π
K012
2CF
Nc
[
1− 〈S012〉Y +c
]
≃
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c )
α¯ Y +f
(1−γ) . (D1)
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This is indeed the direct analog of the result (104), given the correspondence Y +f ↔ 1/ω. The expression (D1) shows
the same type of DLL behavior as (104), which is not the correct collinear DLL due to the presence of Y +f instead of
Y −f .
The contribution from the region zf x
2
10 ≫ z2 x220 ≃ z2 x221 to the approximate Mellin representation of the real
NLO correction (still restricted to z2 ≪ zf and x210 ≪ x220 ≃ x221), analog to (106), writes
α¯
∫ zf
zmin
dz2
z2
∫
d2x2
2π
INLOT,L
ILOT,L
2CF
Nc
[
1− 〈S012〉Y +c
]∣∣∣∣∣
x210≪x
2
20≃x
2
21 and zf x
2
10≫z2 x
2
20
≃
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c )
α¯
(1−γ)
∫ Y +
f
0
dY +2
(
1−e−(1−γ)(Y+f −Y +2 )
)
≃
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c )
α¯
(1−γ)2
[
e−(1−γ)Y
+
f −1 + (1−γ)Y +f
]
. (D2)
In the longitudinal photon case, the contribution from the region zf x
2
10 ≪ z2 x220 ≃ z2 x221, analog to (109), is now
α¯
∫ zf
zmin
dz2
z2
∫
d2x2
2π
INLOL
ILOL
2CF
Nc
[
1− 〈S012〉Y +c
]∣∣∣∣
zf x201≪z2 x
2
02≃z2 x
2
21
≃ α¯
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c ) f0(γ−2 , zfx201Q2)
∫ Y +
f
0
dY +2 e
−(1−γ)(Y +
f
−Y +2 )
≃
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c ) f0(γ−2 , zfx201Q2)
α¯
(1−γ)
[
1−e−(1−γ)Y+f
]
. (D3)
In the transverse photon case, the contribution from the intermediate region zfx
2
10/z2 ≪ x220 ≃ x221 ≪ z2fx210/z22 ,
analog to (111), becomes
α¯
∫ zf
zmin
dz2
z2
∫
d2x2
2π
INLOT
ILOT
2CF
Nc
[
1− 〈S012〉Y +c
]∣∣∣∣
zfx210/z2≪x
2
20≃x
2
21≪z
2
f
x210/z
2
2
≃ α¯
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c )
∫ Y +
f
0
dY +2 e
−(1−γ)(Y+
f
−Y +2 )
∫ e(Y +f −Y +2 )
1
du uγ−3
K21
(
Q
√
zf x201
√
u
)
K21
(
Q
√
zf x201
)
≃
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c )
α¯
(1−γ)
∫ eY +f
1
du uγ−3
[
u−(1−γ)−e−(1−γ)Y+f
] K21(Q√zf x201√u)
K21
(
Q
√
zf x201
) . (D4)
Finally, the contribution from the extreme region z2fx
2
10 ≪ z22x220 ≃ z22x221 in the transverse photon case, analog to
(112), writes
α¯
∫ zf
zmin
dz2
z2
∫
d2x2
2π
INLOT
ILOT
2CF
Nc
[
1− 〈S012〉Y +c
]∣∣∣∣
z2
f
x201≪z
2
2 x
2
02≃z
2
2 x
2
21
≃ α¯
2
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c )
∫ Y +
f
0
dY +2 e
−(1−γ)(Y +
f
−Y +2 )
∫ +∞
exp (Y +
f
−Y +2 )
du uγ−1
K21
(
Q
√
zf x201
√
u
)
K21
(
Q
√
zf x201
)
≃
∫ 1/2+i∞
1/2−i∞
dγ
2πi
(
x201Q
2
0
4
)γ
N (γ, Y +c )
{
α¯
2(1−γ)
∫ eY +f
1
du uγ−1
[
1−uγ−1
]K21(Q√zf x201√u)
K21
(
Q
√
zf x201
)
+
α¯
2(1−γ)
[
1−e−(1−γ)Y+f
] ∫ +∞
e
Y
+
f
du uγ−1
K21
(
Q
√
zf x201
√
u
)
K21
(
Q
√
zf x201
)
}
. (D5)
For any finite (possibly large) value of Y +f , all the potential singularities in γ space appearing in the various
contributions (D2), (D3), (D4) and (D5) to the real NLO corrections the the DIS structure functions, all located
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at γ = 1, are actually removable. Hence, it seems that the real NLO corrections do not contain any DGLAP-like
collinear logs if 〈S012〉 is evaluated at a scale Y +c independent of the integration variables Y +2 and z+2 . This is quite
unexpected and worrisome.
However, the standard Regge limit is equivalent here to the Y +f → +∞ limit while keeping γ fixed, in the range
0 < Re(γ) < 1. That Regge limit amounts to make the replacements e−(1−γ)Y
+
f → 0 and eY +f → +∞ in the expressions
(D2), (D3), (D4) and (D5). Then, many of the removable singularities at γ = 1 are transformed into poles, with a
pattern reminiscent of the case of 〈S012〉 evaluated at Y +2 .
• In the contribution from the domain zf x210 ≫ z2 x220 ≃ z2 x221 where the factorized approximation (88) of INLOT,L
is valid, one obtains both a single and a double pole terms, which can be interpreted together as
α¯
[
Y +f −
1
(1−γ)
]
1
(1−γ) ↔ α¯
[
Y +f − log
(
4
x201Q
2
0
)]
log
(
4
x201Q
2
0
)
≃ α¯ Y −f log
(
4
x201Q
2
0
)
, (D6)
which is the correct collinear DLL contribution.
• In the transverse photon case, there is still no true Mellin space singularity, and thus no large logs coming from
the domain z2fx
2
10 ≪ z22x220 ≃ z22x221 where transverse recoil effects are important.
• The other contributions (D3) and (D4) provide a single pole at γ = 1 with a coefficient independent of Y +f .
These correspond to single collinear logs, with no high-energy logs.
Hence, if one takes first the standard Regge limit and then the collinear limit, one obtains the correct collinear DLL
contributions from the real NLO corrections to DIS, as with the Y +2 scale choice. However, the absence of singularities
in γ at finite Y +f means that if one takes the collinear limit first and then the high-energy limit, one cannot obtain
collinear DLL contributions but just high-energy logs. The lack of commutation of the collinear and high-energy
limits prevent us to obtain a smooth interpolation between the BFKL/BK regime and the collinear DGLAP regime
with the choices of scale Y + = 0 or Y + = Y +f for 〈S012〉Y + . Hence, the choice Y + = Y +2 should be done instead in
practice.
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