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Chapitre 1
Introduction
1.1 Motivation et apport original
La théorie des équations et inéquations variationnelles est une théorie qui englobe les problèmes
d'optimisation, de minimax, d'équilibre économique et de jeux, ainsi que de nombreux autres prohlè-
mes. Cette théorie s'est essentiellement développée par les spécialistes des équations et inéquations
aux dérivées partielles. Ces équations et inéquations sont issues en particulier des problèmes de la
mécanique et de la physique et peuvent être reformulées en termes d'égalités et inégalités variation-
nelles, ce qui permet un traitement mathématique complet des équations et inéquations de base.
La résolution d'une inéquation variationnelle peut se formuler ainsi soient 'I/ une application
d'un espace de Hilbert U dans son dual U' et u» un sous-ensemble convexe fermé de U; le problème
variationnel posé est de trouver 1/,' EUa" tel que
(w(u'),n - n') 2: 0 V1I. E Uau
Si ua" = U, (1) devient une équation trouver u' E ua" vérifiant
\[/('11.') = ()
(1)
Dans le cas particulier où ljJ est la dérivée d'une fonction convexe J, "II.' minimise J. Si .1 est
non dttrérenrlable, Iu notiun de dérivée est remplacée par celle de sous-différentiel oJ (dans le cas de
fonction convexe) qui est un opérateur multivoque. La formulation de (1) dans le cas d'un opérateur
'1/multivoque devient trouver n' EU"" et r" E \[1(11,') tels que
(l" «:«, 2:0 V1LEUau
Dans le cas où \[J ne dérive pas d'un potentiel, le problème de résolution de l'inéquation variationnelle
(1) n'a pas en général une interprétation en termes de problème d'optimisation.
Pour résoudre l'inéquation (1), nous étudions le comportement des algorithmes bâtis sur le Principe
ÙU Prubtème Auxiliaire.
Algorithme 1.1 À l'étape k, connaissant n' calculer n k • 1 en résolvant le problème auxiliaire de
minimisation
nu,'n t (11/(11.") -
nF/pd e E
(2)
La convergence des algorithmes bâtis sur le Principe du Problème Auxiliaire pour la résolution
des inéquations variationnelles fût établie dans le cas où l'opérateur vérifie les propriétés suivantes.
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1. La [one I1WII()[Oflle. Ce cas particulier a été étudié dans [HI où on démontre la convergence
forte de la suite générée par l'algorithme vers la solution unique du problème variationnel
2.
des algorithmes dans ce cadre a été effectuée dans [4), 15] et [6]. On obtient des résultats de
convergence faible de la suite générée vers une solution du problème d'uptimisation. Dans le cas
où l'opérateur n'est pas symétrique. F. CHAPLAIS a suggéré le contre-exemple où on considère
l'opérateur de rotation de rr/2 qui est monotone non symétrique et pour lequel l' Algorithme du
"gradient" diverge. En effet, pour nO = (1I.y.l1g) donné et en prenant 1\'(11)= 111111 2 / 2 . la suite
{-II.! construite par l'Algorithme 1.1 selon le schéma itérant
(Ir:)= ( nt ) _E (0 -1) ( 11.1 )11.2 11.2 1 0 n2
a sa norme qui croît il chaque pas pour toute valeur strictement positive de 0- et ne peut donc
converger vers la solution unique Il' =(0.0).
3. LI1 monoumie et une "structure de point-selle" L'opérateur global IjJ est défini sur le produit
de deux espaces U et P ct il existe une fonction L(u.pl convexe-concave telle que
'c/UEU 'c/pEP \[fen.p)
Cet opérateur est monotone. Il s'agit là du cas particulier des problèmes de recherche de point-
selle d'une fonction convexe-concave. Quand L est fortement convexe en u, on obtient des
résultats de convergence tnrte sur Zzet faible sur P [7]. En dehors de cette hypothèse de forte
monotonie de la première composante de IjJ en 11,on doit avoir recours à d'autres techniques
(par exemple la régularisation) pour assurer la convergence.
4. La forte monotonie emboîtée. On suppose dans ce cas que l'opérateur est défini sur un produit
d'espaces. Cette propriété de forte monotonie emboîtée est moins forte que l'hypothèse de forte
monotonie de l'opérateur global ct ne garantit même pas la monotonie globale de l'opérateur. On
obtient dans le cas où l'opérateur vérifie l'hypothèse de forte monotonie emboîtée des résultats
de convergence forte de la suite générée vers la solution unique du problème variationnel [91.
Il est cependant difficile de vérifier pratiquement l'hypothèse de forte monotonie emboîtée. De
plus. cette notion introduit une certaine hiérarchie entre les variables qui rompt la symétrie entre
les divers joueurs dans l'application aux problèmes d'équilibre de Nash par exemple [10].
5. L'hypothèse de Dunn. Cette propriété implique que l'opérateur est monotone et Lipschitzien.
Inversement, si l'opérateur est Lipschitzien et fortement monotone. il vérifie la propriété de
Dunn. On peut donc dire que pour un opérateur Lipschitzien. l'hypothèse de Dunn est moins
forte que l'hypothèse de forte monotonie. Ce résultat est démontré dans [15]. Dans le cas où
l'opérateur est un gradient. vérifier l'hypothèse de Dunn est équivalent à vérifier l'hypothèse
de Lipschitz et la monotonie simple [171. On obtient dans ce cas de figure des résultats de
convergence forte de la suite {lfJ(n k)} des valeurs de l'opérateur vers sa valeur IV(n*) à la
solution. laquelle est unique. Quant il la suite {'lI.'}, on ne peut énoncer cependant que des
résultats de convergence faible [15].
Ce dernier cas est intéressant dans la mesure où le régularisé d'un opérateur monotone même mul-
tivoque est non seulement univoque, monotone et Lipschitzien mais il vérifie également la propriété
de Dunn 115]. cc qui incite à appliquer l'Algorithme I.1 conçu par le Principe du Problème Auxi-
liaire non pas il l'opérateur lui-même, mais à l'opérateur régularisé qui vérifie cette propriété de
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Dunn. Celle mampulanon préserue ccpcndanr un inconvénient majeur qui est le culcul de l'opérateur
régulansé il chaque ras d'itération. lequel est un problème variationnel pr.uiquement de même nature
que le problème de départ. Notre ambition est de laire il chaque itération un seul ras dalgonthme
correspondant à la régularisation de l' opérateur
Notre étude traite donc la résolution lies inéquations variationnelles avec un opérateur II/(Il) seule-
ment monotone (ct non symétrique en général). Nous proposons un algorithme itératifcffectuanr un
ras lie régularisation suivi d'un ras de minimisation. Cette seconde étape correspond il une itération
de l'Algorithme 1.1 appliquée à l'aprroximation courante de lopénueur régulunsé.
1.2 Organisation du mémoire
Le Chapitre Il est un rappel des definitions et résultats connus dans la résolution lies inéquations varia-
tionnelles.avecunorérateurquelcunque.inlégrahleouderoint-selle. Nous introduisons également la
notion de regulunsarinn d'Inéquartons variationnelles. L'opérateur régularisé d'un opérateur monotone
cst dérini par
où ) est un réel strictement positi! et est la solution unique du problème variationnel
On rose le problème régularisé qui admet le même ensemble de solutions que le problème (1) de
départ el qui est maintenant suns coruraintcs trouver Il' EU tel que
()
Au licu d'uppüquer directcrncnt il l'opérateur 11/I'Algoritlune 1.1. on pourrait lappliqucr à l'opérateur
régularisé \jJ-, qui vérine l'hypothèse lie Dunn.
Algorithme 1.2 À l'étape l.; COfIf/WS.wm "II' et l" calculer 1/'" 1 comme la solution du problème
auxiluure
. [1
mm -..... K(Il) t
1/,)/ (4)
(5)
L'algorithme que nous proposons par la suite calcule Il' tIlle la même manière que l'Algorithme 1.2;
par contrc pour Ie calcul de J-I, on ne rasse plus pur la résolution exacte de l'inéquation variationnelle
(5) mais seulement par la résolution d'un problème auxiliaire de mini misation,
Algorithme 1.3 (Parallèle en (n.I·)) .4 l'étape l; connaissant 1/' et u' calculer 1/,-1 et .,,'-1 l'fi
résolvant les problèmes auxituurcs de munmisanon
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Algorithme 1.4 (Séquentiel 11 avant 11,) À l'étape k, connaissant '/lk et n' calculer et en
résolvant les problèmes auxiliaires de minimisation
L'opérateur global I'(rz, v) présent à chaque pas d'itération des algorithmes ci-dessus s'écrit
Il alaparticuJaritéde vérifier les propriétés suivantes
(i) A('II" 1') est fortement monotone en 'II, uniformément en /1;
(ii) B(lI, v) est fortement monotone en 'l'uniformément en Il (forte monotnnic au premier niveau);
(iii) r vérifie l'hypothèse de Dunn partielle par rapport à sa première composante, avec la constante
!,àsavoir
V(lI,V), ('II'. 1/) EU xU,d
(A('II.,,) - A(ll'. '1/). 1t - '/L') t- (B('II..'l') - B('II'.11' ) . l' - ,/,1) 2: *IIA(n.1J) - A(1I,'.1/JI1 2
(iv) IJJ-y(n) -A(ll,'iï('II.) oùiï(u) estlasolulionuniqueduprohlème
(B(ll.v(ll»)./I-ï!(n) 2:() VVEU,d
vérifie l'hypothèse de Dunn avec la constante l'
La propriété (iv) est une conséquence immédiate de l'hypothèse de Dunn partielle de l'opérateur r
Dans le Chapitre III, nous montrons la convergence de l'Algorithme parallèle bâti sur le Principe
du Problème Auxiliaire avec un opérateur glohal défini sur le produit de deux espaces de Hilbert,
non nécessairement issu de la régularisation et qui vérifie la forte monotonie au premier niveau et la
propriété de Dunn partielle par rapport à sa première composante. Nous traitons d'abord le cas où le
système variationnel original comporte une inéquation variationnelle et une équation, et nous étudions
ensuite le cas où le système variationnel comporte deux inéquations variationnelles.
Dans le Chapitre IV. nous montrons la convergence des Algorithmes 1.3 et 1.4 où l'opérateur
global est l'opérateur de résolution/régularisation simultanées. Nous traitons séparément le cas où
le problème original est la résolution d'une équation et celui où le problème posé est la résolution
d'une inéquation variationnelle. Nous donnons un exemple numérique de la résolution/régularisation
simultanées de l'équation où l'opérateur considéré est l'opérateur de rotation de n:/2. Nous étudions
aussi la convergence des Algorithmes 1.3 et 1.4 de résolution/régularisation simultanées dans le cas où
l'opérateuroriginallJJestungradient. Cette étude est suivie d'un exemple numérique.
Dans le Chapitre V, nous étudions un cas où les hypothèses sont plus faibles que précédemment.
Nous supposons seulement la propriété (ii) de forte monotonie au premier niveau et la propriété
(iv) de Dunn pour l'opérateur emboîté (la forte monotonie emboîtée suppose la forte monotonie
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de Iopérateur emboîté). L'opérateur global ne même pas la monotonie simple. Il suffit de
considén,:rl'opérateurlinéaircr(II.. I')définidans par
Cet opérateur vérifie hien la forte monotonie au premier niveau. L'opérateur emboîté est l'opérateur
nul: il vérifie donc l'hypothèse de Dunn. Pourtant T n'est pas monotone.
Cependant. la démonstration de convergence de l'Algorithme bâti sur le Principe du Problème




Dans ce chapitre, nous rappellons les définitions et les résultats d'existence et de calcul des solutions
d'un prohlème de résolution d'inéquations variationnelles. Nous considérons un espace de Hilbert U,
de dimension quelconque (éventuellement intinie) identiné à son dual U* el muni d'un produit scalaire
noté (... ).
Les topologies forte et faible sont des topologies associées respec üvcrnent à Ja norrne ]"] (.. )1/2
et au produit scalaire.
Soient \IJ une application de U dans son dual U* ct ua" une partie convexe fermée de U. Nous
posons le problème variationnel suivant trouver u" EU"" tel que
(\IJ(n*),'It-n')?::O "hl EU"" (1)
Dans le cas où l'opérateur i/Jest intégrable, il existe une fonctionnelle convexe J :U-.Q( telle que
.J'('Il) ct le problème (1) se ramène au problème d'optimisation
(2)
ILl Cas d'un opérateur '1J quelconque
Définition n.l On dit que l'opérateur '\J est monotone sur U'''I si
I-hl, 11 E Ua" ('11(71) -lII(v).'Il-V)?:: 0
Définition n.2 On dit que l'opérateur 'J'est fortement monotone sur ua" si
(3)
3n > () tel que \-d'Il. l' E ua" (l\J(n) - 'VC/I).'/I '/1) ?::nlln- '/111 2 (4)
Définition n.3 On dit que l'opérateur \{1 vérifie l'hypothèse de Dunn sur ua" SI
::lA> () tel que \-du, '/1 E Ua" ('I I (l l ) - '\J(-I'), 71- v) ?::*II\IJ(-Il) - Il!(v) If (5)
Définition lIA On dit que l'opérateur I/J vérifie l'hypothèse de Lipschitz sur ua" si
3.'1 > 0 te/que \-d'Il. '/1 E Ua" Ilw('It) - i/J(v)11 Ajj'lt-l'II.
Lemrne H.I
(6)




1]. et Lipsclutzien de constante Il, alors
Lemme II.2 Sr l'opérateur 1(1 vérifie l'hypothèse de Dunn. alors l'ensemble
\'{' réduit il un seul point.
La preuve de ces deux lemmes se trouve dans [15, Chapitre IIII.
Définition 11.5 Soient U et V deux espaces de Hilbert et U', V· leurs duaux respectits. On considère
ua"et va" deux convexes fermés respectivement de U et V. On introduit l'opérateur r (1'1, [2) de
U x V dans U· x V' On dit que !'opl:rateur r vérifie I'hvpothès« de Dunn partielle par rapport il
sa première composante si
=J: > () lei que V(u.I:).('II'.li) E I..('HI X Va'i
(fi ('II. l') - []('II'.1"). Il - n') t- (f2( u . l') - l'2('II l li). l' - 1") 2'
Lemme Il.3 Si l'opérateur l' vérifie l'hypothèse de Dunn partielle par rapport il sa première com-
posante avec la constante ,. alors l'opérateur 11(11.) = fI (II..T{u)). où '1'(11) est une solution du
problème variationnel
vérifie t'hypothès« de Dunn avec la constante ,.
La preuve de ce lemme se trouve dans [15, Chapitre III].
Remarque ILl À priori. 1i('II) n'est pas unique, et donc 11(11.) n'est pas univoque. Pourtant. le lemme
ci-dessus indique que Il vérifie l'hypothèse de Dunn. Il est dune Lipschitzien et donc univoque. D
Définition IL6 On suppose que l'espace U est le produit de deux sous-espaces U! et U2 de manière
il pouvoir écrire
(7)
OÙ Ur" (respectivement Uî.") est un sous-ensemble convexe fermé de U I (respectivement U2). La
notation 'Pt trespecuvement 4Jzj designera la composition de \(J avec la projection canonique sur Ui
(respecuvement üï ),
On dit que l'opérateur 1(1 est [ortement monotone emboîté rctativcmcnt il l'inéquatum variation-
nelle (1) el il la décomposuion (7) SI
(1) l' opérateur ('IL 1•• 11.2,1 est tortement monotone en 1L2uniflmné'ment en :II.!. Soit il 2 (111) la solutum
( ù) l'opérateurn(1I.1) IjJI('n].i/'2(1I.l)) est fortement monotone en 111.
Pour la généralisation de la définition au cas où U est décomposé en N sous-espaces, avec .IVsupérieur
à2.voir[9].
ILL Cas d'un 'V
Lemme Il.4 SI \], es/ [ortement monotone sur u-: tie COIIS/{Jllte Il, alors avec la
décompostuon (7), est fortement monotone emboîu- dl' constante uniforme Il.
Pour la preuve, voir [91.
(R)
(9)(t1'2(-1/,;. 'Il;), /L2- I/D 2: () \1-1/.2 E
soit 'iidll.l) la solution unique de l'méquauon variationnelle l'II n2 partunétrée par /1.1
Lemme [1.5 SOIt \jI = ('VI' 'V2) un opéruteurfortement monotone emboîté. On considère le système
d'inéquallml,l'varimioflfleliessulvwl/
sou Sl L'opértueur
1'/ soli ni la solution unique dl' l'inequation variauonnelle l'Il '1/.] trouver 1/.;E Ufd te/que
(II)
• Étant donné (u;.iï: 2 (·/l; )) solution de (11)-(10), on pose '1/.; 'ïi-2l'l/l) alors ("/1.;, ni) est
évidemment solution de (8)-(9) .
• Enpartanl maintenant de la solution de (8)---(9), la réciproque est tout aussi évidente.
Nous rappelons le théorème ([III, Chapitre Il.Théorème relatif à l'existence d'une solution "/1.' à
l'inéquation variationnelle (1).
Théorème Il.6 Nous [aisons les hvpothèscs suivantes
(i ) 'V est [aiblement continu sur tou/ SOUS-I'SI)(JC!' de dimension finie de U
(Il) \jJ est monotone surLi'"
(ill) il existe Il.EU tel que (IV(Il!I'I/II'I-'IÎ) = t-')ù.
Alors il existe une solution /l'au problème varuuionnel (1J.
Remarque Il.2 L'hypothèse (iii) est inutile si U,d est borné, De plus. cette hypothèse est automa-
tiquement vérifiée si \jJ est fortement monotone. Sous cette hypothèse, u' est unique. 0
Remarque Il.3 Si \jJ est un opérateur affine associé à un opérateur linéaire non injectif dont le noyau
est un sous-ensemble deU'''] alors l'hypothèse (iii) ne peut être vériûée, En eiTet,
<11("/1.) An tb
Chap. II. Résultats Généraux. Notations











lim -I-I-II-:S lim 11 h11 1
Iltll .. "x, u l'III!
Cette dernière limite est égale il 11h11. Par conséquent.
Vii EU
II.2 Cas d'un opérateur intégrable. Problèmes d'optimisation
Nous supposons qu'il existe une fonctionnelle .1: U Tl.telle que \li(-II.) c ./'('11.), et nous posons le
protllèmell'optimisaüonsuivant
(12)
Définition n.7 On dit que la/01/CII01/1/elle.l est convexc st
vÀ E IO.lj VII. l' EU f(À'II t (1 - À)I'):S ÀJ(H) t (1 - À)./(I')
Définition ILS On dl! que la [onctionnellc .1 l'SI strictement convexe SI
"lÀ EjO.lI "1'11 fi' EU f(Au t (1 - À)!') < ÀJ(II) + (I - À).I(-u)
Définition II.9 On dit que Iii [onctionnellc .1 est [ortemcnt convexe de constante (J S,:
'<lÀEjO. II vn, l' EU .I(ÀII -+ (1 - À)1') :SÀ.I(II) t (1 - À).I(v) - a.À(I - À)IIII- 1111 2 / 2
Lemme II.7 Si la [onctionnelle J l'SI [ortcment convexe de constante a, alors elle est strictement
cm/vexe.
Définition II.10 On dit que la [onctionnrlle .1 est concave si -./ l'SI convexe.
Définition n.1I Soit./ une [onctionnellc détmi« sur Li, Of/ appelle domaine de J, l'ensemble
dom(.I) {II EU 1.1(-11) < t%}
Définition II.12 SOIt./ une [onctionnellr déf1flw sur U. On appelle épigraphe de J. t'ensemble
épi(J) {(n.ll) EU .I(U):SI/}
[1.2. Cas d'un opérateur Intégrabte. Problèmes d'optimisation Il
Définition Il.13 On da que la [oncttonncllc .1 l'Si propre .1'1.1'011 domutnc est non vide et .1'1 elle n'est
nulle pari éga!« li
Définition Il.l4 On dit que la tonctionnellc .1 est [ortement (respectivementfaiblement) semi-contmue
intérieurement (s.c.i.) si pour tout 1/ EU el pour toute suite d'éléments {"ttA-} c u te/le que 1/ 1/
(respectivement nA 'u(f(lIble)).
(13)
Onlü;tlllii de la même [açon la scnv-connnuité supérieure (s.c.s.) (fort« ou [aiblc) en remplaçant (13)
par
./(u)
5/./ cst scmi-continue ri la tois inféneurcmcnt et supérieuremern. alorsJ est conunue.
(14)
Lemme lUI Une {oncnonnetle,' est scnn-contmur mtérieurcmetu .1'1 cl seulement st son épigraphe
est terme.
Lemme Il.9 51./ l'SI une [oncttonnelle convexe. S.C.I. [orte. alors elle est s.c.i. faible.
Pour la preuve de ces deux lemmes. voir [111.
Définition Il.IS La ionctionnelle ./ est dit« "cocrcive sur u-': .1'1
• .l'ol/Uad eSl bom é,
.I(n)
C; 1.. , r......-.«;.....0011•. .l est convexe. s.c.i. el coercive sur u» alors il existe au moins
d'optimisation (12). SiJ 1'.1'/ stnctement convexe, alors ce minimum est
Pour la preuve. voir [l l ]. Chapitre II. Proposition 1.2
Définition Il.ln On dit que la [onctionnellr .I admet une dérivée directionnelle (ou dlfférenlielle au
sens de Gateauxt au pouu 1/ EU dans la dtrecuon l' si (J(lI 1 Il:1')- .1(11))/11 admet une limite quand
Il -, () (dans Jt). OJ(u;I').
Si pour tout l' EU, D./('/I; l') existe el si elle 1'.1'1une [orme linéaire continue de '/J, alors .1 l'si dite
ditfércnnabl« au sens de Gâteaux (G-ditférentwble) l'nu EU el il existe un élément noté .1'(11.) EU
te/que
l;h. EU D./(u;li) (J'(U).Ii)
Cel élément l'si appelé le gradient de J en u.
Définition n.17 On appelle sous-dstférentiel de J au point 1/. E dorn(./), l'ensemble
iJJ('Il) -c {l' EU' l'II' EU J(v) - J('Il) 2: (1'.1'-11)}.
(1) Tout élément /' de iJ.I(ll.) est lm sous-gradient de J au point 'Il
(II) si (JJ(u) f 0, a/ors J l'Si dite sous-différentiable IIU point 'IL •
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(iii) si J est différentiable. alors iJ.I(u) {J'(u)}.
Lemme Il.11 Si J est convexe. continue et finie en un point u. E U, alors .1 est sous-différentiable
en ce point.
Lemme II.12 Si J est convexe, sous-différentiable et '11,' est solution du problème d'optimisation (12).
alors
3,.' E a.lCu') tr 1!- u') 2:: () I:/u. E U· d
SiJ est différentiable. alors
I:/u EU·d (J'(U').II-U') 2::()
Réciproquement. ces conditions caractérisent les solutions de (12).
Pour la preuve de ces deux lemmes. voir [Ill.
Lemme II.n Soit .1 une fonctionnelle différentlable en tout point de U. Les conditions suivantes
sont équivalentes
ti) J est fortement convexe de constante a
(ii)
(hi)
I:/u. l' EU ./(11.)2:: .I(v) + (J'(u),n -11) t illn - 1111 2
1:/'11,. '/, E U (J'(u) - J'(-v), '1/ -11) 2:: a111! - vl1 2
La preuve de ce lemme se trouve dans 116, Chapitre XI.
Lemme Il.14 Si .1 est différentiable et à gradient Lipschitzien de constante J't, alors
1:/'11,V EU .1('11.) - J(v) ::S (J'(v). 'II, - v) + 411u - vll2
Preuve Pour tous 11 et 11. soit la fonction









Il.2. Cas d'un opérateur intégrahle. Problèmes d'optimisation
Lemme 11.15 Si la toncuonnelle .1 cst sous-dittércnnabl« et fortement convexe de constante '1., alors
Vu,'/I EU Vs E 0.1(1') .I(lI) 2: .1(1') t- (.,,71 - Il) t _1'11 2 (15)
et le sous-différentiel est un opérateur (multivoque) [ortcment monotone de constante (J., c'est-à-dire
'iU.VEU 'irEiJ.I(II.) 'isE/nel') (s-r.l'-u.);'='::1l111l-1'11 2 (16)
Preuve D'après la Définition TI.Y.on a
'if EIO. l ] 'i11.1' EU .IUlI 1 (1 - i),,) ::; t.Jell.) t- (J - t).I(I') -Ilt(] - 1)11'11 - 1'11 2/ 2
Par ailleurs. si 8 E iU(r). le premier membre ci-dessus est supérieur à .leI') + (8, i('11- l'» En
divisant par t. dans l'inégalité ainsi obtenue. puis en laissant te ndre r vers zérov on obtient t lS).
Enfin, en additionnant (15) écrit deux fois en intervertissant le rôle de /1 el,' (et de r et s), on
obtient (16). •
Lemme II.Hi Soit .1 une tonctionnelle alors If gradient J'('II.) vérifie l'liypothès« de
Dunn sur U'" avec la constante il .\1 'éI.\l'UIl'I'f1l'1f1 ,\1 il est monotone et Lipscliitnen de constante A.
Preuve (d'après 118])
1. On suppose que .I' vérifie l'hypothèse de Dunn avec la constante A. c'est-à-dire
En utilisant l'inégalité de Schwartz. on arrive à
liu-vii? -11,/ "111- Il''''"
Par conxéquent.v/" est hien monotone Lipschitzien de constante A.
2, On suppose maintenant que .I' est monotone Lipschitzien de constante A, On pose. pour :1'
donné,
17(11) .f(u) - .f(:r) - (J'(;rJ.lI-:r)
Comme ;" est monotone, II est positive et on a lI(:r) 0 et h'(:r) = O. On a donc
\/y EU'" h(:r) h(,1/ _
h(y) 1 \Ii'(y), t- 411 112
Cette dernière inégalité est une conséquence lie J'hypothèse de Lipschitz de J', Elle est obtenue
en appliquunt le résultat du Lemme 11.14. avec li -c- yeti' = J! -h'(y)/A On arrive donc à
\/:1'. il E U"I 17(1') ::; h(y) - hllh'(Y)112
En remplaçant II par son expression en fonction l!c.l, on obtient
V:I'.)/ EUad 0::; .I(y) -.1(:1')- (17)
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ct on a aussi
1c!:J;.y EU"" US ./(:r) - ./(y) - (J'(y).:1' - y) - - .1'(:1:)11 2
En additionnant ces deux dernières inégalités, on arrive à
V:I:,JJ E Ua" (J'(y) - .J'(:I'), y - :1') 2: *11./1(1J) - .1'(:1')11 2
Le gradient J' vérifie donc hien l'hypothèse de Dunn avec la constante A.
II.3 Cas d'un opérateur de point-selle
II.3.! Opérateur de point-selle quelconque
Nous considérons deux espaces de Hilbert U et P. Soient U'''' c u ct P'''' c P deux sous-ensembles
convexes fermés et <\> une fonctionnelle définie sur U x P. Le problème de recherche d'un point-selle
de la fonctionnelle <l> peul se formuler ainsi trouver (u*.p*) E ua" x pa" tel que
V1/,E U'''' Vp E P'''' 'PCn·.p) S <\>(1/,*.p')S <\>l7L.p*) (18)
Lemme Il.17 Soit <P : <p(1/,. l') une fonctionnelle différentiable convexe en '/1 (respectivement,
[ortement convexe en 1/, de constante a,ulllfi')rmi'ment en uJ,et concave en v (respectivement, fortement
concave en 'Ii de constante li, uniformement en 1/,). Alors, l'opérateur (n,v) (<P;,Cn, 1')' -<\>:,(11. v»)
est monotone (respectivement, fortement monotone de constante min(a.li»).
Pour la preuve. voir [91.
uopt X popt. c'est-il-dire, si et
sont aussi des points-selle.
en notant (Jort X popt l'ensemble des
alors [Jort = Û et popt = P.
Pour la preuve. voir [15. Chapitre 1Il.
Lemme Il.20 La fonctionnelle <\> admet au moins un point-selle sur Ua,l X pa" si et seulement si elle
vérifie l'égalité suivante
Pour la preuve. voir [3, Chapitre II].
Théorème B.21 Si <1> est convexe-concave, s.c. i. en 1/. pour tout 7)et s.c.s. en p pour tout 7L et si l'une
des deux conditions suivantes est vérifiée
11.3. Cas d'un opérateur de point-selle
(1) u-' etp·dsOIllI)()mJs
(II) il ct/srI' (ÎI.Ji) E u-: x FU' le/que
{<l>(n.IÎ) -<l>(û.fJ)}
alors <l'admet lm point-selle sur U·,I x p.'1
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Pour la preuve. voir l3. Chapitre Il]. Supposons maintenant ljue <l> est dérivable en Il et en fi. alors le
prnhlème(lR)derecherched'unpoint-sellede<l>estéljuivalentauxdeux inéquations variationnelles
suivantes trouver ('II'. p') EU"" X p.d tel que
Vu EU·"
'if! E P'"
II.3.2 Optimisation avec dualité
.p').'11 - Il') 2: 0
(<l>;,(71'.IJ').P-P'):.'-O (19)
En plus de l'espace de Hilbert U. nous introduisons un autre espace de Hilbert C identifié à son dual
C' appelé espace des contraintes. muni du produit scalaire C.·) et de nonne associée notée 11·11.
Définition ILl!! SOli (' un sous-ensemble de C. espace de Hilbert. 011 dit que (' est UII cône de
sommet ii si
'il] E C' 'i)'" )..,11 E C'
Par dctiniuon. -C {-IllE ('}. SI C'n(-C') {O}. alors :1' 2: .tJ
C une relation la strurturr d'espac« vectoriel. On
posiu] de Cel
Définition II.I9 On ilefmit le cône conjugu« C· de C par
C' {JiE C' 1 (Ii.1]):?:0 'il] E C}
E C dé/mil dans
alors (' If' c/m«






U --+C et nous posons le problème
(20)
u-:est un sous-ensemble convexe fermé de U et C est un cûne convexe fermé de C, d'intérieur non
vide. Nous notons
L(II..p) z: .I(!!) + (p. (-)('11.)) (21)
le Lagrangien associé au problème (2U) où p est un élément du cône conjugué C" de C Nous
supposons l'application (-) C-convexedans le sens suivant
\;III..f' EU 'ri)", E 10. Il )"'(-J(n) 1 (1- )..,)(-)(/1) - (-)()..,'II 1 (1 - )..,)'1') E C (22)
Celte propriété a pour conséquence le caractère convexe de la fonctionnelle 'Il >-> (p. (-')(Il)) pour
tout pEe'
Remarque II.4 Dans le cas des contraintes égalité, c'est-à-dire C = {Of. la propriété (22) revient à
dire que (-) est une application affine 0
Nous introduisons les conditions de quuliricution des contraintes connues aussi sous le nom des
condirions de Slatcr
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• H(U ad ) n inti -Cl le 0 dans le cas des contraintes inégalité
• li E int((-)(U ad )) dans le cas Iles contraintes égalité,
Théorème Il.22 Noustaisol/s!es!r:>7Jotlièsl'ssUlvWItI'S
(T).J est UTIe [onctionnrllc COI/vexe, semi-continur mtérieurcment ct coerC/ve sur U ad
tclDetmùion Il.L'»)
(ii) (-) est Csconvexe sur u» et telle que tafonctionnelle 1/.""'" (p.(-)(u.)) est semi-continuc
intérieurement pour tout n e C'
Alors. SI 12admet un point-selle (11',p') sur UU' x Cu c 'est-li-dire
V1IEU,d 'V1IE:(" C(II',p)::.L(Il·,[/):5:L(II.,p·i
alors 'II' est une solution du problème (2()j
Réciproquement, si Il' est une solution du problèm«
contraintes est vérifiée. alors il existe p" E (" tel que




Sous lcshvpothèses (1) et (ii) du Théorème ,[1.22 si .J et (-) sont differentiables. alors
Il'estso!utiOf/llUIJ//)I)I'''If/<'ILIII,H<'l,Il''''''-IJ/l'''',H
(.J'(II') " H'(II"l/i', Il, - III () VII E UU'
(p',(-)(1I')) c li H('I/') E-C (23)
Les conditions ci-dessus sont les conditions de Kuhn et Tucker pour le problème (2l1).
Remarque 11.5 Si de plus . .J et 8 sont différentiables sur u«. alors en remplaçant <1> par 12dans
(19). nous obtenons le système variationnel suivant trouver (u.',p') E UU' x C' tel que
V1IEUad
V/I E ("
(.1'(11') + H'('I/·)Tp' . IL- U.' ) 2'lI
(-(-)(I1').[I-p') 2'lI
En posunt z = ces deux inéquations variationnelles se réduisent à l'inéquation variationnelle
trouver EU"" x C' tel que
v;;E Ua" X C' (\fl(;;'),;; - ;;') 2' ()
L'opérateur \Ii(;;) est défini par
(24)
Sous les hypothèses "J convexe" et "H (:-convexe" le Lagrangien ,[(11.. [1) est une fonction convexe-
concave. À l'aide du résultat du Lemme 11.17, nous pouvons affirmer que l'opérateur \Ii de point-selle
défini par (24) est un opérateur monotone. 0
lIA. Principe du Problème Auxiliaire
Il.4 Principe du Problème Auxiliaire
HA.] Cas d'un opérateur non intégrable
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On considèrc une toncüon auxiliaire !\' qu'on choisit fortementconvexeéldifférentiahJe. et




Lemme 11.24 SI IÎ(I') l', 0/01',\ '11(I'il's!sO/itl/OIl rie t l ).
Pour la preuve. voir [SI, Ce lemme suggère I'ulgorithme de point fixe suivant
Algortthrne ILl
(I) Soi! = 0, choisir ,//0 E ua".
(/I) À l'étap« t: résoudre II' problèmr (25) avec l' c Il'
(26)
SOli u':: 1 la solution de ce problème.
(lit) Si 11/,-1 - Il'11 es! interieur il url seuil. /11I de l'olgonüune. SUWII retour au point (il) avec
t. -t L
1104.1.1 Cas d'un opérateur fortement monotone
Théorème 11.25
J, Sous les hypothèses "'1'
I[lest/()rlt'lJ1en!IIIOfIO!one
unique 1/.'
2, SI K' es! fortement monotone de constante i" alors il existe une solution unique 1 au
problème auxiliaire (20)
J, Si de plus \jJ l'SI Lipschuzren dt' constante ,1 et,
alors lu suite {,/,} engeudrPe pOl' l'Algonthmc Il.l cmIVl'T.c'5e [ortcment vers 11.'
Pour Ia prcuvev vuir jS].
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II.4.1.2 Cas d'un opérateur vérifiant l'hypothèse de Dunn
Théorème 11.26
2. Si de plus \jJ vérifie l'hypothèse de DU/IIIavec la constante A et
O<E < 2h/A
alors la suite {11F(n k ) } _ •... _.,,-J".- .....
d'nccumulaiion [aible de
l'our la preuve. voir [15, Chapitre III].
11.4.1.3 Cas d'un opérateur fortement monotone emboîté
(27)
On suppose que le problème variatiunnel (1) peut se formuler ainsi trouver (If;. "l1.î)E Uj" x Ut' tel
que
(\I,,(II.;.lI.î).nl -11.;) 20 'lUI EUf"
(,vz(n;·lI.î)· lLz-'llî) 20 \;fuz EUï" (28)
L'Algorithme 11.1s'écrit, en introduisant deux pas E, et et deux fonctions auxiliaires K, et I<z
Algorithme 11.2 (Parallèle) À l'étape 1.. connaissant 11.; et calculer et l'fi résolvant
les deux problèmes auxiliaires
(29)
(30)
La version séquentielle de l'Algorithme II.2 ""1/.1 avant IlZ" (respectivement "'II.zavant '11.,")consiste
à remplacer dans (30) uîpar 11.;-1 (respectivement. résoudre dabord LI{l), ensuite résoudre (29) en
remplaçant Il,; par'IL;·/).
Nous supposons l'opérateur \fi fortement monotone emboîté, c'est-à-dire
(i) l'opérateur "'Z(II.I''lLZ) est fortement monotone en '11'2 uniformément en 11.] . suit '1/,z(nJ! la
solution unique de l'inéquation variationnelle en '/1,2 paramétrée par 'ILl
(ii)l'opérateur
est fortement monotone en Iq
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Ceci se traduit par les propriétés suivantes
7'/11 E Url \1'/1z. E Uï" ('[JZ(II,. 1/.2) - Wz('IJ" - tllliz - 11 2
\7'11.].11; E ur" (ll(llJl- i!(II.;),nl - n'I) 2: l'lin] _11.;11 2
où 1 ct l' sont des constantes réelles strictement positives. Sous ces hypothèses. il existe une solution
unique au problème variationnel (28).
Nous également les hypothèses suivantes il existe lies constantes positives telles que.
pour tout 11,. 11.; E Ur" et pour tout IIZ· E Ur'
Il'lld'IIi.1I2) -WI(lIl l·lI.z)[1s:X[['I/.t -11.;[[
[!']I,(II,.1I2) - s:Ylillz -
Il'[lz(nl. 11z) -Wz(ll',.l/.z)11 S 2'1111.]-11',11
IIWz('/I/. I/.z)- Wz(nr. S '1I111.z -
IIK;('/IIl- /(;(11.',)11:::; Clln]-Iljll
- s nll1l.2 -
(K;(II,Il- K;(I/.',),'II.]-n']) 2: cll'll.l-n',ll z
- 'll.z -- 2: dllnz -
hypothèses ci-drssus. l'Algorithme 1I.2
bien dé/1II1l'. De plus. > 0)
0< EZ < 2IU/T I () < ê, < h(Ez)
alors la suite converge [ortement vers (nr.'II.îl.
Pour la preuve. voir [9].
Il.4.2 Cas d'un opérateur intégrable
Nous supposons qu'il existe une fonctionnelle ./ : U b telle que '1/('11. ) ./'(11.).et nous posons
le problème d'optimisation suivant
.1(11,) (31)
Lemme II.28 Soient F une [onctionnelle convexe et G·di{fërel/tiahle, et E une constante positive. Soit






alors 1/' est solution du problème (3/).
Pour la preuve, voir l6J.
Soit E > 0, et l,' une fonctionnelle convexe et G-liittérentiable. Nous considérons la fonctionnelle
(F'Hp) - EJ'(I')
Donc. si l'est solution lie (32), avec F = F' alors '(' est solution du problème (31). Ceci suggère
l'algorithme dc polnt-tixe suivant
Chap. II. Résultats Généraux. Notations
Algorithme Il.3
(i) SOIt k 0, choisir //0 EUu I
Iii) À l'étape k; résoudre le problème (25) avec l' -1/'
(34)
soit n k - I la solution de ce problème.
11Ii) Si 1 - .//.kllou Il,1('/1/,-1) - .I('/Ik) Il l'SI inférieur il 1111seui l, fm de l'algorithme, sinon retour
au point (II) avec k 11.
Remarque Il.6 L'Algorithme se déduit aussi de L'Algorithme II.! en remplaçant 'li par J' U
Théorème 11.29 Nous [oisons les hypothèse» suivantes
li) ,1 est coerctve. convexe, semi-contmuc intéru-uremcnt el oyant une Gnlértvée Lipschitzienne de
constante o4surUad
Ill) La [onctionnellc 1\' est convexe: sa G-dénvée l'SI fortement monotone de COliS tante I" el Lips-
clutrienne dc constante R
Alors ri existe une solution au problème (31) et le problème (34) admet une soluuon 1I!+1 unique.
(iii) Si E vérifie l'inégalité
O<E <2/ljA
alors la suite décroissante et converge vers J(n'). Tout point
est une solution du problème (31).
(iv) SI de plus J' est fortement monotone de constante 1/, sur ü'" alors n'est unique et la suue {'Il'}
converge [ortemrnt vers '/l',el
1 _ 1/'11 s (lj/l.)(Rj,: + 04)111/'" 1 - '/l'II (35)
L'inégalité (35) ci-dessus est une "majoration à posteriori de l'erreur" car Ilul.+ 1 _H'II est calculable
en ligne. La preuve de ce théorème se trouve dans [ïi].
Remarque 1I.7 Sous]' hypothèse ".1 est convexe et Lipschitzienne de constante il", le gradient J'
vérifie l'hypothèse de Dunn avec la constante A (voir le Lemme II.! fi). Par conséquent, avec le
résultat du Théorème II.26. on déduit que la suite {J'l'I/ k ) } converge fortement vers J'('Il'). 0
Il.4.3 Cas d'un opérateur de point-selle
Nous considérons deux espaces de Hilbert U et P. Soit <]>une fonctionnelle définie sur U x P telle
que 71. f-* <I>(n,p) est convexe et s.c.i. en 1/ uniformément en p et p f-* <I>(H,p) est concave et S.C.S.en
l' uniformément en u, Soient u- C U et pa,1 C P deux sous-ensembles convexes fermés. On pose
le problème (18) de recherche d'un point-selle de la fonctionnelle <1>. On suppose <1> différenüable en
u et en r. er on s'intéresse au système variationnel (19).
ITA. Principe du Problème Auxiliaire 2]
Lemme 11.30 Soit 1\ une toncuonncllcdétuue sur U x -p CiIIlveX("-COfll'(JV/' el ,bllhnllU)li!l'efi 1,' el en
que
Alors (u'. JI') est aussi un point-selle dl' <1> sur u» X pa<l
Pour la preuve. voir [6]. Ce lemme suggère l'algorithme itératif suivant en introduisant une fonction
auxiliaire..p(u,/J)·
Algorithme liA
(1) Soit A- = O. choisir ('/ID. IF) E u-' x pa<l
resouare te nrooicmc auxiuatre suivant trouver le point-selle ('/l" 1 de la
(iii) tm de t'ulgorithme si un certain degr« de précision est atteint, sillon retour au point (ii) avec
A--A-+1.
Comme on a deux variables, on peut utiliser un schéma de relaxation soit parallèle soir séquentiel.
La version séquentielle (1/ avant JI) peut s'écrire
Algorithme 11.5 Dans l'Algorithme lIA, remplacer le pas (ii) par les deux pas suivants
(li-a) résoudre le problème auxiliaire de minimisattan
soitu'"lullesolutioll
(li-b) résoudre le problème auxiliaire de maximisation
SOllp'41ulleSolu1101l.
II.4.3.1 Minimisation avec contraintes explicites. Algorithme à un niveau





ct nous appliquons l'Algorithme ITA avec <1> =f:,.leLagrangiendéfini par (21), pa<l
'f?(It,p)-I\(u)+(p,lfJ(n))
où f( et If; sont des fonctions de même nature que Jet (C.)respectivement.
(36)
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Algorithme lUi Dans l'Algoruhme lIA. poser '1> c L. P"" r " Le pas (II) s'interprète 11101'.1'
comme suit
(ii) résoudre le problème auxiliaire
{
min j{(l1) + (EJ'(I/') - 11:'(7/').11) t (.'/. (E(-)'(I/') -1f/(71')).II)
uE/tll l
Ij;(l1) /1;(1/') E -('
SOli '1/'" 1 une solutum et p" ' 1 un muiuphcatcur optimal associé ci III contramte ci-dessus.
Le théorème lie convergence lie cet algorithme est restreint au cas particulier où ua" U. (' - {O}
(contrainte égalité), .J,l{ quadratiques fortement convexes ct (-)ct li:aftines. On pose
.I(a) - Il)
lqa) -'j, B(II - y))
(-)(11) c D(u-ri)
I!!(a) = E(u-I')
où A ct R sont des opérateurs linéaires, symétriques el continus sur U, D et P; sont lies applications
linéaires continues lie U dans C et f. If, il et l' sont lies éléments lie U.
Théorème Il.31 Sous les hypothèses
(i) .1 et K sont tonement convexes et U el t,. sont surjectives,
( u ) DA-Ip;T t EA-1DT -DA-·1BA--1DT est tortement monotonesur C"
les puramètres E el (J de l'Algonthme Il.ti sont choisis ainsi E (J et
B - €A/2 est fortement monotone sur U
UA 1 ET i EA'[ DT - DA -1(8 + fA/2)A- 1 DT est fortement monotone sur C'
donné, l'Algortthmr II.o génère une suite unique {(n',p')} qui converge
du problème (JO).
La preuve lie ce théorème se trouve (lans l61.
11.4.3.2 Minimisation avec contraintes explicites. Algorithme à deux niveaux
Nous appliquons maintenant l'Algorithme 1l.5 pour la recherche d'un point-selle du Lagrangien L
avec le choix suivant de la fonction auxiliaire cp
Algorithme II.7 Dans F'Algoruhmr 11.5, poser 'J>-z- L p a,[ C' Le pas (ii) correspond alors aux
deux pas suivants
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(11-11) résoudre le problème ausüiairc en 1/
soit/l,!-lul1eso!ulÏol1.
(ii-li)
où P désigne la projection sur C' (.1'1 C {O}, T'est alors l'idenute].
Théorème II.32 Sous les hypothèses
ti) J' et I{' sont fortement monotones de constantes respectives fi. et h et LIpschitziennes de con-
stantcs respectives A el B:
(If) (-) est Csconvexc c: Lipsctutnennc de constante T'
(Ill) L admet un pouu-sellc (U',fI')
alors est LUI/que 'U!Tl existe et Il est I.u/lque: si de plus ë et /i vénticnt les condtttons
alorsla suite {H"} générée par l'Algonthme II. 7 converge vers If'. La suite {ri} est bornée et tout
point d'occumulation [aibte Ji est tel que (1/' ./1) est un point-selle du Lagrangien L.
La preuve de ce théorème se trouve dans 161.
Remarque ILR En choisissant !\' ct e = 1 dans l'Algorithme Il.7. on obtient l'Algorithme
d'Uzawa. Si on choisit f\'(1l) si u-: z- U. et si (-) est affine, alors le pas (ii-a) de
l'Algorithme 11.7s'écrit
et on retrouve l' Algorithme d'Arrow-Hurwicz.
Remarque II.9 La preuve de convergence de l'Algorithme Il.7 suppose la forte convexité de la
fonctinnnelle v/. ou alors la convexité de la fonctionnelle J et la "stabilité du Lagrangien en IL" [12,
Chapitre VlfIl uunt nous donnons la déünition plus loin. 0












1\/1,) -z- arg max Cf u.p)
]It,-("
La toncrionnellc A est concave et les inclusions suivantes sont toujours vraies
\:Ip* E puri ir« C IÎ(]!*)
\:11/' E [r"rl p"pl c P(u*)
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Lemme 11.33 La [onction duale A est dlfji;rel/[whle SI 1'[ seulement SI H(lÎ(p)) est un singleton pour
tout p E C'
Pour la preuve, voir 115, Chapitre Il]
Définition II.211 Le Lagrungien 12est stable en /1 SI
Vp' E pop' /Î(p') [TOP' (38)
C(u.p) -r- L(u.p) t
Remarque 11.10 Si .1 est strictement convexe en 1/" alors 12est stable en /1 et la t'onction duale A est
différentiable. 0
La stabilité en '/1 du Lagrangien permet de conclure sur la convergence au sens de la topologie faible
vers une solution du problème (20) comme le montre le lemme suivant.
Lemme 11.34 Soient '1/' E [TOP', p' E pop' el une suite {I/} bornee dans U',,' telle que L( /l' .p')
Alors, SI 12l'si stable el semi-conunu inteneurement en /1" tout point d'accumulation faible
{I/'} est Url élémel/[ de [TOp! el (Il.. p') est WI potnt-selle de 12
La preuve de ce lemme se trouve dans 1121,
Remarque Il.11 Quand la lonctionnelle .1 n'est pas fortement convexe sur ua", d'une part l'égalité
(3X) n'est pas garantie. Par conséquent. si la suite {pl} converge vers pop' on peut au mieux
n'est pas partout dittérentiable et la remise à jour des variables dans l'Algorithme 11.7 avec un pas p
fixe ou des pas rl ne tendant pas vers zéro n'est plus valable.
Dans le cas où la fonctionnelle .1 est convexe et le Lagrangien est stable en u; il faut utiliser des
"petits pas" ri e) dans la remise à jour des multiplicateurs /;' Des méthodes pour assurer la stabilité
du Lagrangien en /1 ont été étudiées dans [12, Chapitre VIIll. 0
Une manière de surmonter les difficultés liées à la non-stabilité du Lagrangien et la non-différennabilité
de la fonction duale est l'utilisation du Lagrangien augmenté, à la place du Lagrangien ordinaire r12,
Chapitre IX]. Cette "manipulation" correspond à une régularisation de la fonction duale A connue
sous le nom de la régularisation de Yosida ou de la transformation par proximité de Moreau.
1104.3.3 Lagrangien augmenté
Dans le cas des contraintes égalité (r' = JO}). le Lagrangien augmenté associé au problème (36) est
défini par
où/'estuneconstantestrictementpositive. Dans le cas des contraintes inégalité. on ramène formelle-






On définit dans ce cas le Lagrangien augmenté par
C(u.p) = J(n) + 1iJ,,(H(n).p)
Il .4. Pr fnvlpe du Au\ ilia irt'
(IP,);'WTI ) =. ll (l'+ rflj
($, TI) =- [mIl + d l} - JI ]Il
2.\
Lemme IL \ti SOl'!TI/ ,\ u'w {''''d'''''''l'lIe concave sur uu l'Vlf/lr .lt' li ll/N'rI ,\' r I c un ffrl Ilrrdl'm l'tI/
p o,"I II/. Sou it /11 {()fII:IIIIIlIlt'JlI' défmw pl,r
.. sur (A{II)- 1I:.r _ IIllz/2c)
'"
A /o r.f
(m) Â, ( ''' ) ;. Ae r ) ('1 /0 po m r,\' lIIilt, lUI' est (li/ t'JIll sont //' ,1 m fm l'.\ df'S 1/1'11..\ ('ii lé ,1
(N )
P our 1.. preuv e de deux lemme s. voir [12]
Remarque 11.12 La n ans tor maüon (39) I:sl vnnnue en Anal yse Convexe sous le nom de la
r égular lsano n Yosid a ou de ïa n anstorrnanon par proxmuré ue MnJt'au . Le (..agrangit'n augmenté
r orre xpund à la rt'gu laris;Jlinn dt' la toncnon uu ate ue nme r;u(.H ) comme le montre le théor ème
ct-après 0
C,{ fI.,, ) = ./ ( '1) +,p,( El{lI), pJ
"'" A, ''' f'' Nc/;ofl1'' 'll" dé{ime pur
(Ml)
0'1 tau /1'.\hYJ!Olh".lrS su.vnates
( t) J t' t / ('()II Vt'.l I' , ,l', ' r, sur un IJIH' e rl 0 ({m lni/ III I U '" 1'1Up,.d IlW t:tIIlt: sur /nUI bo m é B
conte nu d UlI. l' O , ( 'e,II ·i'l-I lIre,/ur
»s E 0 st.; "1'1.1' e C3 l.J(u) - .1( !!)1 ..:;Ll'dlll - 1'11
Chap. II. Résultats Généraux. Notations
(II) UadestlmméoulJien
(ùi) (-) est Crconvexe et Lipschitzienne de constante T sur un ouvert 0 contenant u«
(IV) la condition de qualification des contraintes est vérifiée.
Alors.
(i) La fonction A, définie par (40) est bien la régularisée -----<JU sens de (39)- de la fonction duale A
associée au problème (36)
(il) le Lagrangien augmenté a au moins un point-selle sur U ad X C"
(Iii) Le,1 L et L, ()11t le même ensemble de points-selle (f"PI x P"I' sur U a•1 X C' et
U,,,I respectivement
(IV) le Lagrangu-n augmenté L, est stable en /l,
Pour la preuve, voir [121.
Remarque Il.13 En l'absence de la forte convexité de la fonctionnelle J,l'utilisation du Lagrangien
augmenté à la place du Lagrangien ordinaire assure la différentiabilité de la nouvelle fonction duale
régularisée A" ce qui permet J'utilisation de grands pas p dans la mise à jour des multiplicateurs pl
ct assure en même temps la propriéré de stabilité en 'II.. u
Algorithme ILl! (Algorithme d'Uzawa)
(i} Choisir pO E C, poser À' = ()
(II) À l'étape k. résoudre le problème d'optirrusauou
.
soit'lI kunesolution'
(1I'i) mettre à JourpÀ par
p"1 = Tl + p(L;)I'(n'.pl)
p' (1-7) 1
(41)
(IV) fm de l'algorithme .1'/ Ilpl.. 1 -1/11 est intérieur ri un seuil, sinon k k + 1 et retour en (ii).
Théorème Il.38 Sous les hypothèses
(i ) .Fest cot/vexe, s.c.i. sur un ouvert 0 contenant U ad et Lipschitzienne sur tout ouvert borné B
contenu dans 0, c'est-ri-dire
"lB E 0 ,]LB "1'11,'1' E B IJ(n) - J(vJI :s:: Lull'll - vii
(il) .l'IUad n'est pas borné. alors
lIA. Principe du Prohlème Auxiliaire
(Ill) 8 est Ciconvexc el Lipsclutnenne de constonte T sur un ouvert (') contenant und
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('V) il exisu- un L, sur U"d x C* (ct' qUI est assuré SI la condition de
alors Il ex/ste une soluuon (non nécessrnrcnuuu tunqur ) au problème d'opumisauon (41). SI, dl' plus
() < fi < 2(
«noendrée nrtr l'A/,'on/hme [1.8 est bornée et tout point d'uccumulation
Pour la preuve, voir [7]
Dans le cas où E-) est additive par rapport une décomposition de U. on peut aussi proposer
l'algorithme suivant.
Algorithme II.9 À l 'étape t., connaissant /lA ('{;,J' calculer'ilA-r1 et[i f l par
1/- 1 [/ +(10);,(8('II111).[/)
= 1/ (1 -7) + 7TI([/ + cern'))
Théorème 11.39 Sou.\ les hypothèses
(1) .! est convexe, dlf1hentwhle. de dérivée Luischünenne de constante A sur u»
(II) A est C-convexe et Lipsclntnennr de constante T sur lin ouvert 0 contenant Und
(111) Il existe un nomt-sctte au Laeransnen
(IV) [(est convexe de constante li el ihfférentwble, dl' dérivee Lipschünenne sur tout
alors Il exist« une solunon unique au problème (42). SI, de plus
()< fi < 2(' .1'1 C = {n} (contraintes d'é galuë).
Cl< p ::; c SI C 1= {Cl} (contraintes d'tnégaiué),
tout point d'accumulauon dans
Pour la preuve, voir [7]
Chap. 11. Résultats Généraux. Notations
ILS Régularisation d'inéquations variationnelles
Comme nous l'avons déjà mentionné dans l'Introduction. il existe des opérateurs monotones non
Intégrables pour lesquels l' Agorithme bâti sur le Principe du Problème Auxiliaire ne converge pas vers
lasoIUlionduproblèmeposé(parexemple, l'opérateur de rotation de 7r/2 pour lequel l'Algorithme de
"gradient" diverge). Le but de la régularisation des inéquations variationnelles est de calculer, à partir
de l'opérateur monotone original, un upérarcur dir régularisé tel que la nouvelle inéquation variation-
nclle posée avec cet opérateur udruet tc même ensemble Je solutions que l'inéquation variationnelle
originalc.etqui vériûe certaines propriétés pour lesquelles il existe déjà un théorème de convergence.
On régularise l'inéquation variationnelle (1) où 'V est un opérateurmonotoneendélinissant
l'opérateur régularisé par
\[1-,(11)
où r est un réel strictement positifet'Ïi(n) est la solution unique du Problèrne variationncl
'I"'(u)E Ua" ('li(v(n» t iCl'(u) -ni. '1' - 0 rh E Ua"
el on pose le problème régularisé qui est maintenant sans contraintes trouver EU tel que
(43)
Lemme HAll SI est solution de (1), alors u' est aussi solution de (43) et réciproquement.
Lemme lIAI Si \l'est monotone, alors 'V., vërifie î'lrypothès« de Dunn avec la constante i.
La preuve de ces deux lemmes se trouve dans [151.
Au lieu d'appliquer directement à l'opérateur 'l' j'Algorithme ILL on pourrait l'appliquer à
l'opérateur régularisé \jJ" qui vérifie l'hypothèse Je Dunn
Algorithme n.IIl À l'étape k. connaissant Il,' et '1,1 calculer '1114 1 comme la solution du problème
auxtluurc
t (\(l'(U I) - ;[{'(II' ).11)] (44)
où \jJ-,('I/) ,(-II' - vh 1), '1',41 étant la solution de l'inéquation variationnelle
(45)
Théorème HA2 Si le problème variationnel (1) admet une solution sachant que w-y vérifie
l'hypothèse de Dunn avec la constante ,. si 1\" est [ortement monotone et Lipschitzienne de constantes
respectivesli et B, alors il existe une solution unique u"] au problème auxiliaire (44). Si de plus
alors la suite {\jJ-,(u
'')}
converge vers 0; la suite
des problèmes (1) et (43).
fortement vers \jJ'1'(n') = 0, ce qui signifie que Ilul - 'Il. 111
est bornée et tout point d'accumulationfaible de {n k } est solution
L'algorithme que nous proposons par la suite calcule nI . 1 de la même manière que l'Algorithme IL10
par contre pour le calcul dellI-l, on ne passe plus par la résolution exacte de l'inéquation variation-
nelle (45) mais seulement par la résolution d'un problème auxiliaire de minimisation.
11.6, Nouvel algorithme de résolution/régularisation
II.6 Nouvel algorithme de résolution/régularisation
29
Algorithme II.Il (Parallèle en (n. p)) À l'hape 1.:, connaissant '/lAet 1,A calculer I(A.I el l,A,1 l'fi
résolvant les problèmes auxiliaires
1 (;(/lk -P') -
n,.lin [.!.L(P) 1-/'[I(pk) t ;(pA - Il') - .!.L'(I,I). v)]
(J \ (J
Algorithme Il.12 (Séquentiel pavant 1l) À l'étape k, COWW/S,WUlI pA el /lA calculer '1,/. 1 el /lAt 1







t "i(I" - 1/./') - 1)]
_ pA-l) _
L'opérateur glohal [(u,(') présent à chaque pas d'itération de l'algorithme ci-dessus s'écrit
I"(n, p) = (
Il a la particularité de vérifier les propriétés suivantes
(i) A(n, v) est fortement monotone en /1 uniformément en» .
(ii) B(/I,,'p) est tiJrtementmonoloneen'punitiJrmémcntenll'
(iii) l' vériûe l'hypothèse de Dunn partielle par rapport il sa première composante avec la constante
[,àsavoir
V(n. v), (ni. 11') EUx U'HI (A ('II.. 'p) - A(/I'.I/). /1 - /l')
j (B('II.. l') - si«. 'p/), v - 'Ii)
(iv) Ijloy(/I.) = A(n. où Ii(n) est la solution unique du problème
(B(u, '1'('11)). V - V(lI)) 2 () V'P E u-'
vérifie l'hypothèse de Dunn avec la constante!
Les propriétés (i) (ii) et (iii) sont évidentes (Ill est supposée monotone). La propriété (iv) est une
conséquence immédiate de la propriété (iii) (Lemme 1T.3). Nous démontrons ci-dessous cette dernière
propriété.
(A('II.. 'p) - A(n', '1").11_/1,') + (B(n.p) - B(II'. pl). '11 - '1/)
-((('11- v) - (n/ - 1").11- 'II') t "j(v -11) - (-u' -n'),v - v')
Chap. II. Résultats Généraux. Notations
Dan-, le chapitre suivant, nous démontrons la convergence Je l'Algorithme ILl 1 dans le cas J'un
r non nécessairement issu Je la régularisation el qui vérine les hypothèses (ii) et (iii)
Chapitre III
Hypothèse de Dunn Partielle et Forte
Monotonie au Premier Niveau
III.l Algorithme parallèle
Dans cc chapitre. nous montrons la convergence de l'Algorithme bâti sur le Principe du Problème
Auxiliaire pour un opérateur défini sur le produit de deux espaces et qui vérifie la forte monotonie
au premier niveau et l'hypothèse de Dunn partielle par rapport à sa première composante. Le pre-
nucr paragruphe est consacré au cas de la résolution d'un système composé u'unc équarion ct d'une
inéquation variationnelle. Dans le second paragraphe, un x'inréresse au cas où l'algorithme est appliqué
àlarésolutiond'unsystèmededeux inéquations variationnelles.
Nous considérons deux espaces de Hilbert 1..1 et 1J, de dimension quelconque (éventuellement
infinie) et munis d'un produit scalaire noté (... )
Les topologies torre et faible sont des topologies associées respectivement il la norme Il.11 = ( .. ) 1/2
et au produit scalaire et 1..1* et V' sont leurs duaux respectifs.
Soient u» C 1..1 et 1Jad C V deux sous-ensembles convexes fermés. Soit T une application de
1..1 x V duns 1..1' x V'. L'opérateur A (respectivement B) désigne la composition Lier avec la projection
sur 1..1* (respectivement sur V'). Nous posons le problème variationnel suivant trouver
EUa" x Vad tel que
(1)
Nous noterons 'iï(u) la solution paramétrée par 1/ de l'inéquation variationnelle suivante
ii(u) E V,,,I tel que
() V'I' E 1Jad
Nous définissons l'opérateur Sî(lI) par
S/(n) -r;
Remarque TILl Nous considérons l'Inéquution variationnelle en /1, suivante trouver 11.* E u» tel
que
(SI(I/').il-II'):-- () \l'li E U ad (2)
Soit 11* une solution de (2) et 1'* .z; i{II') , alors ('11*'/") est une solution du problème variationnel (1)
(voir Lemme 11.5). 0
:\1
:12 C ha p. III . lI yp ulh i-St"II\' n U" " ParlÎl' lIe I."t Fur lt' !\I"nnt"n il." a il l' r r rnin :\ï n- a u
AIj.;oril hnU' 111.1 (P a ralti.>ll't'Il (TI. l -)) A l' (:tul'f' 1... L'ormm,umfl ll j, t'1 1,4 H l lcu lu ,t4" 1 " ' I,UI 1'11
r esolvant II'.\' p",IJ/enl l'.\' 11IJ..1I/,m rl' ,\ de mmllJJl.wrlllrl
Pour ta preuve LIe la convergence de l'A lgorithme lIU . nous faisons sutvanres il
...xis rt' LIes constantes po.'>ilhes tette s que . 'V'II , li2 E U ..I t:I \fvl ' !!2 E V" (
IIA (u' ,l 'll - A (l i ] " >.d ll
IIB(lq ."iJ - 6 (1j,l ." 1l11
IIB(ill . ll il -6{ 11 1. llz)1
IIK'(ll ll - 1\"( 112)11
IIL'( I'r) - L'( r'2,)11
(6 (1/1' "1) - 6 (111 . 1'1), fil - T'Ü
(A·'( llil - A·'(TlZl. 1L1 - 112)
(L'(ll j ) - L' ( ' ·Û . 1!1 - "z)
YII!!] - 1!211
Zilui - 11 1
T II1'1 - lIl ll
Cllll - Tl211
0 111" - 1'211
tllv, -llzllz
cll" l -"l I12
rlll" 1 - 1I2 111
(A (U(. /lI) - A (uz, I'Z). 1I1 -r ua}
-+ (6 (Il r,I 'I ) - 6 ( 1I2, I'Z), 111 - ''Z> 2: - A (1j,2. i'.!) IIZ O l
Remarque 111.2 Dans le cas ou t'o pèrarcur glullal r est l'opé rateur de l'ulg rmth tuc L1c r ésolu-
simultanées . c'es t- à-cire
( A(".,,) ) (r(1 l.l' ) = l'(u , 1') =
le, co nstantes Y Z. Tel / sont esrimé e-, il Y =-1, Z = '), T = .4 ... ., et'= '1 o
Remarque II I..' L'h ypoth èse (3 ) Ile Dun n pameue la u mSlamc 'Y cr uraîne la pro prié t é LIe Dunn
(Je t'opéra teur Il avec la m ême cons tante ) (15 . l ...-mme 111.10 . p_ :16]. 0
Lemme 111.1 Sous lr s h}po'lIe sr .l
où S' Z I f.. Dans II' eus où l' Ol'à lll..ur glolkJ! r l'S/ l 'opérateur dl' l 'cügoruhm e de
stmu ltanées. S "'" l.
Pre uve " 1 =-j;(l l l) el V2= j' (11Z). Ces éléme nts v énnenr respcc u vemenrIe s deux in équ ation s
(B(ll[, 1JJl, li - 1'1) 2:.0 'il! E V'''I
(B {1I1, 1':1) , l' - Ill ) ?: 0 'i " E V" 1
(4)
(5)
111.2. dt' l' Algnr ilholt" 111.1 da ns le rus particulier uù V'" = V
D'un e pert .
l]
d'a une par t.
Par con séque nt.
111.2 Co nverge nce de l'Algori thme 111.1da ns le cas pa rt icu lier où v au = V
111.2 Sousles du il pa rtsr de (,/ 1.,,0) € U..l X v.>ot l'Algortlhtni' 111 1 NI
gl:/IIl rl" 11tIt' sunr {("l. Iii)} Inrn d<'flll lt' . De pl UJ, tille fl>//CI/(m f clip oltll1m CI'UII n
1'1 dt' fi "di t' '1111'. P'''H "!II I II > 0 ('/ SI
11/0' .\ /( n , I' ) > tl Ile
2'l,lt
Il < f' < Tl (I +lt)
n < E < f('l,p )
(6)
(7)
Illon est oo mie N /(Ju/l'm m ,J'/In ' lImufll/ f()/1 (w h/eu dl' la I lille {ll } t'sI W !U/WII
11t'/21.
l{eol>u tlut' 111.4 La tor ne maximale sur fi u nît lie façon monotone de D!I 2rJ.t (T2 lorsque a passe de
o il +"" , txmc.uu f'I>l111 dt' vue de (6), le Il optimale st vers l "" , Cependant . ce d x)ix esr d ëtavoratëe
il (7 ) puisque f{u. p) rend vers () quand (Jo fend vers +"0 . D'autr e pan , quand fi s'a pprocne lie sa
l1orne:maximale, la borne supc:rit;:urt:de c tend Ve:IS D. Celle-ct t'st maxrmate pour au moins une valeur
LIe l' jll,2r.rdl( T! (1 + " li. En appetanr Jo: domatne dt' convergence u énm par (6) er (7), on
onuenr un domaine LIe convergence maximal avec D "- U D" . 0
..'11:'\10 /
Preuve Nous érnvo ns les conotuc os nécess atre, e:t sutnsan tcs u'opumaüt é vénn ées par 1/' , v'
,; 1 ii(UI),l lk1"1 c:t 1,1"1
(A (li ' ,TI'J, lI -li' ) 2: o '0'1/E U>d ( 8)
(0( ,,'). 11-fi' ) 2: 0 Iflt Etr" (9)
B(It ' , ,, ' ) = 0 (l0)
B (U' , l Vt ) =0 ( I l )
_ K '(nl') , 11_ 11'-0-1)] + {A{lI' , '1'*),11 _ !t h l} 2: () Ifl' E U '" (12)
[L'(vlo l ) _ L'(t' t )j + B(" I , lIk) = () (13)
34 Chap. III. Hypothèse de Dunn Partielle et Forte Monotonie au Premier Niveau
Soit la fonction de Lyapounov <\> définie par <P(n, l') -z; (1)1 (u) + <\>2('1i) t <P,(u, 'l') où
<1>1(U) = [K(n*) -ll(n) - (1"'-'('1[,),'1[,* -n)]
<\>2(/1) = [L('I'*) - L('I') - (L'(/I), '1'* -l')]
<1',('1[" l') [L(v(n)) - L(v) - (L'('I'),'v(n) -l')]
où (1 est une constante strictement positive,
1 = 1) - <PleUk)
[K('n') - 1) _ (K'(71!'),71' -11.'.1)] t [(K'(nk) _ K'('II!TI),71* _
La forte monotonie de /{'mèneà
81
En utilisant l'inégalité (12) avec Il = '11* nous arrivons à
82:S (A('n',l'k),u*-'II!·'I)
et en prenant 'II u'-I dans l'inégalité (X), nous arrivons à la relation suivante




Comme l'opérateur global vérifie l'hypothèse de Ounn partielle (3), nous obtenons l'inégalité suivante
H2 :s -A(1/',v*)11 2
t (A(u'.'I") - A(u*.v'),'n' - '11'+1) + (B(n'. p') - B('II*.v*).v' - v*)
Nous arrivons donc à l'inégalité suivante
1 _ '11'11 2 _ 'l'k) - A('II*, 11*)112
t IIA('n'."J) -A(u*, p*)llllu'·1 - '11'11 + (B('II',v k ) - B(n*.v*),v k - v*)
D'uutre part,
= <1>2('u'-1) - <P2('p' )
[[(v') - L(V'i 1) _ (L'(v'),/I' _ '/l'" 1)] + [(L'(11') _ L'(V'+I),V* _lIA'd)]
La forte monotonie de L' mène à
En utilisant les égalités (10) et (13), nous arrivons à
84 -z- (B(u k . I" ) - B(u*.'p*).v* _ Il') + (B('II!.v'),'I/ _ v'-I)
111.2, Conv er genc e dt' 111.1 dans It' cas pa rl iruli t'r "ù V' d = V
À nouv pouvons écnre
." = (B(,/. ,") _ 8( 'lIJ " é ).," _jJ' - I}
s _ 1 _ vi II
amvonc uonc à J'inéga hl" suivante
Nous nnale ment li
_ _ ..., ' Jk) _ A('j' , u' )lIl
1IIA(I,1,l' ( ) - A(,,' "")11,,'+1- 1,1. J1 1TII"l - ",I. IIII"J<I - 11'11
l '" 'I., ( ,/ t l "I ll ) _
7, [L(III" - I ) - L(w l ) + L(lI') - J,(,.lt l ) - (L'(T,l t l ). 1/,' '''1 _ " I t l} + _ "J)j
[L( I,l ) _ L(I,l t l) _ (L'( t,t).ll _ ,,1.+1 )]
+ 7. - L(l(ll ) + (L' ( , ,4), ",4 _ " l"' l ) _ ([ / (I,'+I ).•"'-H _ T,4- ll]
- t,Jill -1 ;; [ (1:(., 1) - L' (I/ ' 1).11'" - Il"+1}]
A l ' aiue des égaütés (11)1;':1 ( 1) . no us arrivlll1s li
, r(B(fl i , lI i ). W' _ " I - Il
n {B (" I , "l ) _ B(,,' . ",' ), ,,,' _ . ,4) + 11(5(,,1. I,k) _ 8 (lIk w' ), Ill, _ ll t l}
_1l,1I,,1 _ Il' l1l2...flTII,,. _ - 1,1. 11
Pal ameurs.
D I.IIl C
À l' aille du r ésuuat du Lemme Hl.L nous J
1\
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Par conséquent.
< 1- '1'1.11 2 - ntill" _11'1.11 2+ nTII'I" -w'11111,,-1 - v'll
-+ _ '11'11 2+ 1111'-+ 1 _ Il'11 [11'1(,' - 1"11 t 111'1.· 1-1" Il]
Nous arrivons finalement à
t:.t41 <f>(l/'-'ll'k-l) _<f>('I/.'.'l'k)
( n D S'2 _!..,.) 111L'-1 _ 'If,'112 _ (1 t n)lilll"·1 _l,k112 _ crtllll'_ 'l[)k1122p 2é 2p
_ ,0") - A(U.*.1'*)112 t IIA(u'.1'1.) - A(u*,I'*)llllu'4 1_ ukll
+ Il'11'·1 _ Il'Il [11'11" _ l" Il + Il'1''-1 - l" Il]
t (1 t n)TIII'I, _11"11111'1-1_'1"'11
où (')T (IIA('II',P") -A('II'*"I'*)II.II'I" - wkll. lI'I"+l _ v' II. II'II! +1_'n'II)et où M est la matrice
symétrique suivante
-1












Nous montrons maintenant qu'il est possible de choisir les paramètres pet E de telle sorte que la matrice
M soit définie positive. Cette dernière propriété se traduit par les quatre conditions suivantes
2 1 0 1- > 0 Î > (J
Î (J 20:1




lil(a,p) = li 21yt
(J -(1 t n)T
o 1
-(1 j- a)T = 2(1 j--
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Le deuxième terme ci-dessus s'avère être égal à Quand au premier, il est développé
par rapport à la dernière ligne. On obtient alors
La condition (17) est vérifiée pour p tel que
2üdt
0< P < P( 1 +a)
(19)
(20)
Pour p vériJiant cette dernière condition, la condition (19) peut se traduire par la nouvelle condition
où
0<[ < f(n,p)
. 2r P\ :rl1(n , p)
rP2(2oD5'2 t-r/l)rl1(O,/I)+4a2D2,C,'2(2{I(nt +-(1 +0:)1')+(1 +rr)ri)
(21)
Nous pouvons donc conclure que sous lex conditions (20) ct (21), la matrice M est définie positive,
Par conséquent, est négatif La suite {<l'(n','I''')} = {<Pd'll") + <P2 ('I" ) +o<I>,(1L',v')} est
décroissante.
De (14), (15) et (16), nous déduisons que
Donc,
il' Chap. III. Hypothèse de Dunn Partielle et Fork Monotonie au Premier Niveau
La suite '!l('II'. 1'/') est donc posiuve uécroissantc. elle est alors convergente ct la dirtércnce cntrc deux
termes consécutifs tend nécessairement versO. Nous en déduisons donc que la suite {('}
tortemcnr (O.O.O.O)T C'est-à-dire que IIA('II'.,,") -A('II'.I")II,III" -w"II.II'II"j - et
Il'1''+ 1 - convergent fortement vers O. Comme la suite {'l)('III..Il)} est convergente. elle est
bornée et nous pouvons affirmer que la suite {Ill', l"} engendrée par l'Algorithme III. 1 est bornée. La
suite {'II'!"} définie à partir de '11.' par Il'' <1,,1 :;;('11') est aussi bornée. Soit ïï un point d'accumulation
faible de la suite {'II/'}. nous considérons la sous-suite {k,} telle que {'IIl' , } converge faiblement vers
Ti. Nous montrons maintenant quc F vériûe lInéquation variationnelle (l)
D'une pan. nous avons
-A('II',I")II convergent tous les deux fortement vers O. il en est
l'hypothèse de Dunn avec la constante -). nous pouvons écrire
(S/(n) -\lCII"j.ïï-II") 2:
Comme 'II" convcrgc Iaiblcmcnt vers F et
vers 1/('11'). par passage à la limite
pouvons déduire l'égalité
comme nous venons de le voir, converge Iorternent
tendversl'infinidansladernièreinéljuation.nuus
I/(u) = 1/('11')
Par ailleurs, l'inéquation variationnelle (l2) a pour conséquence
-11'1111'11 - Il.'-111
Par passage à la limite dans la dernière inégalité pour la sous-suite {k,} et du fait que A('II',,,")
converge fortement vers A('II'. ,,,*) \1('11*) ct qui n'est autre que \1(u). nous obtenons
(22)
La relation (22) est équivalente à la condition nécessaire et suffisante d'optimalité du couple (ïI,i/(u)
(cf. Remarque !ILl). •
111.3 Convergence de l'Algorithme I1LI en présence de contraintes de type
vau
Théorème 111.3 Sous les hypothèses du à partir de (uo. 1,0) E u» X Va<l, l'Algorithme lIl.i en-
gendre une suite {('II.'.1'!)} bien définie. De plus, il existe une [onction !J dépendant d'un paramètre (;
et de fi telle que. pour tout Il> 0 et si
2IHft
Il < fi < Tl(l + Il) (23)
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alors y(n.!I) > 0, et 1'/ de plus
O<f <Y(II.n)
alors la suite {(1/, vk)} est bornée et tout point d'accumulation faible Tl de la suite {11'} est solution
de (2).









1 (A('II". '[11),1/ - 1/.'+ 1) 2':0 I;hl, E Uud (28)
[(L'Ct/ I ) - L'('I"),I' - 1)] + (13('1/1,1"),11 _l'" 1) 2':0 \;f[l EVa" (29)
Soit la fonction Je Lyapounov <pdéfinie par <1>('11.,'1') = </>ICI/,) t <1>2(V) t <P,('II..I') + </>4(11.,'1') où
<PI ('11.) -z- [1"('11.*) - 1\"(11.) - (A'('II.),1I." - 11)]
<Pz (11) [(,('/I*) - L(v) - (L'(1').I'" - v)]





où a est une constante strictement positive. Cette fonction Je Lyapounov n'est pas différente Je la
précédente (voir }j1lI.2)Jans la mesure où <P4 '= 0 lorsque V·d = V. On a
= <1>1(11.,·1) - eJ>1(n')
[K(uk) _ [{(Uk- I) _ (f{'(u'), n' _ n't 1)] + [(J('(nk) _ ]('('1/'+1),11*_ Uk-rl)]
La forte monotonie Je K' mène à
En utilisant l'inégalité (lX) avec 11 = '11.* nous arrivons à
et en prenant 'Il = Jans l'inégalité (24), nous arrivons à la relation suivante
Comme ['opérateur global vérifie l'hypothèse Je Dunn partielle (::1), nous obtenons l'inégalité suivante
82 s; -A(11*,V*)11 2
+ (A(1l','l) -A(n",'u*),'II' _nl.-t-I) + (B(n',1/) -13(n*,11*),1" -v*)
Chap. III. Hypoth èse de [)UIHl Pa rti t'Ik et Fert e Mnnotnnle au l' rem il'r !'Ilheau
arrivons donc finalem ent à
- ft"IH'+1_ " l lll_ - ..4(,, ' , 1,' ) 11 2
+ liA ( iii ,1/) - A(11·,I!·)11,,1. +1- u' ll + (6(1( 4, 1,1) _ 6 (11' ,11') , 111., - ,,' )
D'aUlft:part .
(6l)t+ 1 1>2(1,1.,+ 1) -1>2(l l )
7. [L ( II' ) - [ (l)HI ) - (L' (" I) , l 'l, _ vH I )] + f, [ (L' (I J" ) - L' (lJl,+I), lI' - , .1"' 1; ]
L a torre monotome ..fe L' mène à
",:5 - i nl,l,+1_ 111.112
En uunsan rtes inég<llités (25) avec ,, = l" "-"1 (29) avec 11= l" nous :UTIVl.ns il
(6(111,/,1) ,1" - 1,1- 1)
:os; (6 (,, 1. 1,1) - 6 ( 11 ' , ,,' ) , v' - ,,1) + (6 {'11, 1,1), ,,' _ 1/ +1)
Nous pou vons ëcnre ..1<: la manière suivant...
", = . Vl ) 6 (11' , ,/ ). 1,1 _ l ,l f l) + (6 (,,1, U," ),l,' _ ,i .,.l >
:os; T II" I _ II ,l llll" l f l _ ul,U + (6 (TlI 'l' I ),I,I. -,,'''' I)
Nous arrivons dune à l'i négalité
1 :os; _ , ,1.,111 + (6 (1.4. 1,l ) _ 6 (1I' , 11' ),V' _ Ill )
+ T lll ,1 _ u" 11I1,1+1 _ .,lll + (6( ,,1, ,,, I ) , l ,l _ "h l)
Nous aboutissons n natemcnr il
(l':.d:... 1 t- (1':.2): +1 :::: _ "/' 112 _ _ 1I1,112 - - ..4(11' , 11') 12
+ Il..4(,' , tl ) _ A(u' ,II' )IIII" l f l _ " i ll + TII"J _ 111,111 11,, 41 1 _ ".III
+(6 (1I" ,,, l ) ,, ,I _ ,,tl 1)
Par ail leurs .
(1':.,);+1 ..= '1>,(11111 l,h l ) _ <I> ' (lI ' , l " )
"'- [L (w" "' I ) _ [,(11'1') + L (l ,i ) _ U ,/ d l _ (L'(lI l + I ) , lI' o. l _ Vl ' I ) + (L'(l,.t) ,W" - v t »)
= ; [L( I" ) - L{IJl - l) - (l/ ( I" f,l'l. - 1,1+1)]
+ [ L (", l ' 1) _ L{ II.' ) + {L' (l ,l), II" _ 1,'1 1} _ ( L'( " i ...I), _ Vi i i)]
_ '/' Ill + 7, [(L'( t,! ) - L ' ( l)l.+I ) , ,,,1._ ,,1.+1)1
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À l'aide des inégalités (27) avec (1 1)·1 et (29) avec l' Il,1.
Par ailleurs,
Donc,
À l'aide du résultat du Lemme IILl. nous arrivons à
Par conséquent.
_/1'11 2 -ntll'I" _'11"11 2 1-IlTII/I'_11,'1111'1',·1 -1,.'11
1- _ '/l" 11 2 t _ Il'11 [11'11" _ '1"11 + - '111.11]
D'autre part.
(5('1L',1. (1',,1), - 1/'" l ') _ (5(11',1/").1" _ ",')
_ (5(1l'>1'([1/.-1), /1'-1 - Il''-1) t (5('11,'. 1/"). 1- '/l') - (B(Il' .IL/'). pATI _ '/I,k)
Nous pouvons écrire de la manière suivante
+ (5(u k - 1 '11,1)
-'l" i -'II'! 1'([1'
_'/l' +-'11' -u,' +Il'' _""k,l)
-v'li f Il'('' _ ""11] - tll'/l" i 1 _ '11/11 2
+ ZII'/Ik+l _ '/tkli /l'II+ Il'1'' - HI'" Il t ,','1111.'·1 - '/l" Il]
?'SlIu' cl _ 7/11 21 crs 1Z)II'/I,'-I _1/11 [II/I,"cl _ '/''"11 t Il'l'k _ '/1"11]
Grâce à l'inégalité (27) traduisant l'optimalité de ",', nous déduisons l'inégalité ci-dessous
42 Cha p. III. IIJ putht-st.' Dun., t'I Fo rlI' MUllutunil' a u Pn'Olier ['IiÏ\ cau
Paf conséq uent.
{Ù 4) :+J .s: 1 _ 1141,1 + (TS-+ Z )lllI h l _11' 1
... (B(1l', ,,,I.) , I)I.+1 - VI }
xou s amvon s finalement il
<p(" t+ 1 1,4+ 1) _ 4>(1/ , 1'4)
( Z8 -1nDS2 ( I-+ <I:) d ill" "' I _ "'1I1_at llv4 _w"1I12f! z- 2p
- - IIA I"-_ ' " - AI"' " I II' t-IIA(u",,/ ) - A(U', I'")III1,é"'l _1/411
1 (TS-+Z-1 Il,,' _1_ Il' 1(11,1- "l ll 1111,4-1 - ,,4111
-+( 1 -+(1)7' 111'1._ Il,'11111,' ''1_ ,,'II
=-






- ( 1 -+ Il)1'
- (1 +u)T ( - T S _ Z _
( DS)
( ' "DS' )--- -22S'e l'
NllUSmon trons mamrenam qu' il est de ..:hllisir les paramètr es /' el r oe telle sorte que la ma trice
,lA' d éfinie posmve. Ce lle .ktnii:fe (l"' pri':l': se trad uit pa r les quatre condiu ons suiva ntes
1





d .{n,l') = (1 2nt
1) -( 1+ ,,)1'
11 1( 1 )T
2(11 n)PI(p)
- l IT ... ---
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Zivt. -(Il ( -TS' _ 7, _
-(1 +n)T (J +fiO)d ( -TS _ Z_
(-Ts,-z- n78) -2ZS)
20/ -(1 t o)T
-(1 +n)T (1 t n)d
Il
-1 (-T." _Z _ (-TS _Z_ ..,,)
Le deuxième terme ci-dessus s'avère être égal à -rri,(n'fi)/2. Quand au premier, il est développé
par rapport à la dernière ligne. On obtient alnrs
ô.li) (oDS +TS t Z) x
• "fi
(1
20t. (-TS.'- Z- °7S ) 1-1-<1' n)T (-CS -z - 1)
-(J+n)T (_TS_Z_ n D S ) (I+(l)d (_TS_Z_ n D S )
fi Il fi
+ (!.:. _ oDS2 _ 2Z8 _1) ri,(n. fi)
E fi 2
(nDS + fi(T8 +Z»)2 (2f1(nf f (1 +- n)T) t (1 + n)d)
1 (!.:. - (1)S·2 _ 2ZS _ 2) d,ln. fi)
E Il 2
La condition (4) est vérifiée pour Il tel que
2ndt
o < fi < T2( 1+ n)
(6)
(37)
Pour fi vérifiant cette dernière condition.Ta condition (36) peul se traduire par la nouvelle condition
où
()< E < .'f(n.fi)
y(n. fi) _ fi)
!fl(n.fi) ,/ [2(lDS'2 +11(4Z8 + ,·)]d,(a.fi)
f 4 [nns +-fI(T5' + Z)]2 [2fi(nt +-(1 +-a)T) + (1 +n)d]
(38)
Chap. [II. Hypothèse de Dunn Partielle et Forte Monotonie au Premier Niveau
Nous pouvons donc conclure que sous les conditions (37) et (:'\8), la matrice JV{ est définie positive.
Par conséquent, est négatif. La suite {<I>(II À l'k)} «I>I(nl,) t (1)Z(I,k)+ <I>'(II À 'Il)} est
décroissante.





Dune, comme <l>4(UÀ . " ,, : ) est positive.
La suite <1>(1/k v' ) est donc positive décroixxanre, elle est alorsconvergentectiaditlérencccntrelleux
termes consécutifs tend nécessairement vers O. Nous en déduisons donc que la suite {(k) converge
fortement (O,O,O,of C'est-à-dire que IIA(nk!,k) - A('II.*.v*)II, Il'1/ - w'll, - nkll et
1111'-1 - convergent fortement vers O. Comme la suite {<I>(nÀ,v')} est convergente, elle est
bornée et nous pouvons affirmer que la suite {II', I,k} engendrée par l'Algorithme IlL! est bornée. La
suite {Ill} définie à partir de '/lÀ par 'III' ')':/ v(.,/) est aussi bornée. Soit Ti un point d'accumulation
faible de la suite {n'}, nous considérons la sous-suite {k,} telle que {'u"} converge faiblement vers
u. Nous monrrons maintenant que rï vériüe l'inéquation variationnelle (26).
J)'unepart,nousavons
II\1Cil')-\1('/1*)11
Comme Il'IU'-v'll et IIA(tL",1J'") - A(u*.'!'*)11 convergent tous les lieux fortement vers O. il en est
de même pour IlrI(u l ) - \1(n*) Il.
D'autre part. comme ri vérifie l'hypothèse de Dunn avec la constante r, nous pouvons écrire
l'Inégullté suivante
(S!(Ti) - S2(n").'iï _1/1,,) ,::-: - 12(""')ll z
Comme u': converge Iaiblernent vers tt et s2(-é'), comme nous venons de le voir. converge fortement
vers \1('11.*), par passage à la limite quand /':, rend vers l'infini dans la dernière inéquation, nous
pouvons déduire l'égalité
Par ailleurs. l'inéquation variationnelle (28) a pour conséquence
"In E Ua" (A(n' .'l''),'Il- 11.'+1) - J('(n').n _nÀ+ 1)
:,. -'I/IIII'II.-'IlÀ+111
Par passage à la limite dans la dernière inégalité pour la sous-suite {k ,} et liu fait que A(1l',VÀ)
converge fortement vers A('II*,'!'*) = \1('11.*) qui n'est autre que S2(u), nous obtenons
"l'Il EUad (\2(u),1l-u),::-:O (39)
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La relation (3':)) est équivalente à la condition nécessaire et sutrisanre u'opttmaüté du couple (Il, ,,(Ti))





Dans ce chapitre, nous montrons la convergence du nouvel algorithme de résolution/régularisation
simultanées. Nous donnons le théorème de convergence de la version parallèle dans les deux cas où
Ie prohlcmc uriginul est une équation ou une inéquauon variationnelle. Nous montrons également la
convergence de la version séquentielle de J'algorithme ('U avant a) dans ces deux cas de figure.
Soient \(1 une application d'un espace de Hilbert U dans son dual U' et u» un sous-ensemble
convexe fermé de U. L'opérateur 'vest supposé monotone. On pose le problème variationnel suivant
trouver Il' EU,d tel que
(1)
On régularise J'inéquation variationnelle ci-dessus en dcruussant I'opérateur régulartsé par
où -, est un réel strictement positifet'I:(a) est la solution unique du problème variationnel
1'("//') E U ad ('.!'(v(a)) + ;{iI(a) - Il).'1' -V(II.)) 2' () VI' E ua,'
el on pose le problème régularisé qui est maintenant sans contraintes trouvera' EU tel que
(2)
Nous rappelons l'équivalence entre les problèmes (1) et (2) (voir Lemme 11.40). Nous avons aussi le
résultat suivant (voir Lemme HU)
(3)
IV.I Algorithme parallèle
Algorithme IV.I (Parallèle en (U.11) À l'étape k. connaissant "//" et 'Il' calculer llk+l et '//- 1 en
résolvant les problèmes auxiliaires de minimisation
47
C h"I " IV. dt" Si nm lla nées
Nou s tai s ons les il cllh k des con-tante- postttv es renes que. \;l'u l. 112 E U el
\;l'''I. lIlE U od
Il''' (vd - "' ("2)1
IIK' (lI d - K '(1l2)1I
IIL'(l'Jl- L'(I'2)1
( K'(u,) - h" (IIÛ , II I - ' IÛ
(L' (" I) - ['(1'2), 1)1 - /11)
Alli" -lIl li
C11111 -11211
Olll 'I - I'l ii
cll"t _ 11111 2
rilll)1 _ IJll12
Remarqu e 1\ : 1 La cons tante de Lipschill T inlTfK!uile au cst teu e que \;'11 € U ct 't lll , U2E
U' " I n<p(li l ) - "'(112) + )' (11 - !-'2l ll :s: l'II!!, - !l211 . Ell e est es time.: !l {Il + î J el la "cur ie" de la
démonsnanon du mene il des comnuons de con vergence sur l' et E où T est rem placée par
œ lle esnnuuon . Cepen dan t. l 'excmpll' ui! <Jo es t I'opér areur dt' ronuon ue "/f/2 . la constante T
s'avèr e Inlérleure à ce ne eslimal iun 0
IV.1.1 COTl't'rge nce d e J'AII-:urith me IV.I da ns le ca s pa rfi cnlier- o ù = U
fh é1.r rl1Jt' IV.l SOIiS Il' f 1'-'/1o/" i-sl'\ du VV l , ù Jlur /l r dl' (,,o." U) € U x U , l'Algoruhme IV 1 /'IIgenJr r
une ,\'11I11' { ( l ' ·. UI ) } /1'/'11dNm U!. Dt' p lu t . "1'J.i.fk Il,,t' (m rau", l ,iep .."drlll r ,l'lln p a ram i-".t' Il: f:/ dt'
l' /t'lit' '/ Iw . pour lOU/0- > 1) t' / .I l
ators 1(' 1, l' ) > 0, .., .11 ,II' ptus
tl -cc < I (,r,,, )
(4)
(5)
al or.t ùtsunr {(I I', ,,')} "tf IH;If'11'l' l' l lou l p Ol/l f d'uccum ukuion furM t" ii 1ft" la suae {'l '} 1'1 dt" la
SUI II' ( é }t'Jt .w l ll uon l it" t l ll'l l fto fZ).
p(M.U la l'I L'UY( de ce rnéor ème. 'loi r le Chapit re II I
IV.1.2 ClIllverge ntt de IV.I en pr ésenc e de cont rain tes de type U ..J
fhiort-1II1' IV..:! SOIiS in hypmh i-u.I du V Y./ , ù parur dt' (nu, IIU) E lA X U" I l 'Ai go ruhm« 1V.1 l'JI
gnll/œ u" .. SUif" {( Ill , é)J b,l' '' DI' plu,t . Il t'X1,t lt" 111I1' tcnrcuon '1 J 'un J!lIruml'fre Q
1'1 dt' l' u-u..'1111', pOlir Wil l I.l > 0 ,'1 .\ 1
alors Y(I r .p) > 1'1 si J t" l' Iut
21ld-,-
0 < 1' < T2( I-+-n)
()< e < y(u, p)
(6)
(7)
alo rs la .(lUlt" {(II', V*)} t"I t bn rnù l'I lo ul pm" l <f'(J/'cumul lll/of/ {mM,· r,: dl' [a sil it/' {TI*} el dt' la
I li l/ e {l,Il} /' -,I. w l ll lum dt' ( l i 1'/'/1'( 2)
l' our la preu ve de ce thénr èmc. vorr le Ch apitre III
IV.Z. Algorithme séquentiel
IV.Z Algorithme séquentiel
IV.Z (Séquentiel,' avant '1/,)À
min
rtf-.U c'
Pour la preuve de la convergence de l'Algorithme JY.2. nous faisons les hypothèses suivantes il
existe des constantes positives telles que. \l1/,I./iZ EU et \1'1'1.112 EU"·I










IV.2.I Convergence de l'Algorithme 1V.2 dans le cas particulier où UH' = U
Théorème IV.3 Sous les hvpothèses du VV.2, à partir dl.' ('110. '1111) EU xU, l'Algorithme N,2 engendre
une sune {('II'. 1!")}bien détini«. /)1.' plus, il existe une [onction li dépendant d'un paramètre IY et de
fi tell« que, pour tout 0 > tï etsi
( ri 21Y(IIIYJirl )0< fi < min l' -(I-+-,y-.".)Z.:....,(A-+-)"-::-)Z-_-IY----=-)z




alors la suite {(u'.v k ) } est bornée et tout point d'accumulauon faible 'Ii de la suite {'n'} et de la
suuc {'l"} est solution dl.' (1) et de (2),




W('III') t :('(/1' _Il") = ()
(J{I('I/,!TI) _ /\I('n!)) 1 )(11' _ = ()
[U(v!ll) _ L'(vk)] + W(vk) + ,(II' _ 1/,') c 0







C h ap. IV, A I::nr it hmt' d t' .. un Sim ulla nt't' s
....f, [L I" ' ) - L(IJ) - (L'( l!).,, · - 1')J
'!>,(IJ) = _11"11 2
' l' l (lI , V) "" 7, [L(v (u ) - L (o) - (L' (1!),i;( lI ) - lI) 1
nù () es t une constanrc etnct cmen t pm itive
(L1'l -."'1>1 (ul-l 1) _ 4>1(TIl)
= ; [1((11*) - A\ " U I) - (/('(tll.), ' 11.- ,,1.+1») + - 1\" (TlH I). II' - Il'-+ I)]
La ronc monotonie .k h" mène â
En utflisanrI'éguhtè (1 .' ), nous arrivo ns il
NllUSarriv\Jnsdoncâlï négnlité su ivante
D 'a utre part,
pz);+' <l> l (l,t - l) _ <l> l (I,I )
f, [ L(T/ ) - L (I,4· I ) - (L'(,'I.), (JI - (l1.+l>] + [ (L' (l l ) - - ('h l) ]
t.a forte mon oturue de 1) r nène â
En utuuanttcs égalités (11) d (14), nou s à
(q.(Vk) "' (wk) _ l' (lf' k _ l / ) , I,A _ t ,t l l )
- _ é ·' ) --11'( ,,1._ w' t,l. _ , ,'\+1 ) + 1'( ,, ' _ ll k V"'! I)
Nous ;u-rivu lis donc li l' inéga lité sui vante
(AI)Z+ 1 :oS





Nous ahoutissons finalement il
Par ailleurs.
(.6.,); - <l'lCI'''I) - <1>'(1,1)
_ Il'11 2 t _11'11 2
Nous arrivons maintenant à
+ (\IICn') - "'C///).,,,' - 0',1) 1 ":1(l'! -11" l" _l" '1) 1 _ "'11 2
-t ;('I/ T1 _1'''- n' -1'" 1_ '11' l '1/.'-1)
- ." .. n- - _II'"'''' _,,' 11 2 - ;iiu l, -1" 11 2 +,(n' -1''', n' _ '1/." 1)
-+(",(-,") - '{I(1I'''). 'l" - 1',,1) -t ;(1" - ///.1/ -1" '1) -+ - '1"'11 2
l- -'('l'''' 1 -1,',1" -1,1,+1 - 1,1. t //' _ //' t Il'c 1) -
-t Il'1,1.-1- n'II2 - ,11,//1, - /.111 2 l ,('II' - r 11.1, - '11"1)
-'/"-1) _ /l". n' _1"-1)
- '1/.')-+ -1",11' -'l")
Par ailleurs.
= </>4(1/."1 1,'-1) - 1>4('11'. l")
t- L('I") - LCI"-I) - (I/(1,'TI).1I"-1 _ '1,'-1)
fi
[L(I") - L(-I'" 1) - (L'(I'I,). J - ,,,A, 1)]
+ [1,(1/1,,1) - L('/l") 1 (1.'(-1").//" -l"; 1) - (L'(-IJ.-I), 11"-1 _1,'-1)]
_ '1"11 2+ [(L'(-I") - L'(,," 1)./1" -l" t 1)]
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À l'aide égalités (12) et (14), lIOU,' arrivons à
n(I[I('I") 1,(1'"-11'),11" -1",1)
(Y(IIr('I") f ,('l" - 11.') _1[1(1(") -,(II" _1Il.), 7(1'
n (\]1(1") - ITICI::')' 11" _l"') +0(111('/") _ 1[1(11")' 'l,A




j- WY(I" - '/l" 'l" - 'I!'+I) + _ u'll l
2fi
t 1 _111'11 [11/11' _ '/l'II+ Il'u'+1 -/l'II]
Nous arrivons rinalement à
ù;,1 <I>(U';I '/l" 1) _ (\>('11.', /l')
_.5:.-) _11'11 2 _ ((1 + o)d 1 2) Il'1,'-1 _ '1,'11 2 _ -1L"112
2p 2E 2() 2
-,llu'-I"112+,(I/'-/l',1l'-n,-I) 1 (1 f _'J-l)
+i(1,'+1 _'/1',1/,,1 _II') 1· i(II,·-+I- J,II'
f (1 +rr):('I" _11", J _1",1)+ 71In'-1 -'11'11 [II'/I'! -v"11 Il!'/I'-I _'1"11]
( IYD '''1 ,l ((I+O)d ') '1 ,2 ,k22P 1111 - Il, Il - -2-p- + '2 Il'/1' - 'II Il - willv ' - 1/1 'II
-,llu" 1 - li'Illlu'-1- n'll
f- (1 + n)(A t - 11"11111'" 1 _1"11 + ,11'1'" 1- '/"'lIl1u' -v'll
«i: '+1 , , , (nD ) '1 A kil1 -1111 - 11.1111//' -l'lit - t- -, Ilu' -11 1111v- - v!1
f) fi
-4((lf;\.ll('





-( 1+lr )(A + 'Y)














Nouv monno n-, maintenant qu'Ilest p uvslble ue choisir k .' paramètres l' el E dl' telle sorte que la
matrice M ' '' I l delin ie posiTive. Cerredernière propriété sc nauuit par les qu atre SUIVante,
h > O . 12) Il I,uli 21""
dl (n,f')





It l(n , I' J -'= (J
- ) - (1 -+o J(A + ))
(2 1)
(22)
- ( I + o j{ A+)')
2,
- (1 + n )( A +'Y)





- - - )'
l'
(J - ( I + u )( A +'Y)nD





- - - )
l'
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========
( ,, 0 )+ r;+1






00 11) 2n' -(1 1 o)(A 1;) ,
(I+o)rl l,
;)
( -2wy CI t n);)l 1" D +21)-(lin) (A +,) ( - (1 +o)(A 1 1)))
(




: -(1 i-1l)(A t,)
( 2n
Z
' D 2 liD)




D((1 +- n)(A t ,) tî) + '2!2 ((1 -+ o)rl +1))
p fi 1) 1)
+ Iv2,2 nz il"y2 D( 1 +n)(A + ,)
fi2 fi
n'YD( (4 )(2nD ) nD(2(I+il)rl ))
-- (1+1\), l, +- --+'1
fi fi 1) fi
()
ri2 1 -2(,,2 (11- t,) CI;)D +.,,) 21v;D( 1 +p"J(A +Il (7 t,)
()
Finalement.
rl2(0 . c . fi ) = '2!2 - 2) rl,(o, 1)) - [9w/p' 1 6n,20;l((I + n)(A +,) + 2rq)
e ;) 2 fi
f-rqD2fi (4n (l + n)(A +,) 14rv 2, t- Iq) t 2,,2(1 + nhD2rl]
-- (l'fi\l,(n.p) -cF(,)))
cfi
/-}(fi) p' [irl,(Il.p) 191 q 4] l·oDp2 [d'(Il,p) +(n2 ( 1 t n)(A t,) 1 12wt']
t-rn D 2p[4cY( 1 + n)(A-t +4nLr tin] 1202 (1 +Iy)yr]lrl (23)
La condition (19) sur fi est vérifiée si
fi < (1 + Id (24)
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La condition (20) liant fi et c est veritiée si
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(25)
où ril (n. fi) est défini par (21) et P((I) par (23). Nous pouvons donc conclure que sous les condi-
tions (24) et (25), la matrice M est définie positive. Par conséquent. 6.;',1 est négatif. La suite
{<j>Cu',(I')} {<f>dn') t <1>2(7"")1 <j)'('(I') 1-<P4(1l' . v' ) } est décroissante.
De (15). (16) et (IR), nous déduisons que
Sous les conditions (R) et (9), la suitc {'I>(U'.I/)} est décroissante Comme elle est positive, elle
est alors convcrgenre et la différence entre deux termes consécutifs tend nécessairement vcrs O.
Nous en déduisons la suite {(A} converge fortement vers (O,o.o,of C'est-à-dire que
Il'11 1• - '1,1 Il.117'! - '11'11 ct 117)-1 - l'III convergent fortement vers 0, Comme la suite
{<P('11 I. (II.)} est convergente, elle est bornée et nous pouvons affirmer que la suite {'Il!. 'l'! } engendrée
par l'Algorithme lY.2 est bornée. La suite ('Il'/} définie à partir de u' par u" 'k:l U(l/) est aussi
bornée. Soit Ti un point d'accumulation faible de la suite {'II!}, nous considérons la sous-suite {k,}
telle que {'II"} converge faiblement vers U. Les suites {'(l''} et {Wh,} convergent faible-
ment vers 71:. En passant il la limite duns (12) et (14), nous avons d'une part ü et
= O. D'autre part. avec la définition de 71' -/i(n) qui vériûe l]i(w)f -('lU - '11) 0, il
est facile de montrer que
En posant dans cette dernière inégalité 11'1 = Il''' et '/112 'Ù(U) = U, et par passage à la limite quant!
k, tend vers 1-%, comme 'Il" converge faiblement vers U et 1[/('/11") converge fortement vers 0, nous
obtenons finalement Il/(U) 0, ce qui montre l'optimalité de TI. _
IV.2.2 Convergence de l'Algorithme IV.2 en présence de contraintes de type u»
Théorème [VA Sous les hypothèses du ri
engendre une suite {('u', I/)} hien définie. De plus. il existe une [oncuonl dépendant d'un paramètre Il
et de fI telle que, pour WUl n > D el si
( ri 2n(l t nhri )0< (1 < min :;.
alors l(n.fJ) > D, er SI de plus
0< E < l(n,fi)
(26)
(27)
alors la suite {(nk,l)')} est bornée et tout point d'accumulation taible TIde la suite {u'"} et de la
suite {l''"} est solution de (1) et de (2),
C hilp. •V. '\ 1j:"r ilhll1l' de Ré",. lllliun!Réj:lIlar is<l illl1 S imu lta nées
P r ela t' écnvon s n....:cs' alœ s d'opnmahté par li '
" ,1 j; ( "I ) , ,." "1 el 1,1-1
;;(''') : ,, ' (28)
( \I.' (lI'). l l - ll ') 2: 0 (29 )
Vl' E U'" ( 10 )
( 1<'(I/ - I) _ I\ ,(" k) ) + 1( 11" _ l,l+ l ) =-11 (3 1)
7. [( L'( I,H I) - L' ( lrt ) , ,, - I)hl >] + t- , {I''' - l' - 1) 2: 0 \l'II E V'"
Soitla toncnon lit' Lyapounov 4· 1I':lin ie pal 4>(1<, 11) = 4>1(U) + 4>Z(II) + 'h(, ') +4>4(1l, l') + 'h(" , "J
1'1(" ) "" 7[1\'(11 " - 11(11)- ( J"(l /), Il ' - Il )]
'h( li ) = 7. [ L(II ' ) - [,( /,) - (l,' (l'l. ,, ' - IJ)I
'1" (1" _ " II Z
<1>4(><. l' ) -=- 7, [ L(V( 'I) ) - L (II) - (L' ( ,,). !i(Il ) - ,,} ]
,p' (H. 4') = (>l'( ii(u) ) -t )(ii('f) - "), 1' - ii( ' f )
où Ir CS! une consta nte posurv e.
'" 1>1(111.1"1) - 4>1(" " )
= [ 1\'( 11") - .. l) - - '1!.1"1>j + [U\"(Il) - !\" (l ll - I).11' - 4110 1)]
La torte monotonie de K' mène à
:::: _ ,ln2
E n utilis an t l' <!galilt: Ol ), nou s arr ivons a
amvons donc i'l l ' in<!galik suivante
(l'..dZ+1 :5 - t llu "+1 - I/ ll l + ) {111 _ Il' _ '11+1}+ 1{,, 1 _ l,h l 1/ _ 1)
D'uuue pan.
( tl. 2)1+1 '1> 2(1,1+1) _ 4>] (1,k)
[L.{I'I.) - 1-(1,1+1) _ a / (l / ). !,l _ /,1+1>] + [(L'Cil ) - L' (r,l +l ). u ' -
La torre monoto rue ,It' L' mene
(3 )
(3 4)
-+- ,('l" _ ,,' ). ,.' - 1/+ 1)
1") ('" _ 1,1. 1,' _
1\ ',2, A lgur ith ml."w ' lllt'lIli l."l
En uu hsa nt lots inégalités (l 2) avec l' .= Il ' cl ave" l ' : , ,1 ""li' arri vons
,_ :oS (1' (1" ) + 1(1" _ 1/ ). ,,'
::::: (\11 (1" ) _ _ v') + _ + 1 {f" _ ,,' ,11 ' _ 1,'- 1)
( \i1(l ,k, _ oll(", ' ) _ 1'(,uJ _ '1/) , 1" -
'"" (1'( ,,1")_ ''' (m" ), I'' _ " It l ) + 1'(1" _ li " , ,'
1-(\l' ( ,l ) .. ..... (", ' _ ,,' ). ,,1 _ 1" . ')
Nou-, arri von s Jonc ;l suiv ante
:oS _1'. 11 2 1-"'1' (11. _ /,I.. u • - 1'1.) .. ( 'l'( l't) _ oV (w ' ). l" _ "H I}
t )(1 " _ " ,' ,,1 _ 1" " }( 'I, ( " ,1 1+ ,(11" '/ l. ',1 ,,'-1)
Nous ân atemem
(.0.,) ; . ' + ::; _u' lll _ _ ,,1.112 + ) (1/ _ ,,' 1'1. _ ul.+ l )
+ ( 'l' ( l,l ) _ 'l' (W' ). l, l _ ",' . ,,' _ 0' +1)
+,(11' - ,,'t l 11' _ 1-1'(110' _ llt) .V' _ "It l)
_ Il'111_ _ 1" 11 1 _ )1111' _ "' Ill
)(ll ' - l" . Il' _ ,.h l) + (\(1(11 .) _ '1'(1/,1" )" ,' _ 1"· ' )
+ "1"(1" -,,/ , l" - Il' +l> + ){ ,,' _ Il' _ ll·" '}
+ (1' (, ,,/') .. "'-(11"_ 01.) .1,' _ 11'+1)
Par aitle urs.
(11,); " <», (, ,' +1) _ '1>.(1" )
- i"1,1l1- ,j'Ill + ill'" _1,' 112
_ n'_o'+ l )
Nnus arnvon s maintenant fi
(111); +1 + (111/;+ 1+ (11. ); ; 1
- tllu' H _111.11 2 _ _ 1,1.111 _ "1" 11 '" _ "' 112 1-1'{1l' _ ,,1. Il ' _ 111.+1 )
+ - - l ,(l " _ m".l" _ ,,' +1) + _
+ "'-{l "" _ ,,' +1) + (o}1( /j" ) -1 "')'(",' _ IL').,,' _1,'·1 )
- i;II" '+' - u. ll1- - Ili ll - 111" 1. _1,' n2+ 1'{l" -.,' 1t' - u' · ')
.. ( o}1( l,4) _ _ lIl.i l) + --,{l" _ m'."· _ ,,' +1) + III'''' 1 _ 1/ 112
1-,(lIh l _ i ,l" _ IJ' +! - I JI + II I _ + 1jl- l) t- (\l'(1I' ) + )'(",' _ " kt l )
- "':"lu'+1_11"12- 1) 111,"+1_ "tlll_ "1"11'" _ t- )-(,, ' - 1,' llk _ ... . )
2e- 2/. 2
+ _ + (", ' ), p. _ /J'H ) + l ('" _ " ,1. ,,' _ ,," 1) 1-1(1"·' _ v' 10'. 1 _ Ill)
-r , ("h ' _ Il' _ "' ) + (,*,(,..' ) -1-.,.(",1 _ 1.' ). ,,' _ "H l)
Che p. IV. A1lo:u r it hm e de I{è ."lut iunfRé lo:u lliri sal io n Sim ull llllél.'s
Par utueur s
= 1/ -1 1) _ rl )
(L(wt - I) _ L (lé ) + L (r,l ) _ L (l,I +I) _ (L'(I,I +1) .,, / +1 _ 1,,"+1) + (L' (lI' ) . ll - éJ]
7, [L( l.l) - L (V' o l) - (L '(I / }. l ''" -1,1+1)]
+ 7, [L (II,I.+I) L( ll' k) 1-{L'( I,l ), ll ,l _ ,,1+1) _ (L '( I,H IJ,Wh l - ,,1+1)]
_ 1,/112 t; [( L'( l ,l) _ L'(I,I . l ) , l(l1 - 1l+ 1)]
n( 'lt( l") + l {-l''" _ /tI ), W,_ " I +I)
J + l (r/ _ 1/) _ "' { Il'j,) _ 1(11,1 _ '/ J.",1 _ .,A...l)
=- _ 1(1(11'1 ) . ", 1 _ 1,1) + .... { I}I(l,l) _ 1(1(11'1 ) , _ ,,1+1) - In lll'· _ ",111 2
Donc,
Par .
.' 7 "" "1
'.!fI; 11 11 ,1·+1 - ",111 2 + 7,( L' (II" ') - 1-'(1'· ). " ,' +1 - ", , } + 7,{l! (" ' ) - l ' (I,' +I ). ,(,1 + 1 _ 1tI1 )
s _ 111111
:s; _ ,"Ill _ 'n ll"A_ ",112 ... _ '''(11)1).1/ _ "hl)
+. 0 1(1,1 _ III 1' ''' _ 1,1"" ) + _ HAn1
t 7 111,1+1 - Hill [11 11 / - ,/ 1 '" Il,,1'''1 "III ]
D'a utre pan.
IV.2. Algorithme séquentiel
1_ Il'-1), c'-I - Il''' 1) - ('V(II") l ,(-11'" - Il'} 1" _11'1..)
_ IIJ-I) + 1 _ 'II" 1,1-1 _ "J .. I)
-11'" 1) + (\V('IP') +-;(11" _ '/1'),1"-1 -1")
+ N(1I") +-,(11" _'/1'),'/1), _11,1-1)
('!J(11"-') - \11('11'/'),1""1_,1") +(\V(II",I) - '[1(11"),1/ _II")
+ ('!J('/I,'+I) _\[1(:::')''/1:' _1//. 1)
+ ,('/1'" 1 _'lpk,'1,1..41 _'1") +
+ ,(11.1, ..1
Nous arrivnns finalement à
2>.;'1 <1>('/1.'-1 '/,',,1) -<1>(1/',1")
('!!!.. Il'/1'-'_11''112_ 2) Il'I''-I-'/!'112-1Y:11'/!' _"///1122p 2{1 2
- ,11"//' +:('11' - 'l", Il' f + _ '1',,,1)
l ,(u' l" - Il'') + ;'(1,'41 -1") wk - W'''I)
+ (1 +-1Y)r(v' -11" ,l" - 'u'+') j - Il'11 [1111'" - 'u'll + 111,k+l - vkll]
_'l") + _111')
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OÙ ((')T (1111' -l" il. Il'p' - 1I' k ll, Il'p'-1 - 1"11, 1 - Il,'11) et où N est la matrice symétrique
Chap. IV. dt' r(t'slI lul iun/Rt' guJari. \ ation Simul13nott">
2, -, -,
- ( 1+ n)(A-+ -,) ("D )2,'1 - -;; + .4 +-2,
:1/= (1 + 1' C'D )-, - ( l i •• )( A +) ) ,. - "'f,"" + A l'
C'D ) C'D ) C "D )- -;;+ .'1. + 21 - p + .1 +1' -- - - 21, ,.
N.IUS montrons maint enant qu'il possillic de choisi r Il'S pa ramètres l' tl c de tette sort e q ue la
malliœ .N sonnenntepositiv e. Cene den u ère proprié t é tradui t par tes quutre conc büons suiv antes
2'" > Il 121' li 1>Il
r 0 2,q
qui so m evmemes. t t
où
,11(0 ,1')
(11(" . l . (I)
Il
2o ,
-( 1 -+ u }(A +,)
- , 1- ( 1+ n }(A + '}') _ 2) Pl tl .)






Les rlOlS conditions ci-dessus son! semt..lahles il l'elles du r aragrar hc précéUem. La demlè te co enuon
se truduir par
-,
2(n - ( 1 + 0 )( .4 + 1 ) - (7+ .'1. +21')
- ( J ..,.. , , )( A ·n) 7 +1 -(7 ""'.'1. +1)
2,
Il - ( J of 0 )( ,4 +'"r)(0" )- r + .4 + h
-, ( 1 + o) d + "1
"
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( nD )+ plA l, () 2en
-(1 1 Il)(A 1 :)
( ü D )- p +A+2,






20-, - -+.4 + 2n'> -(lln)(A
-(I+([)(.4+:) -,,? -(It-n)(A+,)
,2 ((1 + Il)11+ IlD 1 A
fi
-(I+n)(.4 +:)('1!- 1,1+2')-(I+Il)(A+l))]
-i + (1-+ Ill(A l ,)2_0-/]
1-([[Il)(AII)(7+ A + 2,)]
()
r/n = -2') +21) [(1 I-Il)(A+:) (7 + A 1-,)
1- A+2I)
A + 2 --,2(1-+ ([)(A +,) 1A 1-2:)
-il 1 + n)(.4 t r) (7 + A + 2,) CI;)!) + 2A -t-31)
_ 1 (1!- + A + 2,) 2 (2(1;) n )d t : )
()
d21 -z- -4Iq 2 ( '1!- + A I:r -2,(1 +IY)(A+1)(7+l111)
- 2wt' Cf- + A +, )
_2n,2 1 .4 + 1) C/;)D + 2.'1. + 3i )
6' C ha p. IV. Ah:nr il tullO:de Shuuha n ées
("" ) (,,1> )- h ( l + n )(A + ) } 7> .'11 1 ---;- +:1 . 2-1
Il
Fin alement.
(12('" . E, I') dl(n .ll) - ..!; {l,l, [4 .4\( 1 + ft ) + A2,(19 -l- 22,,)
<- fi 2 ft
+ A'i ('lI ) +- + ,. '( ln + 2 In )! t 2,1; [(1 + n ) { Al (d + 4n D )
" 411,( ..1... -))1 -l-II D {,h( 12 + 15,, ) + ) 2(9 -t- D n')} 1
tf"qD [<1 + '1 ) 14..1(,/ + ti n ) + !lol/i } t 11/>-,(5 + kll l] + lu2D I,l) ( 1 + r:t) }
" Ù (J(/"'" fJ"Q'({I ) + ,}Q l(f') + , ,(J IU ') 1" QIl JVCC
(hl/' l -t i/d,l, l') + l' [4.4 ' (1 + Il) .. .'\ 2)( 1'.> + 22n } + k ,2po + .' 111 ,) T ; '( 16 .,. 21, t ))
(h (p) nDdd" ,{Jl+ 2, { ( I - " J [ .42(11 + -'o O) +4,f ){ .4 + )J]
+1,0 [.4 ) (12 + l 'in ) + ) 2(9 + Il ,,)] }
(h(/I) =- (nn{ (ltlt)[4A(d tttD) + k'h ]+nDlt:'i t-kll) }
Qn = 2n 102rh( 1 tu)
La "'noJilinn (1 11) fI vénnëe si
La w nJ i1iun O <J) liant f' el c est verlüèe si
E < l(rLI') =
où dJ\n, p) dé fini par (4 1) ct Q(I' ) par (42)
Nous donc conclure que sous lt's con dlnons (24) el (25), la marne e ft,' est posinv e
Pal l' sI n égatif La su ne {<l' (ul . = {'1>r(lIk ) + '1> z(é ) +<1>.1( l ,k) + 1,t)t
<1" (1,1. 1I1) } es t uècrorssante . De O ,l), ( 4 ) et 0 6), nous oéo utsons que
0..- plu..;, com me 4>' (lIl . ,l ) est pos itive,
2: !:..1I11! _ n'Ill + ( .!!.... _1)11,1_ ,,' 11 2 !_n.illlll _ .é 11 22( 21' 2 21'
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SIlUS co nd itions (2 6) et (27). la «une ( 'P(TI', I,I )} esl dcn l1h s..nte . Co mme d ie e- t po siuve,
l' Ill.' es t a IOh conv ergente 1.'1 la ctuérencc entre Ul.'U' terme s con ....cutits tenu nèœ ssan emen r ....e rs 0
Nous en uédui son s uonc que la suite {(l. , (XlII verge toncmen r vers ((l.o . lI.of C'e st-à-dire que
",,' - ,lli. Il' / - I/" II. II"J.+I - IIJ. II cl - "tll l.' lllvc Igcnt tortement VeTSli . Commela suftc
{<t>( Il' ,T'·) } I.'SI 1.11nVl.'rgeml.'. el ll.'eSl hl orlll!l.'e l nnus pn uvons a lliIl1l.'r que la suilt'flll. l!k} cngendrit'
par l'A lgo rithm e 1V,2 t'SI ro rnee. La suile {w k} ddinie li pan ir de ,.1 par 1{Ik V(lIk) es t aussi
b ornée. Sott fi un po int u'accumutanon la suite {Ill }, nous cons idé rons la sous-sune {k , }
ldle que ful. l converge laillle lIlcnl ve rs n. Les suiles {Il , } el {lOI, } conve rgent égatememtafblemem
vers Ti. ;.;'ouS a \'llns l!' une part l
"'T IITI" -
("l'llfll _ l,III l "l'Ii!.,l _ mlll)
"
u'aoue pan, comme -VT(") vérifie la prn prié té de Dunn avec la (voi r Lemme Il .4 1). on
a l'Inègaltré xuivnnte
Co m me " l. co nverge taïbterre nt vers u et q. , (,,"' ). com me nous venons ue le vou . converge tcutctuen t
vers O. par pas sage à la li mite quand k, tend VCIS l'in fini <Jans la de rniè re inéquation. nous pouvo ns
déduire légaliré ,." O. Celle éganré est hlen la condition nécessaire ct sut tisanre d 'opt illla lil ':
•
IV.3 App lica tion à t' opérateur de rotati on d e rr/ 2
Le hut ,Il.'cene sccu on est d'Illu strer t'a pplicanon ,k l'clgorithrue <Je r ésolu tio n'r égular lsanon shn ul
tanées dans le ca s de l 'op érateur 'li dl.' ror.uton de fr /2 . Cel opérateur es l monotone mais ne vérifie
pas I'ft ypoth èsc de Dunn. Nous rappelons I.jU I.' l'a lgtoritlTme de "g radtent'' l1ahiTuel q uand il
app liqué uirectemenr .à cel opé rateu r (vo ir Flgute IV 1). POUf l' E J/l:2 W(I' ) s' éc ru
t' I t'op érareur de régulart sunon 1'( '" Il) tnrrod un au s'éc nr
Chap. IV. de Rtlsolut ionlRtlgublr isaliun Sfmuu anées
Figure IV.1: Trajectoire engenorëe par l ' algorithme tlt: ' gradient" pour un pas LIe 0, 1
IV.J . l ,\ Igor ithrne para llèle
En prenant 1«11) =" ! llulll et L( p) '" ! lIv112 un pas de l 'Algurilhme IV.I sécm 11 l' ét ape k .
connut -san t = (Tli d l" = ,"il. calculer 11( +1 el ","'1 selon le scne ma
!":" ":-,,(,,:-,.()"'"l.i - E"r(lIi - I.'i l= T.'t + ,mi - l'' )'(v; - lit)t 1 = t,i - p"t - /J')'(tli - Iii)
ce qui peur s'é cure. en l'usant w' ",.
n ' A+ I M WI
..ù AI estla mamœ a x a u éünie pn
(
1 - 0 ' 11










L'étude du srec ce de la marnee M revèle que tes vaieurs de fi et de e admissibles (le rayo n specu ar
de la marnee M est strictement Inténeu r à 1) s ont errecu vemcmuepenoanres l'u ne de l'a utre (le
do mai ne admissi"'le n"':st un rectangle ] . Cependant. ce domai ne admi ssible esr plu s gra nd qu e
cel ui uonn e p;Il la tnéorte "'1 ue la borne ' Iliudmaic pour c rit: s' annule pas pour l' rendant
vers sa borne maxim ale. peut être expliqué d' une pan par le fait que nou s donnons
umquemcmces CllndilÎllns sutn santes. qui sont en général plus sévères que lès co nditio ns nécessaires
ct sum suntcs . el d'autre part par le tair que nou s llppliquons les co nditions de conv ergen ce po ur
des opérate urs gl' nérau x à un opérateur paru cuucr -P(II, r112)= ( - -&!7 (III' Il l ). Rt,( Uh 1>2 )) 1 pou r la
fonction "point-selle" [ (1<1, 112) = (111. Tl2)
• I.e "meilleur" rayo n spectral, qui a ru être oOlcnu pou r 'l = (1.1, es t ue J'ord re de U.99 Il est
obtenu pOUl E = l' =- tl.l tll
1\ '.3. Ap pl icati on à ..ur d l' rMillilln dl' 7':/2
• Pour "'1= 0 .5. le taux optim al t'SI de l'o rdre ue 0.707 . Il t'st obtenu pour e =- fJ ....1
"
• Pour ") = 1. le taux opli rnal est de l'or dre dc O.I\K. Il es r {lbtenu fIOU l E = 0,42 et l' -'- 1,06
• "lUr "'l - 5. le tau x optim al l'SI de l'ord re de 0.99. Il est omcuu pour e ""0,07 et p 1,32
La Figure 1Y.2 represente une trajec toire par l'ulgo ntlunc . Sur la Figure 1V.3. on a représenté
Figure 1Y.2: Trajectoires engendrées paI l'a lglllilhrnc parallèle pour "'1 = 0.5 el fI = E :: 1 trai t
co ntinu trai t poi nullè {Vi}




0 . 7 5
0 .7 ..,
2 3 4 5
Figure Taux optimal de conver gence en foncti on de )
spectr al de la matr ice M (qu i dépend de P.e t:l ..,), Sur les Figures 1Y.4 à 1V.8. on a représen té les
t:ourocs dt: niveaux dt: la quan tiré min (r (A-I) . 1) en IClnl·tinn dc l' (en t:l f (en ordo nnée ) pour
,lil l'éren les valeu rs üxècs de ) . La ligne de niveau r( M ) = 1 dé firrute le uom a mede conver ge nce
No us traçons également le grap h( ,,k nun (r (Af ), 1) en toncnoe de /' et tic f pour dlrfé rernes valeurs
fixées de ') IV.9 il 1Y.12). Au vu de tes. expcneeces numér iques. il apparail que le mei lleur
taux de conve rgence est obten u jlOur .., "'"().') CI l' = E = 1. Il est de l' o rdr e de 0.70 7.
Les co nstan tes tnrroduucs au sont égales 11 Y = "'1. Z = ) . T C = 1. D = 1.
0'" = 1. t = "'1.e "" 1 ct d -= 1. u s conditions sur l' ct c du 'rteor ème 111. 2 so nt
0 < p < ( 1 ,1 (
2)77 +ll ) 0 < f < h(o,p)
Cha p. IV. Algori t hme de Rè ;ol utiun/R eglllar isa lion Simu llan t't s
Figure IVA : O.. marne Ul"convergence pOlll ) = O.!
Figure IV5 : roma ne de convergence p"ur ) = 0.5
'____ uperaleur dt'
) _ 05
0 . 2 0 4 0 .6 0.8 1
Fi,",, 'V.7 [)Ü"'"',, u r .,Je <:lln v.:rgcnct" ['"l UI ) '"[
67
Cn ap. IV. AI!:orithm t' dt' RésolutinnfRéguJ:trt.çaUon Sim ullanées
Fi gure IV &: Domaine <Je co nvergence pour l' = 5
Hgure 1\'9: mjn(r(M ), 1) pOUf "" = nt
IV.:\. Appuc auo n dl' r fllalio n de- r./ 2
Hgure fvIü: min{r(M), I) pour "1 = O,j
IV U : nùn{r{ AJ).I ) pour ')' = 1
Figure IV I2: IIÙn(r( .\1) , l ) poli r l =5
69
70 Cha p. IV. i\ lgur iliJllll' de Résolut lun/ Régular is at lon Simu ltan k s
111«(1,1' ) = 2(1 t ll) 1'2(2n-) - ( 1 '" 0 )(1 .. ...,1)(1)
h1 (o .p ) ::: (2/l'1 - {lt o J( I +)l )flj( ( 1 t 2C1!') t 2{.i (( I + <t) " 2(rq-
Ind épendamment ue 1..1. la horne supérieure sur fi est maxim ale pour l = 1. En pesant 10 = l , ces
conmu ons ueviennem
O <{I< 1 : / 2
Nom; traço ns la borne supér ieure sur e, c'es t-à-cne h(o , f' ) en toncuoe de p et pour di ff érentes valeurs
de ainsi que la co urbe maximale (Figures [V U ll IV IIl). On a choisi tes valeurs de Il suiv antes
(1 = 0 ,111 a vana rn de CU il.0,') uvee un P,ISde O, l (1 variant oe 0 .9 1 il.O,':ItJ avec un pas 0.0 1
f t = IJ ; 0' "- 1•. n = [ ,7 f t variant de 1 J ') avec un pas de 1 . fI vanam lk' 10 il 100 avec un
Pas ue 10 . n = 2m e t 0' =- !l MN I
o.,
Figure IV I ) : h(fl. p) e n toncüon de f ' pour Î = ü.Let pour les on tererues valeurs de u
IV.3.2 AIA0ri thme séq uentiel
En prenant J(( ll} = fllltill er l.( lI ) .:... ±llvl1 2 un pas de l'A lgnril/ulle 1V.1 s'écr u à l 'étape l ,
(;onnais\ anr = er ,/ :. carcurer li· 1 et llH I selon le schéma suivant
'"Il
( I -qt- O zfl)
o
(
1 - '" P
N ", - p t - , l'
q ( l - ) I' ) q /'
-é. W 0 ( 1 -"11')
! ,Imj - u:1= - - l ry(lIf - Il; )"t+l :: ( 1 _n + q l p)..:111+ 1 t-E1'(1- 1 f1)vi
ce qul peut s'éc rire WI + 1 = .v W I en posant tr i :: (II},I 'i . 11}.lli )T {l ÎI N es. ta matnce a x 4 ..l éfinie
IV.J . Apptic atlon à I'np éra teur- dl' m talÎun dt' 1:/ 2




Figure IVI 4 : Courte mn:o;imale en lonctiun l ' pour Î = ü. I
Flgure IV.15: h{ll , fi) en roncuon dt' l ' pour 1 = 1 t'f pour le) dilttrt'nles valeurs de tr
0. 005
Figure IV I6 : Courte maximale de e en l'onctio n de fi POUf ') = 1
71
72 Chap. IV. Algorithme de RésolutionfRégularisation Simultanées
Figure IV17: h(n,p) en fonction de fi pour ,-= [(JOet pour les différentes valeurs de
maxh(cy,p)
Figure IV18: Courbe maximale de E en fonction de fi pour 1 100
1\'_' . Applic atkm il t 'op ér ateur de ro lalinn dt" tt(2 71
Sur le rotatdes expérience s numér iques. la sequcnuene ne se mble pas apporter une amélioration
du (<lUXdt' con vergence. Le "meilleur" rayon specu al qui a ru être obtenu L'SI de t'o rdre de 0.707 . Il
,,:st obte nu pour ....= L f' = 1 <.-'1 1: =0,5
Sur la Figure IY.19, on a repéseat è la courbe du laux optimal de co nvergence en Jonction de '"1 .
sur rtnrervaue :U.l : 5J. En comparant ceue cour re à ccue de la Figure IV.J . on remarquera que la
"""nsihi lilé du laux de convergence op u mal autour du '"1 opti mal l'SI moins gra nde que dan s l,· cas de
l 'algo Jilllme perancïe oe resol ution/régularisalitln
0 . 9
0 . 9 5
e. a
O., ';
O.' "'--- --- - - - ----'-
l
Figure 1Y.19 : Tau, opnm aï de convergence en Jonction de '"1
La Figu re IV.ZO repr ésen te une rraiecroire engendr ée par l'algori thme.
Figure lY.20: Trajectoires engendr ées par l' algorithme sëqu ennet pour l = 1. P = 1 et e =0.5 . [fait
cnnünu {,,4} Irail po intil lé
Su it r(N ) le rayon specuarue la matr ice N (qu i Ile il. e Cl '"1 ) . Sur les Figures 1Y.2 1 Il 1Y.24.
011a représe nté tes coc r bes de niveaux de la quantité min(r( N .l ) en toncu on de fJ (en abscisse) c t
e \e n or do nnée) l'OUT urûér enres valeurs t uées dt' ) . La ligne lie niveau r(N ) "'- 1 délinùlc le
duru alne de conv ergence. Nous traçons égatemenr le graphe ,le min(r(N ), 1) en Jon ction de l' el de
s ;><IUI .. enees valeurs ru ées Ile ") (Figures IV 25 li IY.Z7) Nous traçons la born e supér ieur... sur
1':. e fi ) en fonction ut' /' el pour uin érenres valeu rs ue Cl ainsi que la courbe maxima le
IY.ZR li IV 33). On a choisi les valeurs ee ft suivantes ft =0.0 1 Cl varum de 0, 1 à 0.9
Chap. IV. dt"Reso l .
0 .2
Figu re 'Y.l L O., Q.'
Dnmu mc ll.: convergence pour ) (J. I
Appticat tn n il t'op éra teur dt' n'llIliun dt' " / 2
Hgure IV2:t: Dornamede con vergence pcur '1 = 1
Hgur e IV 24 Domaine de cunvergence po ur .. = 10
76 Chap. I\'. de RésolulionlR él:ularisa liun Simulta nét's
Figure IV.25: 11Iin (r(N ).1 ) pour Î = 0. 1
Figure IV.26: min{r( N ), 1) polir '1 = 1
0 . 1
Hg ure lV27 : IlIin(r(N ), 1) f'I.'ur 1 = 10
1\'.4. Cas d 'un 77
avec un pas de H,! Il var iant de tI 0,99 avec un pas de O,Ol Cl= 1..1 (J = 1,5 ; (1 = 1.7 ; Il
var iant c.k 1 à 9 avec un pas de 1 . Il variant de lü tI 100 avec un pas de Ill ; (l = 2(Xl et 0 = lOllO
0.0250.050.075 0 . 1 0 . 12 50 , 15
Figurt' IV 28: 1(11, ,, ) en roncuon lit' " pour .... = 0, 1 t'1 pour les uurcr ente, valeur , de 1)
max I(n ,p)
0.00 00 25
0 .0 250 .(15 (1.0750 .10 . 12 50 . 15
IV :N : Cou rbe maxi male en tonctlon de f! pour ') = 0, 1
IVA Cas d 'u n opérateur Int égrabl e
Nous nous Int éressons maintenanl !l la règulartsanon sutvrc d 'un pa.'>d 'optimisation dan s le c as où
t'opérateur en qUt'>;ûon tléri\lt' d'u n l'm Nème d'0l' limis:;ujun sans contraintes expncues. Scient June
tcncnonnelle définie sur un espace de Hilbert U Cl U,.] un sous -ensemble convexe terme de U . Nous
poso ns le problème d 'opuuu sanon suiv ant
(4 2)
1V,4,1 Con verge nce de la vers lou parallèle
L'ulgœirhme de résolution/régularisation app liqué au gradicIl( .I' s'écm
Chap. IV. Aigur il hilw dt Résnluliun/R t l:ul<lrhlll ion Slmuu an ées
0. 1
Figure IV . 0 : I(ü , l' ) Cil roncuon de f' pour 1 = 1 et pour ks tlill êrente, d..: tr
Figure IV J I Cour be maximale de c en tonctlon de f' pour ') = 1
Figure IV .E : l(u, pl en lnn ctil'Il de l' pour "1= l(Klct [J'our les cutéreme s vale urs de a
[VA. Cas d'un opérateur intégrahle
maxl(n,p)
Figure [Y.33: Courbe maximale de ê en fonction de fi pour: = 100
79
Algorithme IV.3 (Parallèle en ('//" IJ)) À l'étape k; connaissant lI k et 1/ calculer u'" 1 et en
résolvant les problèmes auxiliaires
(43)
(44)
Théorème IV.S Nous faisons les hypothèses suivantes
(i) .1 est coercive, convexe, semi-continue inférieurement et ayant une Gsdérivée Lipschitzienne de
constante A.
(il) Lafonctionneile K est convexe sa Gvdérivée est fortement monotone de constante c et Lips-
chitzienne de constante C
(iii) La fonctionnelle L est convexe' sa G-dùivée est fortement monotone de constante d et Lips-
chitzienne de constante D,
pri'l'p 1J1l'P solution 11.' au problème (42) et les problèmes (44) et (43) possèdent une solution











alors la suite {J('pk)} converge vers .1(11'), Tout point d'accumulation faible de la suite {llk} et de
la suite est une solution du problème (42),
Cha p. I V. AJJ,:" r il lunc cil-1(,:sn lulionl RtJ,:u la risa tiun Simultanrt-s
Vt'E U.. I (.19)
; [ 1{ ,(" tt l) _ 1\, (" I )j + )( 1/ _ ,,1,) = 0 (50)
'V1' E U·'I [( 1.'(,,1,<1 ) - l/(, ,' ), l'- ét l}j + (J'(t,l ) + ) (Il -I/ ). " _ " l +l ) 2:O. (SI)
Soit la toncuon de Lyapounov <1> dé finie pal 1>(1' , t ') "=- <1> 1(11) + 'T'I (") . où
<PI (l' ) = ; [ l-( u' ) - L(,' } - (L '( tI} , Il' - f')]
1' 2(" ) = [1\'(11' ) - 1\"(11) - (I\·'( ,, }, u· -H»
(l'>. d:+ 1 <1> 1(. ,· ' 1) - 1' , (11' )
= 7, [L( I/ l - L( v1t l) - (L' ( Il' } , ('1,- I,l-t 1)] t- ; (L'(I 'I,) - _ 11. +1)
La ron e monoto nie dot U 011'111: à
En U1ili sant l' im:l!alitè (:'il) exprimant l'opnmalué de 1,1,+1 el en prenant l' '" '1' nous obtenons
En tenant compte de (49) avec t' ""'" 1,l .1 1lI1US allouli s"ms il
S - .1'(,,' ), 'u' - I,l ) 1-(J'( v') - .J'{u ' ), lJ' - II'" 1)
- 1/, ,,' -Jo' ) +"'-(1" _ " I . " l _ VI.+ I)
De plus . comme J' monoton e el Lipsctntzien l,k constante A. i l venne J'hy pothèse de Dunn avec
ta constante .t et oonc
Du ne.
S - .1'(" ') 11 2 1-(J'("I ) _ .1'(11 ' ) " ,1, _ lI h l)
... 1( '" _ u' , II ' _ . ,l ) + )'(1,1 _ " 1,,,1 _ 1,1+1)
NllUS arri vons donc à
:::; _ l' t lll _ _ ,1'(Il ' HI1 + <J' (tll ) _ .l ' (ll' ) , V. _ " • • 1)
+ 1{,,1 _ "l" ,,' _,,1) + ')'(1,1 _ ,, 1. 1,' _ l,l "'l )
IV.4. Cas d ' un upérateu r
Pal
(è:.2J; pl - '1> 2( ' / )
[J« ./ ) _ /\(u' +' ) _ (K'('/) , fll -l.'+I )J + ; (1\" (11 ' ) _ K'(II" ' ). ,,· _ .,," ' )
La torte monotonïe de fI ' 1.1pour cons équence
el CiO) pr ise pour u = Ir ' nous permet d'éc rire
1("1._ 1,1,, '1' _ , / +1).
') ( II l _ ,/ . ,, ' -l " + . ,1 _ ,,1 + Il ' _111 ,. ,)
-= ")'(11- _ Ill, Il ' _ ,,') -11111' _ "' Ill + ')(,,1. _ ,,1 ,,' _ ,, 1...1)
Donc.
Finaleme nt. nous arrivon s à
_!fp + 11,,1" _111111 _ _ "l.112 _11Iul _ 1,1112 _ J' (u' )11 2
t (./ ' (1" ) _ .J'( u · L TI' _ /,1+1\ + 1( V' _ u" ,, ' _ ,,1 +1 ) + -, (1/1 _ 1,1 ,l- 111.+' )
- illl,HI _ I,tlll _ 't UIl , +1 _ ' / '111_-ylltl_ l,'lIl - ] I1 .1'(é ) _ .1'(,,'; 11 2
t IP'(ll) - .1' (,, ' )11,11,1+1 - ,,1.11+ ')11 "1. - Ill lIlI,,'+ 1 - I,l Il + 111 11l _ 111, 1111,/ ;-1- n" ll
nù ( I,)"F = (!I1JU ' _ I,I.II, IP' ( ll l - .l ' (u · ) II. II" H ' - lI ' II. II" I - " I Jl) el oÙ .\4 0=;110 marne e symé trique
Nous rnunlrllns maintena nt qu'i l.:" pll." ihle 01.. c... .js ir les parunene , t el l' (h;: meme re à ce que la
matric e .\.1 'o it déhnie pocnvc . Ce lle detmè re est vénnée , i f el f i vértnent l ' une des deux
paire, de condirions suivantes
ou tuen
lk l(M } >0
Xl 1\/. .\ l)!ur il hme dt' RliSl,luliun /RéJ,:ulilris illiulI S imu lt:.tnées
Lee de ux pre mi ères conditions se truuursent l'a r
€1(211- A,.j< ù ·12d - /;( .4 + i )]
2<11'< -A I-'}





211(2/' - ) ê)





Nous pouvons donc co nclure que "'-lUS w ndi tions ( 'i2) el ("H ), IlU (S4) et (j 5). la marne e M est
th!hn ie l'Ilsiti ve. Par consé que nt. n ègunt. La sune !'l>(lll l"' )} = l 'i>r(é )+<1>l (III.)+ <I>, (,l )}
est smct ement llét:rni...sante . Comme d ie es! pos itive, elle co nverge el la .unore nce entre de ux termes
l:I'" sét:uti ls converge n èce- ....atremem \/t't.,O , 1\ou' en délluisoo s que la suite {(lf co nverge tort emenr
vers (O, O, O)T c'exr - à.rüre
_ ,,111 = 0 ..,II "I+J_I,l ll ", II = 0
- .1'(11 ' )1 = ()
plus. nous avon s les inégahrés suivantes
4>1( 1/ ) 0
1>: (/11) 2:
<!> ' (Hl ) Z:
la {'f>(1l', l'>I} es! convergente. n. 'Ils p ouvons ath rmer que la sune {( Ill, v' ) } es t bornée .
Soi! ij un point d'u ccumulunon faihk de la suil<:{Ill }. nom la sou s-suite (k, } telle que
(,, '-} Cl {l' l, } cnn\'dgenl l:lihlcmeQf ver s R(en elfel . II' 11 -1,'11- 0 ). Par passage a [a limite qua nd
+"0 dans (51) p our la sous-sune {u't]. nnus ' JOtcnuns
(.1'(11' ) ,1' _ 71) _!!. lim 11 ,H I _ 1,I,IIIIV- lrl + 111
/ ' >-+0<>
2: 0 'VI I E U ..I
Par auleurs.
{.J'( ul . } _ .l' (iT).u l . - Tt) 2: * lI.f' (u l . ) _ .1'(ii)111
Par ra.' sag t' à la Imu te qu and - += lIan, CCUe der nière inéqu ation. nous umvons 11
.J'(fI ) = J' (u' )
On a donc
(.T'iiil. I' - ii) IflJE U..1
De plus. ïi E va'i car l.J"'1 l'sI convexe none tattueme nr terme Il t:.,l donc bien sotuuon du
pn' otèmc (42).
IVo4. Ca<;d'un opé r ate u r inll'I: ra hl..
IV....2 COllvt'q ;l·nn · de la version sé1luen tielh:
La version séqucnnene lit::raigull lh1llt." de (" <Ivan! 11) appl iqué au gradie m
J ' sèc rn




( l! .f {'SI cnerctvc. ronv rie . wm.·nm l rnue "'ft' rr nl ff"mf'''t 1'/ Itwmt Ulle C -l /t' rr vé/,' il l',feh lf:u' '''I''
( 'OIIH(m leA
( II) 1.lI #"'I,t",,,,ld1l.' 1\' est ('11111'1' ,\1' sa C -di rr l'ée ('SI forrf'lr w/ll m()I1() /(me d l' rrmstan tr (' l't !.l{H -
('/1ll:1 t' lIIw d"" {JII,l tm III'C
(III ) 1r"'Cl lOm w l/ r L nt nINI't' u -'fI G -di rr n '" " .'1 {o rtt'm t' Il t m"''''tmlt'' I le ('(l n.I'tan l/' tl d u l" \
d lll: /t'1Ifw d.. cm r.l lfI ll t l' D
A /or l If «xrste " li t' ,{n/ Uli m i li ' (lu pm M':'ml' (41 ) rt 1t"'l'mblèm(',,' el ( 5 7) pn.U i-l fl" l l un e ,W/IIIIO "
(1,1 . 1 '// " 1) UIrIIJUt' . Sr (' el e 1' ;''1wII I tes
(SR)
( $9 )
o ll /" l' lI
(61)
(6{1)
41< fi < Ai21"_ le ) + l (2I' + 7l €)
2,
U < E: <--=;
,L(2,'-
Il/ Ors {.1( I'()} I tll/ I'erg t' l'I'H .1(11"). 1ilUl l' lJIfII d'uccumulatum {mb ll' dl' la SUI/ I' {III,} et d"
la .IUil(' {r ,4} t' ,11UIU' .wlulIr)l( du p m b/ ('ml · (4 2)
N" us tk r iVll lI.' tes condiu ons 1;"1 d'opnmahtê vén néc s par Il" 1 Cl
,,1,+ 1
'JI' e U'" (./ ' (" ' ), 4' - H')':;: O (62)
Cha" . IV. ..\1J:"r ithml' d t Ré!;t,lu ti"n / Rr j(ularis3 Ii" n
4»(lJ) [L (' l ' ) - L( ,' ) - (L' (l ' ), ,,' - l') ]
'l>2(" ) - i llll - Il"111
<h (u) ; [A' (lI ' ) - (\'( '1) - (l('(lt). U' -11)]
Snu s laconditio n (5R) ou (ol )sUf IJ.
( .!!.. _ 2) II ' _ 11' 11 -+ ":'lIu_ ,,' 122(, 2 2<
u
Nou s eusnons Iii vanano a -=-<1>(" .1- 1 "l +l) _
<1» <1/ "-)) - 'T'l (l'! )
= 7. [L('/ ) - L{IF ..I) - (1:( , ,/' .1,1 _ ,,-" 1)] + ; {L' (IJI} _ 1-'(1', +1).11' _ ,/..-1)
La ron e moruuonie li.: L' mène il
En uulis ant rte ëgemé (64) e xprim ant d.: " h l et en prenant 1) = '/l' nous obtenons
En te nant compte (62 ) a vec ,'-=- ,, 1+1 nou.s a llllul is.'>(1I>s li
"2 (.1'(111) - .J'(l" ). '1' _ I,l) 1-(.l' (l,l ) _ .1'(,, · ), 1,l _ l,l +!)
-+ 1"{,, 1 _ lil . U ' _ ,l) + ..,(.,.1 _ "1 ., ,.1_ 1,1+1)
De plus. comme ,1' t"St rmmnrone el Lipwhitz ien dt.' consta nte A. il vérifie l'h yp...anë se dt.' Du nn avec
ta convante A .:1 oonc
Donc.
.' l -;; - .l'(u"Jlll + {.1'(, ,l ) _ .J'(u '). ,/ _ ,,l ''"I}
1-) ( j!4 - II' . H· _ 1'1) +)(1'1 _II' . !!' _ "I i i )
Nous amvons donc 11
(Ad:+I 5 - 1/12 - - .1'(u· )lll + {J '(tl) _ .1'(,,' ), é _ "hl )
+ ..... {,,' _ ,,' . TI· _ l" } +-1"(',' _ Il' . J,l _ . ,l +l )
IVA. Cas, d ' u n op ér ateu r
(d ü: +' <f> , {1,l+ ! ) -"'2(1" )
_ " 'Il l t- _ Il'112
_ j,'112 _ )'11 , ,1+1112 +-"l'{l,I .j,. 1 +-)'(,,'+ ' li' ) _ ')( VI. 1' ·)
I llt,J+ 1- 1i"1I2 10') (1, 1,, 1 _1,1.,, ' _.,IH)
Pal ailleu rs.
'1> , (,, 1+1) - 1" (1/)
"" [ ' \( U") - J\ (,{-I ) _ (1\"'(1/ ) , 'II - III I-li] + _ 1\' ('1' +' ), Il' _n'H )
La ml' Ilolonk ....e 1\' a pour conséquence
')(1/1 _ 1,1+1 " _ u'- I)
'l'(1j l _1I l.. Il ' - ,,' ''I } T )(lI' _ ,,1+ 1 '1' -Tl ' + ! )
core.
:::: " '-111 +1)
+ "}'(,l l ,A II' _ ,, ") t 1(,, 1 _ 111.1/ _ 11*+ ' )
(l:l.ll1+' 1 s - lll lll _ l ll'" _ l ,Lill +
+ oy{l'.....1 - li' . 1" _ U"+ l - '1' +
"1(,,1+ 1 _ ,llt l - 1/' + ,, 1 _ 1/ + li ' _ ,/"' 1)
- 111/ ..1_ 1,111 2 +, (l,l f l _ /,1 ,,1+1 _ UI) + "'{I,"H _ v",u' _II" )
On a unn..:
_ '/ 112 _ .,.llnl _ "Lill _ I III,Jll _ u"lI
'
+ 1'{1I" _ ,,1 Il' _ I,l) -+)(' / ' _ ,,1.,,1 _ ,, ' +1)
+ ,(Ill.! _ ,," u l + 1_ 11") t "{(I1'...l _II' u" _ li t )
Chup. IV. de Rt S"I llt ionIR t'gu la risal inn
Final eme nt. nous urnvo nv à
M"" - (.i+ 2) IIvH 1 _ 1,111 2 _ _ n1112 _ '111 111 _ 11112
2p 2 zc
_ _ .l' (lI ' ) iI2 + (J '(lJt) _ .l' (T''), T/ _,,H I)
...2"'f(1} 1. _ l /l. . T,l_ VI+ I) + )' (UI.-l,I. , UI _ 11<+ 1) +1'(1/ +1 - Il " h l - 11.)
_ +2) 111,1'1"1 _ 1·I U2 _ 1 _ lln2 _ ..,.11111 _ 1,1.112
21} 2 'lE
_ _ .1'(11' )112 + 11." (1,1) _ .1'(11' )1111 '111'1"1 _ 1"11
+2'11111' - ,,111 11 , ,1:+1 - t,III+ "1'111/ _ u"IIII./ +1 -Itlll + -,IIT,I +I - ,l U
OU (("f = (I1" J. - T" II. lilt 't l - " j,II.II"Hl- IJ'II,UJ'(,,J')- J'(II ' )11) t'IOfJ -N l'sI la marne e symétnq ue
suiv ante
N = : :
1) - 1 A
No us montrons main tenan t qu'u t'sI pus siht t' ut' choi sir IL'Sparameues f: l' de mani ère 3 ce que la
m atrice "V SOil dètinle pos iti ve:. Ce ne der nière t'st vén née sou s les conëuoes suiva ntes
dl (E) > 0







d' (fU ) -: iJct(N) =
"
La co nditkm (65) sur 1::t'SI véri üée , i
c c ,
La ço nd iU(.n (66) lianl pcl f: st' traduu par
(68)
1'<
TVA. Cas d'un opérateur intégrahle
et la condition (67) est équivalente il
87
On ne retiendra que cette dernière condition sur (Jen Ionctinn de z.
On peut aussi avuirdesconditionssurEcnfonctionde(Jet sur r. Indépcndamment dc s. En effet.














dl((J.E) - det(N) - _1 -2"
o
La condition (69) sur (J est vérifiée si
d
(J < f\t1
La condition (70) liant (Jet E"se traduit par
-2, 1
d




_ . t 2/)
c <", :(2d - (J(/I - 14:))
La fin de la preuve est semblable il celle de la preuve du filY.4.1.
IV.4.3 Application numérique
Il est bien connu que des algorithmes tels que I'ulguntlune du gradient ou celui du gradient à pas
optimal convergent de manière très lente quand ils sont appliqués à des problèmes mal conditionnés.
De ce lait, afin de bien apprécier le comportement de l'Algorithme III. l, nous proposons de l'appliquer
il de tels problèmes. Soit il résoudre dans p'" le problème de minimisation quadratique suivant
m.in + 1/11)
I/l;-CR" 2 (71)
oùM est une rnatrice ri x Il symétri4uedétiniepositiveetIJeslunvecteur de P;'




IV. Ih' SÎlllu lta nk s
ou 1 la mumœ uao-, jIl:" Avot.: I\ (u /;- !lInll1<'1 L{"J = t lll'112 un ras ..k _l'algllf Îlhffil"
(le v'èc rir
"h l .: ,/ - t i (l/
':' 1,1 -fJJvl,l -f'1(1,4 _ ,," )
( ::::: ) .V(" cl ( ::: )
où la matrice N«.,<:) la ma trice 2n x 211suiv ante
]I/( Id_( ( l - O) ! 0 1 )
1 · - l' ) ! ( I- V'r)J-{.M
(73)
(7 4 )
On démo ntre. dans le cas cl,nsillt'Ié io:joù A1t'sr s)'lIIdriqu ..... """ u"1Jélime p oouve , que la marne e
1 - pM il comme rayon spectral optimal ( uunimal) li = p.""" - À"u. )/ (>''''' . + À"u")' ob tenu pour
(1 -=2/ (>'",," + >'''"n)' En prenant ...ms (74 1 l ' =Ï/. le f' llpfimal l'OUT(72 ). on va démontre r ci-a près
que h: ra y.. n spec tral d t' ,V ôr supérieur ;l , d m do::la marne e (f - pM )
À lin , h\li )( d t: l' uans ( 72 ) corrcs ronuenr u....s valeurs pmpr es l ' (f ' ) pour la marnee ( l- pM )
intervena nt dans en ), Dan-, la suite , UR notera toul simplement l' une quelcon que lie ces valeu rs
propres. mais on se sc uvèemltu de la rlL'pemknœ lie l ' en P (avec nota mmen t la h mll = 1)
L'Idée est valeurs A de t'opérareur mtervenanr dans Je .>;t'Cornl membre
lk (7 .l)- (74) (toncuons lie (€, I',-Y» co mme des tonctmns lie JI. L"C qui sera prlssihle il co ncmon de
co nskjérer la mê me valeur de " lIans (72) el (74) Puur cela. un note (","l T un vec teur propre ass ocié
à une valeur propre A d l 'on <1
Ali. = ( 1 -€")' )11 + <,lJ




Ce tte équation montre que si (" , (1) l' si une paire lie valeur propre- vecteur propre pour (1 _ " JIf) (1),
alors les S(.IUliu II_' ùe l'équation su ivanie .'ol.m ùo:s vale urs plllpre> lie l'llpc!raleur au second membre
lie (75 )-( 76 ) p our le mê me ....ec reur prop re l' el pour " par la reta non (75)
-\(-\ - 1 =,, = A1 +A ((< + 1')) _ ! - I,) + ,,( I -q) _ ( 1")' () (78)
Celle équatio n est du second degré car à une valeur propre IlCOITesf'undenldCUJ;valeu rs propres A
puisque Il: sys tème es t d" dime nsio" dOuille. Com me la marnee associée à l'algor ithme (7 3H 74)
n'e st pas symé trique (, i E F- Il) . les "aieurs prop res A peuve nt être r éelles ou comptexes conjug uees
Comme la memce 1 - 1'.'IA.a comne rayon optimal (minimal) Ii = (-\",u - .'\""") /(-\"'.... 1
An",,)'otaenu f'l-IUl fi l /(A ".. , + A,,""l. la mumce l - pM a une valeur propre ég ale a Ii ct une
autre égale a - Ti, les uuu cs valeu rs propres t'tan! corupn ses entre dt;':lIx valeurs
O n va lllllntrcrque pnur lnute vaICUlpmp re " , l' unt;':au moinsll esdeux valeurs propres x assoctëes
via t'èq uanon (18) c, t telle que
(79)
Co mme ceci s ' applique aussi hla valeur propre i'iqui détcmune ïe rayon spectral de l' algor ithme (72 ).
un pCUI en co nclure que Il' ray on .l[ll'clra/ pour 1'(I /gllfI l /lm<, (73)-{74J <'JI rri n ' J,Wll f('R1I'fli !iUPÙ I<'IU Il
a l", de l'u/gan/Ilmt' (72). Cette co nclusion esr valable pour Ioule matrice ..VI symétrique semr -ucnme
p osmve . ma is o n n'oubliera pas que ( d te conclus jon s ' applique seujemenr à la situation où l' on sc
connarm 11 util iser le l' optimal pour (72) (à savelir Il .:: 2/ p..".,u + >.,,"")) aussi da ns ralgorilh ni<'
(7 3H74)
Preuve d l' (79) Les >.sont renees aux Il via l' éq ualion (7 11) qui est llu -eomd degré en >.. Les
comnu ons pour que les racines d' une équati on (LJ,l + 11:,. + r '" () sofem de modul e inf ér ieur à 1 so nt
I IY, Eqs, ( 1.I 49 )-( 1.I50)J
l'our que les racine s soient de mod ule in térieur 11 if > O. il suffit de faire le ch angeme nt de var iab le
r :::. ".li et uc don ner les ( "nu ilion s pour qm: léquation W lll/--1 11It!1 t- (" ':: fi aient des raci nes 11de
m" d ulc mr ène ur à 1. Cc, comnuons sont dom
Dans lc (as qui nous intéresse. on a (voir(7i'1»
n 2 = /12 , (' = /I( I-f'll - f'1 h = (e --l ll l1 - I -/1 il", 1
On o htien l donc les conoino ns
(/t( l -qJ -Irrl2< lt·
(il
I l l « e --l- f'l1' - 1 _ I, )l < (,1.(1-'1) _ l'l+ /l l )l
(iil
La conditi on (l) irupliq ne
O n onserve que le mcm bre dc gaucre est toujuurs plus pt..'f il que 1e membre rie dro ite quet que soit
le signe Ile JI- Par ailleurs. ces ccnomoos néc essitent que le memb re de droite soit positi f puisque (l 'Y
t ' est auxst
La co ndition (ii) implique
2'/ ( 1 - 0 +'1)
trt o r--r-r-r-rr--I f JI
dans la mesure où II'}> O. En rapproch ant ces conditions. on obnent la concnro n necessaire
2J.'(I I- 't€; , +IIJ < J. ( I _ q · + I/) -= 1 </1
puisqu e l'u n rappelle que JI > - 1 et que 1' ( 1 - c v + Il ) dni l clue pos un. La co ndition II. > 1 est
impo ssihlc etuonc r une au moins Iles racine s de (7l1) a un mod ule sup érieu r à 1,11, C. Q. F.D
Exem ple I V. I On prend pou r J'vI la marnee symétriq ue 4 )( 4 suivante
(
l " ' " " )o 1 0 Hl
.A-1 -=- JO li j(XJ() ()
n m (1 I(lOO
el pour /i le vecteur nul. Le s valeurs propres <J e M su nt (J,li,),) Cl HU I. L La sotuuon du prohl ème
(7 1) es t le vecteu r nul. Un pas de I'ulg ontnme du gradient est dél:rit par ( 72 ) ou t eu la matr ice
ident i té dans IR· Le meütc ur taux dt' conv er gence (lc plus petu rayon spectr al Liela marne e (1 - pM} )
en toncuon de /1 est Lie t 'ordre de 0,998 Il a été obte nu pour Il = 11.( .) 19. CC I:lUXde convergence
est rr ès mauvai s
C hap. IV. AJ!-:" r ith lllt' d l" S imull ilnt'e!i
pa rallèle dl" rt'su lllliunl rt'l:ulari saUull Avec 1\ (1' 1 "- t llul1 21"1 [,(1)) = t ll" lll , un pas
<JI" l'Algorntuue (palallèk) l'sI u écn r par (71) -( 74 ), L: meilleu r taux <Jeconvergence (Il" plus
pt:lil rayo n spec tral <JI" la marne e /v dl" ulmensfon Mx M). r utlr ue s vaïe urs dl" ') all ant _le 0, 1 à 5,
avec un pas dl" üt a it e obtenu pour l' == n.1 el il es l aussi dl" l' ordr e dt' Il,9')8. Il a été obte nu [l'our
t: = 7,121 dl' ''' fJ,lXll9
All:uri lhllll"séllu('nti t'I dt' r t'sulutinnlr él:lll ari salinn Avec 1\' ( 11) = ! lItt l!2ct [,(1') = ! lIdll un pas
de r Alg\lrithme (séquenuen IV,4 x'écur
VI +1 "" 1)' _ ( ,}, ...."I _ (1")( 1,1 _ r/)
Il, .. 1 = ( 1 - E') -+ 0 /; ),,1 + (') ( 1 - /1") / - (,.'vI), .-I
( ,,'" ) ( ,,' )f ,l " ",.Ai' ,,'
où la marnee Nt l'si la manie e suivante
V' ( ) _ ( ( 1 -q +1':1'1 2)1 0 (( 1 - 1""")/ - (lM ) )
, fI · (. - l '"r l ( I- II')) / - I' M
le meilleur taux dl" co nvergence qu'ona [lu ob tenir e.'>1 de t'oune de O,97j Il a élc! ob ten u p our
Î = 10' l' = 9.2Y1I97 X 10- 4 1"1 f = 1.0 1024 x 10- < 0
EXt'1I1111t'I V.2 On prend pourM la mntru-e diagonale '! x 2 .'iuivuntl'
,,_( ' " )
, - 0 I IlO
d pour l, le vecteur nul. L I" meilh:ur laux <J.: convergence obtenu avec l'Alg llrirJlIne du gra dient
est de l' ordr e de Il e.-;t IIhtenu puur (1 .= Tt= 2/101. A\'l"C l'AI 8\lrilhme (séq ue ntiel) IVA.
Url arrive il oh!enir un (aux .le convergence égal il obtenu pour 1 = 10-\ f' = Tt_ 2/10 1 Cl
t: = 1.(XX)37 x 10- ' 0
IV.5 Ca s d'un opérateur de point- selle de Lcgr ..ngten
:\ uu s nous mumtenam il la r ègulansatlon .'iuivio: d 'un pa, d'up rinu sauon dans Je cas uù
l'ope rateur en quesnon dérive d 'un problème d'o ptimisation SOU'i conu atmes explicites . Nou s con-
sidc:wrlS de ux espaces de Hilbert U el C. U..l esl Url sous -ensemble conv exe ferm é de U el C est un
cône conve xe ferllle . Ie C Nous la fllnf;l itlnndle W ill/elle ,1 U R el l' ap plica tion
C -cunvexe e :U -0 C el oous poson s le probfème d'op timis ation sous contr ain tes sutvanr
{





Dans 11:' cas où .1 et B son! dilfcrl"nliahles, r algurithrnl" de app liqué il
t' opérateur IIt(1I. / ' ) : ( .1' (1/ ) + H'( .. )T" . _H(lI ))T " it:ri l. en notan t Z = (U, I') el lll = (V, '1)
IV_'\", COIS d 'u n uJWralt'u r d t' pu in l-w Ut' d t' Lagrangh:n
i\l lo:urit hnw 1\' ,5 (Pa raüè te en (.;;,m) ) À r.: wp... C cmmms,w lI / a' 1.'/ ",1 ratcutrr .;;l*1 d ' 1'1.-1 t'"
rh nlwllr l ln pml1/emn uu.u lmlfl's
min +
0:
Dans 11': ras partlruüe r où res fonctio ns aux iliaires K Cl H sont ut' la tonn e
K( z ) = K ( II } +
H (" ,) .= L( ,' ) -t i"'l,IZ
un pas de Ct' dernier atgcnthme s'ecru
Aigu ri lh nw I V.1l Â l'élUp!' 1,;. connuissa m Il '" l, l , If et 'l l-'allurer 1/1- 1, {l· ', Il - I r i ,l"'· rn
ré.m /Vl/fIl tes uli.ul ,w res l'I I Il (' / " el ...1 .' ({crlU.mlt dt',< " émiIOns Iii, /11/.1 d...
grw llefll pnu rlt.'JIJlI ntl h/r I /' t't '1
mi" [.!. J( 1l)+ ('1('" - .,1 )- !/( /(I/I. ).",]
E E /
/ IH • ,,1 _ ':;) (1,' -l)
min [.!.L{V) -+ ( .l'( l" ) 1"" ) (,t' - ,,1) _ .!.L'{1'· ). 11 \ + {,/ B '(I,I ).II}]
l ' l' /
</..1 = P ( 'I l i f' [8 (1,1) -/{I/ - (II)])
1o , P dé.ng" t' ta prtnecuon sur C ' (.WC ....{Of. P /' ,1/ a/ors l',, /e'll il é)
Remarque IV.2 Contraèremenr à l 'A l l;tlr il lUTIt' Il,7 où la venante duale J! est carcutée de manière
sequenueue. ( t' nouve l algori thme - nto::OIc dJns sa v(l siun seqoenuene-c- cncuïe les vnrl ables duales
/, d '1 ,I( mantëre parallèle par rappon à " leur" primate correspondante. 0

Chapitre V
Forte Monotonie au Premier Niveau et
Hypothèse de Dunn au Second Niveau
Nous considérons une application Ij} d'un espace de Hilbert VV dam, SOn dual W' et W a, [ un sous-
ensemble convexe terrné de W Nous posons le problème vanarionnet suivant trouver 'Il" E W ad
tel que
(1)
supposons que l'espace West le produit de deux sous-espaces U eT V de manière à pouvoir
écrire
W = U x V W ad = U,,[ X Vad U,,] C Li Vad C V (2)
où u» et Vad sont des sous-ensembles convexes termes. Comme lJt est une application de W dans
son espace dual W*=U' xV* nous pouvons écrire
W(II') = (.A(W),B(IIi))
où.A et Bdésignent respectivement la composition de \[1 avec la projecuon surU' respectivement
V'
Sous ces dernières hypothèses, l'inéquation variariunneltc (l) est équivalente au système d'inéqua-
tions variationnelles suivant trouver CI/','IJ*) EUad x Vad tel que
(3)
Nous définissons un nouvel opérateur 0(-11.) par
0(11.)= .A(n.iI(n)) (4)
1'('11) étant la solution paramétrée par 1/Je I'rnéquanon variationnelle trouver Ii(n) E Vad tel que
(B(n, 'IJ(U)). IJ - 0(-1/,)) 2':() 'i11 E vad (5)
Nous ferons plus loin des hypothèses sur B qui assurent l'existence et l'unicité de v(n), Nous nous
intéressons alors à l'inéquation variationnelle en u. suivante trouver n* EU ad tel que
(0(1/,'),'1/-'1/,*) 2':() 'in EUad (6)
Par rapport il larticle [9] où l'Iiyporhèse de torre rnonoronie emboîtée est supposée vérifiée par
l'opérateur W. autrement dit l'opérateur Biu. IJ)est tortcrnent monotone par rapport à 11 uniformément
<)3
':14 C h ap. \' . Fu .-II' .'I1" n" I" II;(· >Ill 11''- l'Iiinoau d dl;' Du nn au 2nd :-O;ï H' .. U
en " el t'opé rateur 11(11) est fortement monotone. mlus ullulhJis,nn.\ cette derni ère en
supposant que 11(11.) v':rilk umquement t'ny p otnè-e u<:.' Dunn Il s'a gil tuen d'une
la i" le car dan. k C,L\ de la ron c monotonie emboîtée. mojut.. UèS ue Lir sdIill S UI les
opé ruteur s A et [3, n est aussi U r,schill ien [9 , Lemme :'i.l1. <:.'1 nnus avuns rappelé (Lemme ILl )
qu'u n \ 'rcrat<:.'ur fortement munOI\' n<:.' <:.'1 Lipscn nzten vénn e la prnr rid t' \.1<:: Dunn. Grâce au r ésultat
du Lemm e nous pouvo ns atnrrner que l' hypoTtlèie lie Dunn sur Il est plus faih ll: que l'h yp othèse
,k Dunnpartielle sur l'upt' raleur glu"a l
N O LIS donnons ct-des sous un exemple qui illustre ce rt'su llal el qui montre que notre èmde saoressc
à Iles opérateur s qui ne SOIl I pas lll:l:t:ssuiremelll m n ll o tl ' Il ': S
E xem ple V, I On co nstd ère « E &,2 /1 U·,I ': R l V..I = [p:
..4(11. '" ( -1 .1 ) ( '" ) + ( - 2 ) ,•o - 1 II). 1
( 1 - 2) ( u ) +"
'"
. (n. ,., (-il -: -;)(::;)
1 -2 1 l'
CeT npé rateu r n' O::>I fla., nxmotone. En cne t. l'nur " = ( /1) ct l' = 0, le prod uit sc atajr e
("'l".I'),(.. , I'» <."., t t'gal à - 1. Par coesëqeem. il ne peut venne r J'hyp othèse Ill.' Du nn par -
nene. Po urtant, l'opér ateur 6 (11.1') tort emc nr ruunotun e ...n " uniformémen t en /1 d t'opérateu r
1/(11) "'" A (ll , i' ( II) ) dénm par
1/( .. , ( 1-1)( '" )
- t 1 III
vénne tuen l'h )Plllhh .: lle Dunn avec la constante 2
En de la torre monotorne dl.' li sur V·,I on qu'Il <:.' , 1 lai" lt'mc nI continu sur IOUI SOUS-
e-puce lit."dim ension tnue de V, qui noue garanlit I'e xtsrence d'une solutio n uniq ue par uménée par
Il 11 rf n équauo n vanaüonneüe (vllir Tb é orëme 116) $lli t ll " une '\\llutiun \.It' (6 ) el li" = V(ll' J,
arors ( Il " , ,, ') une S.. luuon lit' P l (Le mme il S )
V. I Algorith me
L'alg(lIi1hme que nous proposons es t u ëcrtr oan s le Chapitre III (Algorithme 11 .1) ct Je hut de l't'lude
es t de Ilonner un Ile convergence dan , le cas ,Ill 1'\I(l<.':ralcur fi ne véri ne plus l' hYflOthrs e;: de
mnnOlon ie mni, uruquem..nr l'hYf'\'IIk'SI;'Il.. Dunn.
,-\ Igu r ifh mt" \' ,1 (P a rallè le t' Il l",l' )) À l't' Ia/,, ' t: { m U! W ', I (j n l n' rt III calculer IIH I 1'1,,1. +1 1'11
rl!.wlwJTlr les {!rolll h'I('s (1UX/ 1U/ l rô ile mmumsanon
Nous èrudion s llan.' un prerr ucr tempe la l ' Algl\filhmt' V. I oaœ, le ( as uù
U "I U, )/", 1 = V, 1\ (11 ) 1. (1.') ct ou A cf B sont ues opénneur s
utnncs. Nou s notero ns
A (" , II) =- AlI -t n l ' !'-Il
B(lI , lI) =- c" t Ul' + /'
Le probrè rne 0 ) s'écru maintenant trouver (" '. 1") E U x V Id que
A (tl' . ," ) =- (1
6 (1" , .'" ) = 0
et Icpl( ,lJlèrne (o) s ' otn it trou ver u' e U te/que
(7)
« )
Suit rense mtae dt' s solutu.n s du problème ( il ) . Nous rappelions que si T,' es t une sotunon lie ce
problè me. (n' . ii(' l'» t'.sl une :.I,lutio n du probrem e ir uual (7 ) . Une itération de l' Algorithme V.I
séc nr l.I:.n, ce particulier
Il' +[ =-
1,1+ 1 = l '!. _ 1,(C,,1 + DI " + h)
A tm ut: pr tlU Vt:l ta con verge nce \k r Alguri thme vL nous .SUpP" ,Sl)nS véritili'cs les suiv antes
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et !! cs r l'rt pérareur atnœ pm
.\11= A - H[rI C . III = ' 1 _ BD - l } ,
l.e mmt" V.l Snu.T les CN ie.I·,TUS, Vn ,l,' € lA
Il"1'' )- "(,,'III
1111(11) - 11( '1')11
OÙ ,,",' - 7./ / el R = 1/ 1'
81" -"'11
IIM (II -r,'JII
RII,, - ,,' II
(14 )
( 15)
'Jo Ch ap, V, f urt'" ;\l unulun il' HU Il'r Niw au d lI yputh èsc dt' Du nn :dU2nd Nhea u
l' n"UH' A l ' aiLlt' dl' ( 12), qlJt;" n-' LI[N __t ntzten dl' 1/ 1. Com me C est
Lipschnzie n LIe Z ef ;;(.. ) '" _o - Ieu - D- I ". alors (14) l's i immédiate
Quant 11 ( 15), "L".I 1 une conséque nce (1 .') en uuüs anrI'm égaht é de Schwartz au premier membre
ùc ( D) •
Remarqu e V,2 En déü russant la norme d 'un opérateur linéaire Q dénm sur U par
( I f!)
l' inégalité (15) t:l>l équiv alente li dire que l'npoéraleUl Hnéatre M born é
V.2 T héor ème de conver gence
Tht:urioml" V.2 NOlI.I(m ,wm,f 11'.1 "YI' OIhès/',\' ,IU /W /n U'.\
• U ' proilli-ml:' (7) rulml' I /lnl' (II', ,, ')
• w ""U x V 1'.\1 dl' ,/wlr",çwn f//lu '
• Il' ShYI'()lhf.l"i'.I(9j. (III), Il)). (l 2) ('I (I./ ),wmvinMf',f
A/ on Il r xtste dl'lH p olYlll jmn 1 1:'111>1:" 1/. /lOIÙ PI (n. I ' ) f" Pl (n. (Il n nvant lrs l' ropru?lis SUl WllI/I:'S
• .WlI/ 1'0('.) P I Iq llln.I,<I(·), II/ors P I (o,/i) < (1.11 () < f' <
• J I 'l > X l y 2/ 4d "'SI Il < l' < (401'( - X l y 2)/ 2,wT 2 IIlors Pl (O,f/ ) > 1)
(17)
a/ or .l.
- sunes{'l' f ,' 1 { Il } ,\"1"11 hOrt)';('I
_ III ,<Ult l' {lJI(Il! ,I,I )l n mvr rg l' fn rt,-mf' '' / vers "' (II" . li ") = fl
- W UI ponn d'uccumutanon li dl" {/Il } t'" , Id 'lUi' (u. Jj('iï) ) es/ UII I' In/ uIW" du pmb/ jwu' ( 7)
Nous considéro ns la ronc uon
(18)
où n es t une co nstante po-au ve qui SCia par la sune Cl uù
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Dans mure cas part ic ulie r. 1...'Il .' ...mh le U r" éga l à { II E U 1 11( 11) .,. n } PUUV""S do nc
atnr me r uue a t'si la suJull\>n l!u rruhli'n Jt' L1 ' \ 'pl lln isalilln " 'US contt.un te ,j"(ogaure suiva nt
- Hï lz ,
sous la conuarrae :
!l ( l" ) = 0
Les tTInd itiu ns nécessaires et sum-a rucs d'op rtrnaltté de con duis e nt au sys tème suiva nt
t.emm e V.3 1/ exsstr .\ > Il Id 'IIU'
"ri1/ E li Il' 1 - =11$ X IlI1(u ) - 0 (z) 11 ( 19)
1(I.'Jna rq ut' V..' S i 11 t!tail sorrementmonorone, air..., la prn priélé ( 19) "c'rait vraie pour tou t
Il cl z da ns li . Avec st'ulc me nt l'b ypoth ëse lk Dunn .sur n er SU" car.rctere linéaire, nous ob tenons la
mêroe propetété mats untquerre m rorsque a esr la protecuon œ Il surU'P 0
No us a vo ns heso in Ù"'Sr ésult ats qur su ive nt PUUI la preu ve du Le mme V,J
l'hfu r i''ml' VA (dl" Ban ach su r t' upé ra te ur Inverse [ B , Ch. I\' . Thtôllri-lnf" .1]) SO li Q UT! (J(' é -
rr lleu rfm'; m ft' h"mé ,/U I ' lf ' p i ll /ut' '" uml'oqu,.mn l/ un " .'PI (O' de RmUidl f. .1'Uf lUI 1'.llulU' dl ' Bw w {'/ , [j ,
A lon l' {}pé m l t'ur m v-rse Q- l t'SI {lUE ' !lOri!';
Cur ultalre \ '05 .'1011Q un opérlll l' ur Iméwrl' html': /fUi ((ppl"/,,,. lUI {',<pm-,.dl ' H i tben V tl(m.l' lm mure
eçpnc t' dt' Ji"""" V I. 5"'1 S unI" wJrli!lé I lIlàml' dans im Q" A lOI":< l' lJpém leu r R.
R. : 8 - Q"IQ.1(S)
oû r ( r ..spec"/lvt'lrIrnl.1) "'I"bnlle l'Uflmnrp ll i.lme {'(/n lNUi/ur Ile V I dans V; IrespeUll' emn ll de V '
,/un ID), rJl {orl.'mnu ffl nnlJlOfle.
P reuve Nou s d émo ntrons u'abord que R. es t Comme il est su rjec ti f. il
tJè démnnu er q u 'il esr ieje cnl. ou t"1\t:\ll e que kt'r 'R = ( II) . So u :l ' un ut: .... tel qUI' R:r = ()
Alors .
Q' JQII' =--0 (Q" JO.1" ,. I :r) =.0
(lQ.It:,Q .1:r) = 0
IIQ.1:r I12 = 1I
'* h 'E lu:rQ
Or ker Q = .1((imQ")!) t:l .... C lm O' tlo nt: _, .... Il, Par aillt"urs, 11 111= Il.11 ' = 1 el com me Q t's t
Il'''n':. 1I0 11 IIQïl .. '1. ufors 1? est rom é er IIRII = Il . À ra ide du résultat uu Théorème V.4, no us
déd uis ons que l'opérate ur lnvcrs,,"tJO;" R t's l rom é. Su it v = !lR.- I II. PIlUI un élément c- tJt: S, no us
pt l UVl1n .'> écnrc
ce quientralne
I)X _ Ch ap . V. Fm ll' M nnuluni l' au 1rr t:I IIYP" th h e de Du nn au 2nd Nhr3 u
ce qui :lchè \'l' la lkmll nsrrarion
P reu ve du Lemm e Il surm lie prouve "lut: Il - Z t'SI un éj éme nr .k im.-\4· ..t k
r ésultat du Co mllair.. V5 üans le cas où S ;.: i lll .Ar . On ne rera plus ici ta dtxtincüun e mre un espace
oJe Hûtert er su n dual. La projection z dl' 11 su r /j'f" esI uenm pat rtnëqo.nro n variationnelle
(z - Il , Il' - z} Il 'i l<' vértn anr n (TI ' ) :; .\.1 .,' 1 fil = 0
.. t l' lit: vr rific ;Jussi
M z -l III =O
ce qutmène à
(z - 11.1/) .? () Vl ) vérifia nt M!I = ()
C..ttc dernière proposition es t équiva l.. rue dire que [c -Il) t'si llnhl ll;unal à ker M = im(.\1 · ) · Par
con séquent. (u - z) es l un etenent oJeim.l"'f ' NllUS po uvons lion.. artirmer. d'apre, le Coroüutr .. v. s.
'"' 1111(11)- 11(.:)11 = li/vl( .. - z)lI ?: <:11
où X = IiM IIII(M ' MJ III,
Pr euve On consntëre la dér umposttinn de z 0- $ , z, selon ks ....jus-e-poces invafian b aSSllCiés
aux valeurs propr..s À, dt' H (on appeuera ces AVlX ecu e décomposition . Ies
s'r u i" ..nt
où Jo., "SI la marnee idc nlilé Il.. dim ens jon Il , (L;, Il , ,"_ .. ) d où
1[
"1 Il
Y, :: Il 1





Z,I .1 _ z: .,. (À,I", + ((À, _ 1) / " , + .Y,) z?
Poso ns ", = ((À. - I )I " + N, ) z? ' lÎoIS. p" Ul k 2:. 11-"
(20)
V.2. dl' l"lmH' rgl" rlfl' __
uu C l. = k!11!(k - j) !. C ompte tenu llt' la tonne de la malrin ' N,. un obse rve que p our la coonj on née
'l " terme À: Il, apporte une l,.'untrinUfiun non cu tte. Si IÀ,I 2: l , cene coordon née lie li , ,Iuif être
nulle. ou xlnnn il y il une cont radi c tion avec le lail que - .... n, A1Ns, le seul ter me tjon t
la co ordon née 11, - 1 1'\1 non nulle es t eUCIlIe dont la coonjonn éc co rrespon uame ....ut êt re nulle ,
1'1 ains i ue sune . Finalem en t. tout h.-vecteur ,hn t eue nul si IÀ,I 2: 1. d al..rs ..,h l = z,1 _ z?
Dr. ceue égali lé nt: (X'UI être vraie p our ttMJI z?que si À, = 1 ct N , = 1.1..'Cqui montre que sous les
hYrt .til t"ses du Lemme \'6, toute va lnl l propre Ile mod ule supéneur ou ég al 111 est ég ale 11 l.
Dans te cas où IÀ,I < l , It: plus grand coc tficie nt de (À , 1", + ,\';)1 ' tend Vl' IS lt:rO (vo ir le second
membre d t' (20}-le plus g rand coetnctem d 'u n ordre inkrit'u r !l qui t.. lllI vers l éw) et
w lIlllle z; = ( À,/", + l'.',)lz? aluh z,'---. O
Fin afeme nt. un a monuë "lu.. WUlC vale ur propre ,\ , de H l'Si soi t tic mod ule in férieur à 1. soi l
ég ale à 1. l'our les composantes z, sur les sous -espaces S, associés aux valeu rs prop res dl' lIl11d ulr
infèrieur ;1 l , les suite s {z:} Icmknt vers zéro. e t pou r k s autr es . <.'I les son t statiun aaires •
Preuve du \ :2 écrivon s k s v énn ec, par Il' " , 'l, J.- "ktl
I,I. r ct . I ' 1
.'1,, ' t R," t '1 = 0
Cil ' -t 1h" +/' = 0
",1 = _n-rc,,'_ n - I/,
,,1 .. r ,=, ,, 1 _E( .'IuL -i B il l -+ Il)
1,1 + 1 = pl -,,(C,,' + D " I + l,)
Quant à "\'.\11 01 solution du problè me u<.'nu mmtsanon suiv ant
(2 1)
(22)
el venn e don" l'Jn éqaatio n vartanon neüe ù '" ptim alité <IsS()( iée à ce dernier problè me d'op timisation
(23)
Nous con sid érons Iii toncnon Ill' Lyapounov uen me par (III) uom nous éludions la variation sur un
l' .... d'Jré rution
(Ll 1J: - r <1> 1(11' + 1) - <l'd ' l l)
_ ;;l1-r lrl_ _ l" lll
_ zl lll _ _ zlill t _ ;;1+1111 _ _ z' Ill
_ 1I1Jl2 + ;(" ,+1_;:1 ul .. ] _ Ill)
l tlll Ch ap , V. Fli rt e ;lU 1er Niveau r i dl' Dun n :lU 2ud Niveau
En prenant II' = da ns on arrive à ' 1 :s; 0 Nou v avun s ,jtl llo.: l' inégatiré suiv ante:
(Al.' + B I ,I _ 1.' +1)
{(AI/ + 81/ + fi ) - (/\1/ ...8 H" t- Il), - 1/)
"
-+ + (ll(Il I ) _ I1{ZI ), ll l _ UI - I)
,,, =- _ Il,I}, .;;t
Comme zl _111 E imM ' aluni Il;;1- H' II :S; - \! (I/ ) IIer d,ml:,
/1 = (R( l " _ 11/ ), Il" _ ,/ .1 ) ::; Y ll1,1 _ wlll ll" I +1 _ ,,' II
t , = (U( ,.l) - lI( zl ). e' _ 1/) ::; - ,.lIn (zl) _ 1l(1I1)12
!4 = (\l {I/) - H(z' ). «' - /11+1) :s; Il!! (zl) _ 1/('/ )111" ' '''· - 11 ''11
Nnu s arrivons rmatemem à suivante
s _ IIIU1 _ _ zk l12 _ "lIn(z*) _ 11(11*)11 2
+ XY lll'· _ '1'I IIIIU(z l ) _ 0(111) 11 + Ylltl
'
_ ",killlu*+1 _ 1111
t-l ll l( z' ) _ H('/ )III1"I +J _ ,,411
Nous enll.lions mainte nant =4>2(11· ...• ", +1) _ ' '' 1(111. ,,1) ,
_ "' ....111 1 - _ 11'*111
_ 1" 12 -+ _ lI'1. 1I 1
2/'
i 7, {ll'" 1 - ' 1,1 ,/ ...1 _ I,k ) i 7, ('/1,' _ ,,'+ 1 _ w")
D'a près Il: Lemme V.l. nous avo ns l' inégalire survame puur t ,
V.2. Th l'<lri: lIll' d"cunn' rgl' lll'('
(Il" _ I,I+I,C,/ -+ D" I + ")
_ 1.1-1 (CUl+ [h .1 +hl - (C Ul + 011.1 1-/,))
/1111 _ ,,1 D(I'''-li) ) 1-{1'1_ 1,1+1 f) (Vl _lj,I ))
- l lil,l _ 11"112+ TII,,!+1 -,,1111"1, _ will
17 .!..(Wl _1,' ...1 1111+' - .... )
l'
! {lIIl _ I.I + é _ t,l < l llJI + I _ 1(JI }
l '
7,1111 ''''1_11'1[1111'1 - 1/11 t 11/,1 +1 - I/ IIJ
Nous finalement à
(.).2);-1 s
+ TII,,1+1_ ,,11111',1 _ Il,1 11-+ 7,1111 1, ... 1 - li' ll (1111'1 _ " I II + 1_ "III]
101
_ ,,1112 _ _ ;;'112_ rll!1(z ') _11(11' )11
_ i; 1I1,'·... ' _ 1,1, 111-11/11'1/ - Il,'112., ;;UllH1_ 11' 11 2
+ Ilil(;;' ) - lI(II') lIl1ul+
'
_ u"ll
+ XY Il1,1 _ w'IIIIf/(zJj _ 11('/ 1I1+ YII,,1 _ ",'1111,/...1_ ,,1 11
+OTIII,I+' _ "'1111 ,,1- ur'Il+ - 1/11 [1I11'l - 1,1, 1 -+Il,/_ 1- 1/ 11]
- I( ( I )TJV(l - - ,;)'112 ( 24 )
= (111,l. +I _ l!AI I.III!(z l) - 11{ll' )II. III;I - ",I II. II,.··I -ILI IIIcf où]l.' èSl la marnee symétnque
- n S
2,
- XY - 1
Jlf =






Nous montrons matnrenam qu' il l" 1'i.si tlle ..je dlois ir h:s paramerres o. e et f ' de rene sorte que la






llil Chap . Y. Mu n..' .. nh- nu t er Niveau t'I IIYP"' hèse dl.' Dunn a u 2nd Nh l.'au
'lu i sont éviûenTes.ct
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") ( nT-ns )l' N1 = "
o 2, - X Y -J
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- J N.=
l ' f' il







_ lI pT 2 + Znf -
1 * )
11";I'Z [e-P 1(Il , p ) -+PZ(Il .( J)]
("S XY) 1- - -I/IST +Y -I-l' lr
J Zr:.82 1
- ---,,-- - r,:
P,(".,,) nTll" f 2/ (0 2I'S l T l - , ft - _ u ST XY _ r y 1 _ X yl)
+ ZOp(..,·lX1yl _ 4... .."'·2t _ Znj·..,·2T _ Z,'SY - S X y) _ ln2rSl (27 )
P2(O,j' ) pl (4111"1- ZCd"W1 _ X l y l )
(Z8)
O n a donc
\kl ,V = :cP.(<\. I' J + P2((l.I') ] (29)
V.2. dl' ron verge nce
condin on (25) vénn ée pour Il t'I l' v ènnam ltln l!illons sui"'jlnres
X l } ' !
I t> -
4ct




En con séquence. d'un e part l'o ur l' vérifiant la condition (lI). k po lyn(\me PZ(l l . " ) esr srrtctcme m
po sit it ' u 'aulr e paft, nuu, a",ons
P , (o ,O) = _n!rS1 < 0
P 1,,((t , O) "'" 2u(Sl X 2y l _ 4ru'S,2t _2ru'S1T_2rSY _S X Y ) <O
La dernière inégalité esl une c onséquence de la cunditi ..n (l 0l SUI ' •. Cornill e Pj (o, fi) = +no.
hOUS des <Jeux que le p olynôme PI ('l, p) esr pour J' compris
entre 0 et sa plus petite racine positive ('o(l,r). Par cons équent. la conoJi!inn (26) vermée POUl l' Cl




En l1.111ci usillil.[l\ lUI U. I't'1 € t'1vérihantle.sinéga lilés {JO),(12 ) ef(1J),1a rnalrice !V 1',1dé fmie poxi
uve. Par conséquent. 1 es t né gatif La suil<: {oI>r (u.I) +o 'P!( u· , 1!')/ est stricte ment œcrorssame
Comme die l'sI postuve. elle est convergente ct (June tom ée. etta utn creece oeucux termes consec unn
rend nccessarrcmcnr "'t'TS 0, Nou s en déd uisons donc (24) que ta su ite {(l} co nverge vers
(0, O. 0 , 0)7 En particu lier.
- 1l(t' )11= ()
_"I II =l li m..cII A,l +- Bv' ., {lll = Il
é'l ': t· D"I + /,11 = (J
SUil (,, ', lI ') un été menr de ïz x VIel que
.411' B,,' + 11
CIi't D." + "
En co ns idérant tes suites {(ul - Il ')} el {(li· - I,'ll . I' Algotl lhJll( V I v'écn r
,,' +1 _ " = (l - l!'A}( Il' _ li' ) _ ( 8 (,,1 _ /l')
, ,' +1 _ , ,' = _/,(:(1<1 _ ,, ') + (l - {,(:: )( l'I. _ ", )
La sune =- _ Il ' , III _ 11 ') 7 v értüe d'u ne pan
( l ' I = lI ( l
où lf =( I/{ - eA -éD)
- I.e Iv - " D
104 Chap. V. t"ur le Monntlln ie au Ier Si wau el lI ypnl ht-M' de Dun n a il 2nd Niveau
el d 'autre pan , d'np res (34 )([ (35),
Grâce au résultat du Lemme Y.n, nous déduiso ns que jes suues {lit } er { v t } som bornées
Soi t n un peint d'a ccumut snoo ue la suittl {Tit I. "'nus r uns jd ém ns la sous-se ne {k,} telle que
{ut ,} con verge vers il". Nous r nontruns que 11 CS! lin étémc nr de U"f" aut reme nt dit , li vénüe la
cnndttnm nécessaire el sumxame d'upttmalné n {ii} -=0,
D'une pan . com me u l" conw r gc vCTsnt' r H vetnc Dunn avec ta constante I j r , t't
l'si do nc Llpsctuu lcn de consrame 1/'-' alors f! (llt,) C\.nvcrge vers n( nj , D ' autre part , U (lI " ) comme
nous venons de k voir. converge vers 0, donc n (n ) '=- O. l'ur conséquent, 'li est bien un ercme nt de
U"" Cl le co uple (11, it(Ul) est IlIIe solution du problème (7) , ce qui achè ve la cé monstr unon . •
Remarque \' .4 NOliS limitons notre étude au cas où les contraintes u'cnsc mbte som absent es el où les
opé rare urs son t atnnes. L'excmple suivantlllolltTe4 u 'i l <,:sltliftici1cde SCpf(HllnCer surl a cun vCJgem;e
de l' Algor ithme V.I dans le cas d 'un opéra teur r mn athne.
s ou !I (T! ) t'oper ateur œnm par
dont le graphe est represente Mlf la Figure V.1. el son
- 1
f igurr Y I: Courte oe ü en toncuon de I!
A (lI , 0) 11(11 ) -1 1'1
B(" . l ))
Lt' sysfêoll' d'équ ations
A (II , v )
8 (11, 11)
V.J . Exemple d ' a pplicat ion rus
a PUUl solunon unique ('l(' ,li') :"" (l. n). Cc que n<lU, avo ns <IPfld i' 11ci- Jc comcce tue n le
Il LIe1<1 mènrte pal
ll (lI ) ': A(Il . li (lI))
OÙ V(II ) est la so lution t:1I 11paramétrée par l ' LIt: rë qunuon B(I/ , II ) == () Dans CCl exem ple particulier .
,i (1<) = n ,v" E R . e l n vénne hien LI..: Du nn avec la constante 1 L'Alg ornh me V I
s'écru
'1" +1 = U A _c(u (" l) _lt.l ll
== ( 1 -
En pnsa m JI "" LIt cl T = C/". l a v..'("sion ..xm tinue LIe I'ulgonrbnu- s'Iterit
(16)
avec par exe mple IÎ. '" dll /LI! . Soi! ( ' lu, 1'1'1) un l''')inl au vorsm age de (0 . 0) uvee TIn e l lin pos itifs. O n
approxime le, termes ut."aroue de ( 6) par leur Ik Taylor au premier ordre autour de
( ' lo, I'o) afin ..I'énnner le comp oncmem du linéa ire tang ent ue (1 (,) On onuenr k nouvea u
systeme
uonttc point d'équilibre se suue il Il = '41/ 2 et l' =Il, En elkduanl la cnangene nr de vartabres
Il' "'""-T /' = 11
la marnee du système uneaos ë a po ur propres - 1 et - 2T11ol. Cene de rnière va leur tend vers II
quand 1'0 tend vers 0 (poin t d'cquülbre du système no n linltaire). On en uclduil qu' au voisinagc . lc ll,
la suite (li"} "a du mal" à converger vers 1). Les vlmulatinns num énq ues conü rment n,}s pr évisions
o
V.3 Exe mp le d' np pllcat lon
N Oli S reve nons il l' Exemple V. l et nous ètudi..' n" la convergence de l'Algorithme V I. On a 11 E
}I,2, Il E j?,U '" = :Il !, yod = il er
B(II , " )
( -1 1 ) ( '" ) f ( ) "n -1 " 2 1
( 1 - 2 l ( ''') ...
'"
trou ver (n " " ,' ) E IRl " IR rd que
A (ll ' , ,,' ) = 0 }
B(,,' , I" ) = 0 (37)
IOh Ch:lp. V. f lirte l\l unll tllnie :lU 1er /'Iih eau el HJP', lh Kt- d.. [lutm :lU 2nd
Ln pa-, ue I"Algllrll l1.llle V 1 sécm l'é tape A. connuu-sunt 1,1 , ,1 Il ... 1
,4-1 -ctoo le .' u iva nT
1 _ é{ + .l lli _ 2!" )
,,);-+1 1,1 _ _ + ,,1)
où ,1/ est la matri ce l x J uéti nle comme ,;u il
Les valeurs propres de AI ",' nI I. ft({u 1 e l h(l'.é) , nù
2 + 2, -l' + ...(Il
----,---
2 + 2é - l' - J/I(- 12, -t l' )
- - -,- --
u max imum des moa utes <.k 11 e l <.le h: s' annule flour l' = fi - 2.4 el t.: = '( 0,2. ce qu i
veut une que l 'A lgorilhme V I converge en un seul pas vers une s oluuon uu prooreme (17). SUI 1<1
Figure V 2. lJnprese nle lellomainede <:tlllvergelll'l: ue I' Alg oril l1.me v.t uans le plan (I (e n ansctsse j
el r (Cil ordonnée) un po int ((l, !) 1."S1 un élé ment d u uorname lie co nvergence s i ct se ule me nt
max (.I1(", t ) , !l(fJ,E)) < 1. SUI la FiglJle V 1,lln lail un zoom au tou r du poin t o plimal ( fi ,Ë)
\0 . Exem pte d 'applicatio n
Hg ure Y.2: Domaine ue crmvergence en fonctio n de f,e l e
1U7
Chap. V. F'orll' !\Imllltlluie a 1 _ èse ue Dunn ao z nn viveau
2 . 6 2 .8
Hg ure V l Z, . .com autour de (ji. l)
Chapit re VI
Conclusion et Problèmes Ou verts
Vl.l Conclus ion
La reso lution d'u ne inl'quatilln variation nelle comport e ..J'u ne palt des J il liculk's liée s au cho ix
tk l' algl'f itlunc de résolu tion 1:1 d 'a utre part aux f'w (lfiO::I60 \',,:rilit'cs par l'opér ateur impliqué dans
l'm èquatèon vana uon nene . Dans œ mé motre . en de r ésoudre une inéq uauon variatio nnelle
uù J'opo.:-raleur est mono tone (saut uans la sinunon constoereeon rop èrureur est amn e mais reer ne
l,as ( Ire gtoearement monotonet en uülls anttc Prin cipe du Problème Aux iliai re. Ce dernier donne lieu
11 un algorithme it émttf IlÙ il. chaque pas on n!stlud un prob tème auxiliaire lie mtranusauon. l 'apport
original de ce travai l pont' sur r alIathli ,,'Cm l;"nl œs hypt .tht.'-s<:s dans le ca ure ü 'upèTalcu rs génér aux
On do nne une preuve de oonvCJgcnœ dans k cas ou l'o pérateer glo"a l ès l .ténm sur le pnululr de deux
de el 'l ui vénne .rune part de Dunn pan idk par rapport sa premi ère
cumpo sanre ct d'a utre part es r torrcme nr monoton e pur rapport sa deuxième composante. Cec i nous
permet de trait er aussi le cas u'op érareurs sir nple mr m mono tone s dan s la mesure où on pro pose un
algor ilhme de résolution/régularis ation sim ulta nées dans lequel t'opérateur globa l oh ll'nu vénûe h:s
prupné tés mentiun nnées ci-dessu s.
Dans le Chap itre V. on dém ontr e la con vergence du neme argcntnmeavec des hypothèses encore
plus fai bles que précédemment on ne suppose même pas la monotonie glob ale de l' opéra teu r mais
seule ment ta to rre monorome au premier nivea u ct l 'hYI'0 rl1b c de Dunn pour l'opé rateur em boît é. La
preuv e que nous donnons se limite au (US parncuner des npéI:llt'urs atâncs en dimens ion finie el sans
contrainte uc type U ..I
VI.2 Problèmes ouve r ts
Il resle des quesnons auxquelles un n' a encore donné de reponse ct qui mérneraienr d'être étonecs.
Parm i celle s-ci. on peut menuonncr tcs suiva ntes
• Une preuv e dt' m n vergence de dt' r... dun s le cas par-
nc uue r d ' un epé r ate ur de pu iOI-wll l" dt' La gra ngfe n (les condi tions gé nérales a'uppliquent
tuen sûr à ce C:\.\.mais nous cher chions à obtenu des cundition s plu.\ spéciü ques exploi tant la
struc ture partic ulièr e des opérateurs "l'ni nt selle"). Une première ten tative a abou ti à con-
diti ons de converge nce - positivité d'une marne e K)( 8 "assez plèine;:"- dil1k iles à explo iter.
L'uulisaüon œ la l1léù1O<Je a<lnptée dans ['II mène aUSI;i à des I:ondilions co mpliquées
• L'ex tensio n dt' la rk olul io nl rf Rul:.!risa tilln simultanée s au ca s ëes opé ra teu rs mu lt ivoques.
L'mé quanon vaneuonncnc à r ésoudr e s'cern dans ce cas trouver II' E U od et r ' E lj/(ll" ) tels
110
{r ' VI/E U '"
L'ulgonthmc paraüèle de résoluIion/régularis:uinn s'éc ru en lntrnduisant des "pelils pas" Il ( 1)
Allo:0 rithlTlt' VI. I (Pa rallèle en (II. IJ) À l 'h uf/f' k. t'I ca/cll /eTTI.\+1 n vk+1
t' II le s prnb/i-me.{ i# U ll illltl'.{ de mmrmrsanon
( 1)
(2)
Li pr ésentation lie Cd a1b"t.rithme co mme tel ne parai r pa.s narorene . En euer . l'i tération (2) .
qui J'ait la n' gulalis atinn . devrait intuuiv eme nt conv erger "plus vite" que l'Jté rutlon ( 1). qui lait
la résolution, Or , avec lTntrojucnon des r as, c' est plutl't le contraire qui va se
qui rc nœales algorithmes tfès "lcnr, " Des ten tative s de preuve Ile ('t 'nvc rgt::fIl:t:: o nt menees
li ce sujet. On a aussi erone la versron nu on remplace le pas c par un peut pas €l = ml
on fil est une co nstante positi ve. Li. aussi. on n' a pas cu Ile résultat sur la convergence de
l'algorit hme .
• I:1' '' lens inn de la p reuve de enee du Cbaptt re V ;l des sltuatluns phL' où
il y a <les conuatnres de type en dimen, i,)" infinie. et avec lles operateurs mm li n éaires
• Enfin, une autre cnrccuon qui meme-au d'êt te exploitée t':s! ceue uù à cnaque elal'c de
l 'a lgillilhme lit': r" snlUfiunlrégularh atio n, on CUCCIUt':un pas de résolu tion - minimisation sans
co ntram re sur 11- su ivi d ' un nomb re hni llt': p ;1SJ e régularisation -e-minimisation su r 1'-. œ
qui veu t dire qu'on nt': mè ne pa." à chaqu e pas la régulari sa tion jusqu'a u bou t c-com me dans
l' Algorithme 1.2- ct en meme temps on tavonse un pe u plus la phase de régulansauon
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