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Abstract
McDuff and Schlenk determined when a four-dimensional ellipsoid
can be symplectically embedded into a ball, and found that part of
the answer is given by a “Fibonacci staircase.” Similarly, Frenkel and
Mu¨ller determined when a four-dimensional ellipsoid can be symplec-
tically embedded into the ellipsoid E(1, 2) and found that part of the
answer is given by a “Pell staircase.” ECH capacities give an obstruc-
tion to symplectically embedding one four-dimensional ellipsoid into
another, and McDuff showed that this obstruction is sharp. We use
this result to give new proofs of the staircases of McDuff-Schlenk and
Frenkel-Mu¨ller, and we prove that another infinite staircase arises for
embeddings into the ellipsoid E(1, 32). Our proofs relate these stair-
cases to a combinatorial phenomenon of independent interest called
“period collapse” of the Ehrhart quasipolynomial.
In the appendix, we use McDuff’s theorem to show that for a ≥ 6
the only obstruction to embedding an ellipsoid E(1, a) into a scaling
of E(1, 32) is the volume, and we also give new proofs of similar results
for embeddings into scalings of E(1, 1) and E(1, 2).
1
ar
X
iv
:1
30
7.
54
93
v1
  [
ma
th.
SG
]  
21
 Ju
l 2
01
3
1 Introduction
1.1 Statement of results
Recently, McDuff has proven a powerful theorem concerning when one four-
dimensional symplectic ellipsoid1
E(a, b) = {(z1, z2) ∈ C2|pi|z1|
2
a
+
pi|z2|2
b
≤ 1}
embeds into another. To state McDuff’s theorem, let ck(E(a, b)) be the
(k + 1)st smallest element in the matrix of numbers
(am+ bn)m,n∈Z≥0 .
The number ck(E(a, b)) is the k
th embedded contact homology (ECH) capac-
ity2 of E(a, b). McDuff showed that the ECH capacities give sharp obstruc-
tions to symplectic embeddings of ellipsoids:
Theorem 1.1. [16, Thm. 1.1]
IntE(a, b)
s
↪→E(c, d),
if and only if
ck(E(a, b)) ≤ ck(E(c, d))
for all k.
Here, the symbol
s
↪→ means that the embedding is symplectic, while
IntE(a, b) denotes the interior of E(a, b).
Theorem 1.1 connects lattice point enumeration with symplectic geome-
try3. In the present work, we explore some of these connections. Specifically,
in [18] McDuff and Schlenk found that embeddings of a four-dimensional
ellipsoid E(1, a) into a ball are partly determined by an infinite “Fibonacci
1Here, the symplectic form is given by restricting the standard form ω = Σ2i dxidyi on
R4 = C2.
2The embedded contact homology capacities are a sequence of nonnegative (possibly
infinite) real numbers ck(X) defined for any symplectic four-manifold. The ECH capacities
obstruct symplectic embeddings, see [9] for a summary.
3Connections between lattice point counts and symplectic geometry were previously
observed by McDuff-Schlenk in [18] and Hutchings in [8].
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staircase,” and in [11] Frenkel and Mu¨ller studied embeddings of E(1, a) into
a scaling of E(1, 2) and discovered another staircase involving the Pell num-
bers4. In this paper, we apply Theorem 1.1 to give new proofs of these
results. We also show a surprising relationship between these staircases
and a purely combinatorial phenomenon of independent interest concerning
Ehrhart quasipolynomials of rational polytopes called “period collapse.” By
exploiting this phenomenon, we prove that another infinite staircase appears
when considering symplectic embeddings into scalings of E(1, 3
2
).
The Ehrhart quasipolynomial of a d-dimensional rational polytope P is
the counting function
LP(t) := #(P ∩ 1
t
Zd).
Let D(P) be the smallest D ∈ Z>0 such that the vertices of D·P are integral.
This is called the denominator of P . The Ehrhart quasipolynimal is always
a degree d polynomial in t with periodic coefficients of period D(P). The
minimal period of LP(t) is called the period of P , and period collapse refers
to any situation where the period of P is less than the denominator of P .
There has been considerable interest in understanding when exactly period
collapse occurs, see for example [7, 14, 22].
The link we establish between the staircases from [18] and [11] and pe-
riod collapse comes from another theorem explaining when various families
of triangles of symplectic interest have the same Ehrhart quasipolynomial.
Specifically, for positive real numbers u and v, denote the triangle with ver-
tices (0, 0), (0, u) and (v, 0) by Tu,v, and call two triangles Ehrhart equvialent
if they have the same Ehrhart quasipolynomial. For positive integers k, l, p, q
with kp and lq relatively prime, if T q
kp
, p
lq
and T 1
k
, 1
l
are Ehrhart equivalent we
must have
kp2 − (k + l + 1)pq + lq2 + 1 = 0. (1.1)
The equation (1.1) comes from equating the linear terms of the corresponding
Ehrhart quasipolynomials and its short derivation will be presented in §2.1.
We will have reason to restrict our attention to pairs (k, l) for which both
k and l divide k + l + 1. The only such values with k ≥ l are
(k, l) ∈ {(1, 1), (2, 1), (3, 2)}, (1.2)
4In fact, McDuff and Schlenk determine for all a exactly when E(1, a) symplectically
embeds into a ball and Frenkel and Mu¨ller also determine when E(1, a) symplectically
embeds into a scaling of E(1, 2) for all a.
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and unless explicitly stated otherwise, we will assume this holds. Our first
theorem states that for these values, (1.1) is the only obstruction to Ehrhart
equivalence:
Theorem 1.2. Suppose (k, l) ∈ {(1, 1), (2, 1), (3, 2)} and assume that kp and
lq are relatively prime. Then T q
kp
, p
lq
and T 1
k
, 1
l
are Ehrhart equivalent if and
only if (k, l, p, q) satisfies (1.1).
To explain the relevance of Theorem 1.2 to symplectic embeddings of
ellipsoids, for positive real numbers a, b and t, let
N (a, b; t) = #{i : ci(E(a, b)) ≤ t}.
By Theorem 1.1, IntE(a, b)
s
↪→E(c, d) if and only if N (a, b; t) ≥ N (c, d; t)
for all t. Now assume c and d are integers. Then ck(E(c, d)) is always an
integer, so it suffices to check N (a, b; t) ≥ N (c, d; t) for t a positive integer.
Since N (a, b; t) = LT 1
a ,
1
b
(t) for such t, we have proven the following in view
of Theorem 1.1:
Lemma 1.3. Let c and d be integers. Then IntE(a, b)
s
↪→E(c, d) if and only
if
LT 1
a ,
1
b
(t) ≥ LT 1
c ,
1
d
(t) ∀t ∈ Z>0.
Note that by scaling, to determine when one rational ellipsoid symplecti-
cally embeds into another, it suffices to consider integral ellipsoids.
Now define the function
c(a, b) := inf{µ : E(1, a) s↪→E(µ, bµ)}. (1.3)
By scaling, the function c(a, b) completely determines when one four-dimensional
ellipsoid symplectically embeds into another. We can determine the solutions
of (1.1), and so Lemma 1.3 can be combined with Theorem 1.2 to better un-
derstand the function c(a, b). Specifically, define the sequence r(k, l)n by
r(k, l)0 = 1, r(k, l)1 = 1 and
r(k, l)2n+1 =
k + l + 1
k
r(k, l)2n − r(k, l)2n−1, (1.4)
r(k, l)2n =
k + l + 1
l
r(k, l)2n−1 − r(k, l)2n−2. (1.5)
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For example, the r(1, 1)n are the odd-index Fibonacci numbers familiar from
the work of McDuff and Schlenk [18] and the r(2, 1)n are related to the Pell
numbers. Set r(k, l)−1 = 1. In §4, we show that the solutions of (1.1) are
precisely the pairs (p, q) = (r(k, l)2n±1, r(k, l)2n) for n ≥ 0.
Also define the sequences
a(k, l)n :=

kr(k, l)2n+1
lr(k, l)2n
if n is even,
lr(k, l)2n+1
kr(k, l)2n
if n is odd,
and
b(k, l)n :=
r(k, l)n+2
r(k, l)n
.
Finally, define the positive real number
φ(k, l) =
k
l
(
k + l + 1 +
√
(k + l + 1)2 − 4kl
2k
)2
.
We always have
a(k, l)0 < b(k, l)0 < a(k, l)1 < b(k, l)1 < . . . < φ(k, l).
By combining Lemma 1.3 with Theorem 1.2, we can deduce the following
“staircase” theorem concerning the function c(a, b):
Theorem 1.4. Suppose (k, l) ∈ {(1, 1), (2, 1), (3, 2)}. For a in the interval
[1, φ(k, l)],
c(a,
k
l
) =

1 if a ∈ [1, k
l
],
a√
k
l
a(k,l)n
if a ∈ [a(k, l)n, b(k, l)n],√
l
k
a(k, l)n+1 if a ∈ [b(k, l)n, a(k, l)n+1].
Thus, for (k, l) ∈ {(1, 1), (2, 1), (3, 2)}, the graph of c(a, k
l
) begins with
an infinite staircase, see Figure 1. For (k, l) = (1, 1), Theorem 1.4 is a
restatement of [18, Thm. 1.1.i] and for (k, l) = (2, 1) it is a restatement of
[11, Thm. 1.1.i], although as previously mentioned the proofs of [18, Thm.
1.1.i] and [11, Thm. 1.1.i] do not use Theorem 1.1. For a survey of the
methods from [18], see [17]; the methods in [11] are similar.
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Remark 1.5. For (k, l) ∈ {(1, 1), (2, 1), (3, 2)}, an argument using Theo-
rem 1.1 (and Lemma 1.3) shows that if
a ≥ k
l
(
1 +
l + 1
k
)2
,
then the only obstruction to symplectically embedding E(1, a) into a scaling
of E(1, k
l
) is the volume. This is explained in the appendix.
The relevance of Theorem 1.2 to period collapse comes from the observa-
tion that if k and l are relatively prime then the period of T 1
k
, 1
l
is kl. In fact,
for (k, l) ∈ {(1, 1), (2, 1)} we can explain how to classify all such triangles for
which this period collapse occurs. Specifically, we show:
Theorem 1.6. Assume that p and q are relatively prime.
(i) If (k, l) ∈ {(1, 1), (2, 1)}, then the Ehrhart quasipolynomial of T q
kp
, p
lq
has
period kl if and only if for some n ≥ 0,
(p, q) = (r(k, l)2n±1, r(k, l)2n) or (p, q) = (lr(k, l)2n, kr(k, l)2n±1).
(ii) The Ehrhart quasipolynomial of T q
3p
, p
2q
has period 6 if
(p, q) = (r(3, 2)2n±1, r(3, 2)2n) or (p, q) = (2r(3, 2)2n, 3r(2, 1)2n±1).
For example, Theorem 1.6 gives examples of triangles with arbitrarily
high denominator and period 1, compare [7, Ex. 2.1].
One could ask whether the very strong condition that k and l both divide
k + l + 1 in Theorem 1.2 can be replaced by something weaker. This would
have implications for symplectic embeddings of ellipsoids along the lines of
Theorem 1.4. Without some extra condition on k and l, Theorem 1.2 cer-
tainly does not hold. For example, for (k, l) = (3, 1) there are many examples
of triangles T q
kp
, p
lq
that are not Ehrhart equivalent to T 1
k
, 1
l
even if (k, l, p, q)
satisfies (1.1). Moreover, experimental evidence suggests that this condition
on k and l cannot be replaced by any weaker condition in Theorem 1.2. It is
also interesting to ask whether other infinite staircases appear in the graph of
c(a, b). Work of Frenkel and Schlenk [12] implies that c(a, 4) is equal to the
volume obstruction except on finitely many intervals for which it is linear,
and it is suspected by both the authors and Schlenk [19] that the graph of
c(a, k) never contains an infinite staircase for even integer k ≥ 4. A sim-
ple characterization of period collapse for the family Tu,v along the lines of
Theorem 1.6 is also open.
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Figure 1: Staircase for (k, l) = (3, 2)
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2 Preliminaries
We begin by developing the combinatorial machinery that will be used in the
proof of Theorem 1.2.
2.1 Ehrhart quasipolynomials and Fourier-Dedekind sums
Given a triangle of the form
T =
{
(x, y) ∈ R2 : x ≥ a
d
, y ≥ b
d
, ex+ fy ≤ r
}
,
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one can use generating functions to compute the Ehrhart quasipolynomial of
T . This is explained in [1, §2]. We will only need to consider the special case
where a = b = 0, e = kp2, f = lq2, and r = pq, for p, q, k, l positive integers
with kp2 and lq2 relatively prime. In this case, [1, Thm. 2.10] gives:
LT (t) =
1
2kl
t2 +
1
2
(
q
kp
+
p
lq
+
1
klpq
)
t
+
1
4
(
1 +
1
kp2
+
1
lq2
)
+
1
12
(
kp2
lq2
+
lq2
kp2
+
1
klp2q2
)
+ s−tpq(lq2, 1; kp2) + s−tpq(kp2, 1; lq2),
(2.1)
where sn denotes the Fourier-Dedekind sum
sn(a1, a2; b) =
1
b
b−1∑
k=1
ξknb
(1− ξa1kb )(1− ξa2kb )
.
Here and in the following sections, ξb denotes the primitive b
th root of unity
ξb = e
2pii
b .
Since Theorem 1.2 is an equivalence of quasipolynomials, we must have
equality in the coefficients of each power of t. Equating the linear terms given
by (2.1) yields the Diophantine equation (1.1), and thus gives the “only if”
direction of Theorem 1.2. In §4 we completely classify the solutions of (1.1)
when (k, l) satisfies (1.2).
2.2 Convolutions
In view of (2.1), the hard part of Theorem 1.2 is evaluating the expression
s−tpq(kp2, 1; lq2) + s−tpq(lq2, 1; kp2). (2.2)
So for (k, l, p, q) satisfying (1.1), consider the sum
s−tpq(kp2, 1; lq2) =
1
lq2
lq2−1∑
j=1
ξ−tjpqlq2
(1− ξjkp2lq2 )(1− ξjlq2)
.
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Writing j = ilq + u for 0 ≤ i < q, 0 ≤ u < lq gives
1
lq2
q−1∑
i=1
ξ−tpq
2il
lq2
(1− ξkp2ilqlq2 )(1− ξilqlq2)
+
1
lq2
lq−1∑
u=1
(
ξ−tpqulq2
q−1∑
i=0
1
(1− ξkp2(ilq+u)lq2 )(1− ξilq+ulq2 )
)
=
1
lq2
q−1∑
i=1
1
(1− ξ−iq )(1− ξiq)
+
1
lq2
lq−1∑
u=1
(
ξ−tpqulq2
q−1∑
i=0
1
(1− ξukp2−ilqlq2 )(1− ξu+ilqlq2 )
)
.
(2.3)
The sum
s−tpq(lq2, 1; kp2) =
1
kp2
kp2−1∑
j=1
ξ−tjpqkp2
(1− ξjlq2kp2 )(1− ξjkp2)
can be similarly rewritten to obtain
1
kp2
p−1∑
i=1
1
(1− ξ−ip )(1− ξip)
+
1
kp2
kp−1∑
u=1
(
ξ−tpqukp2
p−1∑
i=0
1
(1− ξulq2−ikpkp2 )(1− ξu+ikpkp2 )
)
.
(2.4)
The inner sums of (2.3) and (2.4) are convolutions that can be evaluated
explicitly using the Fourier transform.
2.3 Fourier transform
To evaluate the convolutions in (2.3) and (2.4), we will apply the following
general lemma:
Lemma 2.1. Let a1, a2, b and c be integers such that b divides neither a1
nor a2. Then
1
c
c−1∑
k=0
1
(1− ξa1+kbbc )(1− ξa2−kbbc )
=
γ
(1− ξa1cbc )(1− ξa2cbc )
, (2.5)
where
γ =

1−ξ(a1+a2)cbc
1−ξa1+a2bc
if bc 6 |a1 + a2,
c if bc|a1 + a2.
We will be most interested in the lemma when in addition b divides a1+a2
but bc does not divide a1 + a2. In this case, Lemma 2.1 implies that the sum
in (2.5) is equal to 0.
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Proof. Our proof is given in three steps.
Step 1. This step summarizes the inputs from finite Fourier analysis.
If f is a function with period b, recall that its Fourier transform is the
function
fˆ(n) =
1
b
b−1∑
k=0
f(k)ξ−knb .
The convolution of two periodic functions f, g with period b is given by
(f ∗ g)(n) =
b−1∑
m=0
f(n−m)g(m).
A version of the convolution theorem [1, Thm. 7.10] for the Fourier transform
says that
(f ∗ g)(n) = b
b−1∑
k=0
fˆ(k)gˆ(k)ξknb . (2.6)
Step 2. We can compute the Fourier transform of the family of functions
that are relevant to the proof of Lemma 2.1 explicitly:
Lemma 2.2. Fix positive integers a, b and c such that b does not divide a.
Let fa be the periodic function of period c given by
fa(n) :=
1
1− ξa+bnbc
.
Then for integers 0 ≤ n ≤ c− 1,
fˆa(n) =
ξanbc
1− ξacbc
.
Proof. For notational simplicity, throughout this proof let ξ := ξbc. For
10
n ≥ 0, we have
fˆa(n) =
1
c
c−1∑
k=0
ξ−knb
1− ξa+kb
=
ξan
c
c−1∑
k=0
ξ−(a+kb)n
1− ξa+kb
=
ξan
c
c−1∑
k=0
(
1
1− ξa+kb −
1− ξ−(a+kb)n
1− ξa+kb
)
=
ξan
c
c−1∑
k=0
(
1
1− ξa+kb +
n∑
m=1
ξ−(a+kb)m
)
.
We can break the last line up into two sums and interchange the order of
summation in the last sum to get
ξan
c
c−1∑
k=0
1
1− ξa+kb +
1
c
n∑
m=1
(
ξa(n−m)
c−1∑
k=0
ξ−kbm
)
. (2.7)
The innermost sum on the right hand side of (2.7) is 0 if c does not divide
m. Since m ≤ n, when 0 ≤ n ≤ c− 1 the sum always vanishes and
fˆa(n) =
ξan
c
c−1∑
k=0
1
1− ξa+kb . (2.8)
To simplify the summation, let zk =
1
1−ξa+kb and note that the zk are the
roots of the degree-c polynomial (z − 1)c = ξaczc. Hence
(z − 1)c − ξaczc = (1− ξac)
c−1∏
k=0
(z − zk). (2.9)
Equating the coefficient of zc−1 on each side of (2.9) gives
c−1∑
k=0
1
1− ξa+kb =
c
1− ξac , (2.10)
and Lemma 2.2 now follows by combining (2.8) and (2.10).
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Step 3. The sum in (2.5) is (fa1 ∗ fa2)(0), so by (2.6) and Lemma 2.2,
(fa1 ∗ fa2)(0) = c
c−1∑
k=0
(
ξa1k
1− ξa1c
)(
ξa2k
1− ξa2c
)
=
c
(1− ξa1c)(1− ξa2c)
c−1∑
k=0
ξ(a1+a2)k.
The sum in the last line evaluates to c if bc|a1 + a2, and otherwise we have
c−1∑
k=0
ξ(a1+a2)k =
1− ξ(a1+a2)c
1− ξa1+a2 .
This completes the proof.
2.4 Reciprocity
Certain expressions with Fourier-Dedekind sums can be evaluated directly.
The proof of Theorem 1.2 uses the following result from [1, Thm. 8.8]:
Lemma 2.3. (Rademacher Reciprocity) Let n = 1, 2, . . . , (a + b + c) − 1.
Then
sn(a, b; c) + sn(c, a; b) + sn(b, c; a) =
− n
2
2abc
+
n
2
(
1
ab
+
1
ca
+
1
bc
)
− 1
12
(
3
a
+
3
b
+
3
c
+
a
bc
+
b
ca
+
c
ab
)
.
There is another reciprocity statement for n = 0:
Lemma 2.4. [1, Cor. 8.7]:
s0(a, b; c) + s0(c, a; b) + s0(b, c; a) =
1− 1
12
(
3
a
+
3
b
+
3
c
+
a
bc
+
b
ca
+
c
ab
)
.
3 Proof of Theorem 1.2
We will now apply the machinery from the previous section to prove Theo-
rem 1.2. We showed the “only if” direction in §2.1, so it remains to show
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the “if” direction. Assume k and l both divide k + l + 1, that kp2 and
lq2 are relatively prime, and that (k, l, p, q) satisfies (1.1). The proof that
T q
kp
, p
lq
(t) = T 1
k
, 1
l
(t) for all positive integers t follows in four steps.
Step 1. Both T q
kp
, p
lq
and T 1
k
, 1
l
are quadratic quasipolynomials in t. By
(2.1) both have the same coefficient of t2, and by (1.1) both have the same
coefficient of t. It remains to show that they have the same constant term.
Step 2. To evaluate the relevant Fourier-Dedekind sums, the following
elementary fact will be useful:
Lemma 3.1. q is relatively prime to k+l+1
l
and p is relatively prime to k+l+1
k
.
Proof. Since (k, l) satisfies (1.2) we can argue case by case. If (k, l) = (1, 1),
then Lemma 3.1 follows by reducing (1.1) mod 3. If (k, l) = (2, 1), then
reducing (1.1) mod 8 shows that p and k+l+1
k
are relatively prime, and re-
ducing (1.1) mod 4 shows that q and k+l+1
l
are relatively prime. Finally, if
(k, l) = (3, 2) then reducing (1.1) mod 3 shows that q and k+l+1
l
are rela-
tively prime, and reducing (1.1) mod 2 shows that p and k+l+1
k
are relatively
prime.
Step 3. We now begin the computation of the Fourier-Dedekind sums.
By (1.1), (2.3), and (2.4) we have
s−tpq(kp2, 1; lq2) + s−tpq(lq2, 1; kp2) =
1
lq2
q−1∑
i=1
1
(1− ξ−iq )(1− ξiq)
+
1
lq2
lq−1∑
u=1
(
ξ−tpqulq2
q−1∑
i=0
1
(1− ξukp2−ilqlq2 )(1− ξu+ilqlq2 )
)
+
1
kp2
p−1∑
i=1
1
(1− ξ−ip )(1− ξip)
+
1
kp2
kp−1∑
u=1
(
ξ−tpqukp2
p−1∑
i=0
1
(1− ξulq2−ikpkp2 )(1− ξu+ikpkp2 )
)
.
(3.1)
By (1.1) we always have q|u(kp2 + 1), and by Lemma 3.1, lq2|u(kp2 + 1)
if and only if q|u. So applying Lemma 2.1 with b = lq, c = q, a1 = u and
a2 = ukp
2 gives
q−1∑
i=0
1
(1− ξukp2−liqlq2 )(1− ξu+liqlq2 )
=
0 if q 6 |uq2
(1−ξkp2ulq )(1−ξulq)
if q|u (3.2)
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An identical argument gives
p−1∑
i=0
1
(1− ξulq2−kipkp2 )(1− ξu+kipkp2 )
=
0 if p 6 |up2
(1−ξlq2ukp )(1−ξukp)
if p|u (3.3)
Now kp2 ≡ −1 (mod l) and lq2 ≡ −1 (mod k) by (1.1), so combining (3.2)
and (3.3) gives
s−tpq(kp2, 1; lq2) + s−tpq(lq2, 1; kp2) =
1
lq2
q−1∑
i=1
1
(1− ξ−iq )(1− ξiq)
+
1
kp2
p−1∑
i=1
1
(1− ξ−ip )(1− ξip)
+
1
l
l−1∑
i=1
ξ−tipl
(1− ξil )(1− ξ−il )
+
1
k
k−1∑
i=1
ξ−tiqk
(1− ξik)(1− ξ−ik )
.
(3.4)
Step 4. By (2.1), we must show
1
4
(
1 +
1
kp2
+
1
lq2
)
+
1
12
(
kp2
lq2
+
lq2
kp2
+
1
klp2q2
)
+ stpq(lq
2, 1; kp2) + stpq(kp
2, 1; lq2)
=
1
4
(
1 +
1
k
+
1
l
)
+
1
12
(
k
l
+
l
k
+
1
kl
)
+ st(l, 1; k) + st(k, 1; l).
(3.5)
for all t ≤ 0. The right hand side of (3.5) is periodic in t with period kl, and
by (3.4), the left hand side is as well. For (k, l) = (3, 2), by (3.4) the right
hand side is equal at t = 1 and t = 5, and is equal at t = 2 and t = 4. Thus,
when (k, l) = (1, 1) we can assume t = 0, when (k, l) = (2, 1) we can assume
t = 0 or 1, and when (k, l) = (3, 2) we can assume 0 ≤ t ≤ 3.
When t = 0, we can apply Lemma 2.4 to both sides of (3.5) to get
the desired equality. For other t, we can apply Rademacher reciprocity to
evaluate stpq(kp
2, 1; lq2)+stpq(lq
2, 1; kp2) as long as 0 < tpq < kp2 + lq2. This
holds for all p, q when 0 < t < 2
√
kl, and we can always assume t lies in this
range by the previous paragraph. For these t Lemma 2.3 gives
stpq(kp
2, 1; lq2) + stpq(lq
2, 1; kp2)
= − 1
12
(
3
kp2
+
3
lq2
+ 3 +
kp2
lq2
+
lq2
kp2
+
1
klp2q2
)
− t
2
2kl
+
t
2
(
1
klpq
+
q
kp
+
p
lq
)
.
(3.6)
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Since (3.6) also holds for (p, q) = (1, 1), and because
pq
2
(
1
klp2q2
+
1
kp2
+
1
lq2
)
=
1
2
(
1
kl
+
1
k
+
1
l
)
(3.7)
by (1.1), Theorem 1.2 follows in this case as well by (2.1).
4 Classification of solutions to (1.1)
In this section we prove the following:
Proposition 4.1. Suppose (k, l) ∈ {(1, 1), (2, 1), (3, 2)}. Then (p, q) is a
solution to (1.1) if and only if (p, q) = (r(k, l)2n±1, r(k, l)2n) for some n.
Remark 4.2. To prove Theorem 1.2, we only need the “if” direction of
Proposition 4.1. When (k, l) ∈ {(1, 1), (2, 1)}, the “only if” direction will be
used in the proof of Theorem 1.6. We include the (k, l) = (3, 2) case here for
completeness in view of Theorem 1.2.
Proof. Fix (k, l) ∈ {(1, 1), (2, 1), (3, 2)}, and consider the pair of congruence
relations
ka2 ≡ −1 (mod lb), lb2 ≡ −1 (mod ka). (4.1)
Since k and l both divide k + l+ 1, if (p, q) satisfies (1.1) then (a, b) = (p, q)
is a solution to (4.1). We will show that the converse holds, so it suffices to
classify the solutions of (4.1), and we will then show this is precisely the set
of (r(k, l)2n±1, r(k, l)2n).
We first solve (4.1). The key observation is that if (p, q) is a solution
of (4.1), then
p′ :=
lq2 + 1
kp
, q′ :=
kp2 + 1
lq
are integers and (p′, q) and (p, q′) are also solutions to (4.1). Motivated by
this, we define the involutions
σ : (p, q)→ ( lq
2 + 1
kp
, q), τ : (p, q)→ (p, kp
2 + 1
lq
).
We claim that if (p, q) 6= (1, 1) then either σ or τ decreases a coor-
dinate. Suppose that p ≤ p′ and q ≤ q′. Then |kp2 − lq2| ≤ 1. If
kp2 = lq2 then (k, l, p, q) = (1, 1, 1, 1), if kp2 = lq2 + 1 then lq|2 so (l, q) ∈
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{(1, 1), (1, 2), (2, 1)}, and if kp2 = lq2 − 1 then (k, p) ∈ {(1, 1), (1, 2), (2, 1)}.
By examining each of these cases separately we see that if k ≥ l, p′ ≥ p,
q′ ≥ q, then
(k, l, p, q) ∈ {(1, 1, 1, 1), (2, 1, 1, 1), (3, 2, 1, 1), (5, 1, 1, 2)}.
In particular, if we assume in addition that (k, l) satisfies (1.2), then (p, q) =
(1, 1).
Now define the sequence s(k, l)n by s(k, l)0 = s(k, l)1 = 1,
s2n+1 =
ls(k, l)22n + 1
ks(k, l)2n−1
, s(k, l)2n =
ks(k, l)22n−1 + 1
ls(k, l)2n−2
. (4.2)
If (p, q) satisfies (4.1) then (p, q) = (s(k, l)2n±1, s(k, l)2n) for some n. This fol-
lows by induction after applying either σ or τ . Another induction using (4.2)
shows that (s(k, l)2n±1, s(k, l)2n) satisfies (1.1). Thus, the solutions of (1.1)
and (4.1) are the same.
To show the rn = sn for all n, we induct using (1.4) and (1.5) to get
kr22n+1 − (k + l + 1)r2n+1r2n + lr22n = −1, (4.3)
kr22n−1 − (k + l + 1)r2n−1r2n + lr22n = −1. (4.4)
We can then apply a final induction using the recurrence relations (4.2), (1.5)
and (1.4).
5 Proof of Theorem 1.4
There are several basic properties of c(a, k
l
) that significantly simplify the
proof of Theorem 1.4:
Lemma 5.1. Fix k and l. Then the function c(a, k
l
) satisfies:
(i) (Continuity) c(a, k
l
) is a continuous function of a.
(ii) (Monotonicity) c(a, k
l
) is a monotonically nondecreasing function of a.
(iii) (Subscaling) c(λa, k
l
) ≤ λc(a, k
l
) when λ > 1.
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Proof. To prove statement (i), note that for any  > 0, if ai is close enough
to a then E(1, ai) ⊂ (1 + )E(1, a) and E(1, a) ⊂ (1 + )E(1, ai). Statement
(i) then follows from the observation that if E(1, x)
s
↪→E(c, ck
l
) then (1 +
)E(1, x)
s
↪→(1 + )E(c, ck
l
). Statement (ii) follows from the fact that if x ≤ y
then E(1, x) ⊂ E(1, y). Statement (iii) follows because we have
E(1, a) ⊂
√
λE(1, a)
for any λ > 1, and we know that
√
λE(c, c
k
l
) = E(λc, λc
k
l
).
Our strategy for proving Theorem 1.4 is to calculate c(a(k, l)n,
k
l
), bound
c(b(k, l)n,
k
l
) from below, and apply Lemma 5.1.
5.1 Calculating c(a(k, l)n,
k
l )
We first claim that c(a(k, l)n,
k
l
) is always equal to the volume obstruction.
To simplify the notation, we now let an, bn, and rn denote a(k, l)n, b(k, l)n,
and r(k, l)n for fixed (k, l) satisying (1.2).
By definition, a2nl
k
=
r22n+1
r22n
and a2n+1l
k
=
l2r22n+2
k2r22n+1
. To show
c(a2n,
k
l
) =
√
a2nl
k
=
r2n+1
r2n
, (5.1)
c(a2n+1,
k
l
) =
√
a2n+1l
k
=
lr2n+2
kr2n+1
, (5.2)
it suffices by Lemma 1.3 to show that
LT q
kp
,
p
lq
(t) ≥ LT 1
k
, 1
l
(t) (5.3)
when (p, q) = (r2n±1, r2n).
By induction, (1.4) and (1.5) show that that r2n+1 and r2n are relatively
prime. Since kl|k+l+1 for (k, l) ∈ {(1, 1), (2, 1), (3, 2)}, induction also shows
that k 6 |r2n, l 6 |r2n+1. Then (5.3) follows from (4.3), (4.4) and Theorem 1.2.
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5.2 Calculating c(b(k, l)n,
k
l )
By Lemma 5.1 and (5.3), to prove Theorem 1.4 it remains to show that
c(bn,
k
l
) ≥
√
lan+1
k
=
{
rn+2
rn+1
n odd,
l
k
rn+2
rn+1
n even.
.
We will show that for the index
fn :=
rn+2rn + rn+2 + rn − 1
2
, (5.4)
we have
cfn(E(1, bn)) = rn+2, (5.5)
cfn(E(1,
k
l
)) =
{
rn+1 n odd,
k
l
rn+1 n even.
(5.6)
We begin with the proof of (5.5). We have
max
m
{m : cm(E(1, bn)) ≤ rn+2} = −1 +
rn+2∑
i=0
(⌊
i
bn
⌋
+ 1
)
= rn+2 + rn +
rn+2−1∑
i=0
⌊
irn
rn+2
⌋
=
(rn+2 + 1)(rn + 1)
2
,
where the last line follows from the well-known identity
q−1∑
i=0
⌊
ip
q
⌋
=
(p− 1)(q − 1)
2
for (p, q) = 1. The fact that gcd(rn+2, rn) = 1 follows from an induction
using (1.4) and (1.5). Since
#{m : cm(E(1, bn)) = rn+2} = 2,
we have that cfn(E(1, bn)) = cfn+1(E(1, bn)), and (5.5) follows.
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We next prove (5.6). We have that
f2n =
r2n+2r2n + r2n+2 + r2n − 1
2
=
1
2
((
k + l + 1
l
r2n+1 − r2n)(r2n + 1) + r2n − 1)
=
kr22n+1 + (k + l + 1)r2n+1 − (l − 1)
2l
,
(5.7)
where the second line follows from (1.5) and the last line follows from (4.3).
Similarly, by (1.4) and (4.4),
f2n−1 =
lr22n + (k + l + 1)r2n − (k − 1)
2k
. (5.8)
By (2.1),
max
m
{m :cm(E(1, k
l
)) ≤ r2n} = LTk,l(lr)− 1
=
lr22n + (k + l + 1)r2n
2k
+
1
4
(
1 +
1
k
+
1
l
)
+
1
12
(
k
l
+
l
k
+
1
kl
)
+ s−lr2n(l, 1; k) + s−lr2n(k, 1; l)− 1.
For n even, this is equal to f2n−1 if
k + 1
2k
=
1
4
(
1 +
1
k
+
1
l
)
+
1
12
(
k
l
+
l
k
+
1
kl
)
+ s−lr2n(l, 1; k) + s−lr2n(k, 1; l).
(5.9)
Similarly, (5.6) holds for n odd if
l + 1
2l
=
1
4
(
1 +
1
k
+
1
l
)
+
1
12
(
k
l
+
l
k
+
1
kl
)
+s−kr2n+1(l, 1; k)+s−kr2n+1(k, 1; l).
(5.10)
Induction on (1.4) and (1.5) gives 2 6 |r(2, 1)2n, 3 6 |r(3, 2)2n and 2 6 |r(3, 2)2n+1.
By direct computation, (5.9) and (5.10) hold for each (k, l) ∈ {(1, 1), (2, 1), (3, 2)}.
This completes the proof of Theorem 1.4.
6 Proof of Theorem 1.6
We conclude by proving Theorem 1.6. Assume throughout that (k, l) satisfies
(1.2), and continue the notation of the previous section by letting rn denote
r(k, l)n.
19
We first prove the “if” statements of Theorem 1.6. If (p, q) = (r2n±1, r2n)
then, as explained in §4, kp2 and lq2 are relatively prime and (k, l, p, q) sat-
isfies (1.1). Thus, by Theorem 1.2 T q
kp
, p
ql
is Ehrhart equivalent to T 1
k
, 1
l
and
so T q
kp
, p
ql
has period kl. Similarly, if (p, q) = (lr(k, l)2n, kr(k, l)2n±1) then for
(p′, q′) := (
p
l
,
q
k
)
kq′2 and lp′2 are relatively prime and (k, l, q′, p′) satisfies (1.1). Hence, by
Theorem 1.2, T p′
kq′ ,
q′
lp′
is Ehrhart equivalent to T 1
k
, 1
l
. Thus, T q
kp
, p
ql
has period
kl, since T q
kp
, p
ql
is Ehrhart equivalent to T p′
kq′ ,
q′
lp′
.
Assume now in addition that (k, l) ∈ {(1, 1), (2, 1)}. We now complete
the proof of Theorem 1.2 by proving the “only if” statements. If kp2 and lq2
are relatively prime and T q
kp
, p
lq
has period kl, then by (2.1) we must have
sklpq(kp
2, 1; lq2) + sklpq(lq
2, 1; kp2) = s0(kp
2, 1; lq2) + s0(lq
2, 1; kp2). (6.1)
We know in addition that klpq ≤ kp2 + lq2. Hence, we can apply Lemma 2.3
and Lemma 2.4 to (6.1) to conclude that (k, l, p, q) satisfies (1.1), so the “only
if” direction of Theorem 1.6 follows by Proposition 4.1.
If kp2 and lq2 are not relatively prime, then we must have (k, l) = (2, 1)
and it must also be the case that q is divisible by 2 and p is not divisible by
2. Define q′ := q
2
. We know that 2q′2 and p2 are relatively prime. Moreover,
T q
2p
, p
q
is Ehrhart equivalent to T p
2q′ ,
q′
p
. If T p
2q′ ,
q′
p
has period 2 then by (2.1) we
must have
s2pq′(2p
2, 1; q′2) + s2pq′(q′2, 1; 2p2) = s0(2p2, 1; q′2) + s0(q′2, 1; 2p2). (6.2)
Since 2pq′ ≤ 2p2 + q′2, we can apply Lemma 2.3 and Lemma 2.4 to (6.2) to
conclude that (2, 1, q′, p) satisfies (1.1). Theorem 1.6 again then follows by
Proposition 4.1.
A Appendix
The purpose of this appendix is to explain how Theorem 1.1 implies the
following:
20
Theorem A.1. Let (k, l) ∈ {(1, 1), (2, 1), (3, 2)}. Then
c(a,
k
l
) =
√
al
k
(A.1)
for all a ≥ k
l
(1 + l+1
k
)2.
Recall from the introduction that the right hand side of equation (A.1)
represents the volume obstruction. We include Theorem A.1 to complement
Theorem 1.4.
Remark A.2. The method in the proof of Theorem A.1 can be adapted
to establish equations like (A.1) for other k and l. As k and l vary, all one
needs in the proof is a bound like (A.8), which can often be found by direct
computation using (2.1).
To place Theorem A.1 in its appropriate context, note that McDuff and
Schlenk prove c(a, 1) =
√
a for all a ≥ (17
6
)2
, and Frenkel and Mu¨ller prove
c(a, 2) =
√
a/2 for all a ≥ 1
2
(
15
4
)2
. Both proofs use methods that differ from
ours. In [4, Thm. 1.3], Buse and Hind show that for any k, l with k ≥ l,
(A.1) holds for all
a ≥ k
l
(
5
4
+
4l
k
)2
. (A.2)
When Theorem A.1 applies, it gives sharper bounds than (A.2). In particular,
for (k, l) = (3, 2), (A.2) gives the bound a ≥ 2209
96
≈ 23.01, while Theorem A.1
gives the bound a ≥ 6.
Proof. If ak and bk are two sequences (indexed with k starting at 0), define
a new sequence
(a#b)k := supk1+k2=k ak1 + bk2 .
This is the sequence sum operation originally defined by Hutchings in [8].
Let N (a, b) be the sequence whose kth term is ck(E(a, b)). For the se-
quences N (a, b), the sequence sum operation satisfies the identity
N (a, b)#N (a, c) = N (a, b+ c),
for a, b, and c any positive integers. This is proven by an elementary argument
in [16, Lem. 2.4]. It follows, see [16, §2], that if a is rational then there is
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a finite sequence of positive rational numbers (a1, . . . , an) associated to a,
called a weight sequence for a, such that
ai ≤ 1 ∀i, (A.3)
n∑
i=1
a2i = a, (A.4)
and
N (1, a) = N (a1, a1)# . . .#N (an, an). (A.5)
The weight sequence is closely related to the continued fraction expansion
for a, see [16, §2].
By (A.5), to prove Theorem A.1, it suffices to show that
n∑
i=1
ldiai ≤ d
√
al
k
(A.6)
whenever (d1, . . . , dn, d) are nonnegative integers satisfying
n∑
i=1
d2i + di
2
+ 1 ≤ LT1/k,1/l(d). (A.7)
For (k, l) ∈ {(1, 1), (2, 1), (3, 2)}, we know by direct computation that
LT1/k,1/l(d) ≤
d2
2kl
+ (
1
2k
+
1
2l
+
1
2kl
)d+ 1. (A.8)
If
n∑
i=1
d2i ≤
d2
kl
,
then (A.6) follows by applying (A.4) and the Cauchy-Schwarz inequality.
Thus, if (d1, . . . , dn, d) satisfies (A.7), we can assume that
n∑
i=1
di ≤ (1
k
+
1
l
+
1
kl
)d. (A.9)
Then by (A.3),
n∑
i=1
ldiai ≤ (1 + l + 1
k
)d. (A.10)
Since (1 + l+1
k
) ≤
√
al
k
if a ≥ k
l
(1 + l+1
k
)2, Theorem A.1 follows.
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