In this paper, an adaptive life simulator (ALS) is introduced. The ALS models a subset of the dynamics of the cardiovascular behavior of an individual by using a recurrent artificial neural network. These models are developed for use in applications that require simulations of cardiovascular systems, such as medical mannequins, and in medical diagnostic systems.
Introduction
The ALS models an individual's cardiovascular system through the relationship between physiological variables at different physical activity levels. The physiological variables include heart rate, systolic and diastolic blood pressures, and breathing rate. Because the model is adapted to an individual, it becomes a model of the physical condition of that individual's cardiovascular system. If a model is developed for a healthy individual, then that model can be compared to a later model of that individual or directly to the individual. Any differences between these models can be exploited to evaluate and diagnose medical conditions that affect the cardiovascular system of that individual.
The ALS used in clinical exercise testing (e.g., graded exercise tests) will increase the sensitivity of correctly diagnosing medical conditions: myocardial ischemia, peripheral vascular disease, exercise-induced asthma, vasoregulatory asthenia, and psychogenic dyspnea. The ALS will also increase the sensitivity of detecting other conditions: chronic bronchitis; pulmonary emphysema; pulmonary infiltration, alveolitis, and fibrosis; pulmonary thromboelism and hypertension; congenital cardiac abnormalities; cardiac valvular obstruction or incompetence. These conditions cannot be uniquely diagnosed in an exercise test alone [ll, 121, [31.
A model developed by the ALS can be incorporated into an automatic, continuous diagnostic system carried on a person. Physiological variables, received from noninvasive biomedical sensors, can be compared with the modeled variables in real-time. This real-time diagnosis of an individual's general health increases the possibility of early detection of undesired medical conditions. It can reduce the response time of medical help for people working in hazardous and dangerous environments (e.g., 'soldiers and law enforcement officers). A real-time diagnostic system also enables continuous monitoring of people with medical conditions in nursing homes and in home-care situations. Reduction of the response time for medical help is critical in minimizing medical complications and the loss of life.
Initially, we expect that employees working in hazardous environments would be monitored for early diagnoses of degradation in health. The working environment and other causes may contribute to a degradation in health that makes an employee unsuitable for certain work. For example, the described system could aid fire districts in determining the health effects from smoke inhalation on individual firemen. The system would determine whether firemen have recovered sufficiently from the last inhalations of smoke and whether they should be allowed to enter smoke filled environments again. The system will automate these types of testing procedures for workers in hazardous environments.
Other medical conditions applicable to a real-time diagnostic system include detection of hypertension and fatigue. In an individual, these conditions are detected at severity levels in which they change the regular relationships among the modeled physiological variables of the individual.
The ALS is developed using an adaptive technology known as artificial neural networks (ANN). A N N s have been applied to modeling complex process dynamics for the manufacturing and chemical industries. We hypothesize that cardiovascular systems exhibit similar dynamics and can be modeled with ANNs.
Artificial Neural Networks
An ANN is an algorithmic system implemented in either software or hardware. The concept of A N N s was inspired by the way the biological brain processes information. A " s , like people, learn by example. Learning in the biological brain occurs in a network of neurons that are interconnected by axons. A point of contact (actually most often a narrow gap) between an axon from one neuron to another is called a synapse. Learning is a matter of adjusting the electrochemical connectivity across these synapses.
An ANN is a network of neurons or processing elements (PE) and weighted connections. The connections correspond to axons and the weights to synapses in the biological brain. A PE performs two functions. It sums the inputs from several incoming connections and then applies a transfer function to the sum. The resulting value is propagated through outgoing connections to other PES. Typically, these PES are arranged in layers; with the input layer receiving inputs from the real-world and each succeeding layer receiving weighted outputs from the preceding layer as its input. Hence the creation of a feed forward ANN in which each input is fed forward to its succeeding layer. The first and last layers in this ANN configuration are typically referred to as input and output layers. (Input-layer PES are not true PES in that they do not perform a computation on the input.) Any layers between the input and output layers (usually 0-2 in number) are called hidden layers because they do not have contact with any real-world input or output data.
In addition to simple feedforward ANNs, some feedforward ANNs are recurrent ANNs. These have feedback connections that move intermediately processed data or output data back to previous layers. These feedback connections allow the ANNs to capture temporal information in data and, thus, model dynamic systems. Back propagation is one of several possible learning rules to adjust the connection weights during supervised learning (learning by example) [4] . Learning occurs when the network weights are adjusted as a function of the error found in the output of the network. The error is the difference between the expected output and the actual output. The weights are adjusted backwards (backpropagated) through the ANN network until the error is minimized for a set of training data.
A J W s have been applied to an increasing number of realworld problems of considerable complexity. Their most important advantage is in solving problems that are too complex for conventional technologies; that is, problems that do not have an algorithmic solution or for which an algorithmic solution is too complex to he found. In general, because of their abstraction from the biological brain, ANNs are well suited to problems that people are good at solving, but €or which computers are not. These problems include pattern recognition, modeling, and forecasting (which requires the recognition of trends in data).
The ANN approach to analysis of data will see extensive application to biophysical and biomedical problems in the next few years [5] . It has already been successfully applied to various areas of medicine, such as diagnostic aides, chemical analysis, image analysis, and drug development. The application of ANNs in diagnosing heart attacks received publicity when the ANN was able to make the diagnosis with a better accuracy than the physician [6] . This application is significant because it was used in the emergency room where the physician is not able to handle large amounts of data. A commercial product currently employs ANN technology to aid in the diagnosis of cervical cancer by examining pap smears [7] . In the United Kingdom, an ANN that is used in the early diagnosis of myocardial infarction is currently under going clinical testing at four hospitals [8], [9] . Other research level applications include diagnosis of heart murmur, diagnosis of coronary artery disease [lo], ECG diagnosis [l 11, and detection of ischemic heart disease from exercise ECG tests [ 121.
ANN Based Cardiovascular Modeling
One approach to cardiovascular modeling is to build a model representative of a group of individuals with similar characteristics (i.e., sex, age, physical condition, medical condition, etc.). However, cardiovascular behavior is unique to each individual [ 131, thus a generic cardiovascular model used in a medical diagnostic system would not be as sensitive as a system based on a model that is adapted to the patient being diagnosed. To develop these models without a cardiovascular expert, the modeling must be based on an adaptive technology that can be automated. The ANN technology fits this category.
The ANN technology was selected for the cardiovascular modeling because of several capabilities including sensor fusion, which is the combining of values from several different sensors. Previous research has shown that ANNs have an inherit advantage over conventional analysis tools in processing the sensor information from multiple sensors. ANNs have the advantage that they process all the sensor values in parallel. This enables the A " s to learn complex relationships among the individual sensor values, which would otherwise be lost if the values were individually analyzed. In medical modeling and diagnosis, this implies that even though each sensor in a set may be sensitive only to a specific physiological variable, ANNs are capable of detecting complex medical conditions by fusing the data from the individual biomedical sensors.
Another advantage of the parallel processing nature of ANNs is the speed. During development, A N N s are configured in a training mode, which is a repetitive process of presenting data from known diagnoses to a training algorithm. This training mode often takes many hours for large training sets. The payback occurs during the use of the model where propagation of the data through the system takes only a fraction of a second. Since this propagation time is similar to the response times of many sensors, this approach permits real-time diagnosis.
Recurrent ANNs were selected for this modeling to capture the temporal information in physiological variables [14] . These variables are time-series data from which both the absolute values and the rates of change need to be modeled. Recurrent A " s have recurrent links or feedback lines that recycle a small portion of information from time t-1 at time t. Indirectly, decreasing portions of information from time t-2, t-3, t-4, etc. are also captured by the model. This contextual information is what enables the recurrent A N N s to model the temporal dynamics of data. Figure 1 depicts the ANN configuration used in this research for modeling cardiovascular systems. Besides the general data flow through the ANN going directly from the input to the output, the figure shows that some lines bring information backwards in the ANN.
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The ALS includes a training algorithm for the ANN. This algorithm receives physiological data from an individual via biomedical sensors during an adaptation phase. The algorithm automatically develops the model in the ANN during this phase. After the model is developed, it can generate the appropriate levels of the modeled physiological variables for simulations with varying levels of physical activity. Figure 2 illustrates the ALS as a modeling tool for physiological variables received from biomedical sensors attached to an individual. The A L S develops ANN based models from these variables. t €k BR SBP DBP Figure 1 . This figure illustrates the configuration of the ANN used in the cardiovascular modeling described in this paper. The ANN has two inputs, four outputs, and five hidden processing elements. The ANN takes the ambient temperature (T) and the physical activity (Work) as input. The four outputs, heart rate (HR), breathing rate (BR), systolic blood pressure (SBP), and diastolic blood pressure 
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Figure 3. This graph depicts the "actual" and modeled heart rate (HR), and the "actual" and modeled systolic blood pressure (SBP) for varying physical activity levels (Work). The "actual" variables in this graph are generated with a nonadaptive cardiovascular model. The vertical axis corresponds to the normalized magnitude of these variables (normalized to one). The horizontal axis corresponds to the ordinal number of the sampled set of variables. The variables for systolic blood pressure and breathing rate are excluded from this figure for clarity. The effect of varying ambient temperature has not yet been explored in this research.
Discussion
In this paper, a prototype of ALS that models a subset of the cardiovascular system of an individual was presented. The ALS is a tool that models an individual's cardiovascular system as seen through the relationship between physiological variables and the level of physical activity. The modeling tool learns the dynamics of the relationship between these variables for an individual observed at different physical activity levels. Because the model adapts to an individual, it duplicates the physical condition of that individual. As such, it can be employed in "what-if" medical scenarios, to evaluate and diagnose of medical conditions and physical changes.
A modeling tool of this type is envisioned to serve in two broad areas. First, it would serve in a personal health diagnostic system for continuous diagnosis of health and for periodic clinical tests: graded exercise tests and stress tests of the cardiovascular system. For example, a real-time diagnostic system using these cardiovascular models may be used to monitor the health of workers in hazardous environments (e.g., law enforcement officers on duty and soldiers in battle) or to monitor and control administration of medication for hospital patients. Second, the modeling of biological systems are needed in, for example, education and research related to the human physiology and as a controller for medical mannequins.
In future work, this research will include the modeling of additional physiological variables, specifically variables describing pulmonary gas exchange: oxygen uptake (V@, and the concentrations of carbon dioxide (C02) and nitrogen (N2 
