Abstract. We study orbital stability of solitary waves of least energy for a nonlinear Kawahara type equation (Benney-Luke-Paumond) that models long water waves with small amplitude, from the analytic and numerical viewpoint. We use a second-order spectral scheme to approximate these solutions and illustrate their unstable behavior within a certain regime of wave velocity.
Introduction
L. Paumond in [3] established that the evolution of two-dimensional water waves with surface tension can be reduced to studying the solution Φ(x, t) of the dispersive equation Φ tt − Φ xx + µ(aΦ xxxx − bΦ xxtt ) + ǫ(BΦ xxxxtt − AΦ xxxxxx ) + ǫ nΦ t Φ n−1
where ǫ represents the amplitude parameter (nonlinear coefficient), µ represents the long-wave parameter (dispersion coefficient 
which in the case σ = 1 3 means that there is no dispersion effect in equation (2) (see ( [13] ). As shown by J. Quintero et al. in [13] for the Benney-Luke model (2) and the KdV equation, we can see for a − b = θµ and ǫ = µ 2 that the Benney-Luke-Paumond equation (1) reduces in a suitable limit to the fifth order KdV type equation known as the Kawahara equation (see Paumond ([3] ). In fact, if we set Φ(x, t) = f (X, τ ) where X = x − t and τ = ǫ 2 t, we find that u = f X satisfies the generalized Kawahara equation (up to order µ)
where u already represents the fluid velocity at the channel's bottom. Regarding the generalized Kawahara equation (3), we are aware of the existence of several works dealing with stabilty/instability for this model (see for example [12] , [14] , [15] , [17] , [16] ). In particular, J. Albert in [12] analyzed the stability issue of certain solitary-wave solutions for a general model (like the generalized Kawahara (3)) of the form
where M k,n is a differential operator of order 2k. In this case, the solitary waves in question are of the form ϕ(x) = (sech(x)) r , where r = 2k n . Under certain conditions, J. Albert in [12] showed orbital stability of this travelling wave solutions for k integer and 1 ≤ n < 4k. This result for M 2,n associated with the Kawahara equation implies orbital stability for 1 ≤ n < 8. On the other hand, J. Angulo in [15] showed a result of the instability of solitary wave solutions associated with the generalized fifth-order KdV equation of the form
where G(q, r, s) = F q (q, r) − rF qr (q, r) − sF rr (q, r) for some F (q, r) which is homogeneous of degree n + 2 for some n ≥ 1. In this general case, the solitary wave was obtained by solving a constrained minimization problem in H 2 (R) which is based on results obtained by Levandosky (see [14] ). Note that taking F (q, r) = dq n+2 for an appropriate constant d, we obtain a form of the generalized Kawahara equation (3) . In this case, J. Angulo in [15] established orbital instability of solitary waves for n > 8. Due to the strong relationship between the Benney-Luke-Paumond equation (1) and generalized Kawahara equation (3), we are interested in establishing analogous results in terms of stability/instability of travelling waves solutions of lowest energy (solitary waves) as the corresponding results obtained by J. Albert in [12] and J. Angulo in [15] for the Kawahara like equation or Benney-Luke-Paumond model (1). More concretely, we shall study nonlinear stability and instability of travelling waves of lowest energy (solitary waves) Φ(x, t) = u(x − ct) for the 1D BenneyLuke-Paumond equation (1) in the energy space where c = 0 satisfies c 2 < min(1, a/b, A/B). In this case, the travelling wave profile u should satisfy the equation
As common for water wave models, the existence of a Hamiltonian structure characterizes travelling waves as critical points of the action functional and also provides relevant information for the stability of travelling waves. In our particular Kawahara like model (1), if we use the variables q = Φ x and r = Φ t , set ǫ = µ 2 , and define p as the likewise conjugate momentum variable as
then the Hamiltonian structure for the Kawahara like model (1) in the variable (q, p) is given by
Moreover, from Noether's Theorem, there is the following conserved quantity (charge),
Using this quantity, travelling waves of wave speed c = 0 for the Benney-Luke-Paumond model (1) corresponds to stationary solutions of the modulated system
where H c = H + cN. In other words, solutions of the equation
Regarding the stability issue, we need to recall that M. Grillakis, J. Shatah and W. Strauss in [19] gave a general result that has been used in a great variety of models to establish orbital stability of solitary waves for a class of abstract Hamiltonian systems. In this case, solitary waves of least energy φ c are minimums of the action functional H c and the stability analysis depends on the positiveness of the symmetric operator H ′′ c (φ c ) in a neighborhood of the solitary wave φ c , except possibly in two directions, and also on the strict convexity of the real function d(c) = H c (φ c ), which means to determine the sign of the function
We will show analytically for ǫ = µ 2 = 1,
, n 1 , n 2 odd integers with (n 1 , n 2 ) = 1, that
(1) d is strictly convex for 1 ≤ n ≤ 2 and 0 < c 2 < 1.
(2) For n > 2, there exists 0 < c 2 0 (n) < 1 such that d is strictly convex for 0 < c 2 < c 2 0 (n). On the other hand, we will corroborate numerically the following facts:
(1) For 2 < n < 8, and µ > 0 small enough there exists 0 < c 2 1 (n) < 1 such that d is strictly convex for c 2 1 (n) < c 2 < 1. (2) If n > 8, there exists 0 < c 2 2 (n) < 1 such that d is strictly concave for c 2 2 (n) < c 2 < 1. Furthermore, we will use numerical simulations (employing a new spectral solver to approximate solutions of equation (1) ) to illustrate the instability mechanism of solitary waves of the BenneyLuke-Paumond equation (1), with wave speed c satisfying that d(c) is strictly concave. These results show that there is a similar stability/instability result of travelling waves for the Benney-Luke-Paumond equation (1) in terms of the parameter n, as the result obtained for the Kawahara model (3) (see [12] , [15] ). The stability/instability result for the Benney-LukePaumond equation (1) is clear after noting that there is a convergence result of the sequences of solitons (φ ǫ,µ,c ) ǫ,µ,c for the Benney-Luke-Paumond for ǫ = µ 2 , c 2 = 1 − ǫ and solitons of the Kawahara model, as µ → 0 and c → 1 − (see [3] ). This paper is organized as follows. In Section 2, we establish the existence and uniqueness result for the Cauchy Problem associated with the Benney-Luke-Paumond equation (1) in the energy space. In Section 3, we establish formally the Hamiltonian structure and the existence of travelling waves for the Benney-Luke-Paumond equation (1) . In Section 4, we study convexity result for d in terms of n and use the Grillakis et al. approach to obtain orbital stability for solitary waves of the Benney-Luke-Paumond equation (1) . In Section 5, we present the numerical solver to approximate solutions of the Benney-Luke-Paumond equation and explore orbital instability of solitary waves of this model for different ranges of the nonlinear parameter n.
Existence and Uniqueness
In order to discuss the Cauchy problem associated with the 1D Benney-Luke-Paumond model, we perform the following change of variables:
If we set A = I − µa∂ 2 x + µ 2 A∂ 4 x and B = I − µb∂ 2 x + µ 2 B∂ 4 x , we note that equation (1) with ǫ = µ 2 formally becomes into the following system
In other words, in the variable U = (q, r) t , the Benney-Luke-Paumond (1) can be viewed as the first order system
where
.
We see directly that the following energy
is conserved in time along classical solutions of the one-dimensional Boussinesq system (7). In fact,
It is not difficult to see that H 0 can be compared with H 2 -norm. More exactly, there is a constant C(a, b, A, B) > 1 such that,
We will use this fact and a density argument to prove that local mild solutions are already global mild solutions, since the nonlinear part has a regularizing effect.
The initial value problem (I.V.P.)
has a unique global mild solution q r
Proof. In order to study the initial value problem for the system (7), we have to consider the natural spaces given by the Hamiltonian H 0 . In other words, we will seek for solutions (q, r) with q(t, ·) ∈ H 2 (R) and r(t, ·) ∈ H 2 (R). We start discussing some properties of the operator M which is defined in the Hilbert space
Using the Fourier Transform, we see that the symbol for T (t) is given by
, thenx , r and r x are bounded functions and q x , r x ∈ H 1 (R). Since we have that B −1 has order -4, then we conclude that B −1 ((rq n ) x + q n r x ) ∈ H 4 (R), meaning that G has a smoothing property since maps
, and that G is locally Lipschitz with a smoothing property, then Theorem 6.1.4 in A. Pazy ([18] ) guarantees the existence −∞ ≤ t min < 0 < t max ≤ ∞ such that the initial value problem (9)- (10) has a unique local classical solution (q, r) on the interval (t min , t max ) with values in
Now, the energy H 0 is conserved in time on classical solutions, meaning that
, for all t ∈ (t min , t max ).
Using this fact and inequality (8), we get a contradiction with the limit (11), implying that (q, r) t is a global classical solution of the initial value problem (9)- (10) with values in
Moreover from the variation constant formula and using (8), we have for these type of classical solutions the following a priori estimate
Now suppose that (q 0 , r 0 )
From previous remark, for each ǫ > 0, there exists a unique global classical solution (q ǫ , r ǫ ) t of (9) with initial condition (q ǫ 0 , r ǫ 0 ) t . On the other hand, we also have the existence of a unique local mild solution (q, r) t of the initial value problem (9)- (10) . Using the variation constant formula for the solution and the fact that the C 0 -group T (t) associated with the operator M is bounded, we have that for
Now note that (8) and (13) imply that the family {H 0 (q ǫ 0 , r ǫ 0 )} ǫ is bounded. Using again inequality (8) , that H 0 (·, ·) is conserved in time along classical solutions, and the estimate (12), we conclude, as long the function q(s, ·) exists, that
is uniformly bounded in s and ǫ.
So, the Gronwall inequality implies that for any given fixed T 0 > 0 and any sequence ǫ j → 0 + , we have that
, as ǫ j → 0 + . This implies that the energy H 0 is also conserved locally in time for mild solutions because as
From this fact, we conclude that local mild solutions are global mild solutions, as it was shown for classical solutions above.
3. Hamiltonian structure in R 1+1 and travelling waves
First note that using the variables q = Φ x and r = Φ t , then equation (1) with ǫ = µ 2 takes the following form
We observe that the second equation can be formally rewritten as
where p is the likewise conjugate momentum variable given by
Now, in the variable (q, p), the Hamiltonian structure for the 1D version of the equation (1) is given by
We find that formally,
Note that,
On the other hand,
This implies that the 1D version of the Benney-Luke-Paumond equation (1) is equivalent to the system in the canonical Hamiltonian form
Moreover, due to the translation invariance of the equation of motion, Noether's Theorem assures the existence of the following conserved quantity (charge),
This quantity is crucial in the study of solitary waves with speed c > 0 because they can be characterized as the stationary points of the action functional
Hereafter, we will take µ = 1. Note that F ′ = 0 is equivalent to the following system:
From the second equation, we get
Using this in the first equation, we get
In other words, q satisfies the fourth order differential equation,
It is straightforward to see, for n = n 1 n 2 such that (n 1 , n 2 ) = 1 and n 1 , n 2 odd integers, that this equation has travelling waves of finite energy (solitons) of the form
where α = (c, a, b, A, B, n) and ν = ν(c, a, b, A, B, n) are defined as
This type of solution can be obtained as follows. Suppose that the solution has the form q(x) = α sech 4 n (y) with y = nν 2 x. Then we have that
So, for q to be a solution of the equation (17) (14)- (15) with µ = 1), we must have constants α and ν be determined by equations
From the second equation, we have that
Replacing this in the first equation, we need c 2 ∈ (0, 1) such that
We note that
So, to guarantee the existence of c 2 ∈ (0, 1) such that p(c) = 0, it is enough to take
which can be reach by taking only A > a 2 . In particular, for B > b 2 we have that
which implies the existence of c 2 > 1 such that p(c) = 0. In the other range,
we have a unique c 2 ∈ (0, 1) such that p(c) = 0.
Grillakis et. al. approach and Convexity
Now, in order to follow Grillakis et. al. stability approach (or an adaptation of this as in the KdV model), we must compute the second variation of the action functional F on the solitary wave solution. We see from a direct computation of δ 2 F around the solitary waves (q, p) where q c = q and p c = p that
Now we consider the following linear transformation
Note that for any k ≥ 0, the linear operator B −1 :
Using that q and q ′ are bounded functions on R and the property of the operator B −1 , it is not hard
with bounded inverse given by
Using these facts, the spectral analysis for the second variation of F reduces to the spectral analysis of the operator
In terms of the variables R, W defined by
whereL is the operator defined bỹ
On the other hand, by equation (17) we have that
In other words, L has a zero eigenvalue. Since q is a negative function and q ′ changes sign exactly once, we have that L has exactly one negative eigenvalue. Moreover, the continuous spectrum of L is the interval [1 − c 2 , ∞) contained in the positive real axis. So, L is strictly positive, except for two directions which are associated with the two degrees of freedom of the solitary wave. The spectral properties mentioned above of operator L are consequences of the following general result established in Albert et al. [1] (proposition 1):
Theorem 4.1. Consider the operator P φ defined by
where n > 0, M is defined as a Fourier multiplier operator by
and φ is solution of the equation
Here the circumflex over a function denotes the function's Fourier transform. It is assumed that the symbol α(k) of M is a measurable, locally bounded, even function on R that satisfies
where k 0 and b are finite real numbers, γ ≥ 1, and A 1 , A 2 > 0. Furthermore we assume that C > −b. With these hypotheses we have that P φ is a closed, unbounded, self-adjoint operator on L 2 (R) whose spectrum consists of the continuous part [C, ∞) together with a finite number of discrete eigenvalues (with finite-dimensional eigenspaces) in the interval (−∞, C]. In particular, P φ has the eigenvalue 0, with eigenfunction φ ′ .
Note that we can apply Theorem 4.1 with
The fact that operator L has exactly one simple negative eigenvalue can be proved by extending the classical Sturm's oscillation theorem for second-order operators to the fourth-order operator L, using the same technique as in Angulo [2] (Appendix B) and Albert et al. [1] (proposition 2). On the other hand, operator B is positive definite in any direction. This fact implies that equation (1) fit into the class of abstract Hamiltonian system studied by Grillakis et al., ([19] ). So, the convexity or concavity of the function d will determine the orbital stability or instability, respectively. In other words, we need to determine the sign of
Theorem 4.2. Suppose that
, n 1 , n 2 odd integers with (n 1 , n 2 ) = 1. Then we have that
For n > 2, there exist 0 < c 2 0 (n) < 1 such that d is strictly convex for 0 < c 2 < c 2 0 (n). In other words, the travelling wave solution (q c , p c ) is orbitally stable under the flow generated by the system (16) for c 2 ∈ (0, 1) and 1 ≤ n < 2, and for n > 2, but c 2 close to 0.
Proof. Recall that q satisfies the equation
and that
Using that B(q) = q − bq ′′ + Bq (iv) , that q ′ (x) = −2νq(x) tanh(y), and that
we are able to conclude that 
It is not hard to see that the above integral can be computed in terms of the Beta function B.
First note that
Now, using this and a change of variables, it follows that,
As a consequence of this, we conclude that
where constants M j are given by
and functions g i are given by
From the hypotheses, we have that M i (n) < 0 for all n ≥ 1 and 1 ≤ j ≤ 3, since
then, a direct computation shows that the derivative of g i with respect to the variable c is given by
= M 4 (n + 1)(n + 2)bB 2 c 6 + 2(n + 3)(n + 1)aB 2 − (4n 2 + 11n + 4)bAB c
Under the hypotheses, we have that
If we assume that 1 ≤ n ≤ 2 and use the hypotheses, then the expressions for g ′ j allow as to conclude for 1 ≤ j ≤ 3 that g
Then from the definition of N given in (23) and that M j (n) < 0 for 1 ≤ j ≤ 3, we conclude that
obtaining (1) as desired.
Putting this formula together, we have that dN/dc is given by
Recall that M 0 , M 4 > 0. Thus taking the limit of the coefficient
Remark 4.1. We recall that the model's parameters in the Benney-Luke-Paumond equation (1) satisfy that
In Figure 1 we corroborate the fact that dN dc (c) > 0 for wave speed c → 0 + , already established in Theorem 4.2. Figure 2 displays a detail of Figure 1 showing that for a − b small, the sign of the coefficient dN dc (c) for c close to 1, changes when the nonlinear exponent n crosses the value n = 8. We also see that in this case, dN dc (c) < 0 for n > 8 and c → 1 − . We performed several numerical experiments using other values of the parameters a, A, b, B satisfying relationships (24) and obtained analogous results. We are working in the proof of these facts that will appear in a future paper. The instability of the solitary wave solutions of the Benney-Luke-Paumond equation (1) with wave speed c satisfying that d(c) is strictly concave will be explored in Section 5 from a numerical point of view.
Numerical results
In the previous sections we established an analytical result on stability of the solitary wave solution (18) of system (14)- (15) in the case that n = n 1 n 2 , with (n 1 , n 2 ) = 1, n 1 , n 2 odd integers, 1 ≤ n < 2, 0 < c 2 < 1, and 1 < a/b ≤ A/B. In this section, the case that n > 2, 1 < . These regimes are not covered by our analytic results and we expect that the numerical simulations will bring some light on the stability/instability phenomenon of the family of solitary waves (18) . In the numerical solver to be introduced, the computational domain [0, T ] is discretized by N equidistant points, with spacing ∆x = T /N , and the unknowns q and r are expanded as truncated Fourier series in space with time-dependent coefficients: The time-dependent coefficientsq j (t), j = −N/2 + 1, ..., 0, ..., N/2 are calculated by means of the equationq
and analogously forr j (t). Substituting these expressions into equations (14)- (15) and projecting the resulting equations with respect to the L 2 -orthonormal basis φ j = T −1/2 e iw j x and the inner product
where P j [.] denote the operator
When the period T is taken large enough, this numerical scheme can be applied to approximate the rapidly-decaying solutions of system (14)- (15) on the entire real line R. This technique was used successfully by the authors in previous works [8] , [9] , [10] .
5.1. Temporal Discretization. Note that equations (27)-(28) can be seen as a system of ordinary differential equations where the unknowns are the time-dependent Fourier coefficients of the solutions. To solve it, we use an implicit-explicit scheme (IMEX) in the form
Here q s , r s denote the approximations of the unknowns q(x, t), r(x, t), respectively, at time t = s∆t, where ∆t is the time step of the method. Similarly,q s j ,r s j denote the Fourier transforms of the functions q and r, respectively, with respect to the variable x, evaluated at time s∆t. The numerical approach adopted for solving system (14)- (15) ensures that the scheme results to be linearly unconditionally stable which can be easily verified. Further, observe that the dispersive terms are approximated by using an implicit strategy, in contrast to the nonlinear terms of the model which are treated in explicit form. Implicit-explicit schemes (IMEX) were already applied in [6] , [7] for scalar dispersive evolution equations. The main advantage of the numerical scheme described is that at each time step we can solve explicitly the approximations of the unknowns q(x, t) and r(x, t) without using implicit Newton-type iterations. This was possible due to the simpleness of the first equation of system (27)-(28). Thus, the scheme results to be cheap and its computer implementation is easier. We find explicitly the Fourier coefficientŝ q . In the scheme, the spatial derivatives q x and r x are computed by exact differentiation of the truncated Fourier series. For instance,
The numerical calculations presented in this paper were carried out in double precision by using Matlab R2012b on a Mac platform. The Fourier-type integral appearing in the operator P j [.] (see equation (29)) is approximated through the well-known Fast Fourier Transform (FFT) routine.
In first place, we consider the case that n > 2 and 0 < c 2 < 1 < a/b ≤ A/B, which is not covered by our analytical results obtained in the previous sections. To study the orbital stability of the family of solitary wave solutions (18) under small disturbances, the perturbed initial conditions are taken in the form
where q c is given in (18) and δ is a small constant controlling the strength of perturbation. Our goal is to provide some numerical insight for this regime where no analytical result is known. In the first four experiments, given the parameters a, b, B, parameter A is computed using the equation
In Figure 3 , we plot the result of a simulation using the numerical parameters L = 600, N = 2 12 , ∆t = 0.01, the initial position of the solitary wave is a 0 = 300, and the model's parameters are a = 4, b = 2, A = 4.3556, B = 1, n = 9. The wave speed in this case is c = 0.98009 and δ = 0.02.
In Figure 4 , we plot the result of a simulation performed using the parameters n = 15 and c = 0.99171. Other parameters are left unchanged.
In Figure 5 , we plot the result of a simulation with the numerical parameters L = 600, N = 2 12 , ∆t = 0.01, the initial position of the solitary wave is a 0 = 300, and the model's parameters are a = 80.1, b = 80, A = 8.9889, B = 1, n = 31. The wave speed in this case is c = 0.8031 and δ = 0.02.
In Figure 6 , we plot the result of a simulation performed using the numerical parameters L = 600, N = 2 In the experiments above we observe the unstable nature of the solitary wave solution (18) when perturbed by a small amplitude disturbance. We find that the perturbed profile gradually deviates from the exact solution (18) and the amplitude of the component r(x, t) is diminished as long as time evolves (dispersive attenuation). In general the velocity of propagation of the perturbed profile is lower than the propagation speed corresponding to the exact solitary wave In second place, we will perform a numerical simulation in a regime such that (18) when perturbed by a small amplitude disturbance. As in the previous experiments, we observe that the speed of propagation of the perturbed solitary wave is lower than the corresponding to the exact solitary wave solution (18) . (14)- (15) for a = 5, b = 1, A = 2, B = 1, n = 7. In points: exact solitary wave at t = 100. In solid line: numerical solution at t = 100.
