Abstract -A problem of improving the performance of convolutional neural networks is considered. A parameter of the training set is investigated. The parameter is the batch size. The goal is to find an impact of training set batch size on the performance. To get consistent results, diverse datasets are used. They are MNIST and CIFAR-10. Simplicity of the MNIST dataset stands against complexity of the CIFAR-10 dataset, although the simpler dataset has 10 classes as well as the more complicated one. To achieve acceptable testing results, various convolutional neural network architectures are selected for the MNIST and CIFAR-10 datasets, with two and five convolutional layers, respectively. The assumption about the dependence of the recognition accuracy on the batch size value is confirmed: the larger the batch size value, the higher the recognition accuracy. Another assumption about the impact of the type of the batch size value on the CNN performance is not confirmed.
I. INTRODUCTION
In machine learning, a convolutional neural network (CNN) is a class of multilayer artificial neural networks that have successfully been applied to analysing visual images. CNNs are widely used in image and video recognition, recommender systems and natural language processing. The problem of applying these networks is one of the supervised learning tasks [1] , and mathematically can be formalized as follows: 
where F(w) is a loss function, w is the vector of weights being optimised, n is the dimension of the weight vector w, X is a labelled training set, and   , fx w is the loss computed from samples xX  and their labels y. The process of optimising function F(w) is also called training of the network. Stochastic Gradient Descent (SGD) and its variants are often used for training convolutional networks. These methods minimise the objective function F by iteratively taking steps of the form:
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where B is a batch sampled from X and B is the batch size, η is the learning rate and t is the iteration index [2] . These methods can be interpreted as gradient descent using noisy gradients, which are often referred to as mini-batch gradients with the specified batch size. SGD and its variants are employed in a small-batch regime, where BX  and typically
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. The process of training CNN has a great deal of parameters to be set up and adjusted, where the batch size is the most influential one [4] . This parameter represents a number of training samples that will be used during the training in order to make one update to the network parameters. Specifically, the batch size is used when fitting the model, and it controls how many predictions must be made at a time. Summing up the above-mentioned considerations, the batch size impacts the CNN training both in terms of the time to converge and the amount of overfitting, i.e., smaller batch size yields faster computation (with appropriate implementations), but requires visiting more examples in order to reach the same error, since there are less updates per training iteration.
II. ANALYSIS OF RELATED RESEARCH
There has been a recent survey in optimisation methods for machine learning, both in the batch and stochastic paradigms. Algorithms like Stochastic Variance Reduced Gradient (SVRG) method [5] and related approaches [6] mix SGD-like steps with some batch computations to control the stochastic noise. Others have proposed to parallelize stochastic training through large mini-batches [7] . However, in such works algorithms of gradient descent are investigated with selected values of hyperparameters in advance.
Research [8] shows advantage of online training to batch training. Online training is the same as batch size equals 1, and batch training is the same as batch size equals to a number of all training datasets. Minibatch training is somewhere between these two approaches and is determined by the batch size. As an acceptation, papers [6] and [9] suggest this number to be set no more than 64. Meanwhile, studies empirically showed in related works [1] and [7] that on the large datasets large batch sizes caused optimisation difficulties, but the trained networks demonstrated good generalisation.
In general, practitioners agree that the optimal value of the batch size parameter for CNN is located in the range of 64 to 512 [10] - [12] . The value is usually set to a power of 2, which is explained by the effective work of optimised matrix operation libraries [9] . However, some papers such as [8] , [13] , [14] suggest setting batch size equal to multiple of 10, and receiving high values of recognition accuracy on different datasets. Therefore, the question of choosing the optimal batch size weight for diverse datasets remains open and requires further research.
III. AIM AND TASKS OF THE RESEARCH
The aim of this paper is to figure out the best batch size for the training speed and the recognition accuracy of CNN. To achieve the aim, the following tasks must be accomplished:
1. To select diverse datasets that will be used to train the neural network.
2. To determine the sequence of batch size values that will be used to train the neural network.
3. To investigate whether the type of the batch size value affects the accuracy of image recognition.
4. To extract the best scores of training accuracy and suggest a factor or a group of factors unifying those scores, related to the batch size values.
IV. BENCHMARK DATASETS
To estimate network training performance, the benchmark classification image problem is conducted on the MNIST and CIFAR-10 datasets. These datasets are widely used to evaluate different CNN architectures [15] . They are easy to use and show satisfactory results for benchmarking.
The MNIST (Mixed National Institute of Standards and Technology) database is used extensively for training and testing machine learning models [16] . The database consists of the pairs, which are "handwritten digit image" and "label". Digit ranges from "0" to "9", meaning 10 patterns in total. Handwritten digit images are grey scale images with pixel size of 28 × 28, labels -actual digit numbers this handwritten digit image represents, it is either "0" to "9" (Fig. 1) . Fig. 1 . The MNIST dataset has a training set of 60 000 examples, and a test set of 10 000 examples.Several samples of "handwritten digit image" and its "label" from the MNIST dataset.
Another dataset for training is the CIFAR-10 database, which consists of 60 000 32 × 32 colour images in 10 classes, with 6000 images per class [17] . There are 50 000 training images and 10 000 test images. The dataset is divided into five training batches and one test batch, each with 10 000 images. The test batch contains exactly 1000 randomly-selected images from each class. The training batches contain the remaining images in random order, but some training batches may contain more images from one class than another. Between them, the training batches contain exactly 5000 images from each class (Fig. 2) . Fig. 2 . The variety of colour images from the CIFAR-10 dataset containing 10 image categories (labelled as "airplane", "automobile", "bird", "cat", "deer", "dog", "frog", "horse", "ship", "truck").
In theory, batch size should impact training time and not so much test performance. It can be optimised separately of the other parameters. This is executed by comparing training curves (training and testing error versus amount of training time), after the other parameters and hyperparameters have been selected. To achieve the aim, different CNN architectures were applied to each dataset. This approach would enable to obtain acceptable accuracy of recognition at low cost of time.
The primary challenge was to investigate the impact of batch size on the MNIST dataset. Therefore, a well-known architecture of CNN, called LeNet, was used [18] . It consists of two convolutional layers (ConvLs), two maximum pooling layers (MPLs), two rectified linear unit layers (ReLUs), two fully connected layers (FCLs), and a softmax layer (SML). The spoken architecture is the following:
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In order to conduct testing on the CIFAR-10 dataset, a neural network with five convolutional layers was used. To the above mentioned layers, normalisation layers (NLs) were added. This layer normalised the activations of the previous layer at each batch, i.e., applied a transformation that maintained the mean activation close to 0, and the activation standard deviation close to 1. The CIFAR-10 model architecture is presented below:
The selected models were applied using the machine learning framework TensorFlow v. 1.3.0 [19] . The results of the training are displayed with its visualisation toolbox TensorBoard.
VI. EXPERIMENTAL RESULTS AND COMPARISON
The models (3) and (4) are trained using SGD with learning rate of 0.001 and 0.0001 for the MNIST and CIFAR-10 datasets, respectively. In order to effectively and rapidly train the models, performance was evaluated as an average over 5k and 10k iterations for the MNIST and CIFAR-10 datasets, respectively. The networks were executed one time in each experiment. The results of training the network are summarised in Table I . Figures 3-4 visualise the testing accuracy results. We can see that curves, which describe testing accuracy results, are noisy on the MNIST dataset and smooth on the CIFAR-10 dataset. The curves vary from the smallest batch size value, which is 16, to the largest one, which is 1024. First of all, it should be noted that the batch size change trend is similar for the both considered datasets. 
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The training time efficiency is similar to the testing accuracy change trend for the MNIST and CIFAR-10 datasets: the higher the batch size value, the more time is required to train the network. The final time expenditures of training the network are shown in Table II . As a result of the comparative analysis, the supposition about the dependence of the recognition accuracy on the batch size value was confirmed: the larger the batch size value, the higher the testing accuracy. Another supposition about the impact of the type of the batch size value on the CNN performance was not confirmed.
VII. FUTURE RESEARCH
While this paper does show the impact of the batch size on the performance of CNN, depending on the parameter value, further research is needed to establish a more precise relationship between the training set size and the recognition accuracy. It is proposed to consider a combinatorial optimisation problem with an objective function as the recognition accuracy and an instance as the batch size parameter.
VIII. CONCLUSION
The problem of improving performance of CNNs is relevant and still not resolved. Adjusting CNN training parameters is one of the ways to accomplish this task. The training parameter of the batch size has been investigated in the article. The current investigation has shown that the batch size parameter has a crucial effect on the accuracy of image recognition. The greater the parameter value, the higher the image recognition accuracy. On the other hand, the large batch size value leads to huge computational costs.
The results of the research have not confirmed the assumption of impact of a certain type on the batch size value: neither numbers to the power of two nor numbers multiple of ten lead to a critical change in the recognition accuracy. Therefore, the optimal batch size varies from 200 and greater, depending on the computational resources.
