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Abstract 
We characterize the complexity of a number of basic optimization problems for unit disk 
graphs specified hierarchically as in [2, 17, 19,201. Both PSPACE-hardness results and polyno- 
mial time approximations are presented for most of the problems considered. These problems 
include minimum vertex coloring, maximum independent set, minimum clique cover, minimum 
dominating set and minimum independent dominating set. Each of our PSPACE-hardness results 
holds, when the hierarchical specifications are l-level restricted and the graphs are specified 
hierarchically either as in [2] or as in [19]. The hardness results presented here significantly 
extend the hardness results in [2, 191. The approximation algorithms presented here along with 
our results in [24,25] are among the first polynomial time approximation algorithms for natural 
PSPACE-hard functions. 
1. Introduction 
1.1. Motivation 
Over the last decade, several theoretical models have been put forward to succinctly 
represent inputs (graphs, circuits, etc.); see for example [2,4,8, 14, 17,31,33]. These 
models were motivated by practical applications in areas such as VLSI circuit design, 
automatic parallelization of sequential programs, etc. One way to succinctly represent a 
graph is to specify the graph hierarchically. Hierarchical specifications derive their 
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motivation from the design and analysis of VLSI circuits. Advances in VLSI technol- 
ogy have made it possible to design and implement circuits with millions of transistors. 
(For example, the Intel 860 chip has about 2.5 million transistors.) Although such 
large systems can be made up of millions of components, they often have a highly 
regular structure. This makes it possible for their design to be specified hierarchically. 
Other areas where hierarchical specifications, and consequently hierarchically specified 
graphs, arise are finite element analysis [21], parallel programming [13], software en- 
gineering [lo], material requirement planning and manufacturing resource planning in 
a multistage production system [28], and processing hierarchical Datalog queries [32]. 
The widespread use of hierarchical design and specification has made it important to 
investigate methods for analyzing hierarchically specified designs. Two well known hi- 
erarchical specification models are those of Lengauer et al. [16, 17, 191 and of Bentley 
et al. [2]. The specification language of Bentley et al. [2] defines sets of geometric 
objects and can be interpreted naturally as specifying the intersection graphs of the sets 
of objects defined. It is in this sense that we view the specifications of [2] as defining 
graphs. 
Intersection graphs of unit disks have proven useful in modeling problems in such 
diverse areas as image processing [12], VLSI circuit design [29] broadcast networks 
[3], and geometric location theory [3]. Consequently, the complexity of problems for 
unit disk graphs (specified non-succinctly) has been studied extensively in the literature 
[3,7,23,30,35]. 
1.2. Summary of results 
Here, for the first time in the literature, we study the complexity of problems for hi- 
erarchically specified intersection graphs of unit disks/squares. Our primary motivation 
for studying such hierarchically specified intersection graphs is that many VLSI design 
languages such as CIF [29] use geometric objects such as circles and/or rectangles 
as primitives. These languages are used to provide hierarchical specifications of large 
scale system designs. Moreover, many natural problems arising in such designs can 
be modelled as certain graph theoretic problems for appropriately specified geometric 
intersection graphs. Hence it is natural to investigate the complexity of graph theoretic 
problems for intersection graphs specified hierarchically. 
Our complexity results hold for graphs specified either as in [3] or as in [ 16,17,19]. 
Most of the problems considered are shown both to be PSPACE-hard and to have 
polynomial time relative approximation algorithms. Our main results and contributions 
are summarized below. 
1. We present a general technique to prove the PSPACE-hardness of several problems 
for hierarchically specified unit disk graphs. Using this technique we show that the fol- 
lowing problems are PSPACE-hard for hierarchically specified unit disk graphs: maxi- 
mum independent set, 3-coloring, minimum dominating set, and minimum clique cover. 
In fact, most of our results hold for hierarchically specified planar unit disk graphs even 
when the hierarchical specifications are l-level restricted (see Definition 2.3). 
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2. We present simple polynomial time relative approximation algorithms for the 
following problems: maximum independent set, minimum dominating set, minimum in- 
dependent dominating set and minimum vertex coloring when unit disk graphs are spe- 
cified hierarchically using the hierarchical specifications of Lengauer et al. [ 16, 17, 191. 
The performance guarantees of the approximation algorithms are 5, 5, 5 and 6, respec- 
tively. 
The complexity results presented here strengthen the results of [2, 191, since no 
hardness results for hierarchically specified intersection graphs were proved in either [2] 
or [19]. Most of the PSPACE-hardness results hold for unit disk graphs specified using 
either the specification language of Lengauer et al. [19] or that of Bentley et a1.[2]. Here 
we show that for all the problems (except the Steiner tree problem) which were shown 
to be NP-hard in [3,7,35] for non-hierarchically specified graphs, the corresponding 
problems for hierarchically specified graphs are PSPACE-hard. The polynomial time 
approximation algorithms given in this paper along with our results in [24,25] are 
among the first ever polynomial time approximation algorithms for natural PSPACE- 
hard problems. 
1.3. Meaning of approximation algorithms 
Two main impediments to the design of efficient polynomial time approximation 
algorithms for hierarchically specified graphs are the following. First, the size of the 
graphs may be exponential in the size of the given hierarchical specification. Secondly, 
many optimization problems for hierarchically specified graphs are PSPACE-hard (see 
Section 2 and also [ 19,26]), rather than NP-hard. As a consequence, we need to extend 
the concept of polynomial time approximation algorithms so that it can be applied 
to PSPACE-hard problems for hierarchically specified graphs. The following example 
illustrates this extension. 
Example. Consider the minimum vertex cover problem, where the input is a hierar- 
chical specification of a graph G, and we wish to compute the size of a minimum 
vertex cover for G. Our polynomial time approximation algorithm for the vertex cover 
problem computes the size of an approximate vertex cover and runs in time poly- 
nomial in the size of the hierarchical description, rather than the size of G. It also 
solves in polynomial time (in the size of the hierarchical specification) the following 
query problem: Given any vertex v of G and the path from the root to the node in 
the hierarchy tree in which u occurs, determine whether v belongs to the approximate 
vertex cover so computed. Moreover, for all the problems considered in this paper, our 
algorithms can be modified to output a hierarchical specification of the corresponding 
approximate solution. 
When a graph is specified as a collection of vertices and edges (i.e., a non-hierarchical 
or a “flat” specification), any polynomial time algorithm that determines whether a 
given vertex v is in the vertex cover or not can be directly used to output the vertex 
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cover in polynomial time. However, for hierarchically specified graphs, the size of the 
vertex cover may be exponential in the size of the specification. Therefore, an approx- 
imation algorithm whose running time is polynomial in the size of the specification 
cannot, in general, output the vertex cover explicitly. However, for all the problems 
considered in this paper, our approximation algorithms can be modified to output a 
hierarchical specification of the approximate solution. For an optimization problem or 
a query problem, our algorithms use space and time which is a low degree polyno- 
mial in the size of the hierarchical specification and thus O(polylogN) in the size of 
the specified graph, when the size N of the graph is exponential in the size of the 
specification. Even in the case when it is required to output the solution explicitly, our 
algorithms use much less space compared to the algorithms that work directly on the 
expanded graph. One important reason for designing algorithms which work directly on 
hierarchical descriptions of a given graph without explicitly expanding the description 
is that, graphs obtained by expanding the given hierarchical descriptions are frequently 
too large to fit into the main memory of a computer [ 161. As a result, a large number 
of page faults occur while executing the known algorithms on the expanded graphs. 
Thus, standard algorithms designed for non-hierarchically specified graphs are often 
computationally impractical when applied to graphs obtained by expanding the given 
hierarchical specifications. 
1.4. Related work 
In the past, much work has been done on characterizing the complexity of various 
problems when instances are specified hierarchically. 
For graphs specified hierarchically using the model of [19,20], Lengauer et al. 
[ 17, 18,201 have given efficient algorithms to solve several graph theoretic problems 
including minimum spanning forests and planarity testing. Lengauer and Wagner [ 191 
characterized the complexity of several graph problems when specified hierarchically. 
They showed that problems such as 3-coloring and maximum independent set become 
PSPACE-hard when graphs are specified hierarchically. 
In [2], Bentley, Ottmann and Widmayer considered a hierarchical specification lan- 
guage called HIL3 to hierarchically specify geometric objects. They showed that, in its 
full generality HIL is too powerful, since simple questions such as “Is there an inter- 
secting pair of rectangles in the set ?” become NP-hard. Consequently, they considered 
a restricted form of HIL called consistent HZL and showed that many more standard 
problems become tractable for it. For instance, the question of whether there exists a 
pair of intersecting rectangles in the given set now becomes polynomially solvable. 
In [24], Marathe, Hunt and Ravi have investigated the existence and non-existence of 
polynomial time approximations for several PSPACE-hard problems for hierarchically 
specified graphs. Problems shown to have relative approximation algorithms in [24] 
include minimum vertex cover, dominating set for bounded degree graphs, MAX 3SAT 
3 HIL stands for Hierarchical Input Language. 
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and MAX CUT. The efficient approximation results presented here are not implied by 
the results in [24] because of the following: 
1. Problems such as minimum coloring were not considered in [24]. 
2. For problems such as maximum independent set and minimum dominating set, 
the results in [24] provide constant performance guarantees only for bounded degree 
graphs. The unit disk graphs considered in this paper can have unbounded egree. 
In contrast, for several of the problems considered here, it has been shown that no 
polynomial time approximation algorithms with constant performance guarantees can 
exist, even for non-hierarchically specified arbitrary graphs unless P = NP [I, 221. 
Recently, Condon et al. [5,6] characterized PSPACE in terms of probabilistically 
checkable debate systems and used this characterization to investigate the existence 
and/or non-existence of polynomial time approximation algorithms for several PSPACE- 
complete problems. 
The remainder of this paper is organized as follows. In Section 2 we present he 
basic definitions and brief reviews of the hierarchical specification models introduced in 
[2,20]. Section 3 consists of the PSPACE-hardness results for hierarchically specified 
unit disk graphs. In Section 4 we discuss our approximation algorithms for hierarchi- 
cally specified unit disk graphs. Section 5 presents concluding remarks and directions 
for future work. We have included all the figures and a basic transformation i  Ap- 
pendix A. 
2. Definitions and description of the models 
In this section, we briefly review the hierarchical specification model of Lengauer et 
al. [17-201 and the Hierarchical Input Language (HIL) of Bentley et al. [2]. 
2.1. The spectjkation model of Lengauer 
The following two definitions are from Lengauer [IS]. 
Definition 2.1. A hierarchical specification I’ = (Cl,. . . , G,) of a graph is a sequence 
of labelled undirected simple graphs Gi called cells. The graph Gi has Mi edges and 
ni vertices. pi of the vertices are distinguished and are called pins. The other (ni - pi) 
vertices are called inner vertices. ri of the inner vertices are distin~ished and are 
called nonterminafs. The (ni - Ti) vertices are called terminals. 
Note that there are ni - pi - ri vertices defined explicitly in Gi. We call these 
explicit vertices (i.e., explicit vertices in Gi are those vertices which are neither pins 
nor non-terminals). 
Each pin of G, has a unique label, its name, which is an integer in the range 1 
through pi. Each non-terminal in G, has a label which is an ordered pair of the form 
(0, I), where u is its name and 1 is its type. The type is a symbol from {Gi, . , . , Gj_, }. If 
a non-terminal vertex u is of type Gj, then the terminal vertices which are the neighbors 
of Gj are in one-to-one correspondence with the pins of Gj. (All the neighbors of a 
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non-terminal vertex must be terminals. Also, a terminal vertex may be a neighbor of 
several non-terminal vertices.) The size of r, denoted by size(r), is N + M, where 
the vertex number N = Cl$iGn IZ~, and the edge number M = x1 GiGn mi. 
Note that, for each 1 < i <n, I’i = (G1 , . . . , Gi) is also a hierarchical specification. 
Definition 2.2. Let r = (Gi,. . . , G,) be a hierarchical specification of a graph G. The 
expansion E(T) (i.e., the graph associated with r) of the hierarchical specification r 
is obtained as follows: 
k = 1 : E(T) = G1. 
k > 1 : Repeat the following step for each non-terminal u of Gk, say of type Gj: 
delete v and the edges incident on v. Insert a copy of E(Tj) by identifying the lth 
pin of E(Tj) with the node in Gk that is labeled (v, 1). The inserted copy of E(Tj) is 
called the subcell of Gk. 
Observe that, in general, the expanded graph can have multi-edges (i.e., more than 
one edge between a pair of vertices) although none of the Gi have multi-edges. Here 
however, we only consider simple graphs; that is, in the expanded form of the graph, 
there is at most one edge between any pair of vertices. In the remainder of this paper, 
we will often use the phrase “Gi calls Gj” to mean that Gj occurs in the definition of 
Gi. 
The expansion E(T) is the graph associated with the hierarchical definition r. Note 
that the total number of nodes in E(T) can be 2”cN). For 16 i 6 n, Ti = (Gl, . . . , Gi) is 
the hierarchical specification of the graph E(Ti). Given a hierarchical specification r, 
one can associate a natural tree structure depicting the sequence of calls made by the 
successive levels. We call this tree the hierarchy tree of r and denote it by HT(T). 
A vertex in E(T) is identified by a sequence of non-terminals on the path in HT(T) 
from the root to the non-terminal in which the vertex is explicitly defined. For the 
query problems considered in the paper, we assume that a vertex is specified in the 
above manner. 
Without loss of generality we assume that there are no useless cells in r. Note 
that HT(T) is the parse tree of the unique word generated by the context-free graph 
grammar r. 
Example. Let G =(Gi, Gz, Gs) be a hierarchical specification of the graph E(G) shown 
in Fig. 1. In that figure, the correspondence between pins of Gj and neighbors of Gj 
in Gi is made clear by the positions of the vertices and the pins. Fig. 2 shows the 
hierarchy tree HT(G) for G. 
2.2. Level-restricted specifications 
Next, we discuss the concept of level-restricted specifications. Level restriction is a 
syntactic restriction placed on the input specifications. This concept was first introduced 
in [25]. 
i * 
E(G). 
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2. Vertex u is an explicit vertex in an instance of Gi, vertex v is an explicit vertex 
in an instance of Gj, and the instance of Gi directly calls the instance of Gj (1 <j < 
i<n). 
A hierarchical specification r = (Gt,. . , G,) of a graph G is strongly l-level- 
restricted if it is l-level-restricted and in addition for 2 d i <n, the only non-terminals 
called in Gi are of type Gi- 1. 
Definition 2.3 can be stated in an alternative form that enables us to extend it 
to k-level-restricted specifications for any fixed k > 1. Consider any edge (u, v) of 
a graph G( V,E) described using a l-level-restricted hierarchical specification r = 
(Gi,Gz,..., G,). Let u be an explicit vertex in some instance, say Gr of cell Gi, and 
let v be an explicit vertex in some instance, say Gy of cell Gj, with i>j. Conditions 
(1) and (2) of Definition 2.3 imply that in the hierarchy tree HT(T), GY is an ancestor 
of Gi and the path in HT(r) from Gr to Gy contains at most one edge. For each fixed 
k 2 1, in a k-level-restricted spec$cation r = (GI, Gz, . . . , G,) of a graph G( V, E), 
each edge (u,v) satisfies the following property, where Gr and Gy are as above. In 
HT(T), Gr is an ancestor of Gy, and the path in HT(T) from Gr to Gy has at most k 
edges. Such descriptions still can lead to exponentially large graphs. Moreover, many 
practically occurring hierarchical descriptions (see [ 16, 19,201) are k-level restricted 
for small values of k. We note that our PSPACE-hardness results hold for strongly l- 
level-restricted specifications, while all our approximation algorithms hold for arbitrary 
specifications. 
Definition 2.4. Let r = (Gi, . . . , G,,) be a hierarchical specification. r is simple if for 
each Gi, 1 < i <n, there is no edge between any pair of pins that are defined in the 
same cell of Gi. 
Consider a hierarchical specification r. Let (u,v) be an edge in E(T), such that 
u E Gi and v E Gj. Furthermore, let Gi be an ancestor of Gj and let the path from Gi 
to Gj in HT(T) consist of non-terminals Gi, , . . . , G,. Since (u, v) is an edge in E(T), by 
Definitions 2.1 and 2.2, vertex u E Gi is represented by a sequence of pins pi,, . . . , pik, 
where pi, E Gi,, 1 d j <k. In such a case we say that the edge (u, v) passes through 
pins Pi,,. . . , pik in HT(T). From the above discussion, we observe the following for 
simple 1 -level-restricted specifications. 
Observation 2.1. Consider any edge (u,v) in a simple l-level-restricted hierarchical 
specijied graph E(T). The path from u to v in HT(I’) passes through at most one 
pin. 
For the remainder of the paper, given a problem II we denote by H-II the same 
problem when the instance is specified hierarchically. For example, we use H-MAX IS 
to denote the problem MAX IS (maximum independent set problem), when the graph 
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is specified hierarchically. Also, we sometimes use the phrase “hierarchical graphs” to 
mean hierarchically specified graphs. 
2.3. Hierarchically spec$ed satisfiability problems 
In [25,26], we introduced the concept of hierarchically specified satisfiability prob- 
lems. Since this concept is used throughout this paper, we provide a brief overview. We 
assume that the reader is familiar with the problem 3SAT. The problem hierarchical 
3SAT (H3SAT) is defined as follows. 
Definition 2.5. An instance F = (F,(X’) ,...,F,_I(X”-l),F,(X”)) of H-3SAT is of 
the form 
Fi(X’) = ( ,bl,Fi,(qyZj)) Afi(X’,Z’) 
for 1 <i <n, where fi are 3CNF formulae, X” = 4, X’, Xj, Z’, Zi, 16 i < n - 1, 
are vectors of Boolean variables such that Xj CX’, Zj & Z’ , 1 < ij < i. Thus, F1 is 
just a 3CNF formula. An instance of H-3SAT specifies a 3CNF formula E(F), that is 
obtained by expanding the formulas Fj, 2 <j 6 n, as macros where the set of variables 
Z’s introduced in any expansion are considered distinct. FI, F2,. . . , F,, are referred to as 
non-terminals. The problem H3SAT is to decide whether the formula E(F) specified 
by F is satisfiable. 
Given Definition 2.5, the formal definition of the 3SAT formula E(F) associated 
with a given specification F closely follows Definition 2.2 and is not repeated here. 
Example. Let F = (Fl(x,,nz),F2(~3,xq),F3) be an instance of H-3SAT where each Fj 
is defined as follows: 
F1(X1,X2) = (XI VX2 VZl)A(Z2 VZ3) 
F2(X3,X4) = F1(X3,Z4) AF1(Z4,Z5)A (Z4 VZ5 VX4) 
F3 = F2(ZS,Z7) A Fl(Z7,Z6) 
By substituting F1 in the definition of F2 we get 
E(F~(X~,X~))=(X~VZ~VZ~)A(Z~V~~)A(Z~VZ~VZ:)A(Z~VZ~)A(Z~VZ~VX~) 
Using this, it can be seen that the formula E(F) denoted by F is (z7 V Z6 V z:) A 
(z;Vz;)A(zgVz4Vz;)A(Z;Vz;)A (z4Vz5Vz~)A(z;Vz~)A(z4Vz5Vz7). 
Let ni be the total number of variables used in Fi (i.e., ni = IX’] + IZ’l) and let mi 
be the total number of clauses in Fi. The size of F, denoted by size(F), is equal to 
Ci <i<,(W + Q). 
Recall that NAE3SAT (Not All Equal 3SAT) is the problem of determining if a 
given 3CNF formula has a satisfying assignment in which all the literals in any clause 
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are not simultaneously true. We denote the hierarchical version of NAE3SAT by H- 
NAE3SAT. 
Next, we recall the following result from [26]. This result is used in the subsequent 
sections of this paper. 
Lemma 2.2. The problems H-3SAT and H-NAE3SAT are PSPACE-complete even 
when restricted to instances of the following form: 
F,(X,Y)=C,AC2ACjA...AC,,, 
F,(X, Y) = F,(KZ)I\Fl(Z Y) 
F,(X Y> = F~KZ)l\FdZ U 
Fn-1(x, Y) = Fn-z(x,Z)AFn-d-5 Y> 
Fn = Fn-,(x,z)AFn-~(z, y)Afl(~>Afz(y) 
where Cl,Cz,..,, C,,,, are three literal clauses, f 1 and f2 are 3CNF formulas and 
(XI = IYI = IZI = p. 
Let RH-3SAT be the restriction of the problem H-3SAT in which instances are of 
the form given in Lemma 2.2. Similarly, let RH-NAE3SAT be the restriction of the 
problem H-NAE3SAT in which instances are of the form given in Lemma 2.2. 
2.4. The specification model of Bentley, Ottmann and Widmayer 
The hierarchical specifications used here to describe set of unit disks is almost 
identical to that used by Bentley et al. [2] to describe a set of isothetic rectangles. The 
only difference is that instead of the BOX command we use the DISK command. The 
syntax of the DISK command is 
DISK@, Y, r) 
where (x, y) is the center of the disk and r is the radius. A symbol in this language 
represents a collection of unit disks and has a unique identifier (symbol number) which 
is a positive integer. The description for a symbol consists of zero or more DISK 
commands and DRAW commands. The syntax of the DRAW command is 
DRAW symbol# at (x, y). 
Here the symbol# is the identifier of a previously dejned symbol and (x, y) specifies 
the offset to be applied to the centers of the disks defined in the specified symbol. 
A description in this language consists of a sequence of symbol definitions. (An 
example appears in Description 1.) The length of such a description is defined to be 
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Example. Consider the following description of a set of unit disks described using the 
language of Bentley, Ottmann and Widmayer. 
DEFINE G1 
DISK (0, 0,l) 
DEFINE G2 
DRAW Gi at (0,O) 
DRAW Gr at (2,0 
DRAW Gi at (0,2) 
DRAW Gi at (2,2 
DEFINE G3 
DRAW G2 at (0,O) 
DRAW G2 at (4,0 ) 
Description 1. A BOW Specification. 
Note: Fig. 3 shows the set of unit disks obtained by expanding this BOW-description. 
h g f e 
Fig. 3. The set of unit disks specified in Description 1 and its corresponding unit disk graph 
the total number of DISK and DRAW commands. The set of disks specified by such 
a description is the one corresponding to the symbol with the largest identifier. 
With the set of unit disks defined as above, we associate an intersection graph which 
has one vertex per unit disk and two vertices are joined by an edge if and only if the 
corresponding disks intersect. Without loss of generality, tangential disks are assumed 
to intersect [3]. The graphs obtained from the hierarchical description of a set of unit 
disks will be referred to as hierarchical unit disk (HUD) graphs. We call hierarchical 
specifications of Bentley et al. as BOW-specifications and the hierarchical specifications 
of Lengauer as L-specifications. 
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3. Complexity results 
In this section, we present our PSPACE-hardness results for hierarchically specified 
intersection graphs. Before presenting the details of our PSPACE-hardness proofs, we 
discuss the basic technique used in our reductions. 
3.1. Basic technique 
In [19], Lengauer and Wagner proved the PSPACE-hardness of several graph prob- 
lems when instances are specified hierarchically, by a polynomial time reduction from 
a well known PSPACE-hard problem, namely QBF [9]. We use a different approach in 
proving our PSPACE-hardness results. Our reductions are from the PSPACE-complete 
problems H-3SAT and H-NAE3SAT defined earlier. The basic idea behind all our 
reductions is illustrated by the following example. 
Example. Consider the independent set (IS) problem for unit disk graphs. When the 
input instance (in this case, the input graph) is specified using one of the standard 
representations, the problem can be shown to be NP-hard by a local reduction from 
3SAT [7,35]. Roughly speaking, the phrase “local reduction” refers to a reduction 
where each clause and each variable is replaced by a fixed size subgraph or gadget. 
Problems such as independent set, dominating set, and clique cover have been proved 
to be NP-hard for unit disk graphs using such local reductions [3,7,35]. 
The problem H-IS for hierarchically specified unit disk graphs can be shown to 
be PSPACE-hard by a polynomial time reduction from H-3SAT. Such a reduction 
proceeds bottom up and corresponding to each non-terminal Fi in the specification 
F = (F1 , . . . , F, ) of H-3SAT, creates a non-terminal Gi. Thus, G = (Gi , . . . , G, ) 
represents the hierarchical specification obtained at the end of the transformation. 
The crucial property of such a reduction is that E(G) is exactly the same graph as 
would be obtained by carrying out the reduction in [7,35] on E(F). This observation 
leads directly to the PSPACE-hardness of H-IS for hierarchically specified unit disk 
graphs. 
We call this process of transforming the given instance level by level, lifting the 
reduction. Our idea then, is to lift the known reduction from 3SAT to problem II when 
the instance is specified non-hierarchically, and thus obtain a suitable reduction from 
H-3SAT to the problem H-II. We believe that this approach can be used to prove 
many more PSPACE-hardness results for hierarchically specified instances. 
In Appendix A (proof of Theorem A.l) we give a transformation which for all 
fixed k 2 1, takes as input a k-level-restricted BOW-specification of a set of unit 
disks, and in time polynomial in the size of the BOW-specification, outputs a k-level- 
restricted L-specification of the graph G described by the given BOW-specification. 
This transformation enables us to prove complexity results for graphs specified using 
L-specifications, by proving the results for graphs specified by BOW-specifications. 
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Fig. 4. Clause configuration for the clause (3 V y V z). Observe the way the variable chains are connected 
to the correponding disks representing a literal in the clause. 
We now proceed to give the PSPACE-hardness proofs of several graph problems for 
hierarchically specified unit disk graphs. 
3.2. Independent set 
The independent set problem for unit disk graphs in the non-hierarchical case was 
shown to be NP-complete in [7,35] using a reduction from 3SAT. This reduction 
constructs a unit disk graph G and an integer k from a given a 3CNF formula F such 
that G has an independent set of size k if and only if F is satisfiable. We provide a 
brief review of this reduction as it is used in our PSPACE-hardness proof. 
In this reduction, each variable x is represented by an even length cycle of unit 
disks. The even numbered disks (vertices) in this cycle denote the literal X and the 
odd numbered disks denote the literal x. Each clause is represented by a set of three 
mutually intersecting disks as shown in Fig. 4. Each of these three disks corresponds 
to a literal. If the literal appears negated (unnegated), it is connected to the disk which 
represents the unnegated (negated) variable in the cycle. A schematic diagram of the 
layout of the clause and the cycle configuration is shown in Fig. 5. Now, each crossover 
between two cycles is replaced by a junction (also called a crossover box) which is 
constructed so as to remove any interference between the two cycles. A schematic 
diagram of the junction is shown in Fig. 6. Let k = l/2 CF=, ri + J + M, where ri 
denotes the length of the even length cycle for the variable xi, A4 denotes the number 
of clauses in the instance of 3SAT, n denotes the number of variables in the instance 
of 3SAT, and J denotes the number of junctions in the unit disk graph. 
It can be easily seen from the construction that for each cycle of length ri cor- 
responding to a variable xi, one can choose only iri disks in any independent set. 
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Fig. 5. Clauses and cycles in Level 1. 
Fig. 6. Crossover box for independent set. (Notice that in any independent set in which one of x or X and 
one of y or 7 is chosen, only one of b, d, f, h can be chosen.) 
Further, for each junction, only one disk (vertex) can be included in any indepen- 
dent set. Similarly, for each clause configuration exactly one vertex can be included 
in any independent set. With these observations in mind, it is easy to verify that F is 
satisfiable if and only if the graph G has an independent set of size k. 
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As remarked earlier, our PSPACE-hardness proof consists of lifting the above proof, 
However, we note that a straightforward extension of the above reduction does not 
work because of the following reasons. 
1. First, a variable can appear in the definitions of Gi while the clauses in which the 
variable appears occur in the definitions of Gi, , . . . , Gi,, ik < i, 1 <k < p. This means 
that the cycle corresponding to the variable need not lie in any one level. Thus, such 
cycles must be built up in steps hierarchically. 
2. Secondly, there can potentially be 2°C”) crossovers of edges and hence 2o(“) 
junctions. The junctions and the associated unit disks must be specified so that the 
resulting hierarchical specification is of polynomial size. 
Theorem 3.1. The maximum independent set problem for l-level-restricted BOW- 
specljied unit disk graphs is PSPACE-hard. 
Proof. Starting from an instance F = (FI , . . . , F,,) of RH-3SAT, we construct in poly- 
nomial time a l-level-restricted hierarchical specification G = (Gr, . . . , G,,) of a unit 
disk graph E(G) and an integer k, with the property that the expanded formula E(F) 
is satisfiable if and only if the unit disk graph E(G) has an independent set of size k. 
The specifications for the n non-terminals of G are as follows. 
Graph G1: Except for a minor modification, Gr is the graph resulting from the 
construction described in the flat case. The only modification needed is that if a variable 
x occurs only in F1 then its corresponding even length cycle occurs entirely in Gt. 
Otherwise, only a part of the cycle occurs in Cr. (The part of the cycle appearing in 
Gt for such a variable is an even length chain as shown in Figure 5. This chain will be 
joined with other partial chains corresponding to the variable in Gi, i > 1.) Thus, given 
a 3CNF formula F1 with ml clauses and nt variables, we can construct in polynomial 
time, and hence by a polynomial number of primitive statements, a description of the 
layout of the unit disks such that F1 is satisfiable if and only if the corresponding unit 
disk graph Gt has an independent set of size kl. 
All the disks lie within a box of width Wr and height H,, where WI = O(mt ) and 
HI = O(nl ). The total number of disks and crossovers is bounded by O(mt .nl ). Hence, 
the description of Gt is of size O(mt .nt ). Note that the size of the description for Gr 
is polynomial in n1 and ml and hence polynomial in the size of the specification of 
FI . 
Graph Gi, 2 <i d n - 1 : Graph Gi, 2 <i <n - 1, corresponds to the formula Fi which 
is defined as 
F;(X, Y) = Fi-l(X,z)l\Fi-~(Z Y) 
where 1x1 = IYI = (ZI = p. The construction of Gi is shown in Fig. 7. Gi contains 
two calls to Gi-t corresponding to each Fi_1; the open ended chains for the corre- 
sponding variables in the vector Z in each copy of Gi-t are joined to form one chain 
to denote that they are the same variables. The second call to Gi-1 is translated by an 
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Fig. 7. Level i. 
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appropriate distance so that the set of disks defined in the two different calls to Gi-1 
do not intersect. The open ended chains for X and Y need to be extended upwards 
by a length of O(Hi) so that they can be joined to their corresponding chains at a 
later stage. By doing this we ensure that the height of the bounding box of each non- 
terminal Gj is polynomially bounded. Also observe that when the chains corresponding 
to individual ai’s are joined, they introduce crossovers and these are removed by the 
junctions described earlier. It is clear from our construction that all these steps con- 
sist of a polynomial number of DRAW commands. The definition of Gi is given in 
Description 2. 
Graph G, : The unit disk graph G, has the following components. It has two calls 
to G,_r which correspond to the two calls to F,_l in the instance of RH-3SAT. Then 
we have two more unit disk graphs Initial and Final which correspond to f 1 and f 2 
respectively in the RH3SAT instance. The graphs InitiaZ and Sinai are the graphs 
resulting from the construction described in the flat case using formulas fr and J-2 
respectively. Lastly, we need to ensure that the chains for the variables in vectors X 
and Y are joined to chains of the corresponding variables used in Initial and Final, 
respectively. We have to make sure that the cycle associated with each variable is of 
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DEFINE Gi 
Remark. WI and HI denote the width and height of the bounding box for the disks 
forming Gt. The parameter p is part of the RH-3SAT instance. 
1. 
2. 
3. 
4. 
5. 
DRAW Gi_r at (0,O). 
DRAW Gi_t at (2’-’ . FVr , 0). 
Sequence of DRAW commands to extend the vectors X and Y. 
Remark. The total number of such DRAW commands is O(p HI ). 
Sequence of DRAW commands to join the two partial chains corresponding to 
vector Z. 
Remark. The length of an individual chain in Z is 0( Wt . p). Therefore, the total 
number of such DRAW commands is 0( IV, . p2). 
Sequence of DRAW commands to remove the crossovers between the chains in 
Z. 
Remark. Total number of such DRAW commands is O(p2). 
Description 2. Definition of Gj (2 <i <n - 1) for the independent set problem. 
DEFINE G,z 
1. 
2. 
3. 
4. 
5. 
6. 
DRAW G,,-1 at (0,O). 
DRAW G,_, at (2n-’ * Wt , 0). 
Sequence of DRAW commands to join the two partial chains corresponding to 
Z. 
Remark. The total number of DRAW commands is 0( WI . p2). 
Sequence of DRAW commands to replace the junctions. 
Remark. The total number of DRAW commands is O(p2). 
Sequence of DRAW commands corresponding to Initial (graph corresponding to 
formula fr of RH-3SAT instance). 
Sequence of DRAW commands corresponding to Final (graph corresponding to 
formula j”2 of RH-3SAT instance). 
Remark. The total number of DRAW commands corresponding to fr and fz is 
O(n1 . ml 1. 
Description 3. Definition of Gn for the independent set problem. 
even length. This can be ensured by making the subchain of a chain in each level to 
be of even length. A sketch of the actual definition of G, is given in Description 3. 
At this stage, we point out the crucial properties of our specification which al- 
low us to do the reduction in polynomial time. Let bounding box of a symbol Gi 
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denote the box of minimum height containing all the disks defined in E(Gi), with the 
property that the vertical sides of the box are a unit distance away from the clos- 
est disk. This property implies that the explicit disks defined in two copies of F+r 
that are called in Fi do not intersect each other. Then we have the following 
propositions. 
Proposition 3.2. The bounding box of Gi has width Wi = 2’-’ . W1 and height Hi = 
0( i . Hl ). 
Proof. The proposition follows by observing that the dimensions of the bounding box 
satisfy the simple recurrences given by 
W;: = 2 * @‘i-t and Hi = Hi_ 1 + O(H, ), 2<i,<n. Cl 
Proposition 3.3. Consider the defmition of Gi corresponding to Fi(X, Y), 1 bi <n. 
Each vertical chain corresponding to a variable in X is at a distance 0( WI) from the 
left edge of the minimum bounding box of Gi and each vertical chain corresponding to 
a variable in Y is at a distance 0( WI) from the right edge of the minimum bounding 
box Of Gi. 
Proof. Simple induction on the number of non-te~inals in the de~nition of F. q 
Proposition 3.4. (1) The length of the partial chain of unit disks corresponding to 
each Zi in Gi joining the partial chains corresponding to zi in the two copies of Gi-1 
is 0( WI - p). 
(2) The partial chains for each zi in the two copies of Gi_r are at most a distance 
WI away. 
Proof. Follows by construction. Cl 
Propositions 3.3 and 3.4 allow us to get a specification which is only polynomial 
in the size of the speci~cation of F. Specifically, these propositions imply that in the 
definition of each Gi, we have only polynomially many calls to DRAW commands. 
We now proceed to complete the PSPACE-hardness proof. Note that G = (Gr , . . . , G,,) 
specifies a unit disk graph E(G) which would have been obtained from E(F) by per- 
forming the reduction outlined in [35] on E(F). A schematic diagram of the graph 
appears in Fig. 8. 
Choosing all the even vertices from the chains for the variables corresponds to setting 
the variable true and choosing the odd vertices corresponds to setting the variable false. 
From each junction we can pick exactly one vertex. Since a clause corresponds to three 
mutually intersecting disks, only one node can be chosen in an independent set from 
the clause confi~ration. Let kt be the size of the independent set given in the flat 
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Fig. 8. Level n. 
case, Define ki, 2 <i dn, as follows: 
+Qi, 2<j<n--l 
k,=2*k,,.wl +C, 
where k,_l denotes the number obtained for Fi_1 called in the definition of Fi:, I, 
denotes the length of the even length chain for the variable ZI appearing in Fi, C,, 
denotes the number of clauses defined in F,, and Qi denotes the number of crossovers 
introduced explicitly in Gi. 
Let us set k = k,,. The value of k can be computed easily bottom up level by 
level in polynomial time and hence by arguments imilar to those in 171 it can be 
shown that the unit disk graph E(G,,) has an independent set of size k if and only 
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if the corresponding RH-3SAT instance is satisfiable. The resulting BOW-specification 
is strongly l-level-restricted since each symbol Gi calls only the symbol Gi_1. The 
theorem follows. 0 
Corollary 3.4.1 The independent set problem is PSPACE-hard for l-level-restricted 
L-specified unit disk graphs. 
Proof. Follows from Theorem A.1 and Theorem 3.1. 0 
3.3. PSPACE-hardness of 3-Coloring 
Next, we give the PSPACE-hardness of 3-coloring problem for hierarchically spec- 
ified unit disk graphs. The 3-coloring problem for unit disk graphs specified using 
a standard geometric specification was shown to be NP-hard in [3]. To show the 
PSPACE-hardness for hierarchical specifications, we first give a new proof showing the 
NP-hardness of 3-coloring for unit disk graphs specified using a non-hierarchical graph 
theoretic specification. The reduction we outline is a local reduction from NAE3SAT. 
As discussed before, such a local reduction allows us to “lit?” the reduction to the 
hierarchical case. 
Theorem 3.5. The 3-Coloring problem is NP-hard for unit disk graphs given using a 
standard (non-hierarchical) speci$cation. 
Proof. We prove the NP-hardness by a polynomial time reduction from the problem 
NAE3SAT. The reduction consists of two distinct phases. In the first phase, starting 
from an instance F of NAE3SAT, we construct a graph Gt such that Gt is 3-colorable 
if and only if F is satisfiable. In the second phase, we transform the graph G1 to a 
unit disk graph G such that G is 3-colorable if and only if Gt is 3-colorable. 
Phase 1: Given a NAE3SAT formula F, construct a graph G such that Gt is 3- 
colorable if and only if the given NAE3SAT formula F is satisfiable. Let F contain n 
variables (denoted by x1,x2,. . . , xn) and m clauses. The graph Gt( Vt,Et ) is defined as 
follows. Gt has a total of 2n + 1+ m nodes consisting of an enforcer node S, one node 
corresponding to each clause and two nodes corresponding to each variable (one of 
these two nodes denotes the negated occurrence and the other denotes the un-negated 
occurrence). Formally, 
VI = {Xi,< 1 l<j<fl} U {S} U {Ci,,Ci2,Ci3 ) 1 <i<m}. 
The edges in El are as follows. For each variable xj, there is an edge between the two 
nodes corresponding to Xj and x7. Let clause i be of the form Ci, V ciz V Ci3. Clause 
i is represented by a triangle (i.e., the three edges (Ci1,ci2), (Ci2,Cig), and (Cil,Cil)). 
The vertex in this triangle corresponding to literal xj (XT) is connected to the vertex 
representing x; (xi). The reduction is depicted in Fig. 9 with the enforcer node labelled 
as S. It is straightforward to verify the following lemma. 
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S 
Fig. 9. Schematic diagram showing how a clause component, a variable component and the enforcer are 
connected together in the reduction for 3-coloring. 
Lemma 3.6. F is satisjable if and only if G1 is 3-colorable. 
Phase 2: Now we show how to take the graph obtained at the end of Phase 1 
and construct a unit disk graph G such that G is 3-colorable if and only if Gr is 
3-colorable. We first discuss a building block used extensively in our construction. A 
triangle chain of length I is a graph G’( V’, E’) where 
v’ = {ti,Pi,qi 1 1 <i<l} U {tr+l} 
E’ = {(ti,4i),(ti,Pi),(Pi,4i),(Pi,ti+l),(4i,ti+l) I l<iGl). 
The nodes in the set T = {ti ( 1 <i < I + 1) are called transmitter nodes. Fig. 10(a) 
shows a triangle chain of length 3. The transmitter nodes are labelled tl, t2, t3 and t4, 
respectively. Two easily verifiable properties of a triangle chain are the following. 
l Any valid 3-coloring of a triangle chain assigns the same color to all the transmitter 
nodes. 
l Any triangle chain can be realized as a unit disk graph. 
A modijed triangle chain is subgraph of a triangle chain obtained by deleting last 
transmitter node and the two edges incident on it. We are now ready to describe the 
transformation from Gt to G. 
(1) Edge and variable components: Each node in {xi,xy 1 1 <i <n} U {S} is replaced 
by a triangle chain of a certain length which we will specify later. We refer to these 
chains as the variable-chains. Next, the following types of edges in Gt are replaced 
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Fig. 10. Components in the 3-coloring reduction. (a) A chain of triangles used to replace a node or an 
edge. Observe that 11, tz, ts and t4 must be assigned the same color in any valid 3-coloring. (b) Clause 
configuration and its layout. (c) A schematic diagram showing the layout of the enforcer chain and the 
chains ~o~esponding to the variables and the clauses. The figure also shows how two chains cross each 
other. 
by a modified triangle chain: 
1. Any edge joining two literals (called Type 1 edge), 
2. Any edge joining a literal to the enforcer (called Type 2 edge), and 
3. Any edge joining a literal node to the corresponding node in the clause configu- 
ration (called Type 3 edge). 
We refer to these chains (i.e., the chains replacing edges) as edge-chains. Next, we 
present he details of how the variable- and edge-chains are connected together. 
1. Any edge-chain joining two va~able-chains joins the ~nsmi~er nodes of the 
edge chain with the corresponding transmitter nodes of the variable-chains as shown 
in Fig. 10(c). 
2. Certain edge-chains cross variable-chains. For instance in Fig. 10(c), the edge- 
chain joining the variable-chain corresponding to S and the v~iable-chain correspond- 
ing to X crosses the variable-chain corresponding to X. We refer to such meeting points 
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Crossover box for 3 coloring Unit disk representation 
Fig. Il. Crossover box and its layout. 
as junctions. Each junction is replaced by a crossover box that will be described sub- 
sequently. 
3. We ensure that there is an adequate number transmitter nodes in each variable- 
chain so that the following two constraints are satisfied. First, each crossing between 
an edge-chain and a variable-chain occurs at a distinct transmitter node. Second, each 
incidence of an edge-chain at a variable-chain occurs at a distinct transmitter node. 
The construction is depicted in Fig. 10(c). 
(2)CZuuse component: Each clause is represented by a set of three mutually inter- 
secting disks. Each of the disks corresponds to a literal; if the literal appears negated 
(unnegated), then its disk is connected to the chain which represents the unnegated 
(negated) variable. A schematic diagram of how the clause component is connected 
to the variable components is shown in Fig. 10(b). Fig. 10(c) shows the schematic 
diagram of the layout of the chains and the variables. 
(3) Crossover box component: Next consider the crossover box, which is needed 
when the vertical segment of a chain crosses the horizontal segment of another chain. 
The crossover box is depicted in Fig. 11 and satisfies the following conditions: 
1. The crossover box is 3-colorable. 
2. Any valid 3-coloring assigns the same color to vertices 6 and 16 and the same 
color to vertices 4 and 11. 
Let C(X) denote the set of vertices in the triangle chain corresponding to the lit- 
eral x. Furthermore, let T(x) c C(x) denote the set of transmitter nodes in the chain 
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corresponding to the variable x. When edges are replaced by triangle chains as above, 
it is easy to verify that the following properties hold. 
1. In any valid 3-coloring, all the nodes in T(x) get the same color. 
2. In any valid 3-coloring, the set of nodes in T(X) and the set of nodes in T(x) 
get different colors. 
3. For all edges (x, y) and for any valid 3-coloring, the set of nodes in T(x) and 
the set of nodes in T(y) get different colors. 
4. In any valid 3-coloring, the set of nodes in T(x) and the set of nodes in T(S) 
(recall that S is the enforcer node) get different colors. 
5. In any valid 3-coloring, the set of nodes in T(x) and the node corresponding to 
the literal X in any clause containing X get different colors. Similarly the set of nodes 
in T(X) and the node corresponding to the literal x in any clause containing x get 
different colors. 
We note that the crossover box used above is the same as the one given in [9] to 
prove NP-hardness of planar 3-coloring. Perhaps surprisingly, the crossover box is also 
a unit disk graph. 
Given the above properties, it is not difficult to verify that the unit disk graph so 
obtained is 3-colorable if and only if F is satisfiable. This completes the proof. q 
We now show that the 3-Coloring problem for BOW-specified unit disk graphs is 
PSPACE-hard. 
Theorem 3.7. The 3-Coloring problem is PSPACE-hard for l-level-restricted BOW- 
specified unit disk graphs. 
Proof. We use a polynomial time reduction from an instance of hierarchically specified 
Not All Equal 3SAT (RH-NAE3SAT). Given an instance F = (FI,. . .,F,) of RH- 
NAE3SAT of the form indicated in Lemma 2.2, we construct in polynomial time a 
hierarchical description of a set of unit disks such that the corresponding unit disk 
graph E(G,) specified by G = (Gi, . . . , G,) is 3-colorable if and only if F is not all 
equal satisfiable. The construction proceeds bottom up, level by level and is similar to 
the construction for independent set. 
Graph G1 : As in the proof of Theorem 3.1, Gi is the graph resulting from the 
construction described in the flat case (proof of Theorem 3.5). The modification needed 
is that if a variable x occurs only in F1 then its corresponding triangle chain occurs 
entirely in Gi. Otherwise, only a part of the chain occurs in Gi. This chain will be 
joined with other partial chains corresponding to the variables in Gi, i > 1. Thus, given 
a 3CNF formula F1 with 1111 clauses and ni variables, we can construct in polynomial 
time, and hence by a polynomial number of primitive statements, a description of a 
set of unit disks such that F1 is satisfiable in a not-all-equal fashion if and only if the 
corresponding unit disk graph is 3-colorable. As in the flat case, we need to use an 
enforcer S which is a long chain of triangles. S is a global enforcer and hence the 
chain goes through all the levels. It is built bottom up, level by level. Fig. 12 shows 
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Fig. 12. Schematic diagram for the chains corresponding to S, X Y and 2 at levels GI and Gz. (The clauses 
and the interaction are not depicted to maintain clarity.) 
a schematic of how the chains are connected when Gr is called in Gz. In that figure, 
details of the interconnections of these chains to other chains and clause configurations 
are omitted to maintain clarity. 
As in the case of the independent set problem, all the disks defined in Gt lie within 
a box of width WI and height HI, where Wr = O(mr ) and Hr = O(nr ), where ~1 
denotes the number of variables and ml denotes the number of clauses in Ft. They 
can be laid out in O(mt * nt ) time. Note that the size of Gr is polynomial in nr and 
ml and hence polynomial in the size of the specification of F. 
Graph Gi, 2 <i < n - 1 : Graph Gi, 2 <i <n, corresponds to the formula Fi which is 
defined as 
Fi(X, Y) = Fi-1(X,Z)I\fi-l(ZY) 
where IX1 = IYI = IZJ = p. 
Gi contains two calls to Gi_r corresponding to each call to Fi_1 made by Fi. The 
open ended chains for the corresponding variables in the vector Z in each copy of Gi-r 
are joined to form one chain to denote that they are the set of same variables. The 
second call to Gi-1 is translated so that the set of disks defined in the two different 
calls to Gi-r do not intersect. The open ended chains for X and Y need to be extended 
upwards so that they can be joined with their corresponding chains at a later stage. 
The partial chain corresponding to the enforcer S in each Gi-1 is joined as shown in 
Description 4. Also observe that the when the chains corresponding to individual zi’s 
are joined they introduce crossovers and these are removed by the junctions described 
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DEFINE Gi 
1. 
2. 
3. 
4. 
5. 
6. 
DRAW Gi_t at (0,O). 
DRAW Gi_1 at (2’-’ . WI, 0). 
A sequence of DRAW commands to extend the triangle chains for the variables 
in vectors X and Y. 
Remark. The total number of DRAW commands is O(Hl . p). 
A sequence of DRAW commands to join the two partial chains corresponding to 
the variables in vector 2. 
Remark. The total number of DRAW commands is 0( WI . p2). 
Sequence of DRAW commands to remove the crossovers between the chains 
corresponding to variables in 2. 
Remark. The total number of such DRAW commands is 0( IV1 . p’). 
Sequence of DRAW commands to join the partial chain corresponding to the 
enforcer and also extending the enforcer upwards. 
Remark. The length of the two vertical segments is O(Ht ) and the length of the 
horizontal segment joining the partial enforcer chains in the two copies of Gi-t 
is 0( IV,). Therefore, the total number of DRAW commands is 0( IV, + HI ). 
Description 4. Definition of symbol Gi in the 3-Coloring problem. 
earlier. It is clear from our construction that all these steps consist of a polynomial 
number of DRAW commands. The definition of Gi is given in Description 4. 
Graph G, : The unit disk graph G, has the following components. It has two calls 
to G,_, which correspond to the two calls to F,,_, in the instance of RH-NAE3SAT. 
Then we have two more unit disk graphs Initial and Final which correspond to f 1 and 
f2, respectively. The graphs Initial and Final are constructed using the construction 
outlined for the flat case. We need to ensure that the chains for the variables in vector 
X are joined to chains in Initial corresponding variables used in f 1 and variables in 
vector Y are joined to chains in Final corresponding variables used in f2. We must 
also ensure that the partial chains corresponding to the enforcer S are joined to form 
a single chain. A sketch of the actual definition of G,, is given in Description 5. 
We are now ready to complete the PSPACE-hardness proof. E(G,) defines a unit 
disk graph which corresponds to the unit disk graph which would have been obtained 
by carrying out the reduction on E(F). It is easy to verify that the resulting BOW 
specification is indeed l-level-restricted. The theorem follows immediately from the 
above observations. 0 
Corollary 3.7.1. The 3-Coloring problem is PSPACE-hard for l-level-restricted L- 
specified unit disk graphs. 
Proof. Follows from Theorems A.1 and 3.7. 0 
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DEFINE G, 
1. 
2. 
3. 
DRAW G,_ I at (0,O). 
DRAW G,_i at (2*-l . Wi , 0). 
Sequence of DRAW commands to join the two partial chains corresponding to 
Z. 
4. Sequence of DRAW commands to remove the crossovers between the chains in 
L. 
5. 
6. 
7. 
8. 
Sequence of DRAW commands to join the partial chain corresponding to S. 
Sequence of DRAW commands connecting up the enforcer chain to the chains 
corresponding to the variables defined in f 1 and f 2. 
Sequence of DRAW commands corresponding to Initial (CNF formula fl ). 
Sequence of DRAW commands corresponding to Final (CNF formula fz). 
Remark. The total number of DRAW commands corresponding to Initial and 
Final is O(ni . ml ). 
Description 5. Definition of symbol G, in the 3-Coloring problem. 
Theorem 3.8. The problems minimum dominating set and minimum clique cover are 
PSPACE-hard for l-level-restricted BO W-speci$ed unit disk graphs. 
Proof. The problems minimum dominating set and minimum clique cover were shown 
to be NP-hard in the flat case by Meggido and Supowit [30]. We lift these reductions 
using techniques similar to those described in the proof of Theorem 3.7. Figs. 13 and 
14 illustrate the elements needed in the reduction from 3SAT to clique cover and 
dominating set, respectively. In each case, the variable component consists of a simple 
chain of unit disks similar to the ones discussed in [30]. 0 
We observe that for minimum dominating set, minimum clique cover and the mini- 
mum coloring problems, the graph obtained through the above construction is in fact 
a planar unit disk graph. Hence we conclude the following: 
Corollary 3.8.1. The problems minimum dominating set, minimum clique cover and 
minimum vertex coloring are PSPACE-hard for 1 -level restricted BO W-speci$ed pla- 
nar unit disk graphs. 
Now, Corollary 3.8.1 and Theorem A.1 (Appendix A) together imply the PSPACE- 
hardness of the above problems for l-level-restricted L-specified unit disk graphs as 
well. 
Corollary 3.8.2. The problems minimum dominating set, minimum clique cover and 
minimum vertex coloring are PSPACE-hard for l-level restricted L-specified planar 
unit disk graphs. 
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4. Approximation algorithms 
In this section we give simple approximation algorithms for maximum independent 
set, minimum dominating set, minimum independent dominating set and minimum ver- 
tex coloring for hierarchically specified intersection graphs. Although we will give 
algorithms for problems on hierarchically specified unit disk graphs, it will be clear 
that similar approximation algorithms can be obtained for problems for hierarchically 
specified intersection graphs of squares and other regular polygons. However, in such 
cases the performance guarantee depends on the type of polygons. We assume that 
the unit disk graphs are specified using L-specifications. Here and in [24], we use 
the technique of approximate burning for efficiently approximating PSPACE-complete 
problems for hierarchically specified graphs. This is an extension of the Bottom Up 
method for processing hierarchical graphs discussed in [ 17, 18,20,34] for designing 
efficient algorithms for hierarchically specified graphs. The bottom up method aims 
at finding a small graph GF called the burnt graph which can replace E(Ti) (re- 
call that Ti = (Gt,...,Gi)) in such a way that E(Tj) and GF behave identically 
with respect o the problem under consideration. The bottom up method should pro- 
duce such burnt graphs efficiently. Given that the problems we are dealing with are 
PSPACE-hard, we cannot hope to efficiently find small burnt graphs which can re- 
place the original graphs without any loss of information. We overcome this dif- 
ficulty by introducing the notion of approximate burning. In approximate burning, 
we wish to find small burnt graphs GF which can be used to replace the corre- 
sponding E(Ti). The burnt graphs produced have all the relevant information about 
the graph needed by the bottom up algorithm. The information needed depends on 
the problem under consideration and the method being used to solve the problem. 
The concept of burning is similar to maintaining tables in a dynamic programming 
algorithm. 
Recall the definition of simple L-specifications as given in Definition 2.4. In [24] 
we presented a transformation which takes as input a hierarchical specification r = 
(Gl,...,G,) in which there may be edges between pins defined in Gi and in time poly- 
nomial in the size of r, outputs an equivalent simple L-specification r, = (HI,. . . , H,,) 
of E(T). Therefore, for the rest of this section we will assume that the input to our 
approximation algorithms is a simple L-specification of unit disk graphs. Next, we 
recall the following three lemmas about packing of unit disks in the plane from [23]. 
(Note that Lemma 4.3 is an immediate consequence of Lemma 4.2.) 
Lemma 4.1. Let C be a circle of radius r and let S be a set circles of radius r such 
that every circle in S intersects C and no two circles in S intersect each other. Then, 
ISJ < 5. 
Lemma 4.2. If A is the maximum degree of a vertex in a unit disk graph, then the 
maximum clique size in the graph is at least [il. 
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Lemma 4.3. Let A denote the maximum degree of a node in a unit disk graph G. 
Then any valid coloring of G requires at least [$l colors. 
Following standard graph-theoretic notation, we use K,,,, to denote the complete 
bipartite graph with m and n nodes, respectively, on the two sides of the bipartition. 
An easy consequence of Lemma 4.1 is that unit disk graphs do not contain K1,6 as an 
induced subgraph. For simplicity we henceforth say that unit disk graphs are Kr,6 free. 
All our approximations use this crucial property of unit disk graphs. 
4.1. Approximating independent set 
Consider the following heuristic (referred to as FIND-SET in the ensuing discussion) 
for finding an independent set in a non-hierarchically specified unit disk graph G: 
Repeatedly pick a vertex v, add it to the independent set, and delete v and all the 
neighbors of v. The heuristic terminates when the graph becomes empty. Using the 
fact that unit disk graphs are K 1,~ free, it can be shown that FIND-SET provides a 
performance guarantee of 5. (Essentially, the argument is that for each vertex v chosen 
by FIND-SET, any optimal solution can choose at most 5 vertices from the subgraph 
of G induced by v and the vertices adjacent to v.) Our heuristic HIND-SET (shown 
in Algorithm 1) for the maximum independent set problems for L-specified unit disk 
graphs is based on FIND-SET. 
4.1.1. Performance guarantee and proof of correctness 
We now show that the algorithm indeed computes a near optimal independent set for 
the given hierarchical specification in polynomial time in the size of the specification. 
The following proposition is immediate from the description of Heuristic HIND-SET. 
Proposition 4.4. Let 1 bi dn. Let GF be the burnt graph created by the algorithm 
HINDSET at stage i. Then any pin of GF is marked removed tf and only if there 
exists a vertex in E(Ii) which is chosen in the independent set and has an edge to 
the pin. 
Given a graph G( V, E), an independent set S is maximal if no proper superset of S 
is also an independent set. The following property of Heuristic HIND-SET is easy to 
verify. 
Proposition 4.5. The set V,, specified by the hierarchical spectfication H in Heuristic 
HIND-SET is a maximal independent set. 
Theorem 4.6. Let I be a hierarchical spect@ation of a unit disk graph G. Let 
OPT(G) denote the an optimal independent set in E(I). Then lOPT(G)I/IV,, <5. 
Proof. Follows from Proposition 4.5 and the fact that unit disk graphs are KI,~ free. 0 
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Heuristic HIND-SET 
Input: A hierarchical L-specification r = (Gi, . . . , G,) of a unit disk graph G. 
Output: A hierarchical L-specification /I = (Hi,. . . ,H,) of a near optimal independent 
set of G. 
1. Initially, all the pins in every cell Gi are marked “not removed”. 
2. Repeat the following steps for 1 <i <n. 
(a> 
(b) 
(cl 
(4 
(e) 
Let Ai denote the set of all the explicit vertices in Gi. Starting from the set 
Ai, we create a new set Bi as follows. For each vertex u E Ai, place it in the 
set Bi if and only if u is not adjacent to any of the pins marked removed in 
the burnt graphs of Gj, where Gj, j < i appears in the definition of Gi. 
Remark. Vertex u is placed in the set Bi if and only if none of its neighbors 
in Gj, j < i has been placed in Vi. Vj is the approximate independent set 
computed so far. 
Let G(Bi) denote the subgraph induced on the nodes in Bi. Run Algorithm 
FIND-SET on G(Bi) to obtain the set 4. 
Remark. Observe that we need not consider any edges which are from these 
explicit vertices (Bi) to the pins. 
Let 161 = lxil+~jlIQl h w ere Gj, j < i appears in the definition of Gi. 
Remark. K = Xi U Uj 6, where j < i and Gj appears in the definition of 
Gi. (Observe that the sets are created implicitly.) 
Now construct the burnt graph GF as follows: The pins in Gp are the same 
as the pins in Gi. A pin in Gi is marked removed if and only if the pin is 
either adjacent to one of vertices in the set Xi or it is adjacent to one of the 
pins in Gj, j < i, which appears in the definition of Gi. 
Construct Hi as follows: The explicit vertices in Hi are the vertices in the set 
Xi. If Gi calls a non-terminal Gj, j < i, then Hi has a call to Hj. 
3. Output H = (HI,..., H,) as the hierarchical specification of the approximate in- 
dependent set and ) V,l as the size of the approximate independent set. 
Algorithm 1. Computing a near optimal independent set for a simple L-specified unit 
disk graph. 
The Query Problem and the Output Problem 
Lemma 4.7. Given any vertex v in the graph G, we can determine in time polynomial 
in the size of r, if v belongs to the approximate independent set constructed by 
HIND-SET 
Proof. Observe that the hierarchy tree for H is identical to the hierarchy tree for r 
except that the nodes in HT(H) are labeled by Hi, whenever the corresponding node 
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in HT(T) is labeled Gi. Thus, the sequence of non-terminals used to identify the query 
vertex u can be used to check if u is in the approximate vertex cover computed. Given 
the label of any node as a path in the hierarchy tree, it is easy to check if the ver- 
tex belongs to the independent set specified by H. This can be done by traversing the 
hierarchy tree HT(H) top down and checking if the vertex appears in the given Hi. 0 
The hierarchical specification can be used to output the approximate solution com- 
puted. For this, we do a simple preorder traversal of the nodes in the hierarchy tree 
H?“(H) and output the explicit nodes in each cell. It is easy to see that we can output 
the solution in O(N) space (the depth of HI”(H) is no more than N since each node 
on a path from root to a leaf is labeled with a distinct cell) and time linear in the size 
of E(T). 
Running Time 
Theorem 4.8. Let T be a hierarchical specijcation of a unit disk graph G. Heuristic 
HIND-SET runs in O(N + M) time. 
Proof. Since each Gi can be processed in O(ni + mi) time, the total time required by 
the algorithm is Cy=iO(ni + mi) which is equal to O(N + M). q 
4.2. Approximating dominating set 
It is well known that for any graph, any maximal independent set is also a dominating 
set. Thus, Heuristic HIND-SET can also be used to obtain an approximate dominating 
set for hierarchically specified unit disk graphs. Using the fact that unit disk graphs 
are Ki,e free, the following theorem can be proven in a straightforward manner. 
Theorem 4.9. Let r be a hierarchical specijcation of a unit disk graph G. Then we 
can compute in time polynomial in size(r), an approximate dominating set whose 
size is within a factor of 5 of the size of a minimum dominating set. Further, we can 
construct a polynomial size hierarchical specification for the approximate dominating 
set. Moreover, given any vertex v in G, we can determine in time polynomial in 
size(r), tf v belongs to the approximate dominating set constructed. 
Since the dominating set obtained is also an independent set, and the size of a 
minimum independent dominating set is at least the size of a minimum dominating 
set, Heuristic HIND-SET also provides a performance guarantee of 5 for the minimum 
independent dominating set problem. We can modify the heuristic slightly to get a 10 
approximation algorithm for the total dominating set problem.4 We assume that the 
graph does not have any isolated node. Every time we choose a vertex v to be included 
4 A set of nodes D 2 V is a total dominating set for a graph G( V,E) if for every v E V, there is a node 
w such that (u,w) E E. If G has isolated nodes, then there is no total dominating set for G. 
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in the set Xi, we also include one of the neighbors of v in set Xi (if no neighbor of v is 
already in Xi). The size of this set is no more than two times the size of the maximal 
independent set constructed by HIND-SET. This gives us the performance guarantee 
of 10 for total dominating set. 
4.3. Hierarchically specified Kl,, free graphs 
All our approximation algorithms were based simply on the fact that unit disk graphs 
are K1,6 free. Therefore, their generalization to K I,~ free graphs is straightforward. 
Formally, 
Theorem 4.10. For any r 22, given an L-speciJication of a KI,, free graph, there 
are polynomial time approximation algorithms for the maximum independent set, 
minimum dominating set, minimum independent dominating set and minimum total 
dominating set problems with performance guarantees (r - l), (r - l), (r - 1) and 
2(r - 1) respectively. 0 
4.4. Approximation algorithm for vertex coloring 
Our approximation algorithm for vertex coloring a given L-specified unit disk graph 
is an extension of a well known greedy method to color graphs, when graphs repre- 
sented using a standard representation. We outline the method below for the sake of 
completeness. 
Heuristic FCOL: Repeat until all the vertices of V are colored 
(1) Pick an uncolored vertex v E V. 
(2) Color v with the smallest color not already given to a neighbor of v. 
Given a graph G with maximum degree A, it is easy to verify that FCOL uses no 
more than A + 1 colors to color G. For unit disk graphs, by Lemma 4.3, any valid 
coloring must use at least [$l colors. This gives us a performance guarantee of 6 + $ 
for the non-hierarchical case. 
Our heuristic for coloring L-specified unit disk graphs consists of coloring the graph 
with at most A + 1 colors in a bottom up fashion. The crucial idea behind our ap- 
proximation algorithm is that in an L-specified unit disk graph, the number of distinct 
colors that we need to keep track of at any stage is only polynomial in the size of the 
specification. In the remainder of this section, we use the following additional notation. 
Given a specification I’ = (Gi , . . . , G,,) of a graph G, let Ai denote the set of all the 
explicit vertices in Gi and Ai denote the maximum degree of a terminal node (explicit 
vertices and pins) in E(Gi). Associated with each terminal p,. E Gi is a set Col(p,) of 
colors. These colors represent the colors assigned to the neighbors of pr in E(Gi). For 
a set of terminals P the set CoZ(P) is UprEP CoE(p,). Furthermore, let Ni = j& nj, 
1 <i <n. Therefore, by definition we have N,, = N. Algorithm 2 gives the details of 
our heuristic HV-COLORING. 
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Heuristic HV-COLORING 
Input: A simple hierarchical L-specification r = (Gt,. , G,) of a unit disk graph G. 
Output: A hierarchical L-specification fi = (HI,. , H,) of the unit disk graph G with the colors given to 
each vertex. 
1. Repeat the following steps for 1 <i<n. 
(a) Let Gi call non-terminals G,, , , Gj, in its definition. Starting from the set Ai, we create a new 
set Bi as follows. For each vertex u E A,, place it in the set B, if and only if v is not adjacent 
to any of the pins in the burnt graphs GTk, where Gj,, jk < i, appears in the definition of Gi. 
Remark. Vertex u is placed in the set Bi if and only if it had no neighbors in Gjk jk < i. 
(b) Let G(Bi) denote the subgraph induced on the nodes in Bi. Run Algorithm FCOL on G(&) and 
color the vertices in Bi. 
(c) Next consider the vertices in Ai - Bi. (Each vertex in such a set is adjacent to one or more 
non-terminals called in G,.) 
i. Set Cj = Aj - Bj. 
ii. Repeat 
A. Let Col(N(u)) denote the set of colors used to color the neighbors of v when v is 
considered. 
Col(N(u)) = U {Gl U ujcol(d,ik 1 
xEN(u)-C, k 
where c, denotes the color given to an explicit vertex x which is defined in G, and which 
is adjacent to v. Assign the smallest color to v which is not in Col(N(u)). 
Remark. u is assigned a color which is not already assigned to any of the explicit vertices 
vertices colored so far in G; or is not a part of the set of colors associated with the pins 
adjacent v in one of the non-terminals called in Gi. 
B. Delete v from C,. 
until C, = f#~ 
(d) Now construct the burnt graph Gf as follows. 
i. The pins in Gf are the same as the pins in Gi. 
ii. The set Col(p,) associated with a pin pr occurring in G, is computed as follows. Let pr be 
adjacent to pins pFi, E G,,, I <k cm. Then 
Col(pr) = u {cxl u u&ol(Pz,,~) 
SN(Pr) k 
where c, denotes the color given to a vertex x defined in Gi and is adjacent to pr. 
(e) The non-terminal Hi is the same as the non-terminal Gi except that now each explicit vertex has 
a color associated with it. 
2. Output fl = (HI,. , H,,) as the hierarchical specification of the solution. 
Algorithm 2: Near optimal coloring of L-specified unit disk graphs. 
4.4.1. Performance guarantee 
We prove the performance guarantee of our approximation algorithm by proving a 
series of lemmas. 
Recall that Ni = xi._ ,_1 nj, 1 <i<n. Clearly, N,, = N. By the definition of an L- 
specification, we know-that the size of any clique in G is no more than N,,. Using this 
fact and Lemma 4.2, we have: 
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Lemma 4.11. The maximum degree A of any vertex in a L-speci$ed unit disk graph 
is no more than 6N. 
Lemma 4.11 implies that for any terminal p, ICol(p,)l is O(N), i.e., linear in the 
size of the specification. This crucial observation allows us to color an L-specified unit 
disk graph in polynomial time. We now show that Heuristic HV-COLORlNG uses at 
most A + 1 colors. 
Lemma 4.12. Consider the graph E(Gi) in the given hierarchical specijication 
r. Let Ai denote the maximum degree of a terminal node (explicit vertices and 
pins) in E(Gi). Furthermore, let dr(Gi) denote the degree of a pin or an explicit 
vertex p E Gi and let GF denote the burnt graph for Gi constructed by Heuristic 
HV-COLORING. 
1. The size of the color set Cal(p) associated with a pin p E GF is at most dr(Gi). 
2. Then HV-COLORING colors the explicit vertices Of E(Gi) using at most Ai + 1 
colors. 
Proof. We use induction on the depth of the hierarchy tree HT(Gi) associated with a 
non-terminal Gi. If the depth of HT(Gi) = 1, i.e., i = 1, then it is well known that the 
greedy coloring algorithm uses no more than Al + 1 colors. The size of the color set 
associated with each pin p E GF, which is equal to the degree of p in Gi, is no more 
than A,. For the induction step, assume that the proposition holds for non-terminals 
whose hierarchy tree has a depth no more than (r - 1). Consider a non-terminal G,, 
such that the depth of HT(G,) = r. Let G, call G,,, . . . G,,, in its definition. Let di 
be the maximum degree of any node in the subgraph E(T,,, ). Then by the induction 
hypothesis we know that 
1. For each pin p E GiI, ICol(p)l is at most dp(Gn,), 1 <idk. 
2. The heuristic colors vertices in each of the subgraphs E(T,, ) . . . E(T,,) using at 
most A,,, + 1 colors. 
Next consider the way each explicit vertex v in G,, is colored. The degree of v is the 
sum of the degrees of all pins in G,,, that are adjacent o v, and the number of explicit 
vertices in G, that are adjacent o v. By Step l(c), the heuristic assigns to each vertex 
v the smallest color which is different from the colors assigned to the neighbors of v. 
Furthermore, the color set associated with any pin p E G,” is simply the union of all 
the color sets which are associated with the pins in pk E G,, to which p is adjacent. 
The result follows. q 
Theorem 4.13. The heuristic HV-COLORING has a performance guarantee of 
(6 + 2). 
Proof. Follows from Lemmas 4.12 and 4.3. Cl 
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4.4.2. Running time 
The crucial property of the color set associated with each pin allows us to argue 
that the heuristic runs in polynomial time. Formally, we show that 
Theorem 4.14. Let r be an L-specijcation of a unit disk graph G. Then, Heuristic 
HV-COLORING runs in O(n ’ N3) time. Moreover, given a vertex v one can tell in 
polynomial time the color assigned to v. 
Proof. In order to process each terminal vertex in Gi, we must examine the color sets 
associated with pins in the non-terminals which are called by Gi and which are adjacent 
to the terminal vertex. Since the size of each color set is no more than CiI: nj, and 
there are no more than ni such color sets to be examined, the total time needed to 
process a terminal vertex is ni x;Li nj. Therefore, the total time needed to process 
each non-terminal Gi is no more than n’ . Ni_ 1. Hence the total time needed to process 
the whole specification is C~=,(n~ . PI-l) which is O(n . N3). Cl 
4.5. Discussion 
From a practical stand point, it would be ideal to devise heuristics for unrestricted 
BOW-specified unit disk graphs. But as observed in Section 1, unrestricted BOW- 
specifications are too powerful since even simple properties (e.g. whether the graph 
contains an edge) become NP-hard. As a consequence, Bentley et al., [2] raised the 
question of finding families of restrictions which exclude only a few designs but permit 
very rapid processing of the remaining designs. We believe that level-restrictedness is 
one such class of restrictions; the complexity results and the approximation algorithms 
for L-specified unit disk graphs demonstrate that although problems for level-restricted 
specifications may not be easier to solve exactly, they can quite often be easier to 
solve approximately. Moreover, level restriction allows us to efficiently translate BOW- 
specified unit disk graphs into L-specified unit disk graphs. The translation theorem 
(Theorem A.1 in Appendix A) allows us to prove both hardness and easiness results for 
L- and BOW-specified unit disk graphs in a uniform fashion. Specifically, the hardness 
results proved for l-level-restricted BOW-specified unit disk graphs along with the 
translation theorem prove the hardness of problems for l-level-restricted L-specified 
unit disk graphs. Similarly, approximation algorithms for L-specified unit disk graphs 
in conjunction with the translation result yield approximation algorithms for problems 
restricted to unit disk graphs specified using level-restricted BOW-specifications. 
The approximation algorithms presented here for L-specified unit disk graphs also 
have other desirable features. First, the approximation algorithms do not need a geomet- 
ric representation of the unit disk graph. Rather, they rely on graph theoretic properties 
of unit disk graphs. As a result, many of the approximation algorithms presented here 
are applicable to any graph class that is Kl,, free. Second, we have recently shown in 
[ 151 that the method of representation for unit disk graphs can indeed play an important 
role in the type of approximation algorithms that can be devised. There we showed 
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that when a geometric representation for a unit disk graph is available as a part of the 
input, several graph problems have polynomial time approximation schemes. We have 
also extended these results to obtain approximation schemes for unit disk graphs speci- 
fied using level restricted BOW-specifications. For example, the maximum independent 
set problem has a polynomial time approximation scheme for unit disk graphs repre- 
sented geometrically. On the other hand, the best known performance guarantee for the 
maximum independent set problem for unit disk graphs specified using graph theoretic 
representation is only 2.5 [ 111. Moreover, we suspect that unless P = NP, there is no 
polynomial time approximation scheme for this problem. Thus our results presented 
here and in [ 151 illustrate the relative difference between finding approximate solutions 
for unit disk graph problems specified using different specifications (i.e., standard, L- 
and BOW-specifications) and different representations (geometric and graph theoretic). 
5. Conclusions 
We have given a general technique to prove the PSPACE-hardness of several prob- 
lems restricted to hierarchically specified unit disk graphs. Most of our PSPACE- 
hardness results hold even for planar unit disk graphs specified using a l-level-restricted 
BOW-specification or a l-level-restricted L-specification. We have also presented effi- 
cient approximation algorithms with proven performance guarantees for several PSPACE- 
hard problems for unit disk graphs specified using L-specifications and level-restricted 
BOW-specifications. Our hardness results and approximation algorithms extend in a 
straightforward manner to hierarchically specified intersection graphs of regular poly- 
gons such as squares. 
As directions for future work, it would be worth considering the complexity of 
problems for other restricted classes of graphs such as grid graphs, chordal graphs and 
perfect graphs, when these graphs are specified hierarchically using L-specifications. It 
will also be worth investigating the complexity of graph problems for unit disk graphs 
specified using unrestricted BOW-specifications. Negative results in this direction will 
provide useful insights into the relative powers of L- and BOW-specifications. As a 
first step in this direction, we have recently obtained [27] NEXPTIME-hardness results 
for several problems considered in this paper, when specified using unrestricted BOW- 
specifications. 
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Appendix A 
We now give a transformation which takes as input a K-level-restricted BOW- 
specification (for some fixed integer k) of a set of unit disks and in time polynamial in 
the size of the DEW-s~eci~cation outputs an L-specification of the graph G specified 
by the given HOW-s~e~i~~ation_ We give the ~usfo~ation for k = 1. The transfor- 
mation for k > I is similar. The following example illustrates the basic idea behind 
the transformation. 
Example. Consider the I-IeveI-restricted BOW-specification G = (Gt, Gz, G3) depicted 
in Figs. 15 and 16. The hierarchy tree HT(G) is given in Fig. 17(a)+ The transforma- 
tion yields an L-specification F = (F 2,1,,F2,1z.F3,f:tf;3,2!tf;‘322rF3)- The ~o~esponding 
hierarchy tree HT(F) is shown in Fig. 17(b). Consider for example, the defhrition of 
nan-terminal F2 in Fig. 15. The non-terminal GZ cabs two copies of Gt . Correspond- 
ingly, Fz calls the non-terminals F&l, and Fz,12. Both &,I, and Fz,t2 are created from 
8’1 and diiTer in the way they are connected to the explicit vertices in Fz+ 
Given a I-level-restarted BOW-~peci~catia~ r = (HI, u II ,&) of a set of unit disks, 
we construct a corresponding L-specification rt as outlined in Algorithm 3. We now 
prove the correctness of the aigoritlnn. 
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Transform-BOW-to-L 
1. n=l: 
(a) The explicit vertices in Fr are in l-l correspondence with the explicitly de- 
fined disks in Hl. 
(b) There is an edge between two explicit vertices defined in Fr if and only if 
the corresponding disks in HI intersect. 
2.n>l: 
(a) Let the non-terminals called by H,, be Hjk, 1 <j G n - 1 and 0 6 k < k;, where 
Hjk represents the kth copy of the non-terminal Hj called in H,,. 
(b) For each non-terminal Hjk, create a copy of the corresponding non-terminal 
Fn,jk from non-terminals Fj and Hj, as follows: 
i. 
ii. 
. . . 
111. 
The explicit vertices in Fn,j, are in one-to-one correspondence with the 
explicit vertices in Fj. 
For each edge between two explicit vertices in Fj we have an edge 
between the corresponding explicit vertices in Fn,j,. 
Let dj,... dy be the disks defined in H,, which intersect a disk in Hjk. 
Then, for each disk dj 1 < I< rk, we have a corresponding pin pi in 
Fn,j,. Furthermore, let N(d;) be the set of vertices in Fn,jt such that the 
corresponding disks intersect dj. Then, for each such vertex in Fn,j* add 
an edge from the vertex to the pin p:. 
(c) The non-terminal F,, is defined as follows. 
i. 
ii. 
. . . 
111. 
iv. 
V. 
The explicit vertices in F,, are in on-to-one correspondence with the 
explicitly defined disks in H,,. 
There is an edge between two explicit vertices defined in F,, if and only 
if the corresponding disks in H,, intersect. 
For each Hjk called in H,,, we have a corresponding Fn,jt (constructed in 
Step 2(b)). 
For each explicit vertex in F,, there is an edge to one of the non- 
terminals Fn,jk if and only if the corresponding disk in H,, intersected 
with a disk defined in the corresponding Hjk. 
The one-to-one correspondence between the pins of Fn,jt and the explicit 
vertices defined in F,, is the same as described in Step 2(b)iii. 
3. Output the L-specification rr given by rl = (FzJ,, . . ., F2,1k2, . . . F,,,l,, . . ., F,,, I~;, 
I 
. . . Fn,n-I,, . . . . Fn,n-lkn , Fn) 
“-I 
Algorithm 3. Transforming a level-restricted BOW specification to a level restricted 
L-specification. 
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Theorem A.l. Given a l-level-restricted BO W-spectfication r = (HI,. . . ,H,,) of a 
unit disk graph G procedure Transform-B0 W-to-L constructs in polynomial time an 
L-specification rl such that 
1. size(Tl) = 0([size(T)12). 
2. l-1 can be constructed in 0([size(r)12) time. 
3. The resulting L-specijication is I-level-restricted. 
4. E(T) = E(T, ). 
Proof. It is easy to verify that the L-specification F produced by the algorithm has the 
properties 1, 2, and 3. To prove the fourth property, we use induction on the number 
of non-terminals in the BOW-specification of G. 
Basis: When the BOW specification consists of a single non-terminal; i.e., r = (HI). 
It is clear in this case that E(T) = E(Ti). (This follows from the definition of unit 
disk graphs.) 
Induction step: Assume that the theorem holds for all BOW specifications which 
have less than n non-terminals in their definition. Consider the case when the given 
BOW specification has n non-terminals; i.e., the BOW specification is r = (HI,. . , H,). 
Consider the hierarchy tree HT(T) associated with the given BOW specification. Let 
H,, call the non-terminals Hi,, Hi*, . . . , Him in its definition. By the definition of l-level- 
restriction, there are no edges between vertices defined in H;, and Hi,, j # k. To show 
that E(T1) = E(T), we consider three possible cases depending on the occurrence of 
any two vertices u and v in the non-terminals in HT(T1). 
Case I: Both explicit vertices u and v are defined in F,,. Then by Step 2(a)ii of the 
transformation, there is an edge between u and v if and only if the corresponding unit 
disks defined in H,, intersect. 
Case 2: u is an explicit vertex in F, and v is an explicit vertex in Fn,jk, for some 
16 k < kj. Then there is an edge between u and v passing through a pin in Fn,j,,which 
corresponds to u if and only if the disk corresponding to u in H,, intersects the disk 
corresponding to v in Hjk. Observe that we need to create multiple copies of Hjl 
because of the different ways in which the disks in H,, intersect with disks in Hjk. 
Case 3: Both the vertices u and v occur in E(Hi,), where Hi, is defined in H,,. In 
this case, by the induction hypothesis, we know that there is an edge between u and 
v in E(T1) if and only if the corresponding unit disks in E(T) intersect; 
This completes the proof. 0 
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