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This paper deals with the total weighted tardiness minimization with a common due
date on a single machine. The best previous approximation algorithm for this problem
was recently presented in [H. Kellerer, V.A. Strusevich, A fully polynomial approximation
scheme for the single machine weighted total tardiness problem with a common due
date, Theoretical Computer Science 369 (2006) 230–238] by Kellerer and Strusevich. They
proposed a fully polynomial time approximation scheme (FPTAS) of O((n6 logW )/ε3) time
complexity (W is the sum of weights, n is the number of jobs and ε is the error bound).
For this problem, we propose a new approach to obtain a more effective FPTAS of O(n2/ε)
time complexity. Moreover, amore effective and simpler dynamic programming algorithm
is designed.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider a single machine scheduling problemwith the aim of minimizing the total weighted tardiness
under the assumption of a common due date for all the jobs. The approximation of such a problem was studied in [7] by
Kellerer and Strusevich. They proposed a fully polynomial time approximation scheme (FPTAS) of O((n6 logW )/ε3) time
complexity (W is the sum of the weights of jobs and ε is the required error bound). For this problem, we propose a new
approach to obtain a more effective FPTAS of O(n2/ε) time complexity. Moreover, a more effective and simpler dynamic
programming algorithm is designed.
The paper is organized as follows. Section 2 describes the dynamic programming algorithm. In Section 3, we prove the
existence of an FPTAS outperforming the existing algorithms for the tardiness minimization problem with a common due
date. Finally, Section 4 concludes the paper.
2. Effective dynamic programming algorithm
The problem is to schedule n jobs on a single machine, with the aim of minimizing the total weighted tardiness. Every
job i has a processing time pi and aweightwi. Themachine is available at time 0. It can process at most one job at a time. The
jobs have a common due date d. Without loss of generality, we consider that all data are integers and that jobs are indexed
according to the Weighted Largest Processing Time (WLPT ) rule:
p1
w1
≥ p2
w2
≥ · · · ≥ pn
wn
. (1)
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Fig. 1. Illustration of the dynamic programming algorithm.
Due to the dominance of theWeighted Shortest Processing Time (WSPT ) order, the inverse one ofWLPT , an optimal solution
is composed of two sequences of jobs assigned before and after the due date. In the sequence of jobs completed before the
due date, any order is optimal. However, the jobs that complete after d (tardy jobs) should be scheduled in decreasing order
of their indexes (Smith [13]). This problem is known to be NP-Hard in the ordinary sense and a dynamic programming
algorithm of O(nPU2b ) time complexity was proposed by Kellerer and Strusevich (P is the total processing time and Ub is an
upper bound on the total weighted tardiness). If d ≥ P , then the problem is obvious. For this reason, we consider only the
problems in which all the jobs cannot be scheduled before d.
In the remainder of the paper, (P ) denotes the studied problem, ϕ∗(P ) denotes the minimal total weighted tardiness
for P and ϕS(P ) is the total weighted tardiness of schedule S for the same problem.
The problem can be optimally solved by applying the following standard dynamic programming Algorithm A. This
algorithm generates iteratively some sets of states. At every iteration k, a setVk composed of states is generated (0 ≤ k ≤ n).
Each state in Vk can be represented by a vector [t, f ]. For the sake of simplicity, we will use vector [t, f ] to denote the
corresponding state. Such a state can be associatedwith a special feasible schedule for the first k jobs. In this special schedule,
the early jobs are scheduled starting from time 0 and the tardy jobs are scheduled so that they complete exactly at time P .
Variable t denotes the completion time of the last early job (scheduled before d) and f is the total weighted tardiness of the
corresponding schedule (see Fig. 1). This algorithm can be described as follows:
Algorithm A.
(i) Set V0 = {[0, 0]}.
(ii) For k ∈ {1, 2, . . . , n},
For every state [t, f ] in Vk−1:
(1) Put [t + pk, f ] in Vk if t + pk ≤ d
(2) Put
[
t, f + wkmax{0, P − d+ t −∑k−1i=1 pi}] in Vk
Remove Vk−1
(iii) ϕ∗ (P ) = min[t,f ]∈Vn {f }.
Let UB be an upper bound on the optimal weighted tardiness for problem (P ). If we add the restriction that for every
state [t, f ] the relation f ≤ UBmust hold, then the running time of A can be bounded by ndUB (by keeping only one vector
for each state [t, f ]). Indeed, t and f are integers and at each iteration k, we have to create at most dUB states to construct
Vk. Moreover, the complexity of A is proportional to
∑n
k=1 |Vk|.
However, this complexity can be reduced to O (nd) by choosing at each iteration k and for every t the state [t, f ] with the
smallest value of f (by keeping at most only one vector).
In the remainder of the paper, A denotes theweak version of the dynamic programming algorithmby takingUB = ϕH (P )
where H is the sequence obtained by using the heuristic proposed by Fathi et al. [3]. Note that the time complexity of this
heuristic is O(n2) and it has a guaranteed worst-case performance bound of 2.
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3. FPTAS
Our FPTAS is based on two steps. First, we use the heuristic of Fathi et al., to determine H . In the second step, we modify
the execution of Algorithm A in order to reduce the running time. The main idea is to remove a special part of the states
generated by the algorithm. Therefore, the modified algorithm becomes faster and yields an approximate solution instead
of the optimal schedule. Hence, we have to take care when removing such states so that the approximation will be of a good
quality.
The approach of modifying the execution of an exact algorithm to design FPTAS was initially proposed by Ibarra and Kim
for solving the knapsack problem [5]. It is noteworthy that during the last decades numerous scheduling problems have
been addressed by applying such an approach (a sample of these papers includes [4,12,10,6,9,7,8,14]). Moreover, other
references studied the possibility of designing FPTAS by applying this approach in more general situations. For example,
Woeginger [15] studied the conditions that guarantee the existence of an FPTAS when the problem can be solved optimally
by a dynamic programming algorithm. By the way, other approaches can be applied for designing FPTAS as the technique
of rounding the input. For example, a recent interesting paper by Pruhs and Woeginger [11] demonstrated the existence of
FPTAS for some selection problems if special exact algorithms exist to solve them (the running time of these algorithms
must be polynomially bounded in the number of elements, in the sum of weights and in the number of bits necessary to
describe the structure of the selection problem). More details on these approaches can be found in [12,15].
Given an arbitrary ε > 0, we define
LB = ϕH (P )
2
, (2)
q =
⌈
2n
ε
⌉
(3)
and
δ = ϕH (P )
q
. (4)
We split the interval [0, ϕH (P )] into q equal subintervals Ir = [(r − 1)δ, rδ]1≤r≤q of length δ. Our Algorithm A′ε generates
reduced sets V#k instead of sets Vk. The algorithm can be described as follows:
Algorithm A′ε .
(i) Set V#0 = {[0, 0]}.
(ii) For k ∈ {1, 2, 3, . . . , n},
For every state [t, f ] in V#k−1:
(1) Put [t + pk, f ] in V#k if t + pk ≤ d
(2) Put
[
t, f + wkmax{0, P − d+ t −∑k−1i=1 pi}] in V#k
Remove V#k−1
Let [t, f ]r be the state in V#k such that f ∈ Ir with the smallest possible t (ties are broken by choosing the state of the
smallest f ).
Set V#k = {[t, f ]r |1 ≤ r ≤ q}.
(iii) ϕA′ε (P ) = min[t,f ]∈V#n {f }.
3.1. Worst-case analysis and complexity
The worst-case analysis of our FPTAS is based on the comparison of the execution of Algorithms A and A′ε . In particular,
we focus on the comparison of the states generated by each of the two algorithms. We can remark that the main action
of Algorithm A′ε consists in reducing the cardinality of the state subsets by splitting [0, ϕH (P )] into q intervals Ir and by
replacing all the vectors of Vk belonging to Ir by a single ‘‘approximate’’ state with the smallest t . Fig. 2 illustrates this
reduction.
Lemma 1. Let [t, f ] be an arbitrary state in Vk. Algorithm A′ε generates at least one state
[
t#, f #
]
in V#k such that:
t# ≤ t (5)
and
f # ≤ f + kδ (6)
Proof. By induction on k.
First, for k = 0 we have V#0 = V0. Therefore, the statement is trivial.
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Fig. 2. Illustration of the reduction principle.
Now, let us assume that the lemma is valid up to level k − 1. Let [t, f ] be a state ∈ Vk. Algorithm A introduces this state
into Vk when the position of job k is decided to complete some feasible state for the first k − 1 jobs. Let
[
t ′, f ′
]
be the
above feasible state. Two cases can be distinguished. In the first one, we have [t, f ] = [t ′ + pk, f ′]. The second possibility is
[t, f ] =
[
t ′, f ′ + wkmax{0, P − d−∑k−1i=1 pi + t ′}]. We will prove the statement for level k in these two cases.
1st Case: [t, f ] = [t ′ + pk, f ′] .
Since
[
t ′, f ′
] ∈ Vk−1, there exists [t ′#, f ′#] ∈ V#k−1 such that t ′# ≤ t ′ and f ′# ≤ f ′ + (k− 1) δ. Consequently, the state[
t ′# + pk, f ′#
]
is yielded by Algorithm A′ε at iteration k. However, it may be eliminated when reducing the state subset. Let
[λ,µ] be the obtained state in V#k that is in the same interval as
[
t ′# + pk, f ′#
]
after reduction. Hence, we have:
λ ≤ t ′# + pk ≤ t ′ + pk = t (7)
and
µ ≤ f ′# + δ
≤ f ′ + (k− 1) δ + δ
= f + kδ. (8)
Consequently, the statement holds for level k in this case.
2nd Case: [t, f ] =
[
t ′, f ′ + wkmax{0, P − d−∑k−1i=1 pi + t ′}].
Since
[
t ′, f ′
] ∈ Vk−1, there exists [t ′#, f ′#] ∈ V#k−1 such that t ′# ≤ t ′ and f ′# ≤ f ′ + (k− 1) δ. Consequently,
the state
[
t ′#, f ′# + wkmax{0, P − d−∑k−1i=1 pi + t ′#}] is yielded by Algorithm A′ε at iteration k. However, it may be
eliminated when reducing the state subset. Let
[
λ′, µ′
]
be the obtained state in V#k that is in the same interval as[
t ′#, f ′# + wkmax{0, P − d−∑k−1i=1 pi + t ′#}] after reduction. Hence, we have:
λ′ ≤ t ′# ≤ t ′ = t (9)
and
µ′ ≤ f ′# + wkmax
{
0, P − d−
k−1∑
i=1
pi + t ′#
}
+ δ (10)
≤ f ′ + (k− 1) δ + wkmax
{
0, P − d−
k−1∑
i=1
pi + t ′#
}
+ δ
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≤ f ′ + (k− 1) δ + wkmax
{
0, P − d−
k−1∑
i=1
pi + t ′
}
+ δ (11)
≤ f + kδ. (12)
In conclusion, the statement holds also for level k in the second case, and this completes our inductive proof. 
Theorem 1. Given an arbitrary ε > 0, Algorithm A′ε yields an output ϕA′ε (P ) such that:
ϕA′ε (P )− ϕ∗ (P ) ≤ εϕ∗ (P ) . (13)
Proof. By definition, the optimal solution can be associated with a state [t∗, f ∗] in Vn. From Lemma 1, there exists a state[
t#, f #
]
in V#n such that:
t# ≤ t∗ (14)
and
f # ≤ f ∗ + nδ
= f ∗ + nϕH (P )
q
= f ∗ + nϕH (P )⌈ 2n
ε
⌉
≤ f ∗ + nϕH (P )2n
ε
= ϕ∗ (P )+ εLB. (15)
Clearly, we have ϕ∗ (P ) > LB. Therefore, we deduce that
f # < ϕ∗ (P )+ εϕ∗ (P )
= (1+ ε) ϕ∗ (P ) . (16)
Since ϕA′ε (P ) ≤ f #, we conclude that Eq. (13) holds. 
Lemma 2. Given an arbitrary ε > 0, Algorithm A′ε can be implemented in O
(
n2/ε
)
time.
Proof. The first step consists in applying the heuristic of Fathi et al., which can be implemented in O
(
n2
)
time. In the second
step, Algorithm A′ε generates the state sets V#k (k ∈ {1, 2, . . . , n}). Since
∣∣V#k ∣∣ ≤ q, we deduce that
n∑
k=1
∣∣V#k ∣∣ ≤ nq
= n
⌈
2n
ε
⌉
≤ n
(
2n
ε
+ 1
)
. (17)
Note that Algorithm A′ε generates V#k by associating every newly created state to its corresponding interval if and only if
such a state has a smaller value of t (in this case, the last state associated with this interval will be removed). Otherwise, the
newly created state will be immediately removed. This allows us to generate V#k in O (q) time. Hence, our method can be
implemented in O
(
n2 + n2/ε) time and this completes the proof. 
From Lemma 2 and Theorem 1, the main result is proved and the following corollary holds.
Corollary 1. Algorithm A′ε is an FPTAS of O
(
n2/ε
)
time complexity for the total weighted tardiness minimization problem with
a common due date.
4. Conclusion
In this paper, we considered a scheduling problem andwe proposed an FPTAS based on the conversion of a new dynamic
programming algorithm. The new result is clearly an improvement when comparedwith the best existing FPTAS by Kellerer
and Strusevich. For this problem, we proposed a new approach to obtain amore effective FPTAS of O(n2/ε) time complexity.
Moreover, a more effective and simpler dynamic programming algorithm was designed.
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As a perspective, we aim to study the connections of our work and its application to the half-products minimization
(Badics and Boros [1]; Erel and Ghosh [2]). We also hope to extend these results to other variants of this problem. The
development of better approximation algorithms is also a challenging subject.
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