A digital elevation model (DEM) is commonly used as a substitute for surveyed topographic data. Selection of suitable DEM and optimum spatial resolution is, thus, a key for achieving expected accuracy within sufficient simulation time. This study compared DEMs from different sources (i.e. Shuttle Radar Topography Mission, Advanced Spaceborne Thermal Emission and Reflection Radiometer, National Elevation Dataset, and Light Detection and Ranging) with various spatial resolutions for a 35 km long stretch of the American River downstream of Folsom Dam in California. The study period was the 1997 'New Year's Flood' used to estimate downstream flood consequences, especially in urban areas near Sacramento. The objective of this study was to quantify the comparative deviation of model accuracy for each specific set of topographic data. This study also looked into developing correlations between consequences and flood magnitude. The hydrodynamic model furnished input for flood damage assessment. The Hydrologic Engineering Center's Flood Impact Analysis (HEC-FIA) was employed to estimate flood losses for each scenario. This analysis will assist decision-makers in selecting the appropriate DEM for flood consequence assessment to get reasonable results within a convenient amount of time. It is also expected that this study will be useful for estimating consequences in absence of high-quality terrain data, which will be especially helpful in remote study areas.
Introduction
Natural disasters like floods cannot be prevented, but a systematic approach can be implemented to minimise loss. Flood consequence assessments are commonly done to estimate loss due to a past or any hypothetical flood and involve damage modelling with or without hydrodynamic simulation. For assessing consequences, flood magnitude (i.e. extent, depth, time) is of primary importance along with land use data (i.e. agriculture, urbanisation, structures). Most of the flood consequences are reported as direct damages (i.e. affected locality, structures) and loss (i.e. financial, mortality).
Like many other flood models, consequence assessment models are also dependent upon the data reliability. Elevation, land use, infrastructure data, and flood magnitude (simulated or observed) are important for the consequence assessment. However, elevation plays a vital role in both flood simulation and damage modelling. Several researchers have reported difficulty in collecting accurate ground elevation data (Monmonier, 1991; U.S. Geological Survey, 1998; Nardi et al., 2008) . Remotely acquired and alternate elevation data sources [i.e. digital elevation model (DEM), Light Detection and Ranging (LiDAR)] are becoming increasingly popular for flood modelling studies. However, they also lack a bathymetric representation of water bodies, thus limiting their application in hydraulic modelling (Bhuyian et al., 2014) . Casas et al. (2006) reported that the approximate cost per square kilometre to acquire terrain data via contour maps, GPS surveys, LiDAR surveys, and bathymetric surveys was around $17, $800, $1200, and $30 000 (in US dollars), respectively. Therefore, pre-existing digital data are the most convenient source of elevation data for remote and inaccessible areas since they are readily available at no cost. Moreover, they can be especially useful for projects where ground survey scope is limited. The most common sources of digital elevation data in the United States are Light Detection and Ranging (LiDAR), National Elevation Dataset (NED), Shuttle Radar Topography Mission (SRTM), and Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) (Gesch et al., 2002; Farr et al., 2007; Gesch, 2007; Tachikawa et al., 2011) . LiDAR provides low vertical error in terrain models at finer resolution compared to other conventional sources. LiDAR is usually collected via airborne platform (e.g. aircraft) as points representing elevation. These points are post processed to produce LiDAR DEM as fine as 1 m (or lower). However, high cost limits its wide availability. On the other hand, NED is a publicly available elevation dataset that covers most of United States, part of Canada, and Mexico (Gesch et al., 2014) . It represents bare earth that is generated based on processed data ranging from quadrangle maps to LiDAR surveys (Gesch et al., 2002; Gesch, 2007) . 1/3-arc second NED is available for almost the entire contiguous United States and 1/9-arc second NED is being included into the archive for some populated and important areas. However, for most of the Earth, ASTER and SRTM are the only available sources of elevation data. The finest available DEM for both of these datasets are 1 arc second. Therefore, investigating errors in flood modelling due to selection of topographic data is a timely topic.
DEMs represent topography with inherent errors that constitute uncertainty (Wechsler and Kroll, 2006) . They argued that DEM uncertainty should be properly addressed prior to use rather than considering them as a true source of elevation data. On the other hand, flood loss is calculated as a function of flood depth (which in many cases is estimated from a DEM) and flood wave (Scawthorn et al., 2006; Albano et al., 2014) . Therefore, it is important to know how the elevation errors affect the flood consequence assessment and how the errors vary for different sources. This research may be helpful to digital elevation data users who are often required to choose between different elevation sources for flood modelling and then make a consequence assessment.
The open science questions are (1) what is the impact of DEM error (sources and spatial resolution) on flood consequence assessment? (2) How can flood magnitudes be correlated with consequences? and (3) How can flood consequences be estimated using only global DEMs? Therefore, the objectives of this study are to (1) quantify the comparative accuracy of different digital terrain data (i.e. DEM) from different sources with various spatial resolutions and apply that to flood consequence assessment; (2) establish consequences as functions of flood magnitude; (3) develop a method to estimate consequences applying only global DEMs (i.e. ASTER, SRTM). The scope of this study was to do a comparative assessment of errors in flood consequence assessment arising from elevation data while all other modelling considerations remained the same. It considered the scenario derived from the most reliable elevation data (i.e. bathymetric survey and LiDAR) as the control scenario to carry out the comparison.
Methodology
Two Hydrologic Engineering Center (HEC) products were employed in this study. The HEC-River Analysis System (HEC-RAS) was used for one-dimensional flow simulation and HEC-Flood Impact Assessment (HEC-FIA) was used for flood consequence assessment. At first, the control scenario was produced using surveyed river bathymetry and LiDAR elevation for floodplain. Secondly, test scenarios were produced from ASTER, SRTM, NED, and LiDAR at different spatial resolutions. The subsequent workflow was comprised of three steps: (1) hydrodynamic calibration for control scenario, (2) hydrodynamic simulation with test elevation data set, (3) flood consequence assessment for control and test scenarios. Figure 1 shows a schematic of the methodology. The details of the steps followed in this study are presented in Section Case study. Figure 2 shows the study reach and nearby gauge locations. This figure also shows different DEM (only 1-arc second DEMs are shown for better visualisation) derived cross-sections compared to surveyed bathymetry at HST and Carmichael. These cross-sections are also shown with their corresponding locations on the model and longitudinal channel profile (thalweg).
Case study

Control and test scenario generation
The Control scenario was used as the basis to compare performance of the results derived from test scenarios. The Control scenario was generated using surveyed bathymetry for river and 1/3-arc second LiDAR for floodplain elevation. Twelve test scenarios were generated from ASTER, SRTM, NED, and LiDAR at various spatial resolutions. ASTER and SRTM were available at 1-and 3-arc seconds. NED was available at 1/9-, 1/3-, and 1-arc second. 1-arc second NED DEM was resampled to produce a 3-arc second DEM. LiDAR point data was collected from the City of Sacramento that was resampled to produce DEMs at 1/9-, 1/3-, 1-and 3-arc second DEMs. Table 1 shows the elevation data sources for test scenarios.
Hydrodynamic calibration
Calibration was performed for the New Year's Flood (16 December 1996 to 16 January 1997) along the study reach. This flood event was caused by precipitation in the Geological Survey, 1999) . Folsom Lake was at 88% of its total capacity on 2 January 1996 (CDEC, 2016). Therefore, the observed maximum flow at Fair Oaks (downstream of Folsom Dam) was 3300 m 3 /s which corresponds 10% annual probability of exceedance (10-year return period flood). The observed maximum water surface elevation (WSE) at Fair Oaks and HST were 29.86 and 12.90 m, respectively.
Hydrodynamic calibration was carried out for the control scenario and performance was evaluated at HST location. The calibration setup considered the normal friction slope as the downstream boundary condition. The study reach was calibrated by changing the downstream friction slope only. Manning's roughness factors were collected from the base model (refer to Section Hydrodynamic model set-up). Figure 3 (a) shows the Manning's roughness factors (channel, left bank and right bank) corresponding to distance from the downstream location and Figure 3 (b) shows the model performance for different friction slopes as downstream boundary condition. It was observed that mean error and root mean square elevation error (RMSE) became stable after a friction slope of 0.00015; NashSutcliffe Efficiency (Nash and Sutcliffe, 1970 ) remained within 0.83-0.99 after friction slope of 0.000015. However, the peak error is lowest (0.11 m) at a friction slope of 0.000155. Therefore, a downstream friction slope of 0.000155 was used since the objective of this study was to perform a comparative assessment of flood loss at the peak stage (maximum WSE) for the same event. The RMSE and mean error for WSE at HST during calibration were 0.60 and −0.49 m, respectively. The calibrated hydrodynamic results were then used for delineating flood extent and estimating flood depths. This step was followed by producing flood consequence estimates using an HEC-FIA model. The HAZUS MH 2.1 database provided by the Federal Emergency Management Authority (FEMA) was used to carry out the consequence assessment. Little effort was given to calibrating the HEC-FIA model since the objective was to do a comparative assessment of flood consequence among different digital elevation data.
Hydrodynamic simulation
The calibrated model was used for simulating the test scenarios. The HEC-GeoRAS tool in an ArcGIS platform was used for producing HEC-RAS geometric data for individual test scenarios. The Hydrologic event was kept the same as calibration. Figure 4 shows the simulated stage (WSE) hydrographs at HST for test scenarios and calibration scenario (shown as 'control'). For better visualisation only the 1-arc second DEM-derived scenarios are shown in Figure 4 . It was observed that errors for the simulated WSE with ASTER and SRTM were significantly high (consistently over the flood warning stage) whereas for LiDAR and NED, the error was below 2.5 m. The flood-mapping tool built in HEC-RAS was used for producing flood maps along with relevant flood depths. These results were later used to generate flood arrival time grids.
Flood consequence simulation
Flood consequences for this study were estimated using HEC-FIA. Flood extent, flood depths, and flood arrival time grids were used along with structural inventory of the affected area. The HAZUS-MH 2.1 database developed by FEMA was used as the source of structural information. The spatial data (i.e., river alignment) for the HEC-FIA model were kept the same as the HEC-RAS model. No agricultural damage was considered since the area was assumed to be mostly urbanized. Arrival of the flood peak was set in accordance with the relevant simulated flood stage at HST. The county of Sacramento was used as the impacted area and warning time was set corresponding to the flood warning stage. A hypothetical evacuation time of 24 h (1440 min) was used for all the scenarios. It is also worth mentioning that HEC-FIA follows several built-in depth damage functions to estimate structural damage for different structural categories, and the default depth to occur significant damage is 0.61 m (2 ft).
Results and analysis
Simulated flood parameters (WSE, flow and depth) and consequences (affected structures and urban damage) were determined for each test dataset and compared to those of control dataset. As mentioned in Section Control and test scenario generation, their relative error indicated their performance and how the simulated results could be affected by input elevation datasets. Table 2 shows the errors for DEM elevation, simulated WSE and consequences for all the test scenarios. It was observed that, the RMSE for elevation increased with decrease in DEM cell size for a particular DEM. The elevation error also widely varied from DEM source to source. For instance, error for simulated WSE in NED and LiDAR were almost same up to 1-arc second (~30 m) spatial resolution but increased at varying degrees for DEM cell size larger than 1-arc second. On the other hand, ASTER and SRTM showed high errors in simulated WSE compared to that in NED and LiDAR. However, ASTER and SRTM showed small change in WSE error between 1-and 3-arc second resolutions. This is consistent with the findings of Burnham and Davis (1990) where they showed that for most reliable assumption of Manning's n, the errors increase with increase in contour interval. They also showed that, errors vary significantly between source to source (i.e. topographic and aerial spot elevation surveys). Additionally, it can be inferred from Table 2 that, the ratio of channel elevation RMSE and floodplain elevation RMSE were 1.2, 1.2, 1.9 and 1.8 for LiDAR, NED, SRTM and ASTER, respectively. Therefore, DEM-derived crosssections misrepresent the river bathymetry at varying degrees (refer to Figure 2) . Thus, the absence of accurate bathymetry influences the simulated WSE. Simulated flood results were used to delineate the flood map for all DEMs. The maps in Figure 5 show flood extent near Carmichael. The errors in simulated inundated area are shown in Table 2 . For the test DEMs, error in inundated area was least at a spatial resolution of 1-arc second but increased to 3-arc second. Inundated area here was the total area marked within flood depth greater than zero metre. Any scattered area within the flooded domain with zero flood depth was excluded. Either these areas had high elevation in the input DEM, or the model failed to delineate actual flood extent around them due to lack of hydraulic connectivity in the DEM.
Remote sensing-derived global DEMs (ASTER and SRTM) overestimated inundated areas more than four times compared to NED and LiDAR. The RMSE for 1-arc second ASTER and 1-arc second SRTM derived WSE were 9.1 and 5.6 m, respectively. These values closely agree with the RMSE for elevations (channel and floodplain) along the surveyed transects (7.4 m for 1-arc second ASTER and 4.5 m for 1-arc second SRTM) and RMSE for thalweg elevation (9.88 m for 1-arc second ASTER and 6.34 m for 1-arc second SRTM). The RMSE for ASTER and SRTM elevations within the study area were also consistent with the findings of Gesch et al. (2012) (8.68 and 4.01 m, respectively). These DEMs mostly displayed positive bias except for rare instances (less than 1%) when ASTER-and SRTMderived elevations were lower than surveyed elevations (refer to 1-arc second ASTER derived cross-section near Carmichael). This overall positive bias could be due to the 'first surface' algorithm that is employed in ASTER and SRTM. Unlike a 'bare earth' algorithm derived DEM (i.e. NED), their accuracy is affected by land use and land cover. Therefore, they are prone to high error near water bodies, vegetal cover and urban set-up (Gesch et al., 2014) . This positive bias in these datasets also affects the hydraulic connectivity over the floodplain. Therefore, the flood inundation maps from respective scenarios were widespread and scattered. The relatively high positive bias in ASTER caused less hydraulic connectivity and more scattered pools of water (refer to the dotted circles in Figure 5 ). Hence, total inundated area for ASTER was lower than SRTM even though the RMSE for simulated WSE was higher than SRTM. This signifies the importance of accurate floodplain elevation for flood inundation mapping. Therefore, both river bathymetry and floodplain elevation need to be correct for accurate flood inundation mapping and consequence assessment.
Flood consequence simulations were limited to a very simple approach where only total urban damage (in USD) and number of affected structures were accounted. This work only intended to show the variations in simulated results caused by the elevation data. It was found that total number of structures, and hence the total monetary damage, increased with increase in flooded area irrespective of the DEM source (Figure 6 ). Errors in predicting the number of affected structures and urban damages for all test scenarios are shown in Table 2 . Global DEMS (i.e. SRTM, ASTER) surpassed the regional ones (i.e. NED, LiDAR) by more than fivefold in terms of error in predicting the damages. Considering performance and data size, 1-arc second seems to be the optimum choice for all four test DEM types. However, these results are lumped results; and local assessment of accuracy was not conducted to test their spatial accuracy.
Discussion
Elevation data are one of the most important input parameters for flood modelling (Horritt and Bates, 2002; Jung and Jasinski, 2015). According to Bales and Wagner (2009) , error in the flood inundation polygons simulated with a one-dimensional model increases with distance from the main channel. Therefore, accurate elevation data are not only needed for river bottoms but also for floodplains for such applications (Brandt and Lim, 2012) . Engineers and managers are often required to select the best elevation data for optimum results. The spatial limitation and vertical accuracy affect the results at different levels of simulations. Remote sensing-derived global DEMs may cover a larger extent of the earth but are very prone to error for localised applications (Wilson et al., 2007) . It was observed that DEM-derived river bottoms for SRTM and ASTER are higher than the in situ riverbanks (refer to Figure 2(b) ). However, local DEMs (i.e. NED, LiDAR) also miss the river bathymetry but manage to depict floodplains better than their global counterparts do. These elevation errors amplify as they are driven further into the modelling process, which can be observed in simulated WSE where the finest (1-arc second) SRTM or ASTER seem to produce larger error than the coarsest NED or LiDAR. However, users outside of United States do not have access to NED and may not have enough resources to acquire LiDAR.
The simulated WSE produced errors in flood inundation extent as well. Gesch et al. (2012) reported NED, SRTM, and ASTER have RMSE of 1.84, 4.01, and 8.68 m, respectively. Therefore, flooded areas in the test scenarios were much greater than the control scenario ( Figure 5 ) due to over estimation of WSE. It is often safe to estimate flood risk for management purposes, but unreasonable overestimation may lead to poor planning and management decisions. On the other hand, due to lack of hydraulic connectivity in DEMs over floodplains, the flood extents appeared as scattered pools of water as shown in Figure 5 . These inaccuracies may arise from missing vector features such as drainage ditches and embankment heights, pits caused by vegetation canopies, subpixel-sized structures, and random radar speckles (Schubert et al., 2008; Yamazaki et al., 2012; Jung and Jasinski, 2015) . This may cause problems in identifying the spatial distribution of flood hazards. Table 2 showed that 1-arc second DEMs produced the lowest error. This could inform users for selection of an appropriate spatial resolution at a given DEM type to attain better accuracy with optimum simulation time. However, this study included only one case study, so these preliminary results need to be verified in future work.
The authors intended to find whether there was any correlation between flood consequence estimates and spatial resolution. Figure 7(a) shows the poor correlation between flood consequence and DEM spatial resolution. No significant correlation could be obtained when DEM sources were combined (Figure 7(a) ), which indicates DEM quality was not the only driving factor for reducing errors in consequence assessments. However, strong correlations between consequence and simulated flood extent were observed (Figure 7(b) ); indicating flood consequences are functions of flood extent and flood depths. It was also noticeable that the estimates made using different DEMs do fit within a similar pattern when plotted against inundated area.
To investigate consequence and flood magnitude correlations, a series of flow events was selected via return period analysis. Table 3 shows different flood events that represent different recurrence intervals. The peak flow values were converted into unsteady flow events by finding similar observed flow events or via scaling of actual events. These events are hereafter called RP flows. RP flows were simulated using a control setup that produced Figure 8 (a) when consequences were plotted against Max flow. It revealed an S-shape pattern for both consequences (structures affected, urban damage). Moreover, the estimated consequences for 1997 New Year's Flood event (~10-year RP) via control setup fit well with the pattern (shown in black markers).
Plotting the same consequences against max WSE at HST in Figure 8 (b) showed a similar S-shaped pattern. The cross-sectional properties at HST (shown by dotted lines) indicate that the S-shaped pattern is largely governed by channel morphology. The sharp change in consequences occurred when the flow transfers between the channel and floodplain. Two distinct patterns were followed during full channel flow and significant floodplain flow. It signifies the importance of accurate bathymetric data for consequence assessments. This indicated that for a given set of 'accurate' elevation data, consequences can be predicted for a given flood magnitude if the pattern is known.
For most of the Earth, global DEMs (ASTER, SRTM) are the only source of digital elevation. Therefore, it is necessary to see if flood consequences can be estimated via global DEMs. To investigate that the authors estimated flood consequences for the RP events using elevations derived from (1) DEM (both channel and floodplain), (2) combination of bathymetric survey (for channel) and DEM (for floodplains). Figure 9 (a) and (b) shows the estimated consequences if 1-arc second DEMs were used to collect elevation data. It was observed that simulated WSE vary greatly. Hence, the deviation in simulated inundated areas is also high. However, the consequences followed a distinct concave pattern while plotted against total inundated area. This pattern also fit with the pattern shown in Figure 7 (b), which is displayed here in black circles. It signifies that the consequences (due to flood) are a response of the community as a whole (i.e. infrastructure, property value, disaster preparedness etc.) which is unique for a particular urban settlement at a given time. This also implies that it may not be possible to estimate consequences accurately using global DEMs, but they can be used to predict the inundated area versus consequence correlation pattern. For instance, Figure 10 shows flood consequence correlations derived from global DEMs (ASTER and SRTM) using RP events closely match with the correlations derived from combined data (ASTER, SRTM, NED, and LiDAR). It also shows that the consequences estimated for the 1997 New Year's Flood event using a control setup (shown as black ♦ marker) also fit within the correlations, thus validating the concept of 'Flood Consequence Correlation.' It should be noted that the flood consequence correlations should be updated periodically with change in factors such as urban growth, infrastructure, property value, disaster preparedness etc.
Conclusion
This work focused on demonstrating how elevation uncertainties affect different stages of flood consequence assessments. Results for the first research objective show that global DEMs (ASTER and SRTM) produce the least accurate estimation of consequences. It was also found that, for a common source, DEMs at 1-arc second (i.e. 30 m resolution) provide reasonable estimates for American River (average width is around 200 m). However, accurate consequence assessments cannot be made unless accurate bathymetry is available. This study showed that low conveyance due to error in river bathymetry (in DEMs) affects the flood simulation and consequence assessment in varying degrees. Use of remote sensing data consistently resulted in overestimates of WSE, inundation areas, and consequences. Also error in floodplain elevation plays a key role in adding error into simulated results.
For the second objective, the relationship between flood magnitude and corresponding consequence was investigated. Flood consequence due to a given flood is dictated by the resilience of the community at risk. It was shown that flood magnitude versus consequence correlations could be established using hypothetical flow events. How flood consequence changes as it transfers from channel flow to bank-full discharge to inundate the floodplains was demonstrated ( Figure 8 ). It was also observed that flood magnitude (flow, WSE, and inundated area) are well-correlated with simulated consequence if reliable elevation data (both bathymetric and topographic) is available. Figure 9 Correlation of (a) number of structures affected and, (b) urban flood damage, against inundated area for multiple elevation data sources at RP events listed in Table 3 . Finally, for the third objective, a method to estimate consequences using only DEMs with global coverage (i.e. ASTER, SRTM) is developed. Availability and accuracy of elevation data are often restricted for various reasons; hence, methods for bypassing the errors in global DEMs were examined. As shown in Figures 9 and 10 , the pattern of the Flood Consequence Correlation is independent of the DEM type; therefore, a similar approach can be followed for areas with global DEM coverage only. Nevertheless, for these areas, inundation extent is the only flood magnitude parameter that can be used. In such events, it is recommended to derive flood extents from secondary sources (i.e. satellite imagery, aerial photograph, high water marks, etc.).
Future work
This case study only considered one location; therefore, a similar methodology could be followed to develop correlation plots for other areas. Authors focused on presenting the approach; hence, a detailed calibration of consequence model was out of the scope. Nevertheless, meticulous calibration should be done prior to developing practically applicable consequence correlations. It should also be noted that the estimated losses reflect only the instance of time for which the structural inventory was present. For doing similar loss estimations for future or past events, accurate structural data should also be acquired.
