INTRODUCTION
In October 2005, the Asian Federation for Natural Language Processing (AFNLP) held its second annual conference, the 2005 International Joint Conference on Natural Language Processing, on Jeju Island in Korea. The program committee received 289 submissions in total, with 90 being accepted for oral presentation. The range and quality of the submissions received indicated that this young conference series had already established itself on the international scene. We considered it appropriate to celebrate this fact by showcasing extended and revised versions of some of the best papers from the conference in a journal publication.
With the help of the conference program committee, we identified a short list of candidate papers and invited their authors to provide much more extended versions of their reported work. With no guarantee that they would eventually be accepted, these submissions then underwent an additional round of reviewing with the degree of timely reflection that is possible in journal publication, where one is not quite so hurriedly fighting tight reviewing deadlines.
The result is the collection of three excellent papers that follow this introduction; each takes as its starting point a paper widely agreed to be of the highest quality at the conference, but extends the material presented there, and takes on-board detailed comments from the subsequent round of reviewing.
THE PAPERS
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• R. Dale language, a common strategy used by translators when dealing with representing proper names or technical terms in a language whose script differs from that of the source language. Machine transliteration is an important subproblem in machine translation and in information-retrieval tasks that transcend languages; a variety of approaches have been proposed as solutions to this problem. Oh et al. take the somewhat unexplored direction of using the correspondence between the source graphemes and the source phonemes and demonstrate that this can provide quite significant increases in performance.
Gao, Suzuki, and Yuani's paper, An Empirical Study on Language Model Adaptation, looks at the problem of how to adjust the parameters of a language model so that it performs well on a particular domain. The utility of a language model always depends on the extent to which the training data used to build it is representative of the subsequent unseen data it will be applied to and so some means of automatically adapting an existing language model to new data is very desirable. Gao et al. perform a number of experiments to determine the performance of four different language model adaptation methods; among other results, they demonstrate that discriminative training models are superior to linear interpolation, a maximum a posteriori (MAP) method.
Ye and Baldwin's paper, Semantic Role Labeling of Prepositional Phrases, acknowledges the variety of semantic relationships that can be expressed by any given preposition in English, and explore the idea of constructing a semantic tagger that is specifically targeted at prepositional phrases (PPs). The idea here is to use the context surrounding the PP to determine an appropriate semantic analysis; in the paper, they describe two systems they have constructed to address this task, one trained on the Penn Treebank, and the second on the data from the CoNLL 2004 Semantic Role Labeling shared task. In the first case, the results are very encouraging, but this is not so in the second case; the authors then analyze the negative results in the second experiment to identify key areas where progress needs to be made in appropriately labeling prepositions with their semantics.
