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Abstract
In this note we investigate pairs of graphs that can be realized as the row-orthogonal and column-
orthogonal graphs of a square (0,1)-matrix, and graphs that can be realized as the row- and column-orthogonal
graph of a symmetric (0,1)-matrix. We provide a general construction that shows, in particular, that trees,
and all bipartite graphs with a vertex of degree 1 or of diameter at least 9 have such a symmetric realization.
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1. Introduction
Our investigations were motivated by the following graph-theoretic ideas.
Let G be a graph of order n with vertex set V = {1, 2, . . . , n}. Let C = {1, 2, . . . , m} be a set
of m colors. A set-coloring (see e.g. [4]) of G, by colors in C, is an assignment of a set Ci of
colors to vertex j (j = 1, 2, . . . , n) so that whenever two vertices k and l are joined by an edge
{k, l}, then Ck ∩ Cl = ∅. A set-coloring generalizes the notion of a coloring where each Ci has
cardinality 1.
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Let A = [aij ] be the m by n incidence matrix of the family of color sets (C1, C2, . . . , Cn).
Then
aij =
{
1 if color i is among the colors assigned to vertex j,
0 otherwise
and
Cj = {i: aij = 1} (j = 1, 2, . . . , n). (1)
Thus a set-coloring of the graph G of order n by a set of m colors corresponds to an m by n
(0,1)-matrix where if two vertices are joined by an edge, the corresponding columns of A are
orthogonal (have no 1s in common).
Suppose now we interchange the roles of the vertices and the colors. Thus we consider the
colors 1, 2, . . . , m in C as the vertex set W of a graph H of order m, and the vertices {1, 2, . . . , n}
of G as colors. In analogy to (1), we assign to a vertex i of H the set of colors
Di = {j : aij = 1} (i = 1, 2, . . . , m). (2)
But what are the edges of H? We use the matrix A to define the edges of H in such a way that
(D1,D2, . . . , Dm) becomes a set-coloring of H : Vertices p and q of H are joined by an edge
in H if and only if the corresponding rows of A are orthogonal, that is, their color sets satisfy
Dp ∩ Dq = ∅.
Now we consider the relationship between the two graphs G and H . Each set Cj is a subset of
the vertices of H . Moreover, it is a consequence of the definition of H that no two vertices in Cj
are joined by an edge in H . Similarly, each Di is a subset of the vertices of G and no two vertices
in Di are joined by an edge in G. A set of vertices of a graph is an independent set provided there
does not exist an edge joining any pair of its vertices. A clique of a graph is a set of vertices every
pair of which is joined by an edge. We may then summarize by:
The m by n (0,1)-matrix A determines a set-coloring of the graph G by independent sets of
the graph H (or cliques of its complement H ) and simultaneously a set-coloring of the graph H
by independent sets of the graph G (or cliques of its complement G).
There is one important distinction between the set-coloring C1, C2, . . . , Cn of G and the set-
coloring D1,D2, . . . , Dm of H . This distinction is a consequence of the fact that we started with
the graph G and an arbitrary set-coloring of G, but H (that is, the set of edges of H ) was defined
in terms of the coloring D1,D2, . . . , Dm. Thus two vertices of H are joined by an edge in H if
and only if their color sets are disjoint. If two vertices of G are joined by an edge in G, then their
color sets are disjoint, but two vertices which are not joined by an edge may, nevertheless, have
disjoint color sets. The set-coloring of H determines H , but the set-coloring of G does not in
general determine G. For example, consider the path G = P4 and the set {1,2,3,4} with coloring
as shown in Fig. 1 whose incidence matrix is
A =
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 1 0 1
0 0 1 0
⎤
⎥⎥⎦ .
Fig. 1. A set-coloring of the path P4.
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Then the color sets of vertices 1 and 3 are disjoint but vertices 1 and 3 are not joined by an edge
in P4.
This distinction between G and H can be expressed in terms of the notion of a clique-cover.
A clique-cover of a graph G is a collection of cliques of G the union of whose edges is the
set of edges of G. The clique-covering number of G is the smallest number θ(G) of cliques in
a clique-cover of G. From the definition of H , color sets C1, C2, . . . , Cn form a clique-cover
of the graph H , but the color sets D1,D2, . . . , Dm need not form a clique-cover of G. In this
example, we have D1 = {1} and D2 = {2},D3 = {2, 4},D4 = {3} and these cliques do not form
a clique-cover of P4; for instance, the edge {1, 3} in P4 is not covered.
In the next section, we avoid the situation just described by using a (0,1)-matrix A to define
both the graphs G and H . We develop the notion of a joint-coloring of two graphs in the equivalent
context of orthogonality of rows and columns as already explained. We restrict ourselves to graphs
of the same order. In subsequent sections we introduce some revealing examples and prove some
existence theorems for joint-colorings of pairs of graphs.
2. Preliminaries
Let A = [aij ] be a (0,1)-matrix of order n. The row-orthogonal graph of A is the graph Gro(A)
of order n with vertices {1, 2, . . . , n} in which distinct vertices i and j are joined by an edge if
and only if rows i and j are orthogonal, that is, do not have a 1 in the same column:
n∑
k=1
aikajk = 0.
An important observation is that each column of the matrix A is the incidence vector of a clique
of the graph complement Gro(A) of Gro(A), and these cliques form a clique-cover of Gro(A).
It follows that given a graph H with n vertices, then Gro(A) = H if and only if the columns
of A are incidence vectors of cliques of H forming a clique-cover of H . For a recent survey on
clique-covering numbers and related issues, see [3].
The column-orthogonal graph Gco(A) of the (0,1)-matrix A is defined in an analogous way;
it is a graph with n vertices where the rows of A are the incidence vectors of a family of cliques
of Gco(A) that form a clique-cover of Gco(A).
There are equivalent notions in the literature [2]. The row-intersection graph Gri of the
(0,1)-matrix A of order n is the graph with n vertices {1, 2, . . . , n} whose edges correspond
to pairs of rows that are not orthogonal, that is, the corresponding pairs of sets in the family
A = (A1, A2, . . . , An) have a non-empty intersection. The column-intersection graph Gci is
defined in an analogous way. We have Gro(A) = Gri(A) and Gco(A) = Gci(A). As moti-
vated by set-coloring, we prefer to work with Gro(A) and Gco(A) rather than Gri(A) and
Gci(A).
Example 2.1. Let
A =
⎡
⎢⎢⎣
1 0 0 0
0 1 1 1
1 0 0 0
0 1 1 1
⎤
⎥⎥⎦ .
Then Gro(A) is a cycle (graph) C4, and Gco(A) is a star (graph) S4 = K1,3.
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Let H be a graph. If A is a (0,1)-matrix such that H is isomorphic to Gro(A), denoted H ≈
Gro(A), then A is a row-orthogonal realization of H . A column-orthogonal realization of H is
defined in an analogous way. Graphs H and H ′ can be jointly orthogonally realized provided
there is a (0,1)-matrix A such that H ≈ Gro(A) and H ′ ≈ Gco(A). The matrix A is called a
joint orthogonal realization of the pair (H,H ′), and this is abbreviated to JOR. The isomorphism
H ≈ Gro(A) continues to hold when the rows of A are permuted, so we may choose A so that
H = Gro(A) and H ′ ≈ Gco(A). Also, the equality H = Gro(A) continues to hold when the
columns of A are permuted. Thus graphs H and H ′ can be jointly orthogonally realized if and
only if there is a (0,1)-matrix A such that H = Gro(A) and H ′ = Gco(A). Example 2.1 implies
that C4 and S4 have a JOR.
Example 2.2. Let Pn denote the path with n vertices 1, 2, . . . , n and with the n − 1 edges
{1, 2}, {2, 3}, . . . , {n − 1, n}. In this example we show that the pair (P4, C4) does not have a
JOR. We have that P4 is also a P4 with edges {1,3}, {2,4}, and {1,4}. Thus θ(P4) = 3 with
each clique having only one edge. In a row-orthogonal realization of P4 by a matrix A of order
4, we must have columns (1, 0, 1, 0)T, (0, 1, 0, 1)T, and (1, 0, 0, 1)T as, say, columns 1, 2, and
3 of A. Column 4 could be either one of these columns or a column with at most one 1. In the
column-orthogonal graph of A, columns 1, 2, and 3 give only the edge {1,2}. With the restrictions
on column 4, we see that the column-orthogonal graph of A cannot be C4. Thus (P4, C4) does
not have a JOR.
Example 2.3. The matrix
A =
⎡
⎢⎢⎣
1 0 0 1
0 0 1 0
0 1 0 1
1 0 1 0
⎤
⎥⎥⎦
is a JOR of (P4, P4). We have θ(P4) = 3 with columns 1, 3, and 4 corresponding to a minimal
clique-cover of P4. Because column 2 contains only one 1, it does not affect the row-orthog-
onal graph of A. But note that the 1 in column 2 does affect the column-orthogonal graph
of A.
The matrix⎡
⎢⎢⎣
1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1
⎤
⎥⎥⎦
is a JOR of (C4, C4).
The JORs of (P4, P4) and (C4, C4) in Example 2.3 are symmetric matrices and consequently
their row-orthogonal and column-orthogonal graphs must be isomorphic. This motivates our next
definition. Let H be a graph of order n, and let A be a symmetric (0,1)-matrix of order n. Then
A is a symmetric, joint orthogonal realization of H , abbreviated to SJOR, provided A is a JOR
of (H,H). Note that if A is an SJOR of H and P is a permutation matrix of the same order
as A, then PAP T is also an SJOR of H . If H is a graph such that there is an A which is a
JOR of the pair (H,H), then we say that A is a self-JOR of H and that H has a self-JOR.
An SJOR of a graph is clearly a self-JOR, but not conversely, e.g. the matrix A′ obtained from
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Fig. 2. A graph H without an SJOR.
the matrix A in Example 2.3 by interchanging rows 1 and 2 is a self-JOR of P4 but not an
SJOR.
In the next section, we discuss several examples that illustrate a number of different possibilities
concerning self-JORs and JORs. In the remainder of this paper, we investigate JORs and SJORs
of pairs of graph of the same order with particular emphasis on trees and bipartite graphs. We give
one general construction for SJORs, special cases of which enable us to show that every tree, and
every bipartite graph with a vertex of degree 1 or of diameter at least 9, has an SJOR.
Let H be a bipartite graph of n = p + q vertices with 1  p  q where H is contained
in the complete bipartite graph Kp,q . Then it is easy to see that H has a clique cover using
2 + min{p, q} = 2 + p cliques. We have 2 + p  n unless q = 1, but in that case H certainly
has a clique-cover with at most 1 clique. Thus a bipartite graph has JORs with other graphs of the
same order.
3. Examples
We begin with an example of a graph without an SJOR.
Example 3.1. Consider the graphH of order 6 in Fig. 2 and its complementH which is isomorphic
to the second graph drawn in that figure. The largest size of a clique of H is 2 (one edge) and
hence θ(H) = 7. Therefore, H cannot have an SJOR.
More generally, a graph whose complement has clique-covering number greater than its number
of vertices cannot have an SJOR. In particular, a graph of n vertices whose complement has at
least n + 1 edges and no triangle (i.e. clique K3 of order 3) cannot have an SJOR.
Example 3.2. Let H be the complement Cn of the cycle graph Cn with n vertices. Then H = Cn,
and the only clique-cover of H with n cliques is that given by the pairs of vertices corresponding
to its edges. If A is the (0,1)-matrix of order n whose columns are the incidence vectors of these
cliques, then Gro(A) = H . Moreover, Gco(H) is also H . We conclude that Cn has a self-JOR,
and that (Cn,G) has a JOR if and only if G = Cn. The matrix A can be taken to be a symmetric
matrix; for example, if n = 5, we may take A in the form⎡
⎢⎢⎢⎢⎣
1 0 0 0 1
0 0 0 1 1
0 0 1 1 0
0 1 1 0 0
1 1 0 0 0
⎤
⎥⎥⎥⎥⎦ .
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Fig. 3. A graph without a self-JOR.
More generally, any graph H with n vertices whose complement H has a unique clique-cover
with n cliques (in particular, θ(H) = n) can have a JOR with only one graph, and if this graph is
not H itself, then H has neither an SJOR nor a self-JOR.
Example 3.3. Let the graph H be the complement of the graph obtained from the cycle C8 by
embedding within it a cycle of length 4 as shown in Fig. 3.
The graph H has clique-covering number 8, and
{1, 2, 3}, {5, 6, 7}, {1, 8}, {1, 5}, {3, 4}, {4, 5}, {3, 7}, {7, 8}
is its unique minimal clique-cover. Let
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 1 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 1 0 1 0
0 0 0 0 1 1 0 0
0 1 0 1 0 1 0 0
0 1 0 0 0 0 0 0
0 1 0 0 0 0 1 1
0 0 1 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
be the matrix whose columns are the incidence vectors of these cliques in some order. Then H
has a JOR only with the the column-orthogonal graph Gco(A) of A. Since Gco(A) has 4 cliques
of size 3 (A has four rows with three 1s) and G has only two cliques of size 3, it follows that
Gco(A) ≈ H . (In fact,Gco(A) has clique-covering number equal to 6 whileH has clique-covering
number equal to 8.) Thus H does not have an SJOR or a self-JOR.
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We now illustrate that a graph H with an SJOR may have a self-JOR that cannot be transformed
by row and column permutations into an SJOR of H .
Example 3.4. Let H be the graph of order 7 obtained from the cycle C6 by adjoining a pendent
vertex. Let the vertices of H be 1, 2, 3, 4, 5, 6, 7 where 1 is the pendent vertex. With the labelling
as shown, the matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
5 2 1 4 6 3 7
1 0 0 1 1 1 0 0
2 1 1 0 0 0 0 0
3 0 0 1 1 0 0 1
4 0 1 0 0 1 0 0
5 1 0 1 0 0 1 1
6 0 1 0 1 0 0 0
7 0 0 1 0 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
is a self-JOR of H . The sizes of the cliques of the clique-cover of H determined by the rows
and that by the columns are, in some order, 4, 3, 3, 3, 2, 2, 2. But there do not exist permutation
matrices P and Q such that PAQ is a symmetric matrix. This can be seen as follows: The row of
A corresponding to vertex 5 (row 5 of A) and the column of A corresponding to vertex 1 (column
3 of A) contain four 1s and they are the only rows and columns with four 1s. The number of 1s in
the columns in which row 5 has 1s are 2, 4, 2, 2, respectively; the number of 1s in the rows of A
in which column 3 of A has 1s are 3, 3, 4, 3. This implies that P and Q do not exist. The matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 1 0 1
0 0 0 0 1 0 1
1 0 1 0 0 1 0
0 0 0 1 0 0 1
1 1 0 0 1 0 0
0 0 1 0 0 0 1
1 1 0 1 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)
is easily checked to be an SJOR of H .
We now formulate a necessary condition for a self-JOR to be permutable to an SJOR. Let A
be a self-JOR of H . Then the rows of A determine a clique-cover of H into n cliques as do the
columns of A. These two clique-covers are called dual clique-covers of H . Let the sizes of the
cliques in these clique covers, in non-increasing order, be (c1, c2, . . . , cn) and (c′1, c′2, . . . , c′n).
If there are permutation matrices P and Q such that PAQ is an SJOR, then (c1, c2, . . . , cn) =
(c′1, c′2, . . . , c′n). There seems to be no a priori reason why this conclusion must hold for a self-JOR.
Example 3.5. In this example we describe an infinite class of graphs which have a JOR only with
themselves where the JOR can be taken to be an SJOR. Let m  3 be an integer, and let H be
the graph of order n = 2m obtained by putting a matching between a complete graph Km and a
star Sm. H has only one clique, namely its subgraph Km, of more than 2 vertices. Removing the
edges of Km, we are left with 2m − 1 edges. Hence θ(H) = n and H has a unique clique-cover
with n cliques. Thus H has a JOR with only one graph. That graph is itself, and indeed H has an
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SJOR A. If m = 3, A is⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 1 1
0 0 0 1 0 1
0 0 1 0 0 1
0 1 0 0 1 0
1 0 0 1 0 0
1 1 1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
It is easy to generalize this for any m  3.
4. A general construction for SJORs
Let H be a graph. Two vertices u and v of H are called twins provided they have the same
neighbors. If u and v are twins, then {u, v} is not an edge of H . The following lemma implies
that in constructing an SJOR of a graph, one may assume that the graph is twin-free.
Lemma 4.1. Let H be a graph and let v be a vertex of H. Let H ′ be the graph obtained from H
by adjoining a new vertex u so that u and v are twins in H ′. Then H has an SJOR if and only if
H ′ does.
Proof. Let the symmetric matrix A of order n be an SJOR of H where we may assume that v
corresponds to the last row α and column αT of A. Let A′ be the symmetric matrix defined as
A′ =
[
A βT
β 0
]
.
If α is not a zero row, then we choose β to be α, and A′ is an SJOR of H ′. Suppose that α is a
zero row. Then vertex v is joined by an edge in H to every other vertex of H . We then choose β
to be the row consisting of all 0s followed by one 1, and replace the 0 in the lower right corner of
A′ with a 1, and this results in an SJOR of H ′.
Now let the symmetric matrix B of order n + 1 be an SJOR of H ′ where we may assume that
v and u correspond to the last two rows γ and δ and last two columns γ T and δT. Let A be the
symmetric matrix of order n obtained from B by the Boolean addition of row δ to row γ and
column δT to column δT, and then deleting row δ and column δT. Then it is straightforward to
check that A is an SJOR of H . 
Since a complete graph has an SJOR, Lemma 4.1 immediately implies the following result.
Corollary 4.2. Every complete multipartite graph has an SJOR.
Except for ad hoc constructions, the following theorem describes our main method of con-
struction for SJORs of graphs. After proving the theorem we shall formulate some special cases
that are very useful.
Recall that if H is a graph and U is a subset of the vertices of H , then the subgraph of H
induced on U is the graph with vertex set U whose edges are all those edges of H which join a
pair of vertices in U . Given a bipartite graph H , we refer to the vertices in its bipartition as red
vertices and black vertices, respectively. In the complementary graph H , the set of red vertices
and the set of black vertices each form cliques. We also define the bipartite complement H˜ of H
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to be the bipartite graph with the same bipartition into red and black vertices as H , where there
is an edge between a red vertex and black vertex if and only if there isn’t such an edge in H .
Theorem 4.3. Let H be a bipartite graph containing a complete bipartite subgraph Kp,q where
p, q  0. Let H ′ be the subgraph of H induced on the vertices of H complementary to those of
its subgraph Kp,q . For each black vertex x in Kp,q and each red vertex y in Kp,q, define
(i) Rx to be the set of red vertices of H ′ that are not joined to x by an edge in H, and
(ii) By to be the set of black vertices of H ′ that are not joined to y by an edge in H.
Also define
(iii) GR to be the graph whose vertices are the red vertices of H ′ and whose edges are those
pairs of its vertices that do not have a common neighbor in the bipartite complement H˜ ′ of
H ′, and
(iv) GB to be the graph whose vertices are the black vertices of H ′ and whose edges are those
pairs of its vertices that do not have a common neighbor in the bipartite complement H˜ ′
of H ′.
Assume that
(a) each black vertex of H ′ is not joined by an edge to at least one red vertex of Kp,q, and that
each red vertex of H ′ is not joined by an edge to at least one black vertex of Kp,q, and
(b) the sets Rx cover all the edges of GR, and that the sets By cover all the edges of GB.
Then G has an SJOR.
Proof. We construct an SJOR A = [aij ] for H . We let the vertices of H be 1, 2, . . . , n corre-
sponding to rows and columns 1, 2, . . . , n of A. We list the p black vertices of Kp,q first followed
by the q red vertices of Kp,q . The leading principal submatrix of order p + q of A is taken
to be [
O Jp,q
Jq,p O
]
,
where Jp,q denotes a p by q matrix of all 1s. We then put 1’s in the remaining n − (p + q)
diagonal positions of A. We fill in the as yet unspecified entries (i, j) (i /= j ) of A by putting a
1 if the vertex i is not connected to the vertex j and i is not the same color as j , and putting a 0
otherwise. The matrix A is symmetric, and we now show that Gro(A) = H .
First we check that the graph Gro(A) is bipartite with the same bipartition into black and red
vertices as H . Certainly, because of Jp,q , no two of the first p black vertices are joined by an edge
in Gro(A). A black vertex b in H ′ is not joined in H to some red vertex r of Kp,q , and hence
row b of A and rows 1, 2, . . . , p all have a 1 in column r . Therefore, b is not joined to any of
the black vertices 1, 2, . . . , p in Gro(A). Since the sets By cover all the edges of GB , it follows
that the rows corresponding to a pair of black vertices of H ′ have a 1 in a common column of A.
Thus no two black vertices of Gro(A) are joined by an edge. In a similar way one can show that
no two red vertices of Gro(A) are joined by an edge, Hence Gro(A) is bipartite with the same
bipartition as H .
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We now consider a black vertex v and a red vertex u. First suppose that v and u are not joined by
an edge in H . Then at least one of u and v, say u, is not a vertex of the Kp,q . and the corresponding
row has a 1 in the diagonal position: auu = 1. Since auv = avu = 1, we have that rows u and v
of A are not orthogonal, and so u is not joined to v in Gro(A).
Now suppose that u and v are joined by an edge in H . Suppose to the contrary that u and v are
not joined by an edge in Gro(A). Then rows u and v have a 1 in a common column w. Since u and
v have different colors, this 1 must be in a diagonal position of either row u or row v, Thus either
w = v and hence auv = 1, or w = u and hence avu = 1. In either case we get a contradiction
since auv = avu = 1 because u and v are of different colors and are joined by an edge in H . 
In the remainder of this section we formulate two corollaries and discuss some of their conse-
quences.
Let H be a bipartite graph whose set of red vertices isR and whose set of black vertices isB.
For each black vertex x of H , let NR(x) be the set of (red) vertices of H which are joined to x by an
edge in H . For each red vertex y, let NB(y) be the set of (black) vertices of H which are joined to y
by an edge in H . We say that the setB of black vertices of G is pairwise neighborhood-incomplete
provided
NR(x) ∪ NR(x′) /= R (x, x′ ∈ B, x /= x′).
Similarly, R is pairwise neighborhood-incomplete provided
NB(y) ∪ NB(y′) /= B (y, y′ ∈ R, y /= y′).
The bipartite graph H is pairwise neighborhood-incomplete provided bothB andR are pairwise
neighborhood-incomplete.
Corollary 4.4. Let H be a bipartite graph which is pairwise neighborhood-incomplete. Then H
has an SJOR. In fact, if G is also a bipartite graph with the same bipartition as H and G also is
pairwise neighborhood-incomplete, then (G,H) has a JOR.
Proof. The SJOR constructed in the proof of Theorem 4.3 (with p = q = 0) for the pairwise
neighborhood-complete bipartite graph H is the matrix
A =
[
Ia C
Ct Ib
]
, (4)
where there are a black vertices and b red vertices, and C is the a by b biadjacency matrix of the
bipartite complement of H . It is easy to check that A is an SJOR of H . In (4) either Ia or Ib, but
not both, can be replaced by a zero matrix.
Now assume that G is also pairwise neighborhood-complete with the same bipartition as H .
If D is the p by q biadjacency matrix of the bipartite complement of G, then[
Ip C
Dt O
]
is a JOR of (G,H). 
We now show that a bipartite graph which is not pairwise neighborhood-incomplete has diam-
eter at most 8. In fact it is only necessary that one of the two sets B and R not be pairwise
neighborhood-incomplete for this bound on the diameter to hold.
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Lemma 4.5. Let H be a connected bipartite graph. Assume that there exist two black vertices u
and v such that each red vertex is joined by an edge to at least one of u and v. Then the diameter
d of H satisfies d  8.
Proof. Let u = x0, x1, . . . , xk = v be a shortest path from u to v. Since u and v are both inB, k
is even and the vertices of the path alternate betweenB andR. Since each red vertex on this path
is joined to u or v, it follows that k  4.
Let x and y be any two vertices of H . Since H is connected, either x is a red vertex or is joined
by an edge to a red vertex, and a similar conclusion holds for y. Since each red vertex is joined
to u or v, it follows that there is a path from x to y of length at most 2 + k + 2  8. Hence the
diameter of H does not exceed 8. 
Combining Corollary 4.4 and Lemma 4.5 we obtain the following result.
Theorem 4.6. Every connected bipartite graph with diameter at least 9 has an SJOR.
Lemma 4.7. Let H be a bipartite graph with the property that every clique-cover of its comple-
ment H contains 3 or more pairwise (vertex) disjoint cliques. Then H does not have a self-JOR
and hence does not have an SJOR.
Proof. By assumption any clique-cover of H contains 3 disjoint cliques. Let A be a matrix such
that Gro(A) = H . Then Gco(A) has a triangle and hence does not equal H . Therefore, H does
not have a self-JOR. 
The assumption in Lemma 4.7 is automatically satisfied when the bipartite complement H˜ has
3 or more connected components. If H˜ does have 3 or more connected components, then it is
readily seen that the diameter of H is at most 3. The following lemma shows that the assumption
in Lemma 4.7 is not satisfied by any bipartite graph with diameter 4 or greater.
Lemma 4.8. Let H be a bipartite graph with diameter d  4. Then there is a clique-cover of H
which does not have 3 pairwise disjoint cliques.
Proof. Since d  4, there are two, say, red vertices u and w which are not connected in H by a
path of length 2. This implies that in H every vertex is joined by an edge to at least one of u and
w. For each black vertex x, let Rx equal the union of x and the set of red vertices joined to x in
H . ThenRx is a clique in H . TheRx with x ∈ B together withR andB form a clique-cover of
H without 3 pairwise disjoint cliques. 
The number of cliques in the clique-cover constructed in the proof of Lemma 4.8 is 2 plus the
number of black vertices and hence does not exceed the number of vertices of H . Thus it provides
a JOR of G with a triangle-free graph by filling in any extra columns with copies of cliques in the
constructed clique-cover.
Corollary 4.9. Let H be a bipartite graph containing a complete bipartite subgraph Kp,q where
Kp,q has an edge {u, v} such that neither u nor v is joined by an edge in H to any vertex outside
of the subgraph Kp,q . Then H has an SJOR.
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Proof. This corollary follows from Theorem 4.3. Let u be a black vertex and let v be a red vertex.
With the notation of Theorem 4.3,Ru is the set of all red vertices ofG not in the subgraphKp,q , and
Bu is the set of all black vertices not in the subgraph Kp,q . Thus the sets {Rx : x a black vertex of
Kp,q} surely cover all the edges of GR and the sets {By : y a red vertex of Kp,q} cover all the
edges of GB . Thus by Theorem 4.3, H has an SJOR. 
As a consequence of Corollary 4.9 we obtain the following result.
Corollary 4.10. Every bipartite graph H with a vertex of degree 1 has an SJOR.
Proof. Let {u, v} be an edge where u has degree equal to 1. Then the star at v is a complete
bipartite graph K1,q for some q, and neither u nor v has a neighbor outside of this K1,q . Thus by
Corollary 4.9, H has an SJOR. 
As a special case of Corollary 4.10 we obtain the following.
Corollary 4.11. Every tree has an SJOR.
Example 4.12. Consider the graphH of order 8 which is obtained fromC6 by joining two adjacent
vertices of C6 by a path of length 3, through two new vertices, thereby creating a cycle of length
4. Then H satisfies the hypothesis of Corollary 4.9 with p = q = 2. The SJOR constructed in the
proof of Theorem 4.3 is
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 1 0 0 1 1
1 0 1 0 1 1 0 0
0 1 0 1 0 0 1 0
1 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1
0 1 0 1 0 1 0 0
1 0 1 0 0 0 1 0
1 0 0 0 1 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Theorem 4.13. Let n  3 be an integer. Then the cycle Cn has an SJOR if and only if n /= 6.
Proof. In Example 2.3, we showed that C4 has an SJOR. Now consider the cycle C6 given by 1,
2, 3, 4, 5, 6, 1. In order to obtain a clique-cover of C6 with 6 cliques, it is not difficult to verify
that we must include the five cliques
{1, 3, 5}, {2, 4, 6}, {1, 4}, {2, 5}, {3, 6}.
Thus every clique-cover of C6 contains the three pairwise disjoint cliques {1,4}, {2,5}, {3,6},
and by Lemma 4.7 C6 does not have an SJOR.
Let k be an integer with k  5. Then C2k is bipartite, and it is easy to see that C2k is pairwise-
neighborhood incomplete. Hence by Corollary 4.4, C2k has an SJOR. The following matrix is an
SJOR for C8:
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 0 1 0 0 0
0 1 0 1 0 1 0 1
1 0 1 0 0 0 1 0
0 1 0 0 1 0 0 1
1 0 0 1 0 1 0 0
0 1 0 0 1 0 1 0
0 0 1 0 0 1 0 1
0 1 0 1 0 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Thus Cn has an SJOR for all even n  4 except for n = 6.
Now let n  3 be an odd integer. Then we can construct an SJOR An for Cn as follows. We
put 0s on the antidiagonal of An and the antidiagonal of size n − 1 directly above it. Above and
below these two antidiagonals, we complete An using a checkerboard pattern of 0s and 1s. For
example,
A7 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 0 1 0 0
0 1 0 1 0 0 1
1 0 1 0 0 1 0
0 1 0 0 1 0 1
1 0 0 1 0 1 0
0 0 1 0 1 0 1
0 1 0 1 0 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It is easy to check that An is an SJOR for Cn. 
The diameter of the graph C6 is 3. Combining Theorem 4.6 with the fact that C6 does not have
an SJOR, we conclude that if d is the largest diameter of a connected bipartite graph without an
SJOR, then 3  d  8.
We conclude this section with the following two examples concerning certain infinite classes
of graphs.
Example 4.14. Let Qn be the n-cube graph whose vertices are the n-tuples of 0s and 1s, with
two vertices joined by an edge if and only if they differ in only one coordinate. The graph Qn
is bipartite, and Q2 = C4. As shown in Example 2.3, Q2 has an SJOR. It is easy to check that
for n  5, Qn is pairwise neighborhood-incomplete. Hence by Corollary 4.4, Qn has an SJOR.
The diameter of Q3 equals 3, and its bipartite complement Q˜3 consists of 4 pairwise disjoint
edges. Thus Q3 does not have an SJOR. Our results do not reveal whether or not Q4 has an
SJOR.
Example 4.15. Consider a complete graph Kn. A matrix A of order n with Gro(A) = Kn has the
property that no two rows can have a 1 in the same column. It thus follows that Gco(A) can be
any complete multipartite graph on n vertices.
5. Coda
The following is a basic question that we have been unable to answer: Is there a graph with a
self-JOR but not an SJOR?
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It is natural to consider searching for a graph with a self-JOR but not an SJOR among those
graphs H of order n with θ(H) = n, where H has a unique clique-cover by n cliques. As we now
show, this will never succeed.
Theorem 5.1. Let H be a graph of order n with a self-JOR, where θ(H) = n and H has a unique
clique-cover by n cliques. Then H has an SJOR.
Proof. Let A be a self-JOR of H so that H ≈ Gro(A) and H ≈ Gco(A). As previously remarked,
we may choose A so that H = Gro(A) and H = Gco(A). Thus the columns of A are the incidence
vectors of the unique clique-cover of H by n-cliques, as are the rows. Now permute the columns
of A so that they match the corresponding rows of A. The resulting matrix B satisfies BT = B,
and H = Gro(B) = Gro(BT) = Gco(B). (See Example 3.2.) 
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