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ABSTRACT
Hollon, Jeffrey R. Ph.D., Interdisciplinary Applied Science and Mathematics, Wright State Univer-
sity, 2018. Investigation of Communication and Radar System Optimization: New Computational
and Theoretical Methods.
Binary sequences and arrays, their higher dimensional counterparts, play a critical role
in today’s technologically advanced world. This thesis explores such sequences and their
optimality under various conditions along with their applicability to problems in engineer-
ing such as communication and radar systems. A new asymptotically orthogonal type of
matrix is defined with computational examples given along with infinite theoretical fami-
lies. A high energy ternary sequence is developed and shown to have real world promise by
simulation of its radar ambiguity function and frame synchronization. Proposed within is
an extended and more complete definition for Doppler tolerance by which sequences may
be compared for use in radar. A method for turning existing families of binary optimal
sequences in to ternary optimal sequences is given along with three example families by
Sidelnikov-Lempel-Cohn-Eastman, Ding-Helleseth-Martinsen, and Paley. Various fami-
lies of Legendre pairs are examined and special type, called a Yamada-Pott pair, is defined
and explored giving interesting insight into various families of sequences. Finally, the op-
timality of binary sequences is discussed with searches for sequences with minimal sum-
of-square autocorrelation gives rise to an order 39 matrix with large determinant, related to
the D-Optimal design problem, and an affirmation of an optimal length 41 sequence.
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Chapter 1
An Introduction to Sequences
1.1 Introduction and Background
This thesis presents efficient sequences and sequence families developed using compu-
tational and theoretical techniques, and demonstrates their potential use in various engi-
neering applications including error-correcting codes, digital communication systems, and
radar systems. Such sequences are also sought after to answer open questions in algebra
and combinatorics on the existence of certain long-studied and questioned mathematical
objects. The main objectives of this research were to:
1. develop new algebraic techniques for generating sequence families
2. increase the efficiency of computational techniques used to search for desirable se-
quences
3. show that discovered sequence families are useful in communication systems, radar,
and other engineering applications.
In modern sequence design, it is desirable to find methods which create sequence fam-
ilies whose autocorrelation is nearly perfect - that is, the autocorrelation values are small
1
in magnitude. Sequences and their higher dimensional counterparts (arrays) are critical
in today’s technological world where they are used in radar, error correction, digital com-
munication, and other applied systems. In particular, binary sequences, whose entries are
unimodular values with perfect - or nearly perfect - autocorrelation properties, have many
applications in communication systems such as Code Division Multiple Access (CDMA)
systems [17], radar [29], signal processing [8], frame synchronization [32], and code design
[21], [22]. Using algebraic and computational tools this work has resulted in the discov-
ery of new recipes which provide new theoretical families of sequences for study, provide
methods for existing infinite families of binary sequences to be punctured to create new
families of ternary sequences with nice properties, and to unify various parts of the theo-
retical world. Further, examples of some of the new families are shown to be applicable to
engineering problems.
The results obtained for sequences generalize nicely to the more abstract domain of
arrays and it is hoped that the rapid advancement of technology will soon allow for these
arrays to be used alongside sequences in various engineering applications. The advantage
of arrays, over sequences, is that they embrace a much larger spectrum of parameters (e.g.
size and energy of the array).
Sequences themselves have been studied for the last century and have found interest
from both the pure and applied sciences. For example, weighing matrices, difference sets,
and almost-difference sets are well-studied theoretical objects and their identification, clas-
sification, and explanations are of intense theoretical interest. Many families of sequences
are known to exist and sporadic examples ones found by computational approaches without
theoretical justification have also been discovered. Such sequences, or higher dimensional
objects called arrays, have found uses in the generation of linear codes for digital error cor-
rection and are applied as the signals for various communication systems. On a theoretical
level, it is hoped that the material which is contained within this manuscript will lead to the
further discovery of sequences which can be exploited in today’s technologically advanced
2
world.
This research would not be possible without the combination of high performance
computing and the use of deep combinatorics and algebra as tools. Contained within is an
easily accessible set of data either by listing examples or providing explicit construction
theorems on how to generate the sequences (arrays) for real-world use. Computational
simulations provide evidence that real-world use is promising.
Not all sequences are created equally, coming in many shapes and sizes based on the
particular application or research of interest. Such sequence properties are discussed later.
One approach to achieve a desired shape and size is to allow a computational process to
exhaustively search for examples. However, while this type of search can be useful it tends
to also be an extremely slow process and may be a fruitless endeavor if such a sequence
does not exist. The fusion of computational approaches along with theory becomes critical
so that sequences may be efficiently discovered and explained.
Using combinatorics and algebra, the search space required for computation can be
greatly reduced or even eliminated. For example, if it can be mathematically proven that
a particular sequence property does not exist, then the computational search is eliminated
allowing for alternate searches to begin. While the advanced technological hardware avail-
able today is impressive, search times may be many months or even years. The searches
performed during this research sometimes would only identify a single example of a se-
quence with desired properties. The theoretical framework that has been developed can
provide methods to extract patterns in such computed sequences and extrapolate them to
larger sizes. This is the goal of the theory: Provide infinite families of sequences with a
common, desired, characteristic.
The study and interest in sequences starts in the early 20th century with works by
the likes of Paley [38] and, in more recent years, classifications of sequences known as
weighing matrices have been attempted as in [5] and [4]. Such classification of objects
has relied heavily on combinatorics and field theory or by constructing such sequences
3
explicitly by hand. However, over recent years with the advancements in computing, many
people have started to look at efficient and robust ways to search for their existence. For
example, in 2010, Little [7] published results from a computer search where he found
two new examples of almost difference sets, of size 38 and 50. The smallest open cases for
almost difference sets now include sizes 54, 62, 86, 90, 94, and 98, which may also be found
by computational results sooner than by a theoretical algebraic approach. Others have
recently begun utilizing large compute clusters with optimized algorithms for searches, in
particular for cases where the theory fails to give complete results. For example, Souravlias
et al [47], recently published a paper comparing a set of highly parallelized algorithms
meant for distributed computing for the identification of new circulant weighing matrices.
They also provide examples of matrices found by their methods. In 2010, Kotsireas et al
[26], published computer search results giving new constructions for six weighing matrices
of various sizes including 50, 58, 62, 70, 74, and 82.
In 2006, McLaughlin [34], was awarded a patent on a method of taking a set of weigh-
ing matrices (perfect periodic sequences) and modifying the identified set by taking cyclic
shifts of each sequence in an attempt to reduce their aperiodic cross-correlation function
values and Golay merit factors. In doing so, McLaughlin achieved a new set of sequences
which can be used in a particular communication system. In this spirit, this thesis contains
an attempt to match or beat McLaughlins sequences.
In radar systems, the goal is to detect a targets location and speed relative to the ob-
server. In simple terms, this is accomplished by sending a signal out and then analyzing the
received reflection of that signal. The signal which is sent out of a transmitter is equivalent
to a sequence. One critical tool in measuring the potential performance of such a signal is
investigating its so-called ambiguity function. This function represents the time response
of a filter matched to the signal when it is received with a given time delay and Doppler
shift. Positive values of time delay and Doppler shift indicate a target further away from
the transmitter than some reference point and the target moving towards the transmitter
4
respectively. Much more detail on this function can be found in [29]. When examining the
ambiguity function, a good signal can be described as having a “thumb-tack” appearance.
A simple example of an ambiguity function of a square pulse signal is shown in Figure 1.1.
This particular signal is not ideal for radar use as it is wide in the time (τ ) domain which
would give difficulty in detection of multiple targets. Also, it is desirable to have a signif-
icant peak in the center, relative to off axis side-lobes, as to allow for detection of targets
in the presence of noise. For hardware implementations, it is desirable that a candidate
sequence be a power of two in length, or as close as possible to this. A sequence which
is not a power of two can be padded with zeros, but this will cause the signal to be in an
‘off’ state for more time. This prescribes a set of properties that an application needs for
sequences, which a computer can be used to search for and theory can help identify. All of
the above examples show the wide range of places that sequences are used and hopefully
exemplify, to the reader, their importance.
Figure 1.1: Example ambiguity function for square pulse signal.
5
1.2 Definitions
This section is an introduction to some of the basic definitions and tools required for the
analysis in the chapters which follow. Much of the analysis which follows comes from
examination of the periodic and aperiodic correlation functions. This function comes in two
flavors, the autocorrelation and cross-correlation, based on if we are interested in a single
or multiple sequences simultaneously. A sequence a = (ai), where i = 0, 1, 2..., n − 1, is
called periodic with period n provided that ai = ai+N for all i. This thesis is considering
real valued sequences which are binary (respectively ternary). That is all of their entries are
either {+1,−1} or respectively {0,+1,−1}. Such sequence can be broken into subsets, P
and N , to denote the set of entries which are +1 or −1 respectively.
Definition 1.1. The sets P and N for the sequence a = (ai) are the sets of entries i which
have +1 and −1 as their value, represented by ai, respectively. That is
P = {i | ai = +1}, (1.1)
N = {i | ai = −1}. (1.2)
Definition 1.2. The periodic correlation function, at the entry τ , of two sequences of length
n, say a = {a0, a1, ..., an−1} and b = {b0, b1, ..., bn−1}, is given by
C(τ) =
n−1∑
i=0
aib
∗
(i+τ)mod n (1.3)
where b∗ is the complex conjugate. In the case where a = b, the correlation function is
referred to as the autocorrelation function and is referred by ACF from here out.
Definition 1.3. The aperiodic cross-correlation function of two sequences a and b, at the
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entry τ , denoted by Caper, is defined by
Caper(τ) =
n−1−τ∑
i=0
aib
∗
i+τ (1.4)
where b∗i represents the complex conjugate of bi and 0 ≤ l < n. If a = b, then this is
referred to as the aperiodic autocorrelation function and is referred to as the aACF from
here out.
Note that the sequence C = C(τ) is again periodic with period n, so that it suffices
to consider the ACF coefficients C(τ) for τ ∈ {0, 1, ..., n − 1}. The ACF measures
how much the original sequence differs from its translates. The sequence a is said to have
two-level ACF if the ACF , C, satisfies:
C(τ) =

E, if τ = 0,
F, if τ 6= 0,
(1.5)
where E and F are two constants respectively denoting the in-phase and out-phase ACF
of the sequence a. Let a = (ai) be a binary sequence of period n. Define D = {0 ≤ i ≤
n − 1 : ai = 1} and dD(τ) = |(τ + D) ∩ D| which is called the difference function of
D ⊆ Zn. Then
C(τ) = N − 4(k − dD(τ)) (1.6)
where k = |D|. This would serve as a bridge between binary sequences and combinatorial
designs. From Equation (1.6) we readily get the following:
Proposition 1.1. C(τ) ≡ n (mod 4)
We call C(n), C(2n), C(3n), ... the “main lobes” and the remaining C(i) as “side
lobes”. The sequence a is considered to have “n elements”, one main lobe and n − 1
side lobes. It is well known that a sequence is said to have “good matched autocorrelation
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properties” if it satisfies:
1. The peak side lobes in the ACF or aACF are small.
2. The sum of the squares of the side lobes in the ACF is small.
Definition 1.4. Let G be the additively written cyclic group with v elements, (i.e. G = Zv)
and D a subset of G with k elements. For any α 6= 0 (mod v), if the equation
d− d′ ≡ α (mod v)
has exactly λ solution pairs (d, d′) with both d and d′ in D, then the set D is called a
(v, k, λ) difference set in G.
The same setD would work as the required cyclic difference set in the following result
which is easy to prove.
Proposition 1.2. A periodic binary sequence with period v, k entries +1 per period and
2-level ACF (with all nontrivial ACF coefficients equal to r) is equivalent to a cyclic
(v, k, λ) difference set where r = v − 4(k − λ).
The case where r = 0 corresponds to circulant Hadamard matrices of order v, where
v = 4u2, which are equivalent to cyclic (4u2, 2u2 − u, u2 − u) difference sets. The only
known example of a circulant Hadamard matrix is when v = 4 and it is conjectured that
there are no others which exist. Likewise, the cases r = 1 and r = 2 give rise to only
a handful of cyclic (v, k, λ) difference sets. The case r = −1 would take us to a very
fertile terrain where the examples are bountiful. In view of Proposition 1.2, these perfect
binary sequences with r = −1 are equivalent to cyclic difference sets with parameters
(v, v−1
2
, v−3
4
). These are commonly referred to as Paley-Hadamard difference sets. The
famous m-sequences, also referred to as Singer sequences, provide a large such class.
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1.2.1 The Group Ring Notation
Definition 1.5. Let G be a finite group and R a ring where G = {g0, g1, g2, ..., gn−1}. Then
the group ring of G over R is the set denoted by R[G] defined as:
R[G] =
{∑
g∈G
agg|ag ∈ R
}
. (1.7)
When working with the group ring notation, multiplication and addition are defined
in a way similar to polynomials, and the group elements are written multiplicatively. R[G]
is also a feww R-module of rank n and an algebra. So, R[G] is also referred to as a group
algebra. The power of a group ring element is defined in the following way.
Definition 1.6. If W =
∑
g∈G agg is an element of R[G] and t some integer, then(∑
g∈G
agg
)(t)
=
∑
g∈G
agg
t. (1.8)
The following is well-known and follows readily from the above definition.
Lemma 1.1. Let D = {d0, d1, ..., dk−1}. Then D is a (v, k, λ) difference set if and only if
DD(−1) = k − λ+ λG in Z[G].
Remark: Difference sets are studied in the more general group theoretic context.
Since we are primarily dealing with sequences, we restrict our attention to cyclic groups
Zv. We use the term array for when the group in question is non-cyclic. For more on
these and related studies that pertain to sequences and arrays and their interplay with group
developed combinatorial designs refer to the survey article [2].
Definition 1.7. A homomorphism from an abelian group, say G, to the field of complex
numbers, C, is called a character of G and is denoted by χ. The set of all such characters
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is represented by Ĝ and can be shown to be isomorphic the G. Further, the principal
character, denoted χ0, is the homomorphism which maps each element g ∈ G to 1. The
character homomorphism can be extended linearly to the group rings.
1.2.2 Some Performance Measures of Sequences
The variation from typical binary sequences that is employed in much of this research
is to allow a single zero in the sequences, making them ternary (originally binary) and
obtaining new families of sequences with the desirable properties mentioned above for
“good matched autocorrelation properties”. The process of introducing a zero entry, where
there was none before, we refer to as puncturing the sequence. There are many performance
measures which can be used to assess the quality of a sequence but the next few are common
measures. Other measures will be defined throughout as needed.
Definition 1.8. The Energy, E, of a sequence is calculated by E =
∑n−1
i=0 |ai|2.
Definition 1.9. The Energy Efficiency, Eeff , of a sequence is calculated by Eeff = En .
In general, one wishes to achieve reduction in the overall ACF values as measured by
the sum of squares of theACF or aACF values. This sum of squares is the denominator in
what is referred to as the periodic merit factor, of which there is interest in maximizing for
all binary (ternary) sequences of fixed lengths. Formally, we use the definition of periodic
merit factor of:
Definition 1.10. The periodic merit factor (PMF ) of a sequence a is defined by
PMF =
C2(0)∑n−1
l=1 C
2(l)
.
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It is desirable to have small ACF and aACF values which implies that we seek to
have a maximal PMF . This is one major point of this research: Generate sequences with
maximal PMF while minimizing their loss of energy. Note that this problem, the max-
imization of PMF , is analogous to the Golay merit factor problem which uses a similar
definition except that it is examining a sequence’s aACF as in [19]. Later the focus on the
maximization of PMF is done through minimizing the denominator, the sum of squares
of the ACF values, which is referred to as the correlation energy of the sequence.
Definition 1.11. The correlation energy of a sequence a is defined by
CE =
n−1∑
l=1
C2(l).
The sequences that are the main focus of this paper are either binary or ternary se-
quences with a single zero entry if punctured. Thus, the energy is more or less maximized
for such ternary sequences. Further, it is desirable to have an Eeff which is close to 1 as in
applications the zero entries are in effect representing the system (e.g. radar) being turned
off. Perfect periodic autocorrelation sequences see applications in many areas, including
spread spectrum communications [46], channel estimation and fast start-up equalization
[35], pulse compression radars [14], sonar systems [54]. CDMA systems [24], system
identification [43], and watermarking [52].
1.2.3 Abstraction of Sequences to Arrays
In most of this research the concern is on sequences where we consider the sequence as
coming from some cyclic group structure. However, it is important to also consider the
more general, higher dimensional objects, called arrays for which the theorems can be
generalized to. An r-dimensional matrix, A = (a(j1, j2, ..., jr)), with 0 ≤ ji ≤ si − 1
for i = 1, 2, ..., r, is called an s1 × s2 × ... × sr array, where s1, s2, ..., sr are all positive
integers. A(j1, j2, ..., jr) would denote the entry a(j1, j2, ..., jr) of the matrix A at position
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(j1, j2, ..., jr). We refer to this array as a sequence when r = 1.
These arrays have a similarly defined periodicACF to sequences. The autocorrelation
function γ at τ = (t1, t2, ..., tr) is given by
γ(τ) =
s1−1∑
j1=0
...
sr−1∑
jr=0
a(j1, j2, ..., jr)ā(j1 + t1, j2 + t2, ..., jr + tr)
where the ith subscript is taken modulo si and ā denotes the complex conjugate of a. The
array corresponds to the group ring element R[G] where G = Zs1 × Zs2 × ... × Zsr =<
g1 > × < g2 > ×...× < gr > and gi represents the generator of the cyclic group Zsi .
1.2.4 Difference Sets of Paley Type
Example 1.1. Paley Difference Set for prime power q ≡ 3 (mod 4).
Let q be a prime power and q ≡ 3(mod4). LetGF (q) denote the finite field with q elements.
Fix a primitive element α of GF (q) and define:
S =
{
α2i | i = 0, 1, ..., q − 3
2
}
,
N =
{
α2j+1 | j = 0, 1, ..., q − 3
2
}
.
The sets S and N consist exactly of the square and non-square elements of GF (q) \ {0}.
It is well known that S and N are themselves difference sets in the group G = (GF (q),+)
with parameters (v, k, λ) = (q, q−1
2
, q−3
4
). Hence the following equations hold in the group
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ring Z[G]:
SS(−1) = NN (−1) =
(
q + 1
4
)
+
(
q − 3
4
)
G, (1.9)
N = S(−1), (1.10)
S = N (−1), (1.11)
1 + S +N = G. (1.12)
The next example gives rise to the so-called partial difference set.
Definition 1.12. Let G be a multiplicatively written group of order v. A subset D ⊆ G of
size k is said to be a (v, k, λ, µ) partial difference set (PDS) in G if
1. 1 /∈ D
2. D = D(−1)
3. DD(−1) = D2 = k + λD + µ(G−D − 1) in ZG.
Example 1.2. Paley Partial Difference Set for prime power q ≡ 1 (mod4) Let q be a prime
power, q ≡ 1 (mod 4). Let GF (q) denote the finite field with q elements. Fix a primitive
element α of GF (q) and define:
S =
{
α2i | i = 0, 1, ..., q − 3
2
}
,
N =
{
α2j+1 | j = 0, 1, ..., q − 3
2
}
.
Thus, S and N consist exactly of the square and non-square elements of GF (q) \ {0}.
It is well known that S and N are themselves partial difference sets in the group G =
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(GF (q),+) with parameters (v, k, λ, µ) = (q, q−1
2
, q−5
4
, q−1
4
). Hence the following equa-
tions hold in the group ring Z[G]:
SS(−1) = S2 =
(
q − 1
2
)
+
(
q − 5
4
)
S +
(
q − 1
4
)
N, (1.13)
NN (−1) = N2 =
(
q − 1
2
)
+
(
q − 5
4
)
N +
(
q − 1
4
)
S, (1.14)
S = S(−1), (1.15)
N = N (−1), (1.16)
1 + S +N = G. (1.17)
Lemma 1.2. For a prime power q ≡ 3 (mod 4), SN (−1) =
(
q+1
4
)
G−
(
q+1
4
)
− S.
Proof. By Equation (1.11), SN (−1) = SS. Further, SS = S(G − N − 1) by Equation
(1.12) and N = S(−1) by Equation (1.10). Now expand as follows:
SN (−1) = SS
= S(G−N − 1)
= SG− SN − S
= SG− SS(−1) − S
=
(
q − 1
2
)
G−
(
q + 1
4
)
−
(
q − 3
4
)
G− S
=
(
q + 1
4
)
G−
(
q + 1
4
)
− S.
Lemma 1.3. For a prime power q ≡ 3 (mod 4), S(−1)N =
(
q+1
4
)
G−
(
q+1
4
)
−N .
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Proof. Since SN (−1) and S(−1)N are inverses of one another it is sufficient to compute the
inverse of both sides of the result from Lemma 1.2. Note that the only change on the right
side will be that S inverts to N .
Lemma 1.4. For a prime power q ≡ 1 (mod 4), SN =
(
q−1
4
)
G−
(
q−1
4
)
.
Proof. By using a very similar method as in Lemma 1.2, except using the equations pre-
sented in Example 1.2, we find the following
SN = S(G− S − 1)
= SG− SS − S)
= SG− SS(−1) − S
=
(
q − 1
2
)
G−
(
q − 1
2
)
−
(
q − 5
4
)
S −
(
q − 1
4
)
N − S
=
(
q − 1
2
)
G−
(
q − 1
2
)
−
(
q − 1
4
)
(S +N)
=
(
q − 1
2
)
G−
(
q − 1
2
)
−
(
q − 1
4
)
(G− 1)
=
(
q − 1
4
)
G−
(
q − 1
4
)
.
More on the Paley sequences from their original source can be found in [38]. Lastly,
we define the cyclotomic numbers which are critical for some of the proofs and are histor-
ically critical to the development and understanding of sequence design.
Definition 1.13. Let GF (q) be a finite field with d dividing q − 1. Let α be a generator of
GF (q)∗ and define D(d,q)0 = α
d. D0 is thus the multiplicative group generated by αd. The
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cyclotomic classes of order d are the sets D(d,q)i where
D
(d,q)
i = α
iD
(d,q)
0 .
There is much theory and knowledge in the distribution of the cyclotomic classes, as
in [48], and a core concept which can aid in calculation of a sequence’s difference function
is that of the cyclotomic numbers.
Definition 1.14. The cyclotomic numbers of order d, with respect to GF (q), are the sizes
of intersections between the cyclotomic classes defined by the notation (i, j) where
(i, j) = |D(d,q)i + 1 ∩D
(d,q)
j |.
The sequences described thus far may also be though of as matrices which are “devel-
oped” from the group action in which the sequence (array) sits. The matrix which comes
from a sequence (array) is said to be group developed. Here we assume that the group,
denoted by G, is abelian. To develop such a matrix, M = [mi,j], one labels the first row of
the matrix by the elements in G. If G = {g0, g1 . . . , gn−1} then we define
P = {gi |M(1, i) = +1} (1.18)
and
N = {gi |M(1, i) = −1}. (1.19)
From these definitions and given only the first row of M allows for the remaining elements
to be developed by setting
mi,j =

+1, if gig−1j ∈ P
−1, if gig−1j ∈ N.
(1.20)
16
When the group G is cyclic, then the developed matrix is circulant. As with matrices, se-
quences themselves may be referred to as symmetric and skew-symmetric. Such sequences
in their developed matrix form share the standard defitions.
Definition 1.15. A developed matrix, M , is said to be symmetric if M = MT and
skew-symmetric if M = −MT . Equivalently, using the group ring notation where M =∑
g∈Gmgg, then M = M
(−1) and M = −M (−1) respectively.
1.3 An Overview of Chapters
Chapter 2 contains a set of theoretical and computational results on what has been termed
salted conference matrices. An object known as conference matrices have been studied and
are known known to not exist in general for the circulant type. However, a salted confer-
ence matrix is a relaxation of the definition of conference matrix which is asymptotically
similar. Many examples of the salted variety have been found and research indicates a rich
set of infinite families is probable. Enclosed within is a set of theoretical and computa-
tional findings on these objects whose definition gives rise to a new set of asymptotically
orthogonal matrices by size.
In Chapter 3, algebraic methods are used to provide new constructions of what are
referred to as optimal high energy ternary sequences. These sequences have a single zero
entry, all others ±1, and have optimal correlation properties. The motivation for these
constructions stem from their usefulness in several areas related to communication and
radar systems. Two infinite families are described with one in particular, the OHETS type,
shown to have potential application in radar and communication systems.
The content of Chapter 4 is an offering of an extended definition of Doppler tolerance.
In the context of radar waveforms, many refer to a signal’s Doppler tolerance. However, a
formal, complete, and precise definition does not appear in the literature. This void in the
17
literature is attempted to be filled in. The proposed definition and demonstration uses the
signal’s (sequence’s) ambiguity function as its main ingredient.
Within Chapter 5, is a new theoretical recipe for constructing ternary sequences with
near optimal ACF properties. This recipe takes an existing algebraic binary sequence
(difference and almost difference sets) and provides a method for puncturing it in a single
position to create a single zero ternary sequence with optimalACF s. In particular, we show
that while our new families lose a minimal amount of energy from puncturing they can
gain a great deal of correlation energy reduction making them closer to perfect sequences.
The focus is on the puncturing of sequence families given by Sidelnikov-Lempel-Cohn-
Eastman, Ding-Helleseth-Martinsen, and Paley.
Chapter 6 is concerned with pairs of sequences which form what is known as Leg-
endre pairs. Such pairs of sequences may have poor periodic ACF s, but the sum of the
pair of ACF s is quite nice. In fact, the definition of a Legendre pair is that this sum of
non-trivial autocorrelations must be strictly−2. This chapter examines the connections be-
tween certain families of Legendre pairs. For example, such pairs come from constructions
by Yamada, Sidelnikov-Lempel-Cohn-Eastman, Ding-Helleseth-Martinsen, and Szekeres.
Investigated further is when the pair of sequences have the added property that one is sym-
metric and the other is skew symmetric. Such pairs are referred to as Yamada-Pott pairs.
Finally, in Chapter 7, a look at the case of optimality of single sequences of odd length
is examined. In this context, an optimal sequence of some fixed length is one which has
minimal sum of squares of its non-trivial periodic autocorrelations (i.e. side lobes). The
case of odd length is the target here. The computer searches and analysis performed give
rise to (1) an optimal length 39 sequence with a surprising connection to D-optimal designs
and (2) a confirmation of a truly optimal sequence of length 41 which fills in an entry from
Luke’s survey paper [31].
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Chapter 2
Salted Conference Matrices
For the objects of interest in this chapter, there are alternate, but equivalent, definitions for
salted conference matrices in the context of the definitions above.
Definition 2.1. A salted conference matrix (SCM), S, is a matrix consisting of a single zero
entry in each row with {±1} in all other entries. S satisfies the property that SST has n−1
in the diagonal and only {0,±2} in all other entries. That is
S =

0
. . . {−,+}
. . .
{−,+}
. . .
0

(2.1)
and
SST =

n− 1
. . . {−2, 0,+2}
. . .
{−2, 0,+2}
. . .
n− 1

(2.2)
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In the group ring notation, with a cyclic group G, then
SS(−1) = (n− 1) + 2A− 2B
where A and B are disjoint subsets of G not containing the identity element. The matrix
S is assumed to be developed by the usual approach. i.e. the entry in the ith row and jth
column has entry whose value is the coefficient of the gig−1j term with the first row of the
matrix being labeled by elements of G. When G is a cyclic group, this is equivalent to
generating a cyclically developed matrix S, where the sequence is represented by the first
row.
Example 2.1. A Z6 developed SCM of order 6.
S =

0 + + − − +
+ 0 + + − −
− + 0 + + −
− − + 0 + +
+ − − + 0 +
+ + − − + 0

Figure 2.1: A Z6 developed SCM.
This matrix can be shown to be a SCM as its product with its own transpose is given
by
SST = 2

5
2
0 − 0 − 0
0 5
2
0 − 0 −
− 0 5
2
0 − 0
0 − 0 5
2
0 −
− 0 − 0 5
2
0
0 − 0 − 0 5
2

Figure 2.2: The result of multiplication an Z6 developed SCM by its transpose.
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Similarly, the example shown has a group ring notation of
S = x+ x2 − x3 − x4 + x5
and satisfies the ACF property that
SS(−1) = 5− 2x2 − 2x4.
By the definition of SCM, we see that as the size of the group (order of the matrix)
increases we get asymptotically orthogonal sequences which makes this type of object of
interest as they approach the behavior of perfect sequences in the sense of the ACF .
2.1 Properties of Salted Conference Matrices
Now examine some of the properties which are necessary for the existence of a SCM. Note
that this chapter is focused on group, G, developed matrices.
Theorem 2.1. If a G-developed SCM exists then |G| is even.
Proof. Let |G| = n. Take any two distinct rows of S with entries [0,±1,±1, ...,±1] and
[±1, 0,±1, ...,±1] (without loss of generality we depict the first two rows of a cyclically
developed matrix). Each will have exactly one 0 entry and the remaining entries will consist
of ±1s. Thus, the inner product of these two rows will consist of exactly two 0 resulting in
their dot product being
∑
aiai+1 = 0 + 0± 1± 1...± 1
By the definition of a SCM , this sum must be equal to one of {0,±2} which is clearly
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congruent to 0 (mod 2). Thus,
0 + 0± 1± 1...± 1 ≡ 0 (mod 2).
Since there are n− 2 non-zero terms in this sum then
(n− 2)(±1) ≡ 0 (mod 2)
but since 1 and −1 are both 1 (mod 2) then
n− 2 = 0 (mod 2)
which implies n ≡ 0 (mod 2).
Corrolary 2.1. Any SCM , group developed or not, must occur when the size of the matrix
is even. This can be seen by looking at any two different rows, each with exactly one zero
entry. Suppose that the size of the matrix is odd, then ri · rj will contain exactly n − 2
non-zero products each of the form ±1. This leaves us with a sum of an odd number of
±1s which can not be even. Therefor, such a matrix can not exist (SCMs only exist for even
order).
Conjecture 2.1. A SCM exists if and only if the size of the group G is even.
Theorem 2.2. The sum of coefficients in SS(−1), the ACF , is a perfect odd square.
Proof. It is clear that P −N is odd since P +N + 1 is even. Thus,
χ0(SS
(−1)) = χ0(S)
2 = (P −N)2
is odd.
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This next theorem is true for any algebraic sequence, but we use the SCM as an ex-
ample. The negation of a sequence, −S, and the group automorphism, S(t), preserve the
ACF for a given sequence.
Theorem 2.3. If S is a SCM, then −S and Sxt are both SCMs where xεG.
Proof. If SS(−1) = (n− 1) + 2A− 2B, then
(−S)(−S)(−1) =− (S)(−S(−1))
=SS(−1)
is an equivalent SCM . Similarly,
(Sxt)(Sxt)(−1) =(Sxt)(−S(−1)x−t)
=xtx−tSS(−1)
=SS−1
is equivalent as well.
Theorem 2.4. If a SCM , S, contains all non-zero entries in its autocorrelation of the same
sign, then they must be all +2s.
Proof. Suppose by contradiction that you have an example which consists of all −2s in its
autocorrelation. Then
SS(−1) = (n− 1)− 2(G− 1).
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However, using the principal character, χ0, this implies a contradiction as
χ0(S)
2 =(n− 1)− 2(n− 1)
=− n+ 1 < 0.
The contradiction is that a square can not be negative.
Conjecture 2.2. If S is a SCM then the only such example where the correlation SS(−1)
contains all 2s or all −2s is the example [0111] in Z4.
Theorem 2.5. If n ≡ 2 (mod 4) then then autocorrelation coefficient of xn/2 must be 0.
Proof. Let n = 4t+ 2. Assume, by contradiction, that the correlation coefficient of xn/2 is
non-zero. By our definition of a SCM, then xn/2 = ±2. Thus,
SS(−1) = (4t+ 2)− 1 + 2A− 2B ± 2xn/2
= 4t+ 1 + 2A− 2B ± 2.
Using the principal character, χ0, gives
χ0(SS
(−1)) = χ0(S)
2
= χ0((4t+ 2)− 1 + 2A− 2B ± xn/2)
= 4t+ 1 + 2a− 2b± 2
where a = |A| and b = |B|. Since by the ACF is symmetric, then it must be true that
a + b ≡ a − b ≡ 0 (mod 2). Allowing us to assume that a − b = 2z for some integer z.
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Now,
χ0(S)
2 = 4t+ 1 + 2a− 2b± 2
= 4t+ 1± 2 + 2(a− b)
= 4t+ 1± 2 + 2(2z)
= 4t+ 1± 2 + 4z
= 4(t+ z) + 1± 2
= 3 (mod 4).
This is a contradiction as no perfect square is of the form 4t+ 3.
Theorem 2.6. If n ≡ 0 (mod 4) then the correlation coefficient of xn/2 must be one of −2
or +2.
Proof. Let n = 4t. Assume, by contradiction, that the correlation coefficient of xn/2 is 0.
By our definition of a SCM, then xn/2 = 0. Thus,
SS(−1) = (4t)− 1 + 2A− 2B + 0xn/2
= 4t− 1 + 2A− 2B + 0xn/2.
Using the principal character, χ0, gives
χ0(SS
(−1)) = χ0(S)
2
= χ0(4t− 1 + 2A− 2B + 0xn/2)
= 4t− 1 + 2a− 2b
where a = |A| and b = |B|. Since the ACF is symmetric, then it must be true that
25
a + b ≡ a − b ≡ 0 (mod 2). Allowing us to assume that a − b = 2z for some integer z.
Now,
χ0(S)
2 = 4t− 1 + 2a− 2b+ 0
= 4t− 1 + 2(a− b)
= 4t− 1 + 2(2z)
= 4t− 1 + 4z
= 4(t+ z)− 1
= 3 (mod 4).
This is a contradiction as no perfect square is of the form 4t+ 3.
While this paper focuses on the case of a single puncture position (a single zero entry
in each sequence), there has been some investigation done into what happens if more than
one position is punctured. The next theorem shows a restriction on the size of the sequence
when two positions are punctured.
Theorem 2.7. If n ≡ 0 (mod 2) and two positions in the sequence, S, are punctured (ze-
ros), then the optimal periodic autocorrelation containing values at most ±1, must satisfy
n = u2, u2 + 2, or u2 + 4 for some integer u.
Proof. Let S be a ternary sequence of length n = 2m with exactly two entries punctured.
Suppose that the zero entries lie t positions apart. Now, consider the dot product of two
cyclic shifts of S with t 6= m. When the shift is not by t, there will be exactly four entries
in the dot product which are zero. This means the dot product will be
(2m− 4)(±1) ≡ 0 (mod 2).
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Otherwise there will be exactly three zero entries in the dot product implying
(2m− 3)(±1) ≡ 1 (mod 2).
Thus, there are exactly two dot products (shifts by t) which will be odd valued autocorre-
lations and all others will be even. Assume the even ones to be zero as we seek the optimal
solution. By using the group ring notation, this implies a correlation of
SS(−1) = n− 2± (xt + x−t).
Using the principal character
χ0(SS
(−1)) = χ0(S)
2 = n− 2± 2,
thus n = u2 or n+4 = u2 for some integer u. In the case that the distance between the zero
entries is t = m, and assuming a completely optimal correlation (so that the coefficient of
the midpoint is zero), then
SS(−1) = n− 2 + 0(xm + xm).
This case results in
χ0(SS
(−1)) = χ0(S)
2 = n− 2,
giving that n = u2 + 2.
I would like to note that the cases listed in Theorem 2.7 were tested for modest lengths.
An exhaustive computer search performed for n = 36, 38, and 40 with no such examples
found.
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2.2 Computational Searches and Results
In this section, a discussion of the results from many exhaustive computer searches is given
followed by a discussion on the computer algorithms themselves. Some of the computa-
tions were done using the resources at the Ohio Supercomputing Center [10].
2.2.1 Summary of Results
Exhaustive computer searches have been completed for all such matrices up to n = 44. The
following tables summarize the findings. The only assumption in these searches is that each
matrix has a first row starting with [0 + ...] which is known, by Theorem 2.3, to be a safe
assumption in that shifts or negations of a sequence are equivalent. Only positive values of
P −N are shown as the negative values can be obtained by examining the equivalent −S.
Interestingly, at length n = 44 no examples of SCMs were found. The searches were done
in an exhaustive fashion indicating a possible contradiction to Conjecture 2.1 that SCMs
exist for all even lengths. This fact (non-existence) is not proven, however, and opens the
possibility of an error in the search code existing. It is left as an open problem to the reader
to prove that a length 44 SCM does not exist or to give an example of such an object.
In the following tables, the summary of results from exhaustive searches is shown. In
each table, sorted by sequence length n, a set of descriptors is provided for each sequence
found which satisfies the SCM condition. Per table, columns are ordered by: 1) The value
of |P−N |which measures the degree to which the sequence is balanced; 2) The correlation
energy, CE, of the sequence; 3) The number of ACF entries which are 2; 4) The number
of ACF entries which are −2. Interestingly, nearly balanced examples of SCMs are found
in the exhaustive searches for all lengths except 14, 32, 34, and 38. That is, SCMs with
|P −N | = 1.
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|P −N | CE |A| |B|
1 4 0 1
1 12 1 2
3 12 3 0
Table 2.1: Summary for SCMs of length n = 4.
|P −N | CE |A| |B|
1 8 0 2
3 8 2 0
Table 2.2: Summary for SCMs of length n = 6.
|P −N | CE |A| |B|
1 12 0 3
1 20 1 4
1 28 2 5
3 12 2 1
3 20 3 2
3 28 4 3
Table 2.3: Summary for SCMs of length n = 8.
|P −N | CE |A| |B|
1 16 0 4
1 32 2 6
3 16 2 2
Table 2.4: Summary for SCMs of length n = 10.
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|P −N | CE |A| |B|
1 20 0 5
1 28 1 6
1 36 2 7
1 44 3 8
3 20 2 3
3 28 3 4
3 36 4 5
3 44 5 6
5 28 7 0
5 36 8 1
Table 2.5: Summary for SCMs of length n = 12.
|P −N | CE |A| |B|
3 24 2 4
3 40 4 6
5 24 6 0
Table 2.6: Summary for SCMs of length n = 14.
|P −N | CE |A| |B|
1 28 0 7
1 44 2 9
3 28 2 5
3 36 3 6
3 44 4 7
3 52 5 8
5 36 7 2
5 44 8 3
5 52 9 4
Table 2.7: Summary for SCMs of length n = 16.
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|P −N | CE |A| |B|
1 32 0 8
1 48 2 10
3 32 2 6
3 48 4 8
5 32 6 2
5 48 8 4
Table 2.8: Summary for SCMs of length n = 18.
|P −N | CE |A| |B|
1 44 1 10
1 60 3 12
3 44 3 8
3 52 4 9
5 36 6 3
5 44 7 4
5 52 8 5
5 60 9 6
Table 2.9: Summary for SCMs of length n = 20.
|P −N | CE |A| |B|
1 40 0 10
1 56 2 12
3 40 2 8
3 56 4 10
5 40 6 4
5 56 8 6
Table 2.10: Summary for SCMs of length n = 22.
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|P −N | CE |A| |B|
1 44 0 11
1 68 3 14
1 76 4 15
3 36 1 8
3 44 2 9
3 52 3 10
3 60 4 11
3 76 6 13
5 36 5 4
5 44 6 5
5 52 7 6
5 60 8 7
5 68 9 8
5 76 10 9
7 52 13 0
7 68 15 2
Table 2.11: Summary for SCMs of length n = 24.
|P −N | CE |A| |B|
1 48 0 12
3 48 2 10
5 48 6 6
5 64 8 8
Table 2.12: Summary for SCMs of length n = 26.
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|P −N | CE |A| |B|
1 52 0 13
1 84 4 17
3 52 2 11
3 68 4 13
5 52 6 7
5 60 7 8
5 68 8 9
5 76 9 10
5 84 10 11
7 60 13 2
7 68 14 3
Table 2.13: Summary for SCMs of length n = 28.
|P −N | CE |A| |B|
1 56 0 14
5 56 6 8
5 72 8 10
7 72 14 4
Table 2.14: Summary for SCMs of length n = 30.
|P −N | CE |A| |B|
5 68 7 10
5 84 9 12
5 92 10 13
7 84 15 6
7 92 16 7
Table 2.15: Summary for SCMs of length n = 32.
|P −N | CE |A| |B|
5 64 6 10
5 96 10 14
7 64 12 4
Table 2.16: Summary for SCMs of length n = 34.
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|P −N | CE |A| |B|
1 68 0 17
3 84 4 17
5 60 5 10
5 76 7 12
5 84 8 13
5 100 10 15
7 60 11 4
7 76 13 6
7 84 14 7
Table 2.17: Summary for SCMs of length n = 36.
|P −N | CE |A| |B|
3 88 4 18
5 88 8 14
7 72 12 6
7 88 14 8
Table 2.18: Summary for SCMs of length n = 38.
|P −N | CE |A| |B|
1 76 0 19
1 124 6 25
5 76 6 13
5 92 8 15
7 76 12 7
7 84 13 8
7 92 14 9
7 100 15 10
7 108 16 11
7 124 18 13
Table 2.19: Summary for SCMs of length n = 40.
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|P −N | CE |A| |B|
1 80 0 20
1 96 2 22
5 80 6 14
5 96 8 16
7 80 12 8
Table 2.20: Summary for SCMs of length n = 42.
For lengths n > 44, exhaustive searches begin to become impractical. Initially, the
search algorithms were written in MATLAB and later converted to C++ along with various
software optimizations and parallel implementations. The exhaustive search time begins
to grow too fast to make such searches reasonable for larger sequences. However, other
computationally found SCMs include the following list which were found by assuming
certain conditions on the sequence, for example, the assumption of a cyclotomic struc-
ture can be used to cut down search times while also losing generality (exhaustiveness).
Stochastic algorithms were also employed in an attempt to find larger SCMs where the test
sequences were found using random number generators as opposed to exhaustive searches.
The length n = 46 examples in Figures 2.3 and 2.4 were both found using a randomized
search method. These examples also further support the claim that these objects exist for
most even orders.
[0 + +−−−−−+−−+ + +−−+ + + + + + +
−−+−+−+−−+ +−+ +−−−+−+−−+]
Figure 2.3: A Z46 SCM with |P −N | = 1, CE = 88, |A| = 0, and |B| = 22.
[0−−+ +−+−−+ + +−+−+−+ +−+ + ++
−−+−+ + +−−−−−−−+−−+ + + +−−+]
Figure 2.4: A Z46 SCM with |P −N | = 1, CE = 92, |A| = 0, and |B| = 23.
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[0 +−−−+−+ + + +−+ +−−+−+−+−−+ + + +−−
+ +−−+−+ +−−−−−−−+ +−−−+−+ + + +−+ +]
Figure 2.5: A Z58 SCM with |P −N | = 1, CE = 112, |A| = 0, and |B| = 28.
[0 + +−+−−+−+−−−−+ +−−+−+−−−+−−−+ + + + + +−−+
+−+ +−−−−−−+ + +−+ + +−+−+ +−−+ + + +−+−+ +−+−−]
Figure 2.6: A Z74 SCM with |P −N | = 1, CE = 288, |A| = 18, and |B| = 54.
[0 + + +−+ + + + + + +−−−+−−+ + + +−−+−+ +−+ +−−+−−−−−−
++−+−+−−−++−−−++++−−+−++−−−+−−+−+−+−−−+−]
Figure 2.7: A Z80 SCM with |P −N | = 1, CE = 156, |A| = 0, and |B| = 39.
Definition 2.2. A SCM is “full” if it contains no zero entries in its autocorrelation. Equiv-
alently, |A| + |B| = n− 1. Similarly, a SCM is “empty” if it contains only zero entries in
its non-identity correlation.
From the computational results, a “full” SCM exists for orders {4, 8, 12} only. Simi-
larly, the only “empty” example known are the trivial examples of lengths 1 and 2.
2.2.2 Puncturing the Sidelnikov-Lempel-Cohn-Eastman Sequence
It was observed that when filling the single zero position of a SCM with a ±1 that nice
ACF properties would exist. In many cases, the resulting unpunctured, or filled in, se-
quence was also balanced. This lead research into examining if certain types of SCMs
could be constructed by puncturing an already known sequence family. The family which
investigated first was that of Sidelnikov-Lempel-Cohn-Eastman (SLCE) as in [27] [45],
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and their potential connection to SCMs. A computer algorithm was developed to construct
the SLCE sequence, of length p− 1, using the square (non-square) entries of GF (p). The
first 12 prime length SLCE sequences are listed in table 2.21. The entire SLCE sequence is
provided along with a list of possible puncture points corresponding to locations where, if
the corresponding entry is replaced by a zero, a SCM is generated. The “Puncture At” col-
umn represents the location, or locations (group elements), for which a zero may be placed
to create an SCM . This computational effort was allowed to run for all prime lengths up
through 20,000. In all of the examples attempted, puncturing the SLCE sequence at least
at its midpoint, x
p−1
2 , successfully generated a SCM . Note that at least up through length
23, there appear to be multiple possible puncture locations which give a SCM .
This connection is investigated further, in a theoretical sense, in Chapter 5, where a
theoretical connection between SLCE sequences and SCMs is given.
p SLCE Sequence Puncture
5 [+ +−−] {0,1,2,3}
7 [−−+−++] {0,2,3,5}
11 [+−−−+−++−+] {1,5,6,7}
13 [+−+−−+−−−+++] {0,6}
17 [−−++++−+−−−−+−++] {8}
19 [+ +−−−++++−+−+−−+−−] {5,9,16}
23 [−−−+++−−+−+−++++−−+−−+] {6,11}
29 [+ +−−+−−−−−++++−−+−++−+−+++−−] {14}
31 [−−−−−++−+++−−−+−++−++−+++−−+−+] {15}
37 [+−+−+−−+++−+−−++−+ {18}
− −−−++−−−−+−−+++++]
41 [−+−+++−++−−+−−+−++++ {20}
− −+−++++−−−++−−−+−−−]
43 [+−−++++−++−−+−+−−+−+− {21}
− −−−−−+++++−−+++−+−−+]
Table 2.21: List of all possible puncture locations of prime length SLCE Sequences which
give SCMs.
2.2.3 Comments On Results by Exhaustive Searches
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The exhaustive searches we are doing use an assumption that the first two entries must be
[0 + ...] followed by that each of the remaining entries can be cycled through the values of
±1. This means that an exhaustive search must check, for group order n, 2n−2 cases. This
clearly shows that the possible matrices increases exponentially. Interestingly, the total
number that exist with the required properties grows roughly linearly. There are clearly
two exceptions at orders n = 24, 28 which seem to have unusually large values compared
to the rest. We are not stating that all examples are inequivalent, but there do seem to be
multiple types of SCMs for a fixed length.
Figure 2.8: Total number of SCMs by order.
Unfortunately, using only the assumptions above, the search time required for each
order also increases exponentially. Up to order 34 a single CPU core was used, but for
orders above 34 parallel cores of at least size 8 have been used. Computation time versus
order for a single core (Intel i7 @ 3.4Ghz) is as follows:
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Figure 2.9: Total search time by order.
Since only even orders can work, each jump in search size requires at least quadrupling
the search time (or search power) to complete the search. It is likely that as the order grows,
the search time will be larger than this due to memory overhead, but the equation
Time =
(0.00000094)2.07n
C
can at least be used to approximate the search time required for order n using C cores.
The path towards discovering examples of SCMs started with a purely numerical ap-
proach - write a set of search algorithms which would exhaustively generate a sequence
and test for its autocorrelation to satisfy the definition of a SCM . Over the course of this
research as larger lengths were being checked, it was clear that improvements needed to
be made to the original code in order to optimize performance for the exhaustive searches.
The initial code was built out in MATLAB, [33], and in part run using the cluster resources
at the Ohio Superocmputing Center[10]. A set of relatively straight forward, though time
39
consuming, optimizations were made which enabled an improvement (speed up) of on the
order of 1000x. The following optimizations are briefly described in order to emphasize
that these relatively straight forward and simple steps resulted in an enormous reduction in
search time. From a computer scientist’s, these may seem trivial, but from a mathemati-
cian’s perspective the gains achieved were eye-opening.
The first improvement to the code was to convert the existing search code, more or
less verbatim, from MATLAB to C + +. The conversion, which is straightforward, from
an interpreted to a compiled language alone improved the speed of a fixed search length
by 25x. Another optimization was done to the code to allow a much more efficient method
for computing the autocorrelation. In the original MATLAB implementation, the autocor-
relation was calculated by vector-matrix multiplication. This was achieved by taking a
sequence, S, and developing it cyclically into an n× n matrix. This matrix, also called S,
would have its first row, S(1, :) in MATLAB, being the sequence itself followed by each
row being a cyclic right-shift of the previous row. Then the autocorrelation is simply found
by
C(τ) = S(1, :) ∗ S ′
where S ′ is the conjugate transpose of S. This notation is nice in MATLAB, but the equiv-
alent operation in C++ is cumbersome compared to a “sliding vector” approach. While
not new, this sliding vector method does improve the speed of the program significantly
compared to outright vector-matrix multiplication. Instead of storing all n2 entries in the
matrix, only 2n are stored where the sequence, of length n, is repeated one time (doubling
the length of the vector it is stored in). Then the various correlations (dot products) are
found by ‘sliding’ the first half of the new, longer, vector throughout all n translations.
This saves greatly on the memory usage and number of operations required to calculate a
given sequence’s autocorrelation.
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Lastly, once coded into C++, more efficient parallel computations were implemented
through using a combination of both OpenMP and MPI. OpenMP is a technology by which
independent operations may be split across multiple processing cores on a single node. MPI
is a similar technology allowing for processing cores across multiple networked nodes to
be accessed for parallel processing. The culmination of all of these operations is that the
original code required on the order of weeks to complete a search of length n = 44. Now,
the same code (translated and optimized) can complete the same search, on comparable
hardware, in hours. See [28] and [20] for more
2.3 Remarks and Open Problems
1. Computational searches indicate that the smallest length for which a SCM does not
exist is 44. This observation could indicate either a bug in the search code or evidence
that there are lengths for which SCMs do not exist. Further theoretical backing is
needed for this non-existence.
2. Double-punctured objects may exist which are nearly optimal in their autocorrela-
tions, however the next possible computer-based search lengths are n = 64, 66 or 68
which are computationally beyond our current computational resources.
3. While families of nearly balanced, |P − N | = 1, SCMs are likely, the unbalanced
cases are not explored deeply.
4. Here, the focus was on cyclically developed matrices, there is undoubtedly much
room to explore in the non-cylic case. That is, the existence and properties of SCMs
which are group-developed by non-cyclic abelian groups.
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Chapter 3
Optimal High Energy Ternary
Sequences
3.1 Optimal High Energy Ternary Sequences and Arrays
from Difference Sets and Almost Difference Sets
The following proof examines the properties of difference and partial difference sets which
are associated with an abelian group G and what occurs when a position, namely the iden-
tity, is punctured. Note that in the following theorems, the term sequence refers to a cyclic
group while array refers to an abelian group. Two theorems are required for the completion
of these high energy sequences. The first is by Camion and Mann [9] and the second by
Arasu, Jungnickel, Ma and Pott [6]. The reader is encouraged to look for the published
article representing this chapter in [23].
Theorem 3.1. (Camion, Mann, [9]) Let D be an abelian (v, k, λ) difference set in G which
satisfies D+D(−1) + 1 = G in Z[G]. Then v is a prime power with v ≡ 3 (mod 4). If G is
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cyclic then v is prime and D consists of the non-zero squares or the non-squares in GF (v).
For partial difference sets, their parameters have been characterized in the following
theorem using well-known equivalence of PDSs and strongly regular Cayley graphs.
Theorem 3.2. (Arasu, Jungnickel, Ma, Pott, [6]) Let Γ be a strongly regular Cayley graph
based on an abelian group G with parameters (v, k, λ, µ) satisfying β = λ − µ = −1.
Then, up to complementation, Γ is either:
1. Of Paley type, that is it has the parameters of the type
(
v, v−1
2
, v−5
4
, v−1
4
)
or;
2. it has parameters (243,22,1,2).
Case: Difference Sets
Theorem 3.3. Let D be a (v, k, λ) difference set in an abelian group G. Then the sequence
(array) defined by
S = D − (G−D) + 1
is a high energy sequence (array) with up to three periodic side lobes. In the special
case where D ∩ D(−1) = ∅, the sequence (array) S will have only a two valued periodic
autocorrelation. Namely, the main lobe v − 1 with side lobes v − 4(k − λ).
Proof. Let D be a (v, k, λ) difference set in an abelian group G. Then
DD(−1) = k − λ+ λG
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and its complement, G \D, is a (v, v − k, v − k + 2λ) satisfying
(G−D)(G−D)(−1) = k − λ+ (v − 2k + λ)G.
Without loss of generality we assume that 1 /∈ D. Consider the sequence (array) defined
by S = D − (G−D) + 1 and examine its autocorrelation SS(−1).
SS(−1) = [(2D + 1)−G]
[
(2D(−1) + 1)−G
]
= 4DD(−1) + 2D + 2D(−1) + 1 + [v − (4k + 2)]G
= 2D + 2D(−1) + 1 + 4 [(k − λ) + λG] + (v − 4k − 2)G
= 2D + 2D(−1) + 4(k − λ) + 1 + (v − 4k + 4λ− 2)G.
This calculation shows that the side lobe values are dependent on the intersection of el-
ements in D and D(−1). In particular, take the side lobe corresponding to the sequence
element xi and its side lobe value Ci. By the previous calculation
Ci =

v − 4(k − λ)− 2, if xi /∈ D ∪D(−1),
v − 4(k − λ), if xi ∈ D or xi ∈ D(−1),
v − 4(k − λ) + 2, if xi ∈ D ∩D(−1).
In the special case where D satisfies D + D(−1) + 1 = G, D is referred to as a skew
symmetric difference set, then all side lobes collapse into a single value. In particular, all
side lobe values will be v − 4(k − λ) + 2. Further, it is shown by use of Theorem 3.1 that
this can only occur when the difference set has Paley parameters.
Example 3.1. As an example of Theorem 3.3, take the famous Singer difference set (m-
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sequence) of length 15. This sequence is given by
D = [+ + +−+ +−−+−+−−−−]
and its ACF can be calculated to be
C(D) = [15−−−−−−−−−−−−−−−].
Using Theorem 3.3,
S = [0 + +−+ +−−+−+−−−−]
whose ACF is four valued. This ACF is calculated to be
C(S) = [14−−+− (−3) +−−+ (−3) −+−−].
Case: Partial Difference Sets
Theorem 3.4. Let D be a (v, k, λ, µ) partial difference set in an abelian group G. Then
the sequence (array) defined by
S = D − (G−D) + 1
is a high energy sequence (array) with up to two periodic side lobes. In the special case
where µ = λ + 1, the sequence (array) S will have only a two valued ACF . Namely, the
main lobe v − 1 with side lobes given by v + 4(µ − k) − 2 and v + 4(λ − k) + 2. In the
special case where µ − λ = 1, then a single valued periodic side lobe will exist and the
partial difference will either have Paley parameters or have the parameters (243, 22, 1, 2).
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Proof. Let D be a (v, k, λ, µ) partial difference set in an abelian group G. Then
DD(−1) = D2 = k + λD + µ(G−D − 1).
Without loss of generality assume that 1 /∈ D and examine the sequence (array) defined by
S = D − (G−D) + 1.
This sequence, S, is a high energy sequence whose periodic ACF , SS(−1), can be calcu-
lated by:
SS(−1) = [(2D + 1)−G]
[
(2D(−1) + 1)−G
]
= 4DD(−1) + 2D + 2D(−1) + 1 + [v − (4k + 2)]G
= 4D2 + 2D + 2D + 1 + [v − (4k + 2)]G
= 4D2 + 4D + 1 + [v − (4k + 2)]G
= 4 [k − µ+ (λ− µ)D + µG] + 4D + 1 + [v − 4k − 2]G
= 4(k − µ) + 1 + [4(λ− µ) + 4]D + [v + 4µ− 4k − 2]G.
This calculation shows that the side lobe values will take on one of two values. One for
entries in D and the other for when entries are not in D. In particular, take the side lobe
corresponding to the sequence element xi and its side lobe value Ci. By the previous
calculation:
Ci =

v + 4(µ− k)− 2, if xi /∈ D,
v + 4(λ− k) + 2, if xi ∈ D.
In the special case where µ − λ = 1, a single side lobe value will occur. Specifically, all
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side lobe values will have the single value given by v+ 4(µ− k)− 2. It has been shown by
Theorem 3.2 that this condition only holds for when the partial difference set satisfies the
Paley parameters or when D is the sporadic example with parameters (243, 22, 1, 2).
Example 3.2. As an example of Theorem 3.4, take the famous Paley partial difference set
of length 13. This binary sequence is given by
D = [−+−+ +−−−−+ +−+]
and its ACF can be calculated to be
C(D) = [13 − 3 + −3 − 3 + + + + − 3 − 3 + −3].
Using Theorem 3.3,
S = [0 +−+ +−−−−+ +−+]
whose periodic ACF is
C(S) = [12−−−−−−−−−−−−].
3.1.1 Optimal High Energy Ternary Sequence Construction (OHETS)
Take the constructions from Theorems 3.3 and 3.4. Using the cases where the sequences
have the Paley parameters, we call the resulting sequence, S, which is created by punctur-
ing, an Optimal High Energy Ternary Sequence (OHETS).
Theorem 3.5. Let q be an odd prime power. Let G = (GF (q),+) where S and N denote
the square and non-square elements of GF (q) \ {0}. Then the ternary sequence a = (ai)
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defined by
ai =

0, if i = 0,
+1, if i ∈ S,
−1, if i ∈ N,
satisfies that aa(−1) = (q − 1)− S −N in the group ring Z[G]. That is to say that all
side lobes of a are −1 and the main lobe is q − 1.
Proof. We break this into two cases. Case 1 is for q ≡ 3 (mod 4) and Case 2 is for
q ≡ 1 (mod 4).
Case 1: Assume that q ≡ 3 (mod 4). Then the sequence a = S −N has an ACF , aa(−1),
computed by
aa(−1) = (S −N)(S −N)(−1)
= SS(−1) +NN (−1) − SN (−1) −NS(−1).
Next, using Equation (1.9) for the first two terms and Lemmas 1.2 and 1.3 for the last two
terms we get
aa(−1) = 2
[(
q + 1
4
)
+
(
q − 3
4
)
G
]
−
(
q + 1
2
)
G+
(
q + 1
2
)
+ (G− 1)
=
(
q + 1
2
)
+
(
q − 3
2
)
G−
(
q + 1
2
)
G+
(
q + 1
2
)
+ (G− 1)
=
(
2q + 2 + 2q + 2− 4
4
)
+
(
2q − 6− 2q − 2 + 4
4
)
G
= q −G.
This finishes Case 1.
Case 2: Assume that q ≡ 1 (mod 4). Then the sequence a = S − N and we examine its
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autocorrelation aa(−1) directly. Note that
aa(−1) = (S −N)(S −N)(−1)
= SS(−1) +NN (−1) − SN (−1) −NS(−1)
= S2 +N2 − 2SN
by Equations (1.15) and (1.16). Now expanding by using the equations with Example 1.2
and Lemma 1.4:
aa(−1) =S2 +N2 − 2SN
=(q − 1) +
(
q − 5
4
)
(S +N) +
(
q − 1
4
)
(S +N) + ...
...− 2
[(
q − 1
4
)
G−
(
q − 1
4
)]
=(q − 1) +
(
q − 5
4
)
(G− 1) +
(
q − 1
4
)
(G− 1)−
(
q − 1
2
)
G+
(
q − 1
2
)
=
(
4q − 4− q + 5− q + 1 + 2q − 2
4
)
+
(
q − 5 + q − 1− 2q + 2
4
)
G
=q −G.
This completes the proof as the ACF side lobes are clearly −1.
Remark: The case for q ≡ 1(mod4) above provides optimal sequences. That is to say
that these sequences provide the minimum possible sum of squares in the coefficients of
their ACF . This is important as the Paley sequences for q ≡ 3 (mod 4) (See Example 1.1)
give ACF coefficients of−1 and the case for q ≡ 1(mod4) (See Example 1.2) give 1s and
−3s. Thus, our sequences provide a better (smaller) sum of squares for the q ≡ 1 (mod 4)
case.
Proof. For the OHETSs above we assume prime power period q with a single punctured
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position at i = 0. Thus, the dot product of the original sequence a with any of its translates
will result in exactly two entries being multiplied by the 0. This implies exactly two values
of the dot product will cancel out, leaving q − 2 terms each of which is ±1. This means
that an odd number of ±1s are being summed and the final value can not be even (i.e. can
not be 0). Therefore, these new sequences provide the optimal value for the sum of squares
since (±1)2 is the smallest odd integer.
3.1.2 List of Optimal High Energy Ternary Sequences and Arrays
In Table 3.1, we show the OHETS sequences for the first lengths up to N = 31. Note that
these ternary sequences are clearly high in energy.
Period Sequence
3 [0 +−]
5 [0 +−−+]
7 [0 + +−+−−]
11 [0 +−+ + +−−−+−]
13 [0 +−+ +−−−−+ +−+]
17 [0 + +−+−−−+ +−−−+−+ +]
19 [0 +−−+ + + +−+−+−−−−+ +−]
23 [0 + + + +−+−+ +−−+ +−−+−+−−−−]
29 [0 +−−+ + + +−+−−−+−−+−−−+−+ + + +−−+]
31 [0 + +−+ +−+ + + +−−−+−+−+ + +−−−−+−−+−−]
Table 3.1: The first ten OHETS
These OHETS sequences have optimalACF , as we proved, however their aACF s are
not optimal. We present them in Table 3.2. For the aACF we present the one associated
with the shift, of the original sequence in Table 3.1, providing the largest Golay merit factor.
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Period Aperiodic correlation
3 [2 -1 0]
5 [4 0 0 -1 -1]
7 [6 0 -1 -1 0 0 -1]
11 [10 0 -1 -1 -2 -1 0 1 0 0 -1]
13 [12 -2 1 -2 0 -1 0 -1 0 -1 1 -2 1]
17 [16 0 -1 0 -1 1 2 -1 0 -1 0 -3 -2 0 -1 0 -1]
19 [18 0 1 0 0 -1 -2 -1 -2 -1 0 1 0 1 0 -1 -1 -2 -1]
23 [22 0 -3 0 1 -2 -3 -1 0 -1 -2 1 -2 1 0 -1 0 2 1 -2 -1 2 -1]
29 [28 0 -1 0 1 0 1 2 -2 -1 0 3 0 1 0 -1 -2 -1 -4 -1 0 1 -3 -2 -1 -2 -1 0 -1]
31 [30 0 1 2 1 0 -1 0 1 -4 -1 -1 -2 1 0 -1 0 -1 -2 1 0 0 3 -2 -1 0 -1 -2 -3 -2 -1]
Table 3.2: Aperiodic autocorrelations of the first ten OHETS (using the shift with highest
GMF ).
In Table 3.3, we show the first two OHETS based arrays whose ACF s are again
optimal.
Period Array
3× 3
0 − −+ + −
+ − +

5× 5

0 − − − −
+ + − + −
+ + + − −
+ − − + +
+ − + − +

Table 3.3: The first two optimal high energy arrays.
3.1.3 Generation of Conference Matrices with Group Developed Core
from OHETS
A conference matrix, C, is a square ternary sequence with exactly one zero entry per row
(column) satisfying CCT = kI for some constant k and identity matrix I . These objects
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are known not to exist in general if they are cyclically developed, however, we can generate
an almost-cyclically developed conference matrix using our OHETS sequences.
Theorem 3.6. A conference matrix, C, of size q + 1, where q is an odd prime, exists where
its border consists of all +1s and the core (non-border entries) is a cyclically developed
matrix from an OHETS.
Proof. Let a be any OHETS of length q. Define A as the matrix consisting of the sequence
a and all of its cyclic shifts. Thus A is a cyclically developed square matrix of size q × q.
Define a new matrix C by taking A and bordering it on the left and the top by a column and
row of +1s and let C1,1 = 0. C can be visualized as in Figure 3.1.
C =

0 + · · · +
+
... A
+

Figure 3.1: Construction of a conference matrix with a group developed core.
The matrix C has the property that CCT = qIq+1 where In is the identity matrix of size n.
This can be easily verified by looking at the dot product of any two rows of C. Let i and j
represent the row and column indices of C respectively.
Case 1: (i = j) It is clear when any row of C is dotted with itself that the answer is q. This
is trivially true for the first row of C by construction. For all other rows, by definition A
has q − 1 non-zero entries and one more is added to the left. Thus, any row dotted with
itself is q.
Case 2: (i 6=, j 6= 1) For any two rows, both of which are not the first of C, there is exactly
one extra copy of +1 to the dot product. Since all other terms of the product comes from a
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OHETS and its shift, then their dot product is −1 by construction. Then, +1 + −1 = 0 is
the dot product of any two such rows.
Case 3: (i = 1 and j > 1) If the first row is involved, then note the 0 at the beginning means
the dot product will only consist of the sum of entries in the original OHETS. Thus, the
product will simply be the sum of terms in the sequence a. By construction, these OHETS
are balanced when looking at the number of ±1s and thus the dot product is again 0.
This proves that CCT = qIq+1. Further, it is a conference matrix as each row contains
exactly one 0 element.
Example 3.3. Using the data provided in Table 3.1 we can construct such a conference
matrix of size 6. Let a = [0 +−−+]. Then we can develop A cyclically so that
A =

0 + − − +
+ 0 + − −
− + 0 + −
− − + 0 +
+ − − + 0

and then construct C by
C =

0 + + + + +
+ 0 + − − +
+ + 0 + − −
+ − + 0 + −
+ − − + 0 +
+ + − − + 0
 .
It can be verified that CCT = 5I6.
53
3.2 High Energy Binary Peak Shifting Sequence Construc-
tion (HEBPSS)
Using the properties of the perfect squares in the field GF (q) as above, we prove the exis-
tence of another infinite family of sequences which reside in the group H = Z2 ×G. Here
we have q ≡ 1 (mod 4) is a prime and G = GF ((q),+). This family has the property that
their main lobe is of size q, with exactly two side lobes of size 3(q−1)
4
and all remaining side
lobes of q−1
2
. Further, these sequences are flexible in that the position of the 3(q−1)
4
side lobe
pair can be moved around, in some sense. Thus the term “peak shifting”. We first show the
proof for this family of binary sequences. In Theorem 3.7, the notation of S(xj), for some
subset S ⊂ G, is defined to be the resulting set in Z2q after embedding G = Zq in to Z2q
and applying the function x→ xj to all elements of S.
Theorem 3.7. Let q ≡ 1 (mod 4) be a prime and let P be the set of all non-zero squares in
G. Then, working in the group Z2q, we define the binary sequence given by b = P (x2)(1 +
x2k+1) + x2k+1, of period 2q, where we fix a value k ∈ {0, 1, 2, ..., q−1
2
}. This sequence
has a ACF with the main lobe of q, exactly two side lobes of size 3(q−1)
4
positioned at the
entries x2k+1 and x−2k−1, and all other side lobes have a value of q−1
2
. In the special case
where k = q−1
2
, then all side lobes have a value of q−1
2
except the midpoint which will take
on the value q − 1.
Proof. Let q be a prime where q ≡ 1 (mod 4) and assume that P is the set of all non-zero
squares in Zq. Let b = P (x2)(1 + y) + y. We use the substitution y = x2k+1 to make
the following proof easier to read. We proceed by computing the autocorrelation function
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bb(−1) directly and noting that P (x2) = P (−1)(x2) by Equation (1.15).
bb(−1) = [P (x2)(1 + y) + y][P (−1)(x2)(1 + y−1) + y−1]
= P (x2)P (x2)(2 + y + y−1) + P (x2)(2 + y + y−1) + 1
= [P (x2)P (x2) + P (x2)][2 + y + y−1] + 1.
Now, use Equation (1.13) for the expansion of P (x2)P (x2):
bb(−1) =[P (x2)P (x2) + P (x2)][2 + y + y−1] + 1
=
[[
q − 1
2
+
q − 5
4
P (x2) +
q − 1
4
N(x2)
]
+ P (x2)
]
[2 + y + y−1] + 1
=q +
q − 1
2
y + P (x2)
(
q − 1
2
+
q − 1
4
y +
q − 1
4
y−1
)
+ ...
...+N(x2)
(
q − 1
2
+
q − 1
4
y +
q − 1
4
y−1
)
+
q − 1
2
y−1
=q +
q − 1
2
y +
q − 1
2
(P (x2) +N(x2)) + ...
...+
q − 1
4
(P (x2) +N(x2))(y + y−1) +
q − 1
2
y−1. (3.1)
At this point, note that the term q−1
2
(P (x2)+N(x2)) contains every non-zero even power of
x exactly once. Next we examine the fourth part of the expansion above, whose coefficient
is q−1
4
separately. We will prove that (P (x2) +N(x2))(y+ y−1) contains y and y−1 exactly
once each and all other odd powers of x exactly twice. First, by Equation (1.17), we have
that G = P + N + 1 in the group Zq. Thus, in the group Z2q, we have that G(x2) =
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P (x2) +N(x2) + 1. This allows us to write:
(P (x2) +N(x2))(y + y−1) = (P (x2) +G(x2)− P (x2)− 1)(y + y−1)
= (G(x2)− 1)(y + y−1)
= G(x2)y +G(x2)y−1 − y − y−1. (3.2)
SinceG(x2) clearly contains all even powers of x, thenG(x2)y andG(x2)y−1 must contain
all odd powers of x each. Recall that y = x2k+1 is itself an odd power of x. Thus,
G(x2)y +G(x2)y−1 − y − y−1 = y + y−1 + 2
∑
m 6=k
x2m+1. (3.3)
We can now substitute Equation (3.3) into Equation (3.1) yielding
bb(−1) = q +
q − 1
2
y +
q − 1
2
(P (x2) +N(x2)) +
q − 1
4
(P (x2) +N(x2))(y + y−1) +
q − 1
2
y−1
= q +
q − 1
2
y +
q − 1
2
(P (x2) +N(x2)) +
q − 1
4
(y + y−1 + 2
∑
m 6=k
x2m+1) +
q − 1
2
y−1
= q +
3(q − 1)
4
y +
q − 1
2
(P (x2) +N(x2)) +
q − 1
2
(
∑
m6=k
x2m+1) +
3(q − 1)
4
y−1.
This shows the sequence b has the main lobe q, all side lobes are q−12 except exactly the side lobe
pair y and y−1 whose values are 3(q−1)4 . Finally, look at the special case where k =
q−1
2 . This
implies that y = y−1 as y = x2k+1 = xq = x−q = y−1 where powers are computed modulo 2q.
This results in a change to Equation (3.2) making
(P (x2) +N(x2))(y + y−1) = (P (x2) +G(x2)− P (x2)− 1)(y + y−1)
= (G(x2)− 1)(y + y)
= 2y(G(x2)− 1). (3.4)
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When Equation (3.4) is substituted into Equation (3.1) we now get
bb(−1) = q +
q − 1
2
y +
q − 1
2
(P (x2) +N(x2)) +
q − 1
4
(2y(G(x2)− 1)) + q − 1
2
y
= q +
q − 1
2
y +
q − 1
2
(P (x2) +N(x2)) +
q − 1
2
(y(G(x2)− 1)) + q − 1
2
y
= q + (q − 1)y + q − 1
2
[
(P (x2) +N(x2) + (y(G(x2)− 1))
]
.
This calculation shows the main lobe of size q, all side lobes (excluding y) of size q−12 , and a single
peak at the midpoint y of size q − 1.
The previous construction works for sequences, but generalizes nicely to the more
general domain of arrays which we show next. It is our hope that with the rapid advance-
ment of technology that engineering applications that employ sequences could easily be
adapted using their higher dimensional array counterparts instead; the advantage being ar-
rays embrace a much larger spectrum, in comparison with their sequence compeers.
Theorem 3.8. LetH = Z2×G be the group where Z2 =< t > andG is the additive group
of the finite field GF (q) where q ≡ 1 (mod 4) is a prime power. Let g be any element of
G and P represent the set of all non-zero squares in GF (q). Then the group ring object, in
Z[H] where we write the group H multiplicatively, W = P (1 + tg) + tg satisfies that its
periodic autocorrelation has the main lobe of size q, side lobes of size q−1
2
and exactly two
side lobes represented by the elements tg and tg−1 of size 3(q−1)
4
. If g = g−1 then the two
larger side lobes merge together with size q − 1 at t because g = g−1 implies g = 1 since
|G| is odd and hence tg = t.
Proof. Compute the ACF directly using virtually identical arguments as in Theorem 3.7.
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Note that gG = G and G+ tG = H .
WW (−1) = (P (1 + tg) + tg)
(
P (1 + tg−1) + tg−1
)
=
[(
q − 1
2
)
+
(
q − 1
4
)
(G− 1)
] [
2 + tg + tg−1
]
+ 1
=
(
q + 1
2
)
+
(
q − 1
2
)
H +
(
q − 1
4
)
(tg + tg−1)
showing that the main lobe has size q, every side lobe has a value of q−1
2
and the two side
lobes represented by tg and tg−1 have a value of 3(q−1)
4
and in the case where tg = tg−1 = t
we get a single side lobe with value q − 1. Thus W is the array we set out to describe.
List of High Energy Binary Peak Shifting Sequences and Arrays
In Table 3.4, we show the first five HEBPS sequences explicitly as binary, {0, 1}, objects.
q HEBPS Sequence
5 [0 + + + 0 0 0 0 + +]
13 [0 + + + 0 0 + + + + 0 0 0 0 0 0 0 0 + + + + 0 0 + +]
17 [0 + + + + + 0 0 + + 0 0 0 0 0 0 + + + + 0 0 0 0 0 0 + + 0 0 + + + +]
29 [0 + + + 0 0 0 0 + + + + + + + + 0 0 + + 0 0 0 0 0 0 + + 0
0 0 0 + + 0 0 0 0 0 0 + + 0 0 + + + + + + + + 0 0 0 0 + +]
37 [0 + + + 0 0 + + + + 0 0 0 0 + + 0 0 + + + + + + + + 0 0 0 0 0 0 + + 0 0 0
0 0 0 0 0 + + 0 0 0 0 0 0 + + + + + + + + 0 0 + + 0 0 0 0 + + + + 0 0 + +]
Table 3.4: List of first five HEBPSSs with k = 0.
To demonstrate the “peak shifting” capability of this construction, in Table 3.5, we
examine the three distinct shifts of the length 10 HEBPSS. Note the translation of the
periodic autocorrelation side lobe of value 3 as it approaches the midpoint.
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k Sequence Periodic correlation
0 [0 + + + 0 0 0 0 + +] [5 3 2 2 2 2 2 2 2 3]
1 [0 + + + 0 + 0 0 + 0] [5 2 2 3 2 2 2 3 2 2]
2 [0 0 + + 0 + 0 + + 0] [5 2 2 2 2 4 2 2 2 2]
Table 3.5: List of all peak-shifts of HEBPSSs with period 2q = 10.
Lastly, we show in Table 3.6, we show the first two binary HEBPS arrays.
Period Array
3× 6
0 + + + + +0 0 0 0 + +
0 0 + + 0 0

5× 10

0 + + + + + + + + +
0 0 0 0 + + 0 0 + +
0 0 0 0 0 0 + + + +
0 0 + + + + 0 0 0 0
0 0 + + 0 0 + + 0 0

Table 3.6: The first two high energy binary peak shifting arrays.
3.2.1 Conversion From Binary {0, 1} to {−1, 1} Sequences (Arrays)
The sequences given in Theorem 3.7 are binary objects and have elements {0, 1}. It is
sometimes useful to convert these {0, 1} objects to {−1, 1} objects. They are essentially
the same sequences where all 0s have been replaced with −1s. The following proposition
gives a connection between the periodic side lobes of binary sequences which have been
converted from a {0, 1} to {−1, 1} sequence.
Proposition 3.1. A binary {0, 1} sequence a whose ACF is given by aa(−1) =
∑
λgg has
a corresponding binary {−1, 1} autocorrelation function ãã(−1) =
∑
µgg where
µg = |G| − 4(χ0(a)− λg). (3.5)
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In this formula, |G| represents the order of the group G and χ0 is the principal character
of the group G.
Proof. Let a =
∑
aigi be a (0, 1) sequence where gi represents the elements of a group
G. Define P = {gi|ai = 1} and N = {gi|ai = 0}. Note that a = P . Further, let the
autocorrelation function of a be given by aa(−1) =
∑
λgg. Now, define a new sequence
ã = P −N and label its autocorrelation function ãã(−1) =
∑
µg. Now we compute ãã(−1):
ãã(−1) =
∑
µgg
= (2P −G)(2P −G)(−1)
= (2P −G)(2P (−1) −G)
= 4PP (−1) − 2PG− 2P (−1)G+G2
= 4aa(−1) − 2|P |G− 2|P |G+ |G|G
= 4aa(−1) − 4|P |G+ |G|G
= |G|G− 4
(
|P |G− aa(−1)
)
= |G|G− 4
(
χ0(a)−
∑
λgg
)
.
This shows that
∑
µgg = |G|G− 4
(
χ0(a)G−
∑
λgg
)
.
We finish by fixing an element g∗ ∈ G.
µg∗g
∗ = |G|g∗ − 4 (χ0(a)g∗ − λg∗g∗)
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which shows that the correlations are related to one another by µg∗ = |G|−4 (χ0(a)− λg∗)
as claimed.
We finish this section by writing the sequences in Tables 3.4, 3.5, and 3.6 as binary
{−1, 1} objects.
q HEBPSS Sequence
5 [−+ + +−−−−++]
13 [−+ + +−−+ + + +−−−−−−−+ + + +−−+ +]
17 [−+ + + + +−−+ +−−−−−−+ + + +−−−−−−+ +−−+ + ++]
29 [−+ + +−−−−+ + + + + + + +−−+ +−−−−−−+ +−
−−−+ +−−−−−−+ +−−+ + + + + + + +−−−−+ +]
37 [−+++−−++++−−−−++−−++++++++−−−−−−++−−−
−−−−−++−−−−−−++++++++−−++−−−−++++−−++]
Table 3.7: List of first five HEBPSSs with k = 0.
k Sequence Periodic correlation
0 [−+ + +−−−−++] [10 +2 -2 -2 -2 -2 -2 -2 -2 +2]
1 [−+ + +−+−−+−] [10 -2 -2 +2 -2 -2 -2 +2 -2 -2]
2 [−−+ +−+−+ +−] [10 -2 -2 -2 -2 +6 -2 -2 -2 -2]
Table 3.8: List of all peak-shifts of HEBPSSs with period 2q = 10.
Period Array
3× 6
− + + + + +− − − − + +
− − + + − −

5× 10

− + + + + + + + + +
− − − − + + − − + +
− − − − − − + + + +
− − + + + + − − − −
− − + + − − + + − −

Table 3.9: The first two high energy binary peak shifting arrays.
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3.3 Sequences and Their Performance Measures
In this section we provide our new sequences given above, as well as other known se-
quences, and present them with computational properties. The properties we provide are:
Length, energy, energy efficiency, Golay merit factor, peak to max side lobe ratio, peak
to average side lobe ratio, peak to neighbor side lobe ratio, spectral peak to average ratio,
and Doppler tolerance. Many of these properties require the so-called aperiodic correlation
Function to be calculated for a given sequence. We define this first.
Definition 3.1. The Golay merit factor (GMF ) of a sequence a is defined by
GMF =
C2aper(0)
2
∑n−1
l=1 C
2
aper(l)
.
Definition 3.2. The peak to max side lobe ratio (PMSR) of a sequence is defined as
PMSR =
C2aper(0)
max{C2aper(m)}
where m 6= 0.
Definition 3.3. The peak to average side lLobe ratio (PASR) of a sequence is defined by
PASR =
C2aper(0)
mean{C2aper(m)}
.
Definition 3.4. The peak to neighbor side lobe ratio (PNSR) of a sequence is defined by
PNSR =
Caper(0)
C2aper(1)
.
Definition 3.5. The spectral peak to average ratio (SPAR), as described in [34], is cal-
culated in the following way: First we pad the sequence a with zeros on both sides. Call
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this new sequence b = [0 a 0]. The number of zeros, on both sides, is equal to the sequence
length itself. Second, create the vector F = |fft(b)|2 where fft is the Fast Fourier Trans-
form function in MATLAB. Finally, the SPAR can be found by:
SPAR =
max{F}
mean{F̂}
where F̂ = F \max{F}.
3.3.1 The Performance Measures of Selected Sequences
The data in Table 3.10 presents all of the relevant properties mentioned above for selected
sequences. Note that since the aperiodic correlation function of a function is dependent on
the sequence’s shift, of which there are n, these values have been calculated using the shift
providing the largest GMF . From this table, we seek to examine sequences which achieve
large E, Eeff , GMF , PMSR, PASR, PNSR and pGMF . We seek all other values to
be minimized.
From the sequences examines, we can see that our OHETS sequences provide a good
balance between the sequence’s Energy and its Golay merit factor. In particular, when com-
paring the OHETS to the Paley it will frequently improve the GMF - never losing much
if any. Another big advantage comes from our CE and PMF when examining the Paley
sequence to the OHETS sequence of the same length. This is especially true for lengths
which are congruent to 1 (mod 4) where we see large improvements in performance.
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Sequence Length E Eeff GMF PMSR PASR PNSR SPAR CE pGMF
HEBPSS 10 10 1 3.85 25 69.23 100 2.15 36 12.78
Barker 13 13 1 14.08 169 338 ∞ 1.97 12 14.08
OHETS 13 12 0.92 4 36 96 36 2.92 12 12
Singer 15 15 1 4.17 25 116.67 ∞ 2.51 14 16.07
OHETS 17 16 0.94 5.33 28.44 170.67 ∞ 1.83 16 16
HEBPSS 26 26 1 2.05 8.35 102.42 8.35 2.73 292 2.32
OHETS 29 28 0.97 5.94 49 332.60 ∞ 2.15 28 28
Paley 29 29 1 5.13 52.56 287.17 210.25 1.82 140 6.01
OHETS 31 30 0.98 6.338 56.25 380.28 ∞ 2.10 30 30
Singer 31 31 1 4.67 38.44 279.90 240.25 2.22 30 32.03
HEBPSS 34 34 1 2 6.84 132 6.84 2.76 516 2.24
HEBPSS 58 58 1 1.65 5.38 187.80 5.38 3.28 1572 2.14
OHETS 61 60 0.98 5.73 100 687.90 ∞ 2.28 60 60
Paley 61 61 1 5.85 103.36 702.08 930.25 2.13 300 12.40
Singer 63 63 1 4.65 110.25 576.30 992.25 2.92 62 64.02
HEBPSS 82 82 1 1.52 4.91 246.56 4.9116 4.0397 3204 2.10
OHETS 89 88 0.99 6.13 215.11 1078.28 ∞ 2.4777 88 88
Paley 89 89 1 5.76 123.77 1013.15 1980.25 1.98 440 18.00
HEBPSS 122 122 1 1.44 4.58 349.23 4.58 3.93 7204 2.07
OHETS 127 126 0.99 5.66 158.76 1425.78 ∞ 2.68 126 126
Singer 127 127 1 4.21 133.30 1061.23 ∞ 2.54 126 128.01
Table 3.10: Select sequences and their performance measures
3.4 Sets of Sequences With Good Properties
3.4.1 McLaughlin’s Algorithm for Generating Good Sets of Sequences
In this section, we take a look at an algorithm proposed by McLaughlin [34]. Given a
set of sequences it is good for applications if this set has an overall large average GMF ,
small average SPAR, and small average pairwise aperiodic cross-correlation. Ideally, each
sequence should have perfect periodic autocorrelations meaning the periodic side lobes are
all zero. McLaughlin’s patent suggests to start with a set of m perfect sequences which
are all inequivalent in the sense that no sequence in the set can be shifted to be another.
For each of these m sequences, he looks for the w shifts which give the smallest values of
SPAR
GMF
. The number of shifts,w, which are chosen for each sequence can be made as large or
small as wanted though choosing w > 2 greatly slows the computational process. Once the
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best w shifts for each sequence are found, he computes all possible wm (aperiodic) cross-
correlations and in the end chooses the set with the smallest average cross-correlation. It
is important to note here that we were not able to match his values for SPAR exactly and
thus we proceed by taking his starting set and using our SPAR program to generate our
own final set of sequences. This algorithm can be summarized by the following steps:
1. Obtain a set of sequences which are pairwise inequivalent by shifting.
2. For each sequence, find the w shifts with smallest SPAR
GMF
.
3. Generate all possible sets of sequences by using the shifts found in step 2.
4. For each set, compute all possible pairwise cross-correlations.
5. Compare the average cross-correlations and accept the set with smallest average
cross-correlation as the final, improved, set.
We start by looking at one example set given by McLaughlin: Below is McLaughlin’s
starting set of 20 perfect periodic ternary sequences with the main lobe 25.
− − + + − + + + + − + 0 + + + 0 − 0 − + 0 − − + − + + 0 0 + −
− 0 0 − − + − + + 0 + − 0 + 0 + + + 0 − − + + + − + + + − + −
− + − + − 0 + 0 0 + + − − 0 − + + + + + − + + + − 0 + + − 0 −
− + − + − + + − − + 0 + − − − 0 + 0 + + + + + 0 − + 0 0 + + −
− + + + − 0 + 0 0 + − + + 0 + − + − + + + + + − − 0 − − + 0 −
− + + + − + + 0 0 + − 0 + 0 + + − + + + 0 − − − − + − + 0 + −
0 − − − 0 + − + + − 0 + − + − + + + − − + + + 0 0 + 0 + + + −
0 − + + 0 − + + + − + + + + + − 0 − − + + 0 0 + 0 − + − + − −
0 + − − 0 − − + + + + + − + − + 0 + + − + 0 0 + 0 − + + + − −
0 + + − 0 + − + + + 0 − + + + + − + + − − − − 0 0 + 0 + − + −
+ − − + + + + + + − 0 + − + − 0 − 0 − + + − − 0 + + 0 0 + + −
+ − + 0 + 0 0 − − − − + + − + + + + − 0 + + + − + 0 − + + 0 −
+ − + + + − + + + − − 0 + + + 0 + 0 − + 0 + + − + − − 0 0 − −
+ 0 − + + + + − − 0 − + − − − + 0 + 0 + + 0 0 − + + − + + + −
+ 0 0 + + − + − − 0 + − 0 − 0 + + + 0 + − + + + + − + + − − −
+ 0 + − + − − − − 0 + + + − + + 0 + 0 − + 0 0 + + − + + + − −
+ + 0 0 + − 0 + + + + + 0 + 0 − − − + 0 + − − + + − + − + − −
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+ + 0 0 + + 0 − − + + − 0 − 0 − + − + 0 − + + + + + + − − + −
+ + + − + + − 0 0 + + 0 + 0 + − − − + − 0 − − + + + + − 0 + −
+ + + 0 + 0 0 + + + − − + + + − + − + 0 − + + − + 0 − − − 0 −
McLaughlin’s Ending Set of 20 Perfect Ternary Sequences where w = 1 after pro-
cessing with our program.
− + 0 − − + − + + 0 0 + − − − + + − + + + + − + 0 + + + 0 − 0
+ − + + 0 + − 0 + 0 + + + 0 − − + + + − + + + − + − − 0 0 − −
+ + − − 0 − + + + + + − + + + − 0 + + − 0 − − + − + − 0 + 0 0
− − − 0 + 0 + + + + + 0 − + 0 0 + + − − + − + − + + − − + 0 +
+ + + + − − 0 − − + 0 − − + + + − 0 + 0 0 + − + + 0 + − + − +
+ 0 0 + − 0 + 0 + + − + + + 0 − − − − + − + 0 + − − + + + − +
− + + + − − + + + 0 0 + 0 + + + − 0 − − − 0 + − + + − 0 + − +
0 0 + 0 − + − + − − 0 − + + 0 − + + + − + + + + + − 0 − − + +
+ − + − + 0 + + − + 0 0 + 0 − + + + − − 0 + − − 0 − − + + + +
− 0 0 + 0 + − + − 0 + + − 0 + − + + + 0 − + + + + − + + − − −
+ + − − 0 + + 0 0 + + − + − − + + + + + + − 0 + − + − 0 − 0 −
− − − + + − + + + + − 0 + + + − + 0 − + + 0 − + − + 0 + 0 0 −
− − 0 0 − − + − + + + − + + + − − 0 + + + 0 + 0 − + 0 + + − +
0 − + + − + + + − + 0 − + + + + − − 0 − + − − − + 0 + 0 + + 0
− 0 + + + 0 + − + + + + − + + − − − + 0 0 + + − + − − 0 + − 0
+ − + + + − − + 0 + − + − − − − 0 + + + − + + 0 + 0 − + 0 0 +
+ 0 + − − + + − + − + − − + + 0 0 + − 0 + + + + + 0 + 0 − − −
− 0 − 0 − + − + 0 − + + + + + + − − + − + + 0 0 + + 0 − − + +
+ + 0 + 0 + − − − + − 0 − − + + + + − 0 + − + + + − + + − 0 0
+ − + 0 − + + − + 0 − − − 0 − + + + 0 + 0 0 + + + − − + + + −
Measure Starting set Ending set
Average GMF 2.8169 5.3937
Average SPAR 3.0346 2.1086
Average aperiodic cross-correlation 2.4806 2.3919
Table 3.11: McLaughlin Starting vs. Ending Set (Perfect Ternary Sequences, Period 31,
Main Lobe 25)
Next, we wish to compare a set of our OHETSs to see if we can match, or beat, the
McLaughlin ending set shown above. We create our starting set by selecting our OHETS
of period 31 from the construction in Theorem 5.1. This sequence is given by
[0 + +−+ +−+ + + +−−−+−+−+ + +−−−−+−−+−−].
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We then add to this single sequence another which was found by computer search. The
second sequence, given by
[0 + + +−+ +−−−+ + + +−+−−−+−+−−+ + + +−+ +]
has the property that all of its periodic side lobes are either 1 or −1 (the previous sequence
has periodic side lobes which are all −1). We generate our starting set by computing all
possible combinations of shifts, negations and automorphisms of the two sequences and
reducing the resulting list by removal of any sequences which are cyclic shifts of another
in the list. The definitions for these operations are as follows:
Definition 3.6. The (cyclic) shift by n places of a sequence a of period N , written as the
group ring object A =
∑N−1
m=0 amx
m where G =< x >, is
Axn =
N−1∑
m=0
amx
m+n
for some integer n.
Definition 3.7. The negation of a sequence a of period N , written as the group ring object
A =
∑N−1
m=0 amx
m where G =< x >, is
−A =
N−1∑
m=0
−amxm.
Definition 3.8. An automorphism of a sequence a of period N , written as the group ring
object A =
∑N−1
m=0 amx
m where G =< x >, is
A(xn) =
N−1∑
m=0
amx
mn
for some integer n where gcd(n,N) = 1.
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These are well known operations and will preserve the properties of a sequence’s
ACF . Using our program based on McLaughlin’s algorithm described above we arrived at
our starting set of 20 sequences, from the original two, shown here:
0 + +−+ +−+ + + +−−−+−+−+ + +−−−−+−−+−−
0 + + +−+ +−−−+ + + +−+−−−+−+−−+ + + +−+ +
0−+−+−+ +−−+ + +−−−−+−+ + + + + +−+ +−+ +
0 + + +−+ +−+ + +−−+ + + +−+ +−−−−−+ +−+−+
0−−+ +−−+ + +−+ + + + +−+−−+ + + + +−−+−+−
0−−+−−+−+ +−+−+ + + + + +−−−+ + +−+ + +−+
0−+−+−−+ + + + +−−+−+ + + + +−+ + +−−+ +−−
0 + +−+ +−+ + + + + +−+−−−−+ + +−−+ +−+−+−
0 +−+−+ +−−−−−+ +−+ + + +−−+ + +−+ +−+ + +
0 +−+ + +−+ + +−−−+ + + + + +−+−+ +−+−−+−−
0−−−+−−+ + +−−−−+−+ + +−+−+ +−−−−+−−
0 +−+−+−−+ +−−−+ + + +−+−−−−−−+−−+−−
0−−−+−−+−−−+ +−−−−+−−+ + + + +−−+−+−
0 + +−−+ +−−−+−−−−−+−+ +−−−−−+ +−+−+
0−−+−−−−+ +−+−+ + +−+−−−−+ + +−−+−−−
0 + +−+ +−+−−+−+−−−−−−+ + +−−−+−−−+−
0 +−+−+ +−−−−−+ +−+−−−−−+−−−+ +−−+ +
0−−+−−+−−−−−−+−+ + + +−−−+ +−−+−+−+
0−+−+−−+ + + + +−−+−−−−+ +−−−+−−+−−−
0−+−−−+−−−+ + +−−−−−−+−+−−+−+ +−+ +
The result of our program for producing the ending set produces:
−−−+ + + +−+−−−+−+−−+ + + +−+ + 0 + + +−+ +
−−+−+ + + + + +−+ +−+ +0−+−+−+ +−−+ + +−−
+ +−+ + +−−+ + + +−+ +−−−−−+ +−+−+0 + + +−
+ +−+−−+ + + + +−−+−+− 0−−+ +−−+ + +−+ + +
+−+ +−+−+ + + + + +−−−+ + +−+ + +−+ 0−−+−−
+ + +−+ + +−−+ +−− 0−+−+−−+ + + + +−−+−+ +
−−+ + +−−+ +−+−+−0 + +−+ +−+ + + + + +−+−−
−+ + +0 +−+−+ +−−−−−+ +−+ + + +−−+ + +−+ +
−−+−− 0 +−+ + +−+ + +−−−+ + + + + +−+−+ +−+
+ + +−−−−+−+ + +−+−+ +−−−−+−−0−−−+−−
+ +−+−−−−−−+−−+−−0 +−+−+−−+ +−−−+ +
−−+−−−+ +−−−−+−−+ + + + +−−+−+−0−−−+
−−+−+ +−−−−−+ +−+−+ 0 + +−−+ +−−−+−−−
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−−+−−−0−−+−−−−+ +−+−+ + +−+−−−−+ + +
−+−−+−+−−−−−−+ + +−−−+−−−+− 0 + +−+ +
−−−+−−−+ +−−+ + 0 +−+−+ +−−−−−+ +−+−−
+ +−−−+ +−−+−+−+0−−+−−+−−−−−−+−+ +
+−−−0−+−+−−+ + + + +−−+−−−−+ +−−−+−−
+ +−+ + 0−+−−−+−−−+ + +−−−−−−+−+−−+−
−−−−+−−+−−0 + +−+ +−+ + + +−−−+−+−+ + +
The relevant properties for these sets are as follows:
Measure Starting set Ending set
Average GMF 2.9640 5.3189
Average SPAR 2.7618 1.9463
Average aperiodic cross-correlation 3.0871 3.0452
Table 3.12: OHETSs Starting vs. Ending Set (Period 31)
Thus, we are able to provide a set of 20 near-perfect (periodic side lobes are ±1 in-
stead of 0) sequences with higher energy, lower SPAR, and comparable average GMF
and cross-correlations using our OHETSs when compared to McLaughlin’s example.
In the same patent, McLaughlin also gives an example of 12 perfect ternary sequences
with the main lobe of size 16. His starting set is given by:
− − 0 − + 0 0 − + + 0 0 0 0 + − 0 + 0 + 0 0 + 0 0 0 + 0 + + −
− − + − 0 + + − 0 0 0 + 0 + 0 − + 0 + 0 0 0 0 + + 0 0 + 0 0 −
0 0 − 0 0 − + 0 0 0 0 − 0 + + 0 − 0 + 0 0 0 + − + 0 + + + + −
0 0 − 0 + − 0 0 + + + − + 0 0 0 − + 0 + + + 0 − 0 + 0 0 0 0 −
0 0 0 0 − 0 + 0 − − + 0 + + 0 0 0 − + − + + 0 0 + + 0 + 0 0 −
0 0 0 0 + 0 − 0 + + + 0 + − 0 0 0 + − + + + 0 0 − + 0 − 0 0 −
0 0 + 0 0 + + 0 0 0 0 + 0 + − 0 + 0 + 0 0 0 − + + 0 − + − − −
0 0 + 0 + + 0 0 + + − + − 0 0 0 + + 0 + − − 0 + 0 − 0 0 0 0 −
+ + 0 + − 0 0 + − − 0 0 0 0 + + 0 − 0 − 0 0 + 0 0 0 + 0 + + −
+ + 0 + 0 0 0 + 0 0 − 0 − 0 + + 0 0 0 0 − − + 0 0 − + 0 + + −
+ + 0 + 0 0 0 + 0 0 + 0 + 0 − + 0 0 0 0 + + − 0 0 + − 0 − − −
+ + + + 0 + − + 0 0 0 + 0 − 0 + + 0 − 0 0 0 0 + − 0 0 − 0 0 −
and his ending set, after running through our program, gives:
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+ 0 0 0 0 + − 0 + 0 + 0 0 + 0 0 0 + 0 + + − − − 0 − + 0 0 − +
+ + 0 0 + 0 0 − − − + − 0 + + − 0 0 0 + 0 + 0 − + 0 + 0 0 0 0
0 0 − 0 + + 0 − 0 + 0 0 0 + − + 0 + + + + − 0 0 − 0 0 − + 0 0
− 0 + − 0 0 + + + − + 0 0 0 − + 0 + + + 0 − 0 + 0 0 0 0 − 0 0
− + 0 + + 0 0 0 − + − + + 0 0 + + 0 + 0 0 − 0 0 0 0 − 0 + 0 −
0 0 − 0 0 0 0 + 0 − 0 + + + 0 + − 0 0 0 + − + + + 0 0 − + 0 −
0 + 0 + − 0 + 0 + 0 0 0 − + + 0 − + − − − 0 0 + 0 0 + + 0 0 0
− 0 + 0 − 0 0 0 0 − 0 0 + 0 + + 0 0 + + − + − 0 0 0 + + 0 + −
+ 0 + + − + + 0 + − 0 0 + − − 0 0 0 0 + + 0 − 0 − 0 0 + 0 0 0
+ 0 0 − 0 − 0 + + 0 0 0 0 − − + 0 0 − + 0 + + − + + 0 + 0 0 0
+ − 0 0 + − 0 − − − + + 0 + 0 0 0 + 0 0 + 0 + 0 − + 0 0 0 0 +
+ − 0 0 − 0 0 − + + + + 0 + − + 0 0 0 + 0 − 0 + + 0 − 0 0 0 0
Measure Starting set Ending set
Average GMF 2.5514 5.5013
Average SPAR 2.9595 2.1521
Average aperiodic cross-correlation 1.4409 1.3710
Table 3.13: McLaughlin Starting vs. Ending Set (Perfect Ternary Sequences, Period 31,
Main Lobe 16)
We attempt to better his set by taking two inequivalent perfect ternary sequences of
period 31 with the main lobe 16. These two sequences are given by
[−−− 0−+ 0 0−+ + 0 0 0 0 +−0 + 0 + 0 0 + 0 0 0 + 0 + +]
and
[− 0 0 + 0 0 + + 0 0 0 0 + 0 +− 0 + 0 + 0 0 0−+ + 0−+−−].
Using our method of finding all possible shifts, negations, and automorphisms, followed
by removing any sequences which are cyclic shifts of another, we can create a starting set
of 22 such perfect ternary sequences given by:
0 + + − − − 0 − + 0 0 − + + 0 0 0 0 + − 0 + 0 + 0 0 + 0 0 0 +
0 + − + 0 + + + + − 0 0 − 0 0 − + 0 0 0 0 − 0 + + 0 − 0 + 0 0
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0 0 − + − + + 0 0 + + 0 + 0 0 − 0 0 0 0 − 0 + 0 − − + 0 + + 0
0 0 + 0 − 0 + + 0 − 0 0 0 0 + − 0 0 − 0 0 − + + + + 0 + − + 0
0 0 − 0 0 + 0 + + 0 0 + + − + − 0 0 0 + + 0 + − − 0 + 0 − 0 0
0 − − + + + 0 + − 0 0 + − − 0 0 0 0 − + 0 − 0 − 0 0 − 0 0 0 −
0 − + − 0 − − − − + 0 0 + 0 0 + − 0 0 0 0 + 0 − − 0 + 0 − 0 0
0 0 + − + − − 0 0 − − 0 − 0 0 + 0 0 0 0 + 0 − 0 + + − 0 − − 0
0 0 − 0 + 0 − − 0 + 0 0 0 0 − + 0 0 + 0 0 + − − − − 0 − + − 0
0 0 + 0 0 − 0 − − 0 0 − − + − + 0 0 0 − − 0 − + + 0 − 0 + 0 0
0 0 0 0 − − + 0 0 − + 0 + + + − − 0 − 0 0 0 − 0 0 − 0 − 0 + −
0 − + − − − 0 0 + 0 0 + + 0 0 0 0 + 0 + − 0 + 0 + 0 0 0 − + +
0 0 + − + + + 0 0 − + 0 − 0 0 − 0 0 0 0 + 0 − 0 + + + 0 + − 0
0 0 + 0 0 − 0 − 0 + + 0 0 0 0 − − + 0 0 − + 0 + + − + + 0 + 0
0 0 0 0 − 0 0 − 0 + − 0 0 + + + − + 0 0 0 − + 0 + + + 0 − 0 +
0 + − − 0 0 0 0 + + 0 − 0 − 0 0 + 0 0 0 + 0 + + − + + 0 + − 0
0 + − + + + 0 0 − 0 0 − − 0 0 0 0 − 0 − + 0 − 0 − 0 0 0 + − −
0 0 − + − − − 0 0 + − 0 + 0 0 + 0 0 0 0 − 0 + 0 − − − 0 − + 0
0 0 − 0 0 + 0 + 0 − − 0 0 0 0 + + − 0 0 + − 0 − − + − − 0 − 0
0 0 0 0 + 0 0 + 0 − + 0 0 − − − + − 0 0 0 + − 0 − − − 0 + 0 −
0 − + + 0 0 0 0 − − 0 + 0 + 0 0 − 0 0 0 − 0 − − + − − 0 − + 0
0 − 0 0 0 0 − − 0 0 − 0 0 + + + − + 0 − − + 0 0 0 − 0 − 0 + −
After this starting set is processed by our program, we get the following set of 22 perfect
ternary sequences:
+ 0 0 0 0 + − 0 + 0 + 0 0 + 0 0 0 + 0 + + − − − 0 − + 0 0 − +
0 0 − 0 + + 0 − 0 + 0 0 0 + − + 0 + + + + − 0 0 − 0 0 − + 0 0
− + 0 + + 0 0 0 − + − + + 0 0 + + 0 + 0 0 − 0 0 0 0 − 0 + 0 −
+ − 0 0 − 0 0 − + + + + 0 + − + 0 0 0 + 0 − 0 + + 0 − 0 0 0 0
− 0 + 0 − 0 0 0 0 − 0 0 + 0 + + 0 0 + + − + − 0 0 0 + + 0 + −
− 0 0 0 0 − + 0 − 0 − 0 0 − 0 0 0 − 0 − − + + + 0 + − 0 0 + −
0 0 + 0 − − 0 + 0 − 0 0 0 − + − 0 − − − − + 0 0 + 0 0 + − 0 0
+ − 0 − − 0 0 0 + − + − − 0 0 − − 0 − 0 0 + 0 0 0 0 + 0 − 0 +
− + 0 0 + 0 0 + − − − − 0 − + − 0 0 0 − 0 + 0 − − 0 + 0 0 0 0
+ 0 − 0 + 0 0 0 0 + 0 0 − 0 − − 0 0 − − + − + 0 0 0 − − 0 − +
− + 0 0 − + 0 + + + − − 0 − 0 0 0 − 0 0 − 0 − 0 + − 0 0 0 0 −
0 + 0 + − 0 + 0 + 0 0 0 − + + 0 − + − − − 0 0 + 0 0 + + 0 0 0
0 0 − 0 0 0 0 + 0 − 0 + + + 0 + − 0 0 0 + − + + + 0 0 − + 0 −
0 0 + 0 0 − 0 − 0 + + 0 0 0 0 − − + 0 0 − + 0 + + − + + 0 + 0
− 0 + − 0 0 + + + − + 0 0 0 − + 0 + + + 0 − 0 + 0 0 0 0 − 0 0
+ 0 + + − + + 0 + − 0 0 + − − 0 0 0 0 + + 0 − 0 − 0 0 + 0 0 0
0 − 0 − + 0 − 0 − 0 0 0 + − − 0 + − + + + 0 0 − 0 0 − − 0 0 0
0 0 + 0 0 0 0 − 0 + 0 − − − 0 − + 0 0 0 − + − − − 0 0 + − 0 +
0 0 − 0 0 + 0 + 0 − − 0 0 0 0 + + − 0 0 + − 0 − − + − − 0 − 0
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+ 0 − + 0 0 − − − + − 0 0 0 + − 0 − − − 0 + 0 − 0 0 0 0 + 0 0
− 0 − − + − − 0 − + 0 0 − + + 0 0 0 0 − − 0 + 0 + 0 0 − 0 0 0
− − 0 0 − 0 0 + + + − + 0 − − + 0 0 0 − 0 − 0 + − 0 − 0 0 0 0
The relevant properties are given by Table 3.14.
Measure Starting set Ending set
Average GMF 3.6494 5.4460
Average SPAR 2.6113 2.1714
Average aperiodic cross correlation 1.6100 1.3783
Table 3.14: Our Starting vs. Ending Set (Perfect Ternary Sequences, Period 31, Main Lobe
16)
In this case we achieve very similar values to what McLaughlin was able to get. However,
we are able to introduce 10 more sequences into the set by looking for negations, shifts, and
automorphisms of two inequivalent sequences, thus providing a larger set to work with.
3.4.2 Modification to McLaughlin’s Algorithm
Here we describe our attempt to use a modified version of McLaughlin’s algorithm above
to generate “good” sets of high energy sequences. We define a “good” set of sequences to
have the properties:
1. Each sequence has a high GMF (a threshold GMF value must be defined).
2. The aperiodic autocorrelation side lobes of each sequence are small (see Equation
(3.6)).
3. The sequences are pair-wise orthogonal (See Proposition 3.2).
4. All sequences in the set are high in energy (we allow a single 0 entry).
To obtain such a set of sequences we start with a sequence (of OHETS type) from the
construction in Theorem 5.1. This sequence is turned into a set of n sequences, where n
is the length of the sequence, by cyclic shifts. This will generate n different sequences.
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From this set, we remove any sequences whoseGMF is below a threshold value. Next, we
further trim the list by choosing only sequences whose autocorrelations satisfy that their
side lobes all lie at, or less than, −13dB below the main lobe. That is, we wish to have
aperiodic autocorrelation side lobes satisfying, at worst:
10log
(
Caper(i)
Caper(0)
)
≤ −13 (3.6)
where i = 1, 2, ..., n − 1. The sequences which meet this condition are kept, the others
are removed. The resulting set is our “good” set. We aim to generate sets where this dB
threshold is −15dB, but will accept a value as large as −13dB.
Proposition 3.2. The nearly pair-wise orthogonality of our “good” set is met when the set
contains shifts of an OHETS sequence.
Proof. Orthogonality is measured by the usual dot product of two sequences. Thus we take
two sequences in our set, say S1 and S2, and compute their dot product. This is equivalent
to finding the main lobe of their cross-correlation. Since these two sequences are shifts of
one another, then S2 = S1xt for some integer t. Thus,
S1S2 = S1S1x
t.
It follows that the dot product will simply be a shift, by t units, of any such sequence’s
autocorrelation. That is to say that the dot product of two such sequences will be a side
lobe of their periodic ACF . By Theorem 5.1, all periodic side lobes, of a given OHETS,
are −1. Hence, the dot product of two such sequences is −1.
Remarks:
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1. Strict orthogonality is when the dot product is 0, but for our sequences this dot prod-
uct is guaranteed to always be−1, regardless of length. Thus, as the sequence length
increases, the set of sequences become closer to the ideal definition of pair-wise or-
thogonality in an asymptotic sense.
2. The condition of Equation (3.6) can be restated in terms of a fraction of the sequence
length as it implies that Caper(i) = 10−1.3C(0) = n−1101.3 ≈
n−1
20
. Thus, we are looking
for side lobes which are no larger than 1
20
of the main lobe’s value.
Tables of Some Good High Energy Sets
The following tables will provide examples of our so-called good sets from the previous
section. We specifically have run exhaustive searches for where the GMF is no lower than
5 and the autocorrelation ratios are no higher than -13dB. For lengths where multiple good
sets are found, we show the one with the smallest autocorrelation ratios. Due to the length
of the sequences we compact them by writing them in hexadecimal format. To achieve this
we follow these steps:
1. Take the first sequence in the set and find the single 0 value.
2. Replace all -1s in this sequence by 0.
3. Convert this binary {0, 1} sequence to a hexadecimal form by using MATLAB’s
binaryVectorToHex() function.
4. Find the zero locations of the remaining sequences in the set to determine how many
positions they are right-cyclically shifted from the first.
Using this process allows us to present only the first sequence in the set. By reversing
the process, one can generate the entire set (convert the starting sequence back to binary
form, replace all 0s with -1, puncture the sequence in its ’zero location’, and then generate
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the other by cyclically shifting to the right. ). Two tables are presented. The first gives the
starting sequence for each length, the second gives the remaining information.
Length Starting Sequence (In hexadecimal notation)
181 1B1508FD1D5C5F88546F3EC99AD251E1021E292D664DF3
251 5916C4D79D95D22B230A6E4BB27D6038E2121F2950883EEF56B07B7B8E3F941
509 1BD68BFEDE8FC0B750F08E3C19ECD29CA72966F3078E21E15DA07E2F6FFA2D7
B9232657580A76EAB0C8088E5E693A2CA5345C967A7110130D576E501AEA64C49
521 07BAF6477E451B05A34EBEB531A6752F36D9E95CCB195AFAE58B41B144FDC4DEB
BC8479221C58112985FD17030D3FC4D475AE2B23FCB0C0E8BFA194881A38449E21
1021 0B97207700E564168D4BC2A3035D79DF2E3176CA45D27B475716F25D129B7463
A7DCF5D6062A1E958B4135380770274EBB5BC99EB41DA775ED873FA2923394AB
EA0246BF9E577C4C80C6659168F0F459C67EE020DA1743240930BA16C101DF98
E68BC3C5A26998C04C8FBA9E7F589015F54A7312517F386DEBB96E0B5E64F6B7
1091 02A9C54A5CF2D11F04D981AE7392C04D8F85F349F3D5C299F51CB49D94F4D5CD
D5D22A262A686B236963A8335E2A1836982F0726FE5B18C53F326F83BA5862D6
AE355FF84A28304578D30AD7A0E8CA110F0B3D2013FE471328D2ED2B74CC2620
7A0998910403FDF76E66FA1FB9BCCD12B48B4EB371D8037FB432F0F77ACE8FA1
4AF34E15DF3EBADE0
2039 04A8FCE0F8A3909A12E4AE7ED7BE713E3D689E520FD4A8B83BB3B62C73DE7D1
D9AC4E3B9F7596D8AE37B49AF5CBCBBF01161628536909C5724B288311C6E53
23A0C218E5C91911F1756A07DAC374A1C1B8C10A40C56C5BD37B1D707C60756
FB027E732C9D006FB2CCE00B7A71D953A4528E80F04705CD6445F53778E5338
AA64B7FDB06E72B406BF52C102A232CFBCB444C7EAD2F1B48F483A3051128BB
DB59E1B0F811558B7BDD2A57F6C2764F9971660D91BC9015AB44212E5577E0F
278652422EB775F3A3ED0ED270B4A81CDDD2C20CB3BABF7CB5029FD2B189F24
012D9AAE3358E113505DD94C5F1DF0FE8EB5DA356471A12FF8CCB209FF46CB3
181BF2
Table 3.15: Starting sequences for good high energy sequence sets
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Length Set Size Min GMF Max Corr Ratio (dB) Zero Position Shifts
181 4 5.2976 -13.0103 38 0,10,96,106
251 4 5.0233 -13.1876 52 0,26,122,148
509 8 6.0032 -14.5059 127 0,1,2,4,252,254,255,256
521 2 6.0068 -15.1188 133 0,256
1021 208 5.0204 -15.0345 192 See Below
1091 8 6.0017 -16.0606 268 0,1,2,5,551,554,555,556
2039 504 5.0004 -16.1023 380 See Below
Table 3.16: Information for good high energy sequence sets
All shifts for length 1021:
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61
62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 91 92
95 96 98 99 117 118 119 120 121 122 123 124 125 513 514 515 516 517 518 519 520 521
539 540 542 543 546 547 550 551 552 553 554 555 556 557 558 559 560 561 562 563 564
565 566 567 568 569 570 571 572 573 574 575 576 577 578 579 580 581 582 583 584 585
586 587 588 589 590 591 592 593 594 595 596 597 598 599 600 601 602 603 604 605 606
607 608 609 610 611 612 613 614 615 616 617 618 619 620 621 622 623 624 625 626 627
628 629 630 631 632 633 634 635 636 637 638
All shifts for length 2039:
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 33 41 42
43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71
72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100
101 102 103 104 105 106 107 108 109 110 111 112 113 114 115 116 117 118 119 120 121
122 123 124 125 126 127 128 129 130 131 132 133 134 135 136 137 138 139 140 141 142
143 144 145 146 147 148 149 150 151 152 153 154 155 156 157 158 159 160 161 162 163
164 165 166 167 168 169 170 171 172 173 174 175 176 177 178 179 180 181 182 183 184
185 186 187 188 189 190 191 192 193 194 195 196 197 198 199 200 201 202 203 204 205
206 207 208 209 210 211 212 213 214 215 216 217 218 219 220 221 222 223 224 225 226
227 228 229 230 231 232 233 234 235 236 237 238 239 240 241 242 243 244 245 246 247
248 249 250 251 252 253 254 255 256 257 258 259 260 261 1019 1020 1021 1022 1023
1024 1025 1026 1027 1028 1029 1030 1031 1032 1033 1034 1035 1036 1037 1038 1039
1040 1041 1042 1043 1044 1045 1046 1047 1048 1049 1050 1051 1052 1053 1054 1055
1056 1057 1058 1059 1060 1061 1062 1063 1064 1065 1066 1067 1068 1069 1070 1071
1072 1073 1074 1075 1076 1077 1078 1079 1080 1081 1082 1083 1084 1085 1086 1087
1088 1089 1090 1091 1092 1093 1094 1095 1096 1097 1098 1099 1100 1101 1102 1103
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1104 1105 1106 1107 1108 1109 1110 1111 1112 1113 1114 1115 1116 1117 1118 1119
1120 1121 1122 1123 1124 1125 1126 1127 1128 1129 1130 1131 1132 1133 1134 1135
1136 1137 1138 1139 1140 1141 1142 1143 1144 1145 1146 1147 1148 1149 1150 1151
1152 1153 1154 1155 1156 1157 1158 1159 1160 1161 1162 1163 1164 1165 1166 1167
1168 1169 1170 1171 1172 1173 1174 1175 1176 1177 1178 1179 1180 1181 1182 1183
1184 1185 1186 1187 1188 1189 1190 1191 1192 1193 1194 1195 1196 1197 1198 1199
1200 1201 1202 1203 1204 1205 1206 1207 1208 1209 1210 1211 1212 1213 1214 1215
1216 1217 1218 1219 1220 1221 1222 1223 1224 1225 1226 1227 1228 1229 1230 1231
1232 1233 1234 1235 1236 1237 1238 1239 1247 1251 1252 1253 1254 1255 1256 1257
1258 1259 1260 1261 1262 1263 1264 1265 1266 1267 1268 1269 1270 1271 1272 1273
1274 1275 1276 1277 1278 1279 1280
An exhaustive computer search was used to produce all possible sets of OHETS se-
quences up to length 2039. Such sets have been created computationally for all prime
lengths up to 2048. The above sets were chosen to display because:
• Length 181 is the first set with a maximum correlation ratio of -13dB.
• Lengths 251, 509, 1021, and 2039 are near powers of 2.
• Length 521 is the first set with a maximum correlation ratio of -15dB.
• Length 1091 is the first set with maximum correlation ratio of -16dB.
Remark The above sets would be computationally challenging to get without the the-
oretical results from Theorem 5.1. In fact, the theorems presented in this paper were gener-
ated after doing exhaustive computational searches for preferable sequences and observing
patterns found within them. These initial searches only included lengths up through 32 as
the computational complexity grows rapidly. Such searches require the generation and ex-
amination of all 2n−1 possible sequences of each length n. Once generated, each sequence’s
autocorrelation function must be calculated, further slowing the process. The theorems
above allow for these sets to be generated nearly instantaneously (relatively speaking).
77
3.5 Application of OHETS and SCMs to Radar by Ambi-
guity Functions
Up to this point, the idea of OHETS, from Chapter 3, and SCMs, from Chapter 2, have
been identified. Now a quick comparison of example sequences will be done to show that
they may be applicable to radar applications as candidate transmission signals in pulsed
radar systems. In particular, three sequences of (roughly) equal length are compared: (1)
The OHETS of length 31, (2) a SCM of length 32, and the Singer sequence of length 31.
The ambiguity function of a sequence x(t) is defined as
A(τ, ν) =
∫ ∞
−∞
x(t)x∗(t− τ)e−2πiνtdt
as in [57],[56], and [55]. A sequence, if it is a good candidate for signal use, should have
a characteristic “pinpoint” center peak and be ideally flat every else in the 3D ambigu-
ity function. Ths following figures are generated using a custom codeset programmed in
MATLAB and uses MATLAB’s built-in Fast Fourier Transform function fft(x , n).
Figure 3.2 showing the normalized OHETS sequence’s ambiguity function with a pin-
point center, but with some noise away from the center. The comparable length SCM, in
Figure 3.3 shows a similar peak but with arguably better (smaller) side lobes. Finally, in
Figure 3.4 we compare to the Singer (m-) sequence which has been used in radar appli-
cations, such as in [42], which shows comparable side lobes to that of the SCM. While
both of the new sequence types appear to be exhibiting the desired pinpoint behavior, the
noise floor seems to be lower with the SCM which visually is similar to that of the Singer
sequence.
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Figure 3.2: 3D ambiguity function for OHETS sequence of length 31.
Figure 3.3: 3D ambiguity function for SCM sequence of length 32.
Figure 3.4: 3D ambiguity function for Singer sequence of length 31.
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3.6 Application of OHETSs to Frame Synchronization
Synchronization technology is an indispensable tool in wireless communication. Good
metrics to evaluate the performance of synchronization include: the probability of missing
synchronization and false synchronization, and frame synchronization time. In this section,
we utilize our new sequences and compare their synchronization performance with known
sequences including the well-known Barker codes. The simulation results show that the
new sequences do out-perform their previously known compeers.
Frame synchronization is a method used in digital communication systems to find
valid data in a transmission that consists of data frames. To realize frame synchronization,
the transmitter inserts a fixed data pattern at the start of each data frame to mark the start of
valid data. The receiver searches for the fixed pattern in each data frame and achieves frame
synchronization when the correlation between the input data and the fixed pattern is ideal.
The probability of missing synchronization and false synchronization, and frame synchro-
nization time are the main factors to influence the performance of the synchronization. See
[59] and [30] for more information. For some recent results on comparative analysis of
performance of different codes/sequences for frame synchronization based on probability
of missing synchronization, see [3].
A MATLAB program was used to simulate the chance of missed synchronization from
0 to 12dB in steps of 0.5dB. For each step, a simulation of size 10,000 was used in a Monte-
Carlo approach. The sequences being compared are in the following table followed by the
results.
Name Sequence
Barker Length 13 [+ + + + +−−+ +−+−+]
OHETS Length 13 [0 +−+ +−−−−+ +−+]
OHETS Length 23 [0 + + + +−+−+ +−−+ +−−+−+−−−−]
Perfect Pair Length 23 A = [+−−−−+−+−−+ +−−+ +−+−+ + + +]
B = [+ 0 0 0 0 + 0 + 0 0 + + 0 0 + + 0 + 0 + + + +]
Table 3.17: Sequences Compared for Frame Synchronization
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Figure 3.5: Frame synchronization of length 13 OHETS and Barker codes.
Figure 3.6: Frame synchronization of length 23 OHETS and perfect pair.
As Figures 3.5 and 3.6 show, the OHETSs offer performance advantages over both the
Barker sequence and the perfect pair sequences of equal lengths. This advantage is seen
throughout the dB range where the OHETS consistently give a lower probability of missed
synchronization. This suggests promising applications of these new OHETS in wireless
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communication systems.
3.7 Remarks and Problems
Remarks:
1. We also have found by computer search some sporadic examples of lengths 9 and 15
all of whose side lobes are 1 or -1, making these optimal. The sequences are given
by [+−−−−+− 0 +] and [+−−−−−−+−+ +−−+ 0] respectively.
2. By allowing exactly two zeros, we obtain further examples of such ternary sequences
of lengths 4, 5, 6, 7, 8, 9, 11, 13, 15, 16, 25, 27 by computer search. The following
table contains such examples by length:
Length Sequence
4 [+− 0 0]
5 [+−− 0 0]
6 [+− 0−− 0]
7 [+−−− 0− 0]
8 [+−−− 0 + 0 −]
9 [+−−−− 0 + 0 −]
11 [+−−−−−+ 0−+ 0]
13 [+−−−−−+−+ 0− 0 +]
15 [+−−−−− 0 0−+−+−−+]
16 [+−−−−− 0 +−− 0 +−+−+]
25 [+ 0 + + 0−−−−+ +−+ + +−+ + +−+−+ +−]
27 [+ 0 + + 0−−−+−+−−+ + +−+ + + + +−+−−+]
Table 3.18: Examples of optimal sequences of prime lengths with two zeros.
3. We believe allowing for more zeros would give rise to more such sequences.
4. Circulant weighing matrices (also known as Ipotov’s ternary sequences) are infinite
families of such sequences whose lengths are q
n−1
q−1 where q is any prime power, n > 1
is any odd integer, and the number of zeros in the sequence is q
n−1−1
q−1 .
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5. Ipotov’s sequences are “perfect”, in the sense that all side lobes are zero.
Problems:
1. Generalize the sporadic examples found of lengths 9 and 15 (with a single zero) to
infinite families.
2. Obtain at least one infinite family of such sequences with exactly two zeros.
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Chapter 4
On a Formal Definition of Doppler
Tolerance
4.1 The Problem of Doppler Tolerance
In the context of radar systems, when targets are stationary receiver processing is gener-
ally straightforward. However, when targets have high velocities, the receiver processing
becomes expensive due to the the computational demands of large filterbanks [41]. Also,
for larger time bandwidth products or when Doppler distortions are large this filterbank is
expensive because each filter must be different in order to adapt to the target’s motion. As
in Rihaczek [41] one goal of signal (sequence) design is to find signals which stay matched
to a received signal for small time bandwidth products eliminating the Doppler search re-
quirement but providing only extrapolated range information, or for large time bandwidth
products mainin some of the Doppler tolerance [40]. While the idea of Doppler tolerance
is mentioned, it is never formally defined in [41] or [40]. Without an accepted definition
for Doppler tolerance it becomes difficult to compare the performance of various signals.
In [29] the authors refer to certain waveforms as being Doppler tolerant, and others lacking
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this property, but again without a clear definition for such statements.
The definition of the Doppler tolerance which follows is with respect to the mis-
matched filter. In applications, when high time bandwidth products are needed, and when
targets are no longer stationary within a range cell and Doppler is no longer a simple fre-
quency shift in the carrier, we desire waveforms which will be robust, relative to signal
to noise ratio, to the receive filter. There is renewed interest in designing such waveforms
especially for tracking of rapid maneuvering targets known as supermaneuvers [16]. Our
definition is based on the transmitted signals ambiguity function. This function is depen-
dent on three parameters: (1) A spatial variable which relates to the connected-ness of
possibly disjoint peaks in the ambiguity function; (2) the time delay at which the Doppler
tolerance is itself specified; and (3) a parameter related to the peak to noise floor separation
of the ambiguity function, which is related to the probability of a false alarm.
4.2 The Measure of Doppler Tolerance
For the following discussion, we assume that the signal being transmitted is given by x(t).
This signal’s ambiguity function, as in [57], is defined to be
χ(τ, fd) =
∫ ∞
−∞
x(t)x∗(t− τ)e−2πifdtdt (4.1)
where x∗ represents the complex conjugate of x, τ is the time delay, and fd is the Doppler
shift. We are only interested when the ambiguity function, χ(τ, fd), can provide correlation
values at, or above, a given threshold and we call this threshold α. Typical values for
α would range between −10dB to 0dB. Using the value of α allows us to ’slice’ the
ambiguity function at various level curves (contours) by defining
χ′(τ, fd) =

χ(τ, fd) if χ(τ, fd) ≥ α
0 otherwise
(4.2)
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The origin, where (τ, fd) = (0, 0), and its surrounding region is guranteed to be non-
zero in χ′ as this is precisely the location of the main lobe of the ambiguity function, and
is thus largest. Refer to this central enclosed region containing (0, 0) as E0. While not
necessary, it may be possible for other regions to be non-zero in the function χ′(τ, fd) as
shown, hypothetically, in the Figure 4.1 by the regionsE1, E2, E3 andE4. Label any other
regions, which contain points such that χ(τ, fd) ≥ α, sequentially as Ei, i = 1, 2, 3, ..., and
so on.
Figure 4.1: Illustration of an α level curve of χ′(τ, fd).
Note that in Figure 4.1, the minimum distances between E0 and each Ei has been
labeled with εi. That is,
εi = min{|Ei − E0|} (4.3)
where Ei consists of all points in the ith region and
|Ei − E0| = {
√
(fi − f0)2 + (τi − τ0)2 |(τ0, f0) ∈ E0, (τi, fi) ∈ Ei}
represents the typical Euclidean distance between points. Next, define a constant ε0 ≥ 0.
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This value determines which, if any, of the regions Ei that will be considered further. Any
region whose minimum distance given by Equation (4.3) is above ε0 is ignored. Call all
regions which are not ignored E, which can be given explicitly as
E = E0 ∪ {Ei|εi − ε0 ≤ 0}.
In Figure (4.1), only the regions E0, E1, and E3 would belong to the set E. Also, note that
if ε0 = 0, then we would only be referring to the central region E0 as the sole member of
E. Similarly, ε0 =∞ would force all regions Ei to be included in the set E.
There is one final set which needs to be defined before moving on to the proposed
definition of Doppler tolerance. Call this final set F which is to contain all Doppler fre-
quencies, f , which exist in E at a particular value of τ . That is,
F = {f |(τ, f) ∈ E}.
Definition 4.1. Fix a minimum distance ε0 and threshold α. The Doppler tolerance of a
signal x(t), at any given delay τ is
Dε0(τ, α) = max{F} −min{F}.
4.3 Numerical Simulations of Doppler Tolerances
Consider a simple square pulsed waveform. Its ambiguity function, as a contour plot,
and its Doppler tolerance as defined in Definition 4.1 are given in Figures 4.2 and 4.3
respectively. Also, in Figures 4.4 and 4.5 we simulate the same functions for the well-
known Barker sequence, of length 13, and the corresponding OHETS sequence, of the
same length, from Theorem 5.1.
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Figure 4.2: Simulated ambiguity function of a rectangular pulse.
Figure 4.3: Simulated Doppler tolerance of a rectangular pulse.
It is observed that the ambiguity function of these two sequences are similar. The
main lobe around (0, 0) is slightly elongated along the Doppler axis and that the side lobes
around (0, 0) are higher for the Barker sequence than the OHETS. However, these side
lobes appear elsewhere in the ambiguity plane for the OHETS. Another feature seen from
the ambiguity functions is that the side lobe ridges for the Barker sequence have lower slope
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than the corresponding side lobe ridges of the OHETS. Meanwhile, the Doppler tolerance
for the OHETS is higher for small τ mismatches and small α thresholds than the Barker
sequence. We see that the Barker sequence has a slightly better Doppler tolerance for larger
delays and for smaller α thresholds when α ≤ −8dB.
Figure 4.4: Simulated ambiguity function of the Barker code and OHETS sequences of
length 13.
Figure 4.5: Simulated Doppler tolerance of the Barker code and OHETS sequences of
length 13.
For further details on Doppler tolerance I encourage the reader to examine the joint
conference paper written on the definition provided within which was presented at the 2017
IEEE Radar Conference hosted in Seattle, Washington [44].
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Chapter 5
A Puncturing Recipe for New Families
of Optimal Ternary Sequences
5.1 Theoretical Puncture Based Recipe
A method is proposed within this chapter which takes an existing algebraic binary sequence
and punctures it in a single position so as to minimize its energy loss while also improving
other measures of the sequence’s performance. The method presented is proposed as a
framework, or recipe, to apply to any (almost) difference set (ADS) and we show four
families which fall from the method. Let D be an ADS, of the group G of length |G| = v,
containing |D| = k non-zero elements. Then, using Group Ring notation, the ACF is
known to satisfy
DD(−1) = vG+ λA+ (λ+ 1)(G− A− 1)
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for some subsetA ⊂ G. Our proposed recipe is to punctureD in a single location, typically
either the identity or involution, to create a new sequence, S, defined by
S = (G−D − 1)−D = G− 2D − 1
and having ACF calculated by:
SS(−1) = (G− 2D − 1)(G− 2D − 1)(−1)
= (G− 2D − 1)(G− 2D(−1) − 1)
= vG− 2kG−G− 2kG+ 4DD(−1) + 2D −G+ 2D(−1) + 1
= (v − 4k − 2)G+ 4DD(−1) + 2(D +D(−1)) + 1.
The resulting autocorrelation of S shows that four terms come out of the product. The form
ofDD(−1) will be known as we chooseD to be a particular type of sequence. The unknown
will be the D+D(−1) term. However, it is easy to see that all terms in this sum must come
either once, twice, or never. That is to say that D + D(−1) will at worst contribute three
levels to the autocorrelation function. The following sections illustrate our puncturing idea
on four families of sequences.
5.2 New Family Based on the Sidelnikov-Lempel-Cohn-
Eastman Sequence
The Sidelnikov-Lempel-Cohn-Eastman (SLCE) sequence is an optimal binary sequence
due to Sidelnikov and separately Lempel, Cohn and Eastman in [45] and [27]. It can
be constructed for any prime power, q = pn, and has optimal periodic autocorrelation
properties. The construction of the SLCE sequence comes from the field structure of F =
GF (q) where q = pn is an odd prime power. We denote the multiplicative group of F by
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G. Suppose that α is a generator for this field. The set
S = {α2i+1 − 1}k−1i=0
where k = q−1
2
defines the elements in the SLCE sequence. We define the complement of
S to be S̄ = {g ∈ G|g /∈ S}.
Proposition 5.1. The midpoint of the field belongs to the set S̄.
Proof. Let the midpoint m = α(q−1)/2. Then m2 = 1 and m = −1. Suppose, by contradic-
tion, that m ∈ S. This implies that α2i+1 − 1 = −1 or that α2i+1 = 0. This is not possible
as α is a generator.
Consider the set
S̄∗ = S̄ \m
which consists of the SLCE set’s complement with the midpoint removed. We define our
punctured sequence as a = (a0, a1, ..., aq−1) where each entry at is defined as the value of
at = f(α
t) =

+1, if αt ∈ S,
−1, if αt ∈ S̄∗,
0, if αt = m.
(5.1)
Next we explicitly compute the correlation function similar to the proof in [27]. The
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ACF , of the sequence a at position τ is given by
c(τ) =
q−1∑
t=0
atat+τ
=
q−1∑
t=0
f(αt)f(αt+τ )
=
∑
αt∈S
f(αt)f(αt+τ ) +
∑
αt∈S̄∗
f(αt)f(αt+τ )
=
∑
αt∈S
(+1)f(αt+τ ) +
∑
αt∈S̄∗
(−1)f(αt+τ )
=
∑
αt∈S
f(αt+τ )−
∑
αt∈S̄∗
f(αt+τ ).
To continue, consider the value of the function D(τ) =
∑
αt∈S f(α
t+τ ) +
∑
αt∈S̄∗ f(α
t+τ ).
For the proof that follows, we must show that this value must be strictly one of 0 or 2.
Proposition 5.2. If τ = 0 then D(τ) = 1 and for τ > 0 we have D(τ) = 0 or 2.
Proof. When τ = 0, D(τ) = 1 is trivial as the midpoint belongs to S̄ which f(s̄) maps
all members to −1. Since the midpoint is punctured, this −1 is removed and adds +1 to
the sum of D(τ). Thus, D(0) = −|S̄∗| + |S| = −(k − 1) + k = 1. For the case when
τ > 0 consider the number of positive and negative terms in the expansion of D(τ). It is
clear that the midpoint will show up in exactly one term of D(τ) meaning that there are
q − 3 non-zero terms. We label the number of positive and negative terms as P and N
respectively. Thus
P +N = q − 3
with the number of positive terms being exactly one of k or k − 1.
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If P = k, then
N = q − 3− P
= 2k + 1− 3− k
= k − 2
thus D(τ) = P −N = k − (k − 2) = 2.
Otherwise, if P = k − 1, then
N = q − 3− P
= 2k + 1− 3− k + 1
= k − 1
thus D(τ) = P −N = (k − 1)− (k − 1) = 0.
With the definition of D(τ) we can now continue with the autocorrelation function
and write it as follows:
c(τ) =
∑
αt∈S
f(αt+τ )−
∑
αt∈S̄∗
f(αt+τ ).
=
∑
αt∈S
f(αt+τ )−
(
D(τ)−
∑
αt∈S
f(αt+τ )
)
= 2
∑
αt∈S
f(αt+τ )−D(τ).
Next we examine the value of
∑
αt∈S f(α
t+τ ) by considering the values of k1(τ) = |S ∩
ατS| and k2(τ) = |S ∩ ατ S̄∗|. This, along with denoting the sum κ(τ) = k1(τ) + k2(τ),
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allows us to rewrite
∑
αt∈S f(α
t+τ ) = k1(τ)− k2(τ) and thus the autocorrelation becomes
c(τ) = 2
∑
αt∈S
f(αt+τ )−D(τ).
= 2(k1(τ)− k2(τ))−D(τ)
= 2(k1(τ)− (κ(τ)− k1(τ)))−D(τ)
= 2(2k1(τ)− κ(τ))−D(τ).
It is important to note that we will show our optimal autocorrelation values post-puncturing
by solving for each term in
c(τ) = 2(k1(τ)− k2(τ))−D(τ) (5.2)
and thus require a case-by-case examination of the values of k1(τ), k2(τ)) and D(τ). Note
that κ(τ) = k or k − 1 as the shifted values either will or will not contain the midpoint
respectively. Further, in [27], it is shown that
k1(τ) =

k±1
2
, if k is odd,
k
2
or k−2
2
, if k is even.
(5.3)
To continue, we make use of cyclotomic numbers as presented in No, Chung, Song, Yang,
Lee, and Helleseth in [36]. They present that for the elements 1 − ατ ∈ Ci and ατ ∈ Cj ,
where Ci = {α2i+1|s = 0, 1, ..., N/2− 1}, the cyclotomic numbers for the sets |I∗α ∩ατI∗α|
and |I∗1 ∩ατI∗1 | are given by (i+ j + 1, i+ 1) and (i+ j, i)− 1 respectively. We claim that
their Lemma 6 gives us explicit values for k1(τ) and k̄2(τ) where k̄2(τ) = |S̄∗ ∩ ατ S̄∗|.
Proposition 5.3. For τ 6= 0, k1(−τ) = |I∗α ∩ ατI∗α| and k̄2(−τ) = |I∗1 ∩ ατI∗1 |.
Proof. From [36], we get the definitions I∗α = C0 − α and I∗1 = {C0 − 1} \ {0}. Thus,
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using our definition of S and S̄∗ we see that
α(−1)S ={α2i − α}
=C0 − α
=I∗α
and
S̄∗ =G− S −m
={C0 − 1} \ {0}
={α2i − 1} \ {0}
=I∗1 .
Thus, we have
k1(−τ) = |S ∩ ατS|
= |αI∗α ∩ αατI∗α|
= |I∗α ∩ ατI∗α|
= (i+ j + 1, i+ 1)
and
k̄2(τ) = |S̄∗ ∩ ατ S̄∗|
= |I∗1 ∩ ατI∗1 |
= (i+ j, i)− 1.
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We examine two cases of q as the cyclotomic numbers are different for q ≡ 3 (mod 4)
and q ≡ 1 (mod 4). We present first the case of q ≡ 3 (mod 4) by going through each
of the four combinations of (i, j) and carefully examining the values of the autocorrelation
function. We then finish the proof by repeating the similar calculations for q ≡ 1 (mod 4).
Puncturing the Sidelnikov-Lempel-Cohn-Eastman Sequence for q ≡ 3 (mod 4)
The cyclotomic numbers for primes q ≡ 3 (mod 4) are shown in Table 5.2. These val-
ues will be used directly in the calculation of the autocorrelation values for the punctured
Sidelnikov-Lempel-Cohn-Eastman sequence which follow. We proceed by computing each
of the terms in Equation 5.2 and explicitly giving the autocorrelation values.
i j k1(−τ) k̄2(−τ)
0 0 (1,1) = q−3
4
(0,0) - 1 = q−7
4
0 1 (0,1) = q+1
4
(1,0) - 1 = q−7
4
1 0 (0,0) = q−3
4
(1,1) - 1 = q−7
4
1 1 (1,0) = q−3
4
(0,1) - 1 = q−3
4
Table 5.1: The cyclotomic numbers for q ≡ 3 (mod 4).
Case 1a: q ≡ 3 (mod 4), k odd, κ(−τ) = k and (i, j) = (0, 0).
Since (i, j) = (0, 0) then we know that k1(−τ) = q−34 and k̄2(−τ) =
q−7
4
. Since
κ(−τ) = k then κ̄(−τ) = k − 2. Thus, we have
k2(−τ) = k − k1(−τ)
= k − q − 3
4
=
q − 1
2
− q − 3
4
=
q + 1
4
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and
k̄1(−τ) = k − 2− k̄2(−τ)
= k − 2− q − 7
4
=
q − 1
2
− q − 7
4
=
q − 3
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 3
4
− q + 1
4
+
q − 3
4
− q − 7
4
= 0
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 3
4
− q + 1
4
)
− 0
= −2.
Case 1b: q ≡ 3 (mod 4), k odd, κ(−τ) = k and (i, j) = (0, 1).
Since (i, j) = (0, 1) then we know that k1(−τ) = q+14 and k̄2(−τ) =
q−7
4
. Since
κ(−τ) = k then κ̄(−τ) = k − 2. Thus, we have
k2(−τ) = k − k1(−τ) = k −
q + 1
4
=
q − 1
2
− q + 1
4
=
q − 3
4
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and
k̄1(−τ) = k − 2− k̄2(−τ)
= k − 2− q − 7
4
=
q − 5
2
− q − 7
4
=
q − 3
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q + 1
4
− q − 3
4
+
q − 3
4
− q − 7
4
= 2
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q + 1
4
− q − 3
4
)
− 2
= 0.
Case 1c: q ≡ 3 (mod 4), k odd, κ(−τ) = k and (i, j) = (1, 0).
Since (i, j) = (1, 0) then we know that k1(−τ) = q−34 and k̄2(−τ) =
q−7
4
. Since
κ(−τ) = k then κ̄(−τ) = k − 2. Thus, we have
k2(−τ) = k − k1(−τ)
= k − q − 3
4
=
q − 1
2
− q − 3
4
=
q + 1
4
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and
k̄1(−τ) = k − 2− k̄2(−τ)
= k − 2− q − 7
4
=
q − 5
2
− q − 7
4
=
q − 3
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 3
4
− q + 1
4
+
q − 3
4
− q − 7
4
= 0
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 3
4
− q + 1
4
)
− 0
= −2.
Case 1d: q ≡ 3 (mod 4), k odd, κ(−τ) = k and (i, j) = (1, 1).
Since (i, j) = (1, 1) then we know that k1(−τ) = q−34 and k̄2(−τ) =
q−7
4
. Since
κ(−τ) = k then κ̄(−τ) = k − 2. Thus, we have
k2(−τ) = k − k1(−τ)
= k − q − 3
4
=
q − 1
2
− q − 3
4
=
q + 1
4
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and
k̄1(−τ) = k − 2− k̄2(−τ)
= k − 2− q − 3
4
=
q − 5
2
− q − 3
4
=
q − 7
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 3
4
− q + 1
4
+
q − 7
4
− q − 3
4
= −2.
Note that this case causes a contradiction as D(−τ) = 0 or 2.
Case 2a: q ≡ 3 (mod 4), k odd, κ(−τ) = k − 1 and (i, j) = (0, 0).
Since (i, j) = (0, 0) then we know that k1(−τ) = q−34 and k̄2(−τ) =
q−7
4
. Since
κ(−τ) = k − 1 then κ̄(−τ) = k − 1. Thus, we have
k2(−τ) = k − 1− k1(−τ)
= k − 1− q − 3
4
=
q − 3
2
− q − 3
4
=
q − 3
4
and
k̄1(−τ) = k − 1− k̄2(−τ)
= k − 1− q − 7
4
=
q − 3
2
− q − 7
4
=
q + 1
4
.
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Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 3
4
− q − 3
4
+
q + 1
4
− q − 7
4
= 2
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 3
4
− q − 3
4
)
− 2
= −2.
Case 2b: q ≡ 3 (mod 4), k odd, κ(−τ) = k − 1 and (i, j) = (0, 1).
Since (i, j) = (0, 1) then we know that k1(−τ) = q+14 and k̄2(−τ) =
q−7
4
. Since
κ(−τ) = k − 1 then κ̄(−τ) = k − 1. Thus, we have
k2(−τ) = k − 1− k1(−τ)
= k − 1− q + 1
4
=
q − 3
2
− q + 1
4
=
q − 7
4
and
k̄1(−τ) = k − 1− k̄2(−τ)
= k − 1− q − 7
4
=
q − 3
2
− q − 7
4
=
q + 1
4
.
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Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q + 1
4
− q − 7
4
+
q + 1
4
− q − 7
4
= 4.
which is a contradiction as D(−τ) = 0 or 2.
Case 2c: q ≡ 3 (mod 4), k odd, κ(−τ) = k − 1 and (i, j) = (1, 0).
Since (i, j) = (1, 0) then we know that k1(−τ) = q−34 and k̄2(−τ) =
q−7
4
. Since
κ(−τ) = k − 1 then κ̄(−τ) = k − 1. Thus, we have
k2(−τ) = k − 1− k1(−τ)
= k − 1− q − 3
4
=
q − 3
2
− q − 3
4
=
q − 3
4
and
k̄1(−τ) = k − 1− k̄2(−τ)
= k − 1− q − 7
4
=
q − 3
2
− q − 7
4
=
q + 1
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 3
4
− q − 3
4
+
q + 1
4
− q − 7
4
= 2
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implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 3
4
− q − 7
4
)
− 2
= 0.
Case 2d: q ≡ 3 (mod 4), k odd, κ(−τ) = k − 1 and (i, j) = (1, 1).
Since (i, j) = (1, 1) then we know that k1(−τ) = q−34 and k̄2(−τ) =
q−3
4
. Since
κ(−τ) = k − 1 then κ̄(−τ) = k − 1. Thus, we have
k2(−τ) = k − 1− k1(−τ)
= k − 1− q − 3
4
=
q − 3
2
− q − 3
4
=
q − 3
4
and
k̄1(−τ) = k − 1− k̄2(−τ)
= k − 1− q − 3
4
=
q − 3
2
− q − 3
4
=
q − 3
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 3
4
− q − 3
4
+
q − 3
4
− q − 3
4
= 0
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implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 3
4
− q − 3
4
)
− 0
= 0.
This shows that for the case of the Sidelnikov-Lempel-Cohn-Eastman sequence of
length q, with q ≡ 1 (mod 4), we can puncture a single position (the midpoint or invo-
lution) and achieve a autocorrelation consisting of exactly half of the entries 0 and half
−2.
Puncturing the Sidelnikov-Lempel-Cohn-Eastman Sequence for q ≡ 1 (mod 4)
In a similar fashion, we next examine the case for which q ≡ 1 (mod 4). The calculations
are nearly identical except we use a different set of cyclotomic numbers.
i j k1(−τ) k̄2(−τ)
0 0 (1,1) = q−1
4
(0,0) - 1 = q−9
4
0 1 (0,1) = q−1
4
(1,0) - 1 = q−5
4
1 0 (0,0) = q−5
4
(1,1) - 1 = q−5
4
1 1 (1,0) = q−1
4
(0,1) - 1 = q−5
4
Table 5.2: The cyclotomic numbers for q ≡ 1 (mod 4).
Case 1a: q ≡ 1 (mod 4), k even, κ(−τ) = k and (i, j) = (0, 0).
Since (i, j) = (0, 0) then we know that k1(−τ) = q−14 and k̄2(−τ) =
q−9
4
. Since
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κ(−τ) = k then κ̄(−τ) = k − 2. Thus, we have
k2(−τ) = k − k1(−τ)
= k − q − 1
4
=
q − 1
2
− q − 1
4
=
q − 1
4
and
k̄1(−τ) = k − 2− k̄2(−τ)
= k − 2− q − 9
4
=
q − 5
2
− q − 9
4
=
q − 1
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 1
4
− q − 1
4
+
q − 1
4
− q − 9
4
= 2
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 1
4
− q − 1
4
)
− 2
= −2.
Case 1b: q ≡ 1 (mod 4), k even, κ(−τ) = k and (i, j) = (0, 1).
Since (i, j) = (0, 1) then we know that k1(−τ) = q−14 and k̄2(−τ) =
q−5
4
. Since
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κ(−τ) = k then κ̄(−τ) = k − 2. Thus, we have
k2(−τ) = k − k1(−τ)
= k − q − 1
4
=
q − 1
2
− q − 1
4
=
q − 1
4
and
k̄1(−τ) = k − 2− k̄2(−τ)
= k − 2− q − 5
4
=
q − 5
2
− q − 5
4
=
q − 5
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 1
4
− q − 1
4
+
q − 5
4
− q − 5
4
= 0
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 1
4
− q − 1
4
)
− 0
= 0.
Case 1c: q ≡ 1 (mod 4), k even, κ(−τ) = k and (i, j) = (1, 0).
Since (i, j) = (1, 0) then we know that k1(−τ) = q−54 and k̄2(−τ) =
q−5
4
. Since
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κ(−τ) = k then κ̄(−τ) = k − 2. Thus, we have
k2(−τ) = k − k1(−τ)
= k − q − 5
4
=
q − 1
2
− q − 5
4
=
q + 3
4
and
k̄1(−τ) = k − 2− k̄2(−τ)
= k − 2− q − 5
4
=
q − 5
2
− q − 5
4
=
q − 5
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 5
4
− q + 3
4
+
q − 5
4
− q − 5
4
= −2.
This shows that this case is not possible as D(−τ) = 0 or 2.
Case 1d: q ≡ 1 (mod 4), k even, κ(−τ) = k and (i, j) = (1, 1).
Since (i, j) = (1, 1) then we know that k1(−τ) = q−14 and k̄2(−τ) =
q−5
4
. Since
κ(−τ) = k then κ̄(−τ) = k − 2. Thus, we have
k2(−τ) = k − k1(−τ)
= k − q − 1
4
=
q − 1
2
− q − 1
4
=
q − 1
4
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and
k̄1(−τ) = k − 2− k̄2(−τ)
= k − 2− q − 5
4
=
q − 5
2
− q − 5
4
=
q − 5
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 1
4
− q − 1
4
+
q − 5
4
− q − 5
4
= 0
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 1
4
− q − 1
4
)
− 0
= 0.
Case 2a: q ≡ 1 (mod 4), k even, κ(−τ) = k − 1 and (i, j) = (0, 0).
Since (i, j) = (0, 0) then we know that k1(−τ) = q−14 and k̄2(−τ) =
q−9
4
. Since
κ(−τ) = k − 1 then κ̄(−τ) = k − 1. Thus, we have
k2(−τ) = k − k1(−τ)
= k − 1− q − 1
4
=
q − 3
2
− q − 1
4
=
q − 5
4
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and
k̄1(−τ) = k − 1− k̄2(−τ)
= k − 1− q − 9
4
=
q − 3
2
− q − 9
4
=
q + 3
4
.
Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 1
4
− q − 5
4
+
q + 3
4
− q − 9
4
= 4.
Indicating a contradiction as D(−τ) = 0 or 2.
Case 2b: q ≡ 1 (mod 4), k even, κ(−τ) = k − 1 and (i, j) = (0, 1).
Since (i, j) = (0, 1) then we know that k1(−τ) = q−14 and k̄2(−τ) =
q−5
4
. Since
κ(−τ) = k − 1 then κ̄(−τ) = k − 1. Thus, we have
k2(−τ) = k − 1− k1(−τ)
= k − 1− q − 1
4
=
q − 3
2
− q − 1
4
=
q − 5
4
and
k̄1(−τ) = k − 1− k̄2(−τ)
= k − 1− q − 5
4
=
q − 3
2
− q − 5
4
=
q − 1
4
.
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Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 1
4
− q − 5
4
+
q − 1
4
− q − 5
4
= 2
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 1
4
− q − 5
4
)
− 2
= 0.
Case 2c: q ≡ 1 (mod 4), k even, κ(−τ) = k − 1 and (i, j) = (1, 0).
Since (i, j) = (1, 0) then we know that k1(−τ) = q−54 and k̄2(−τ) =
q−5
4
. Since
κ(−τ) = k − 1 then κ̄(−τ) = k − 1. Thus, we have
k2(−τ) = k − 1− k1(−τ)
= k − 1− q − 5
4
=
q − 3
2
− q − 5
4
=
q − 1
4
and
k̄1(−τ) = k − 1− k̄2(−τ)
= k − 1− q − 5
4
=
q − 3
2
− q − 5
4
=
q − 1
4
.
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Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 5
4
− q − 1
4
+
q − 1
4
− q − 5
4
= 0
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 5
4
− q − 1
4
)
− 0
= −2.
Case 2d: q ≡ 1 (mod 4), k even, κ(−τ) = k − 1 and (i, j) = (1, 1).
Since (i, j) = (1, 1) then we know that k1(−τ) = q−14 and k̄2(−τ) =
q−5
4
. Since
κ(−τ) = k − 1 then κ̄(−τ) = k − 1. Thus, we have
k2(−τ) = k − 1− k1(−τ) = k − 1−
q − 1
4
=
q − 3
2
− q − 1
4
=
q − 5
4
and
k̄1(−τ) = k − 1− k̄2(−τ)
= k − 1− q − 5
4
=
q − 3
2
− q − 5
4
=
q − 1
4
.
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Now,
D(−τ) = k1(−τ)− k2(−τ) + k̄1(−τ)− k̄2(−τ)
=
q − 1
4
− q − 5
4
+
q − 1
4
− q − 5
4
= 2
implying a correlation of
c(−τ) = 2(k1(−τ)− k2(−τ))−D(−τ)
= 2
(
q − 1
4
− q − 5
4
)
− 2
= 0.
This section shows that for all Sidelnikov-Lempel-Cohn-Eastman sequences (lengths
q−1 for both q ≡ 3 (mod 4) and q ≡ 1 (mod 4)), the result of puncturing it at the midpoint
results in a ternary sequence whose ACF is strictly a combination of 0s and −2s. Further,
these values occur at the odd and even sequence entries of the autocorrelation function
respectively.
5.2.1 Example and Numerical Comparison of Sidelnikov-Lempel-Cohn-
Eastman Sequences by Puncturing
Here we wish to demonstrate the dramatic improvement in the Sidelnikov-Lempel-Cohn-
Eastman sequence’s resulting correlation structure while giving up a minimal amount of the
sequence’s total energy. First, as simple examples of the puncturing we take the Sidelnikov-
Lempel-Cohn-Eastman sequences generated from the fields of 11 and 13 elements as exam-
ples of the puncturing process. The resulting sequences are of length 10 and 12 respectively.
The Sidelnikov-Lempel-Cohn-Eastman sequence of length 10 is given by
[+ − − − + − + + − +]
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and has an autocorrelation given by
[10 −2 −2 2 −2 −2 −2 2 −2 −2]
Thus, we see that the Eeff of this particular sequence is 1.0 while its CE is 9 × 22 = 36.
When the sequence is punctured at its midpoint, as per our recipe, the sequence becomes
[+ − − − + 0 + + − +]
and the new autocorrelation becomes
[9 0 −2 0 −2 0 −2 0 −2 0]
The punctured sequence’s Eeff has been reduced to 0.9 but its CE has been cut by more
than half to 4 ∗ 22 = 16.
As a second example, consider the Sidelnikov-Lempel-Cohn-Eastman sequence of
length 12. This sequence is given by
[+−+−−+−−−+ ++]
and has an autocorrelation given by
[12 0 0 0 −4 0 −4 0 −4 0 0 0]
Thus, we see that the Eeff of this particular sequence is 1.0 while its CE is 3 × 42 = 48.
When the sequence is punctured at its midpoint, as per our recipe, the sequence becomes
[+ − + − − + 0 − − + + +]
and the new autocorrelation becomes
[11 0 −2 0 −2 0 −2 0 −2 0 −2 0]
The punctured sequence’sEeff has been reduced to 11/12 but its CE has been cut by more
than half to 5× 22 = 20.
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In the following two figures, Figure 5.3, we show for prime lengths through 500 the
effects on Eeff and CE by puncturing. Note that there is a minimal loss in energy (in
fact, asymptotically there is no loss in energy) while we drop the CE by 50% across all
sequence lengths.
Figure 5.1: Correlation energy of the Sidelnikov-Lempel-Cohn-Eastman sequence before
and after puncturing for sequences through prime length 500.
For this particular family of binary sequences, the method of puncturing we present
gives a general savings in CE of nearly half. In particular, for the case where p ≡
3 (mod 4) the ratio is exactly
CE(Punctured)
CE(Original)
=
p−3
2
(−2)2
(p− 2)(±2)2
=
p− 3
2(p− 2)
and in the case of p ≡ 1 (mod 4) the ratio is exactly
CE(Punctured)
CE(Original)
=
p−3
2
(−2)2
p−1
4
(−4)2
=
p− 3
2(p− 1)
.
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showing that with a very minor puncturing procedure we obtain asymptotically a 50%
reduction in CE for all such sequences.
5.3 New Family Based on Puncturing the Ding-Helleseth-
Martinsen Sequence
The ADS of Ding-Helleseth-Martinsen, referred from here on as DHM sequences, occur
for length N = 2q where q is a prime power with q ≡ 5 (mod 8) as in [13]. Further, it
is known that two cases exist where either s = 1 or t = 1 in the formula q = s2 + 4t2.
We show that puncturing the identity in either case will produce a new family of nearly
optimal sequences. To do so we leverage two theorems from [13] namely their Theorem
1 and Theorem 2. The DHM ADS is defined as the sequence whose elements come from
special combinations of cyclotomic classes, D(d,q)i = α
iD
(d,q)
0 . Here, D
d,q
0 = (α
d) is the
multiplicative group generated by αd of the finite field GF (q) where d divides q − 1. The
DHM ADS is defined as the set D = C0 + yC1 where C0 = Di ∪Dj , C1 = Dl ∪Dj , and
y2 = 1.
5.3.1 Puncturing Ding-Helleseth-Martinsen Sequences With t=1
When p = s2 + 4t2 = s2 + 4, the ADS comes from the triplet (i, j, l) = (0, 3, 1) giving the
elements by
D = (D0 +D3) + y(D1 +D3).
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Denoting the involution by y, we can find the inverse of the ADS as
D(−1) = ((D0 +D3) + y(D1 +D3))
(−1)
= (D0 +D3)
(−1) + y(−1)(D1 +D3)
(−1)
= (D2 +D1) + y(D1 +D3).
From their Theorem 1 and Lemma 4, they show that the difference function, dC(w1, w2) =
|(w̄ + C) ∩ C| where w̄ = (w1, w2) ∈ G = Z2 × Zq takes on particular values. In fact, the
values are based on where the elements of w̄ live and are summarized as follows:
dC(w1, w2) =

p−3
2
, if

w1 = 0 and w2 6= 0,
w1 = 1 and w−12 /∈ D0 ∪D2,
p−1
2
, if

w1 = 0 and w2 = 0,
w1 = 1 and w−12 ∈ D0 ∪D2.
Now, by examining the puncturing recipe given by
SS(−1) = (v − 4k − 2)G+ 4DD(−1) + 2(D +D(−1)) + 1,
in particular the term D +D(−1), we see that
D +D(−1) = (D0 +D3) + y(D1 +D3) + ((D2 +D1) + y(D1 +D3)
= (D0 +D1 +D2 +D3) + 2y(D1 +D3)
= GF (q)∗ + 2y(D1 +D3).
By comparing the “types” of elements, denoted by (w1, w−12 ), in this expansion, we can
use their difference function to determine the various autocorrelation values that result.
To finish, we can see that for each type of element, the autocorrelation will contain
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Element Type (w1, w−12 ) DD
(−1) D +D(−1) 4DD(−1) + 2
(
D +D(−1)
)
(1, 0) p−1
2
0 2p− 2
(0, GF (q)∗) p−3
2
1 2p− 4
(1, D0 ∪D2) p−12 0 2p− 2
(1, D1 ∪D3) p−32 2 2p− 2
Table 5.3: The types of elements and their frequencies for DHM sequences with t = 1.
strictly two values and those values are precisely
v − 4k − 2 + 2p− 2 = 2p− 4p+ 4− 2 + 2p− 2 = 0
v − 4k − 2 + 2p− 4 = 2p− 4p+ 4− 2 + 2p− 4 = −2.
5.3.2 Puncturing Ding-Helleseth-Martinsen Sequences With s = 1
When p = s2 + 4t2 = 1 + 4t2, the ADS comes from the triplet (i, j, l) = (1, 0, 3) giving
the elements by
D = (D1 +D0) + y(D3 +D0).
Denoting the involution by t, we can find the inverse of the ADS as
D(−1) = ((D1 +D0) + y(D3 +D0))
(−1)
= ((D1 +D0)
(−1) + y(−1)(D3 +D0)
(−1)
= ((D3 +D2) + y(D1 +D2).
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From their Theorem 2 and Lemma 4, they show that the difference function, dC(w1, w2) =
|(w̄ + C) ∩ C| where w̄ = (w1, w2) ∈ G = Z2 × Zq takes on particular values. In fact, the
values are based on where the elements of w̄ live and are summarized as follows:
dC(w1, w2) =

p−3
2
, if

w1 = 0 and w2 6= 0,
w1 = 1 and w−12 ∈ D0 ∪D2,
p−1
2
, if

w1 = 0 and w2 = 0,
w1 = 1 and w−12 /∈ D0 ∪D2.
Now, by examining the puncturing recipe given by
SS(−1) = (v − 4k − 2)G+ 4DD(−1) + 2(D +D(−1)) + 1.
In particular, with the term D +D(−1) we find that
D +D(−1) = (D1 +D0) + y(D3 +D0) + ((D3 +D2) + y(D1 +D2)
= (D0 +D1 +D2 +D3) + y(D0 +D1 +D2 +D3)
= GF (q)∗(1 + y).
By comparing the “types” of elements, denoted by (w1, w−12 ), in this expansion, we can
use their difference function to determine the various autocorrelation values which come
about. The frequencies mentioned are show in table 5.3.2.
Element Type (w1, w−12 ) DD
(−1) D +D(−1) 4DD(−1) + 2
(
D +D(−1)
)
(1, 0) p−1
2
0 2p− 2
(0, GF (q)∗) p−3
2
1 2p− 4
(1, D0 ∪D2) p−32 1 2p− 4
(1, D1 ∪D3) p−32 1 2p
Table 5.4: The types of elements and their frequencies for DHM sequences with s = 1.
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To finish, we can see that for each type of element, the autocorrelation will contain
strictly three values and those values are precisely
v − 4k − 2 + 2p− 2 = 2p− 4p+ 4− 2 + 2p− 2 = 0
v − 4k − 2 + 2p− 4 = 2p− 4p+ 4− 2 + 2p− 4 = −2
v − 4k − 2 + 2p = 2p− 4p+ 4− 2 + 2p = 2.
5.3.3 Example and Numerical Comparison of Ding-Helleseth-Martinsen
Sequences by Puncturing
As an example of the DHM sequence and its puncturing, consider the small case where
p = 5 and 5 = 12 + 412 so we can use the s = 1 case. The sequence itself can be given by
[− + + + − − + − − −]
with an autocorrelation of
[10 2 −2 −2 −2 2 −2 −2 −2 2]
When punctured at the identity entry, the sequence becomes
[0 + + + − − + − − −]
with a new autocorrelation of
[9 2 −2 −2 −2 0 −2 −2 −2 2]
The Eeff before and after puncturing is 1.0 and 0.9 respectively. However, the periodic
merit factor is 100
9×22 = 36 and 8 × 2
2 = 32 before and after puncturing respectively. We
show some gains in reducing the CE while minimally affecting the energy of the sequence
itself.
Also, consider the case of p = 13 where 13 = 32 + 412 allowing us to demonstrate
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the t = 1 case. The DHM sequence of length 2 ∗ 13 = 26 is given by
[− − − − − + − + + − − + −
− + + + − − + + + + − + −]
and has an ACF consisting of all ±2 entries
[26 2 −2 2 −2 −2 −2 −2 −2 2 −2 −2 −2
2 −2 −2 −2 2 −2 −2 −2 −2 −2 2 −2 2]
By puncturing the identity element the new sequence becomes
[0 − − − − + − + + − − + −
− + + + − − + + + + − + −]
and has an autocorrelation of
[25 0 −2 0 −2 0 −2 0 −2 0 −2 0 −2
0 −2 0 −2 0 −2 0 −2 0 −2 0 −2 0]
In this example, the CE of the unpunctured sequence is 25×22 = 100 while our punctured
version has a greatly lowered CE of only 12× 22 = 48.
In the following two figures, Figure 5.2, we show for lengths through 500 the effects
on Eeff and CE by puncturing. Note that there is a minimal loss in energy (asymptotically
there is no loss in energy) while we drop the CE by nearly 50% in some cases. More
specifically, we achieve an asymptotically halving of CE in the case of primes which sat-
isfy p = s2 + 4(1)2. The jaggedness of the figure for punctured correlation energies is due
to the two cases of primes (s = 1 or t = 1).
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Figure 5.2: Correlation energy of the DHM sequence before and after puncturing for se-
quences through prime length approximately 500.
In general, for the DHM family of binary sequences, the method of puncturing we
present gives a general savings in CE given by the following calculations. For the case
where s = 1 the ratio is exactly
CE(Punctured)
CE(Original)
=
(2p− 2)(−2)2
(2p− 1)(±2)2
=
2p− 2
2p− 1
and in the case of t = 1 the ratio is exactly
CE(Punctured)
CE(Original)
=
(p− 1)(−2)2
(2p− 1)(±2)2
=
p− 1
2p− 1
.
showing that with a very minor puncturing procedure we obtain, asymptotically, up to a
50% reduction in CE for all such sequences.
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5.4 New Family Based on Punctured Paley Sequence
The next construction comes from the Paley sequence which arises from the square and
non-square elements of the field GF (q). Depending on q’s modulus (1 or 3 modulo 4),
the Paley sequence forms either a difference or almost difference set in the additive group
(GF (q),+). This sequence’s foundation can be seen in Paley’s work in [38]. We will show
that with minimal sacrifice in the sequence’s energy we can achieve a great reduction in the
CE by puncturing a single position. In this example, we puncture the identity position. We
first consider the case where q ≡ 3 (mod 4) followed by q ≡ 1 (mod 4).
Theorem 5.1. Let q be an odd prime power. Let G = (GF (q),+) where S and N denote
the square and non-square elements of GF (q) \ {0}. Then the ternary sequence a = (ai)
defined by:
ai =

0, if i = 0,
+1, if i ∈ S,
−1, if i ∈ N,
satisfies that aa(−1) = (q − 1)− S −N in the group ring Z[G]. That is to say that all side
lobes of a are −1 and the main lobe is q − 1.
Proof. We break this into two cases. Case 1 is for q ≡ 3 (mod 4) and Case 2 is for
q ≡ 1 (mod 4).
Case 1: Assume that q ≡ 3 (mod 4). Then the sequence a = S − N and we examine its
autocorrelation aa(−1) directly:
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aa(−1) = (S −N)(S −N)(−1)
= SS(−1) +NN (−1) − SN (−1) −NS(−1).
Next, using Equation (1.9) for the first two terms and Lemmas 1.2 and 1.3 for the last two
terms we get:
aa(−1) = 2
[(
q + 1
4
)
+
(
q − 3
4
)
G
]
−
(
q + 1
2
)
G+
(
q + 1
2
)
+ (G− 1)
=
(
q + 1
2
)
+
(
q − 3
2
)
G−
(
q + 1
2
)
G+
(
q + 1
2
)
+ (G− 1)
=
(
2q + 2 + 2q + 2− 4
4
)
+
(
2q − 6− 2q − 2 + 4
4
)
G
= q −G.
This finishes Case 1.
Case 2: Assume that q ≡ 1 (mod 4). Then the sequence a = S − N and we examine
its autocorrelation aa(−1) directly as above. Note that aa(−1) = (S − N)(S − N)(−1) =
SS(−1) +NN (−1)−SN (−1)−NS(−1) = S2 +N2− 2SN by Equations (1.15) and (1.16).
Now expanding by using the equations with Example 1.2 and Lemma 1.4:
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aa(−1) = S2 +N2 − 2SN
= (q − 1) +
(
q − 5
4
)
(S +N) +
(
q − 1
4
)
(S +N)− 2
[(
q − 1
4
)
G−
(
q − 1
4
)]
= (q − 1) +
(
q − 5
4
)
(G− 1) +
(
q − 1
4
)
(G− 1)−
(
q − 1
2
)
G+
(
q − 1
2
)
=
(
4q − 4− q + 5− q + 1 + 2q − 2
4
)
+
(
q − 5 + q − 1− 2q + 2
4
)
G
= q −G.
We have now shown that when the Paley sequence is punctured in the identity position,
we achieve minimal loss in the sequence’s energy but at worst keep theCE the same. In the
best case, we achieve a great reduction in theCE as the Paley almost difference set contains
correlations which are both −1 and 3 which are transformed to all −1s after puncturing.
5.4.1 Example and Numerical Measures of the Punctured Paley Se-
quences
Consider the small length Paley sequences for q = 11 and 13. We will demonstrate the
improved CE explicitly on these two cases.
For the Paley with q = 11, the original sequence is
[− + − + + + − − − + −]
which has a corresponding autocorrelation of
[11 − − − − − − − − − −] .
Its Eeff is 1.0 while its CE is 10× 1 = 10. By puncturing, we only lose some of the Eeff
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while not gaining (or losing) anything with the CE. The punctured sequence will be
[0 + − + + + − − − + −]
with the same autocorrelation side lobes as before of
[10 − − − − − − − − − −] .
However, in the case of the Paley sequence of length 13 we start with the sequence
[− + − + + − − − − + + − +]
whose autocorrelation is
[13 −3 1 −3 −3 1 1 1 1 −3 −3 1 −3]
The CE for this sequence is 6 × 12 + 6 × 32 = 60. However, when punctured, the length
13 sequence becomes
[0 + − + + − − − − + + − +]
and its autocorrelation is reduced to
[12 − − − − − − − − − − − −] .
This shows an Eeff of 12/13, a minimal loss relative to the original sequence, while the
CE is greatly reduced down to 12×12 = 12. This pattern is similar for all Paley sequences
based on the modulus of their lengths.
In Figure 5.3, we show the Eeff and CE for the Paley sequences and their punctured
counterparts. Note that the CE plot is only for the case of lengths q ≡ 1 (mod 4) as this is
the only case which differs in CE relative to the original (unpunctured) sequence.
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Figure 5.3: Correlation energy of the Paley sequence before and after puncturing for
seuqneces through prime length 500 and q ≡ 1 (mod 4).
For the Paley family of binary sequences, the method of puncturing we present gives
a general savings in CE given by the following calculations. For the case where p ≡
3 (mod 4) the ratio is exactly
CE(Punctured)
CE(Original)
=
(p− 1)(−1)2
(p− 1)(−1)2
= 1
and in the case of p ≡ 1 (mod 4) the ratio is exactly
CE(Punctured)
CE(Original)
=
(p− 1)(−1)2
p−1
2
(−3)2 + p−1
2
(1)2
= 1/5.
showing that with a very minor puncturing procedure we obtain up to an 80% reduction in
CE for all such sequences.
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5.5 Conclusion
We have shown a recipe which allows for a family of sequences (difference or almost differ-
ence sets) to be punctured in a single position such that the sequence’s energy is minimally
altered while in some cases dramatically reducing the sequence’s periodic autocorrelation.
This gives a method for optimal binary sequences to be converted into optimal ternary se-
quences in a rather straightforward manner. Our method requires only a single position,
either the identity or the involution, to be punctured. In real-world problems of sequence
(signal) design, as in radar systems, these methods allow for existing families of sequences,
which may not be ideal, to be changed in an asymptotically insignificant manner while im-
proving its correlation properties. Though not investigated here, it may be of interest to
examine the effects of multiple puncture positions in a sequence family. Especially since
in the case of asymptotically growing lengths, more puncture positions may be set without
significantly affecting the Eeff .
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Chapter 6
Legendre Pairs and the Unification of
Certain Sequence Families
6.1 Legendre pairs
We focus on the notion of Legendre pairs which are also referred to as supplementary or
complementary difference sets [53]. In the study of Legendre pairs we seek two sequences
with entries from {−1, 1} whose sum of autocorrelations is −2 for all side lobes. Equiva-
lently, if the sequences are considered as coming from {0, 1} entries, then the sum of their
ACF s is a constant (for all side lobes). More formally, let a = (ai) and b = (bi) be binary
sequences of period n with entries from {0, 1}. Let G be the cyclic group of order n, i.e.
G = {gi | 0 ≤ i ≤ n− 1}.
By abuse of notation, we identify the periodic sequences a and b with the group ring
elements A =
∑n−1
i=0 aig
i and B =
∑n−1
i=0 big
i. Then we define a Legendre pair as follows.
Definition 6.1. A pair of periodic sequences, A and B each with period n form a Legendre
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pair if
AA(−1) +BB(−1) = l + λ(G− 1)
where l and λ are constants.
Alternatively, in the world where the entries come from {−1, 1}:
Definition 6.2. A pair of periodic sequences, A and B each with period n form a Legendre
pair if
AA(−1) +BB(−1) = |A|+ |B| − 2(G− 1)
where l and λ are constants.
Applying the principal character to the group ring equation from Definition 6.2 yields
AA(−1) +BB(−1) =|A|+ |B| − 2(G− 1)
χ0
(
AA(−1) +BB(−1)
)
=χ0 (|A|+ |B| − 2(G− 1))
χ0(A)
2 + χ0(B)
2 =2n− 2(n− 1)
a2 + b2 =2.
This equation has solutions {a, b} = {−1, 1}, where a =
∑n
i=0 ai and b =
∑n
i=0 bi. Thus
n must be odd for a Legendre pair to exist and it is conjectured that such a pair exists for
all odd lengths [15]. Such sequences are almost-balanced as they are of odd length. The
existence of Legendre pairs is known for many lengths and some results are summarized
next as discussed in [15]. A Legendre pair is known to exist when
• n a prime by [15];
• 2n+ 1 a prime power, see [50];
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• n = 2k − 1 with k ≥ 2;
• n = p(p+ 2) with both p and p+ 2 an odd prime.
Currently the smallest length for which existence of a Legendre pair is unknown is n = 77.
A fascinating note on on Legendre pairs is that their existence implies the existence of a
Hadamard matrix of specified size. The Hadamard matrix, H , is a (±1) matrix such that
HHT = kIn where In is the identity matrix of order n. A bordering method allows for a
Legendre pair, say A and B of length n, to be developed cyclically (into matrices A and B
of size n× n) and form a Hadmard matrix of size 2n+ 2× 2n+ 2. Further, there are two
bordering schemes given by
Hsymm =

− − + · · · + + · · · +
− + + · · · + − · · · −
+ +
...
... A B
+ +
+ −
...
... BT −AT
+ −

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and
Hskew =

+ − + · · · + + · · · +
+ + + · · · + − · · · −
− −
...
... A B
− −
− +
...
... −BT AT
− +

which give a symmetric and skew-symmetric Hadamard matrix respectively when either of
A or B is symmetric (or skew-symmetric).
6.2 Infinite families of Legendre pairs
While there are many families of algebraic sequences, we focus here on a select few and
examine their relationships with respect to the formation of Legendre pairs and to one
another.
The Sidelnikov-Lempel-Cohn-Eastman Sequence
The Sidelnikov-Lempel-Cohn-Eastman (SLCE) sequence is an optimal binary sequence
due to Lempel, Cohn and Eastman, see [27] and [45] for more details. It can be constructed
for any prime power, q = pn, and has optimal periodic autocorrelation properties (i.e.
all side lobe values are {±2} or {−4, 0} depending on length). The SLCE sequence is
constructed by using the finite field Fq with q elements, where q = pn is an odd prime
power. Denoting the multiplicative group of Fq by F∗q . Suppose that α is a generator for Fq
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and k = (q − 1)/2. Then the set
S = {α2i+1 − 1}k−1i=0
defines the elements in the SLCE sequence.
The Ding-Helleseth-Martinsen Sequence
The almost difference sets (ADSs) of Ding-Helleseth-Martinsen [13] (DHM) occur for
length N = 2q where q is a prime with q ≡ 5 (mod 8). Moreover, two cases exist where
either s = 1 or t = 1 in the equation q = s2 + 4t2. Let Dd,q0 = (α
d) be the multiplicative
group generated by αd in the finite field Fq, where d divides q − 1. Let D(d,q)i = αiD
(d,q)
0 ,
C0 = Di ∪ Dj , C1 = Dl ∪ Dj , and y2 = 1. Then the DHM ADS family is defined by
D = C0 + yC1 for d = 4 and certain (i, j, l) triples where {i, j, l} ⊂ {0, 1, 2, 3}, see [13].
The Yamada Sequences
Let pk ≡ 3 (mod 4) be a prime power and Q be the quadratic residues in Fpk . Let
M = {a : g2a − 1 ∈ Q}
and
N = {a : g2a + 1 ∈ Q}.
Then M,N are supplementary difference sets in the multiplicative group of squares, Q.
[58].
The Szekeres Sequences
Let C0 be the set of non-zero fourth powers in Fpk . Then Ci = αiC0 for some generator α.
Let pk ≡ 5 (mod 8) and
A = C0 ∪ C1, B = C0 ∪ C3.
ThenA,B are supplementary difference sets in the additive group Zkp of Fpk [50]. Note that
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at least one, in fact both, of these sequences are skew symmetric. Such pairs are referred to
as Szekeres pairs.
6.2.1 Definition of a Yamada-Pott Pair
Consider special pairs of sequences,A andB, which are termed Yamada-Pott pairs in honor
of [58] and [39] where the idea of a Legendre pair with the conditions of symmetry and
antisymmetry are mentioned. Formally, let us state a Yamada-Pott pair as follows.
Definition 6.3. A pair of binary sequences relative to an abelian group G with A =∑
g∈G agg and B =
∑
g∈G bgg, make a Yamada-Pott pair if they satisfy |A| = |B| =
|G|+1
2
and all of the following conditions for constant l:
1. AA(−1) +BB(−1) = l + λ(G− 1)
2. A = A(−1)
3. B +B(−1) = G+ 1.
Put another way, a Yamada-Pott pair is a Legendre pair with the added properties
that one sequence is symmetric with the other being anti-symmetric. More specifically,
the developed matrix formed from the group action and the sequences is symmetric or anti-
symmetric. The first item to investigate is the consequence of having a Yamada-Pott pair. It
will be shown in the following theorem that the existence of a Yamada-Pott pair in G = Zu
implies a perfect periodic sequence Z2u.
Theorem 6.1. If A and B make a Yamada-Pott pair in any abelian group H of order u
then S = A + tB in G = Z2 × H , where Z2 =< t >, is an almost difference set with
parameters
(
2u, u+ 1, u+1
3
, u+3
2
)
and hence a balanced optimal binary array of length 2u
is obtained.
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Proof. By definition of a Yamada-Pott pair, let
S = A+ tB
with
AA(−1) +BB(−1) = l + λ(H − 1)
followed by the conditions that
A = A(−1)
and
B +B(−1) = H + 1.
We seek to find λ first. Knowing that the sequences must be balanced in order to form a
Legendre pair, and by presetting the number of elements to be |A| = |B| = u+1
2
forcing
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l = |A|+ |B| = u+ 1 then λ can be found by applying the principal character as follows:
AA(−1) +BB(−1) =l + λ(H − 1)
χ0
(
AA(−1) +BB(−1)
)
=χ0 (l + λ(H − 1))
|A|2 + |B|2 =|A|+ |B|+ λ(|H| − 1)
2|A|2 =u+ 1 + λ(u− 1)
2
(
u+ 1
2
)2
=u+ 1 + λ(u− 1)
(u+ 1)2
2
=u+ 1 + λ(u− 1)
u2 + 2u+ 1 =2u+ 2 + 2λ(u− 1)
u2 − 1 =2λ(u− 1)
λ =
u2 − 1
2(u− 1)
λ =
u+ 1
2
.
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Now expand the entirety of theACF of S. Proceed by explicitly computing the correlation:
SS(−1) = (A+ tB) (A+ tB)(−1)
= (A+ tB)
(
A(−1) + tB(−1)
)
=AA(−1) +BB(−1) + t
(
AA(−1) +BB(−1)
)
=u+ 1 +
(
u+ 1
2
)
(H − 1) + t
(
AB(−1) +BA(−1)
)
=u+ 1 +
(
u+ 1
2
)
(H − 1) + t
(
AB(−1) +BA
)
=u+ 1 +
(
u+ 1
2
)
(H − 1) + tA
(
B(−1) +B
)
=u+ 1 +
(
u+ 1
2
)
(H − 1) + tA (H + 1)
=u+ 1 +
(
u+ 1
2
)
(H − 1) + t (|A|H + A)
=u+ 1 +
(
u+ 1
2
)
(H − 1) + t
((
u+ 1
2
)
H + A
)
.
This expression can be further simplified by grouping terms. Proceed by separating the two
autocorrelation values which show up in this array.
SS(−1) =u+ 1 +
(
u+ 1
2
)
(H − 1) + t
((
u+ 1
2
)
H + A
)
.
=u+ 1 +
(
u+ 1
2
)
(H +Ht)− u+ 1
2
+ At
=
u+ 1
2
+
(
u+ 1
2
)
G+ At.
This shows that all autocorrelation values are either u+1
2
or u+1
2
+ 1. Thus, S is an almost
balanced binary array with perfect periodic autocorrelations in G = Z2 ×H .
A few remarks concerning Theorem 6.1:
1. The converse of Theorem 6.1 is not true. That is, having a balanced binary sequence
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with perfect periodic autocorrelations in G = Z2 ×H does not guarantee a Yamada-
Pott pair in H . As an example, take the balanced almost difference set in Z38 found
by Arasu and Little, in [7], given as
S = [++−−++++−−+−++−−−−−−+−+−+++−+−−+−+++−−].
This example, S, is a balanced almost difference set in Z38 however when written as
a pair of sequences of the form S = A+ tB one will find
A = [+ +−+ + + + +−+ +−+−−+−−−]
and
B = [−+−−−+ + +−−−−+ + +−+−−]
which fail all three of the Yamada-Pott pair conditions. That is, neither ofA andB are
symmetric or skew-symmetric and the autocorrelation values inAA(−1)+BB(−1) are
not all −2 (if computed, one will find a mix of ±2 autocorrelations). Of important
note however is that there are families of balanced binary sequences in Z2u with
perfect autocorrelations which give rise to Yamada-Pott pairs A and B in Zu. This
interesting fact is examined next.
2. An exhaustive computer search was performed to find all Yamamda-Pott pairs in Z17
with no examples found. The lack of identification of such a pair along with a known
perfect balanced binary sequence in Z34 also supports the converse not being true.
3. The smaller correlation value appears with H ∪ (H − A)t and the larger correlation
shows with the elements in At.
4. There are Legendre pair arrays (higher dimensional sequences) which can be con-
structed using the DHM construction to obtain an array S = A+ tB in Z2 × (Z5)3.
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Theorem 6.2. With respect to Theorem 6.1 taking the complement of either of A or B does
not alter the Yamada-Pott properties but does imply a perfect balanced binary sequence of
length 2u.
Proof. Let (A,B) be a Yamada-Pott pair. The complement of A is still symmetric by
(G− A)(−1) = (G− A(−1)) = G− A
and the correlation function of (G− A)(G− A)(−1) +BB(−1) can be calculated to be
(G− A)(G− A(−1)) +BB(−1) =GG−GA(−1) − AG+ AA(−1) +BB(−1)
=|G|G−GA− AG+ AA(−1) +BB(−1)
=2uG− 2|A|G+ AA(−1) +BB(−1)
=2(u− u+ 1)G+ AA(−1) +BB(−1)
=2G+ AA(−1) +BB(−1).
Since AA(−1) + BB(−1) is assumed to be a nice sequence, then we see the preservation of
its Legendre pair quality. Similarly, if the complement of B is instead taken, by examining
G−B, the antisymmetry of G−B is maintained by
(G−B) + (G−B)(−1) =G−B +G−B(−1)
=2G− (B +B(−1))
=2G− (G+ 1)
=G− 1.
The change in sign of 1 here is not significant and reflects the change in number of elements.
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This change in the number of elements, whether in A or B, results in our sequence S =
A+ tB becoming balanced as |S| = |A|+ |B| = u+1
2
+ u+1
2
− 1 = u.
6.2.2 The Ding-Helleseth-Martinsen Yamada-Pott Pair
Here the Yamada-Pott pair which comes from the array defined by DHM in [13] is ex-
amined. This array family comes in two flavors for a prime power q ≡ 5 (mod 8) and
q = s2 + 4t2. The two flavors are associated with q when either s = 1 or t = 1. We
will examine both cases noting that when t = 1, a Yamada-Pott pair is obtained, while
in the remaining case, s = 1 or in fact any q ≡ 5 (mod 8), a Szekeres pair is obtained.
First, we present the case of the DHM family of s = 1 obtaining a Szekeres pair for all
values of q ≡ 5 (mod 8). The construction comes from their choice of cyclotomic classes,
but for our purposes the choice of s = 1 is stronger than it needs to be. Also, note that
our Theorem 6.3 is exactly the first part of Arasu’s Theorem 3.1 from his 1992 work in
[1]. Further, Theorem 6.3 can be found in the 1969 work of Szekeres [49], Theorem 5,
in which a short and sweet proof using finite field arithmetic is given whereas we apply
cyclotomic numbers. It is worth pointint out that the second part of Theorem 3.1 of [1]
does not always work. The claim is that the sequence pair (A,B) = (C0 ∪ C1, C0 ∪ C2)
satisfy the Legendre pair condition, however, this only occurs when q = s2 + 4t2 = s2 + 4.
Otherwise, in the cases when t 6= 1, the autocorrelation values are not nice. On page 130 of
[39], Pott incorrectly credits Arasu for this theorem (as it only works when t = 1) though
these minor oversights do not take away from the main theme of Arasu’s paper on dicyclic
graphs.
Theorem 6.3. The DHM family of sequences, for prime power length q = s2 + 4t2, give
the array pair (A,B) = (C0 ∪ C1, C0 ∪ C3) which form a Szekeres pair.
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Proof. First it must be shown that
AA(−1) +BB(−1) = l + λ(G− 1)
followed by showing that each of A and B is skew-symmetric. To show that the non-trivial
ACF values are constant we invoke Storer’s formula for the relationship of cyclotomic
numbers [48] stating for the cyclotomic classes or order e, denoted byCi for i = 0, 1, ..., e−
1, that
CiCj = aij +
e−1∑
k=0
(j − i, k − i)Ck
with
aij =

f, if f is even and j = 2,
f, if f is odd and j = i+ e/2,
0, otherwise.
(6.1)
Note that ef = q−1. This process also requires the use of the cyclotomic numbers of order
4, which are borrowed from [13]. These are summarized by
(i, j) =

q−7+2s
16
, if (i, j) = (0, 0) = (2, 2) = (2, 0),
q+1+2s−8t
16
, if (i, j) = (0, 1) = (1, 3) = (3, 2),
q+1+2s+8t
16
, if (i, j) = (1, 2) = (0, 3) = (3, 1),
q+1−6s
16
, if (i, j) = (0, 2),
q−3−2s
16
, otherwise.
(6.2)
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Proceed by directly computing the autocorrelation:
AA(−1) +BB(−1) =(C0 + C1)(C0 + C1)
(−1) + (C0 + C3)(C0 + C3)
(−1)
=(C0 + C1)(C2 + C3) + (C0 + C3)(C2 + C1)
=2C0C2 + C0C3 + C1C2 + 2C1C3 + C0C1 + C3C2.
Now, each of these terms can be rewritten using Equations (6.1) and (6.2). Going term by
term, expand to find
C0C2 =f + (2, 0)C0 + (2, 1)C1 + (2, 2)C2 + (2, 3)C3
C0C3 =0 + (3, 0)C0 + (3, 1)C1 + (3, 2)C2 + (3, 3)C3
C1C2 =0 + (1, 3)C0 + (1, 0)C1 + (1, 1)C2 + (1, 2)C3
C1C3 =f + (2, 3)C0 + (2, 0)C1 + (2, 1)C2 + (2, 2)C3
C0C1 =0 + (1, 0)C0 + (1, 1)C1 + (1, 2)C2 + (1, 3)C3
C3C2 =0 + (3, 1)C0 + (3, 2)C1 + (3, 3)C2 + (3, 0)C3
and continue on by substituting in to the autocorrelation. Careful examination of the equal-
ities in Equation (6.2) reveals that
AA(−1) +BB(−1) = 2C0C2 + C0C3 + C1C2 + 2C1C3 + C0C1 + C3C2
= 4f +
(
q − 7 + 2s
8
+
q + 1 + 2s− 8t
16
+
q + 1 + 2s+ 8t
16
+
q − 3− 2s
4
)
(G− 1)
= 4f +
(
8q − 24
16
)
(G− 1)
= q − 1 +
(
q − 3
2
)
(G− 1).
To finish the proof, it must now be shown that one of the pair’s elements, say A, is skew-symmetric.
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This is clear as A(−1) = (C0 +C1)(−1) = C2 +C3. Since all cosets are disjoint, then we have skew
symmetry for A (similarly for B).
We make one final remark on Theorem 6.3 that in the special case when s = 1 we
obtain the true DHM sequence which provides not only good autocorrelation values, but
also good crosscorrleation values as well. That is, AB(−1) + BA(−1) will become two-
valued one apart. Next we show that the DHM family with t = 1 gives a Yamada-Pott
pair.
Theorem 6.4. The DHM family of sequences, for prime power length q = s2+4t2 = s2+4,
give the array pair (A,B) = (C0 ∪C3, C1 ∪C3) which form a Yamada-Pott pair where Ci
are the cyclotomic classes of order 4.
Proof. We must first show that the pair (A,B) gives a Legendre pair. To do so, a proof
similar to that in Theorem 6.3 is possible however, we wish to use Ding’s proof in [12]
where it is shown that exactly one of the sets {C0 + C1, C3 + C1} or {C0 + C2, C3 + C2}
with q = s2 + 4t2 = s2 + 4 is a difference family. As stated in the proof, the choice of field
generator α determines which set is the difference family. Observe that
α{C0 + C2, C3 + C2} = {C1 + C3, C0 + C3}
which is exactly our pair. Thus, we have a difference family as per Ding’s proof [12]. To
finish we must prove that the pair consists of a symmetric and a skew-symmetric sequence.
The symmetry of A = C1 + C3 is straight forward as
A(−1) = (C1 + C3)
(−1) = C3 + C1 = A.
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Lastly, the skew-symmetry of B = C0 + C3 is seen by noting that
B(−1) = (C0 + C3)
(−1) = C2 + C1
which is disjoint from B. Thus, B + B(−1) contains all elements except the identity and is
thus skew-symmetric. As mentioned in [12], the choice of α plays a role in the exact form
of the sequence pair. The other possible pair, if the prior does not work, is given by
(A,B) = (C0 ∪ C1, C3 ∪ C1)
which is another symmetric and antisymmetric pair for B and A respectively. This com-
pletes the proof.
6.2.3 The Sidelnikov-Lempel-Cohn-Eastman Yamada-Pott Pair
We now show that the sequence, L in Z2u, by Sidelnikov and Lempel-Cohn-Eastman, [45]
and [27], forms a Yamada-Pott pair. We first mimic the proof by Ding in [12] to show that if
L = A+ tB with t2 = 1, that the sequence pair (A,B) provides a constant autocorrelation
(i.e. they are a difference family). Equivalently, we wish to show that AA(−1) +BB(−1) =
k + −2G where G = Zu. As a remark prior to starting the main theorems, we would like
to point out that our sequence is constructed in a somewhat different manner than what is
explicitly shown in [12]. Our sequence pair, (A,B) is related to Ding’s (D1, D2) by A =
2D1 and B = 2D2 + 1. For the purpose of the autocorrelation function, AA(−1) +BB(−1)
is the same as D1D
(−1)
1 + D2D
(−1)
2 . This can be seen as the operation A = 2D1 ≡ D1
is a group automorphism and the operation of D2 + 1 is a shift by which no change in
automorphism occurs as seen by
AA(−1) +BB(−1) = D1D
(−1)
1 +D2gD
(−1)
2 g
−1
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where gg−1 = 1 and so
AA(−1) +BB(−1) = D1D
(−1)
1 +D2D
(−1)
2
allowing us to continue with the proof. One remark is that the cross-correlation is not so
lucky as the autocorrelation as seen by
AB(−1) +BA(−1) = D1D
(−1)
2 g
−1 +D2gD
(−1)
1
showing that the cross-correlation is not immune to this shifting. In what follows, we only
consider the autocorrelation values.
Theorem 6.5. Let q ≡ 3 (mod 4) be a prime power. This implies the existence of a
Yamada-Pott pair, (A,B), of order q−1
2
and hence the coexistence of a symmetric and skew
symmetric Hadamard matrix of order q + 1 with a common core created by (A,B).
Proof. Let q = pm ≡ 3 (mod 4) and set α to be a generator of F ∗q . We use the cyclotomic
classes, C0 and C1, to denote the set of non-zero squares and non-squares of the field
respectively. The sequence pair, (A,B), is formed by the sets
A =
{
logαx
(
mod
q − 1
2
)∣∣∣x ∈ (C1 − 1) ∩ C0} , (6.3)
B =
{
logαx
(
mod
q − 1
2
)∣∣∣x ∈ (C1 − 1) ∩ C1} , (6.4)
which we now proceed to show it satisfies the three conditions of a Yamada-Pott pair.
First, we show that (A,B) satisfies the first condition of its autocorrelation being constant,
thus giving a Legendre pair. The (A,B) pair is equivalent by the group automorphisms
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(allowing us to use Ding’s [12] form) to
D1 =
{
logαx
2
∣∣∣x ∈ (C1 − 1) ∩ C0} , (6.5)
D2 =
{
logαx− 1
2
∣∣∣x ∈ (C1 − 1) ∩ C1} (6.6)
since A = 2D1 and B = 2D2 + 1. First note that D2 is equivalent to
D2 =
{
logαx
2
∣∣∣x ∈ (C0 − α−1) ∩ C0}
as (C1−1)∩C1 = (αC0−αα−1)∩αC0 = α(C0−α−1)∩C0. We seek to calculate the sum
of the two difference functions, at a common entry i, given as follows for i = 1, 2, ..., q−3
2
:
|D1∩(D1 + i)|+ |D2 ∩ (D2 + i)| =
=|[(C1 − 1) ∩ C0] ∩ α2i[(C1 − 1) ∩ C0]|+ |[(C0 − α−1) ∩ C0] ∩ α2i[(C0 − α−1) ∩ C0]|
=|(C1 − 1) ∩ C0 ∩ [(C1 − α2i) ∩ C0]|+ |(C0 − α−1) ∩ C0 ∩ [(C0 − α2i−1) ∩ C0]|
=|(C1 − 1) ∩ [(C1 − α2i) ∩ C0]|+ |(C0 − α−1) ∩ [(C0 − α2i−1) ∩ C0]|
=|(C1 − 1) ∩ (C1 − α2i) ∩ C0|+ |(C1 − 1) ∩ (C0 − α2i) ∩ C1|
=|(C1 − 1) ∩ (C1 − α2i)| − |(C1 − 1) ∩ (C0 − α2i) ∩ 0|.
Now, we simplify further by seeing that (C1 − 1) ∩ 0 is empty as 1 /∈ C1. Further, we are
interested in i = 1, ..., q−3
2
which shows that α2i 6= 1. Thus, the element β = 1 − α2i 6= 0
and so β−1 exists. This β comes in to play next. Continuing our simplification of the
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difference functions:
|(C1 − 1) ∩ (C1 − α2i)| − |(C1 − 1) ∩ (C0 − α2i) ∩ 0| =|(C1 − 1) ∩ (C1 − α2i)| − |∅|
=|(C1 − 1) ∩ (C1 − α2i)|
=|C1 ∩ (C1 + 1− α2i)|
=|C1 ∩ (C1 + β)|
=|β−1C1 ∩ (β−1C1 + 1)|
=|Ch ∩ (Ch + 1)|
for h = 0 or 1. In the case of q ≡ 3 (mod 4) the value of |Ch ∩ (Ch + 1)| is exactly
(0, 0) = (1, 1) = q−3
4
. Thus we have a constant difference function implying a Legendre
pair.
Next we show the second requirement of a Yamada-Pott pair. This is that the object
A satisfies the symmetry condition A = A(−1). Let a ∈ A, then a = logαx (mod q−12 )
implying that x = αa ∈ (C1 − 1) ∩ C0. This says that a is even, say a = 2j, and
α2j = α2i+1 − 1. We continue by taking the equation α2j = α2i+1 − 1 and multiplying by
147
α−1.
α2j =α2i+1 − 1
α−aα2j =α−aα2i+1 − α−a
1 =α2i+1−a − α−a
1 =α2i+1−2j − α−a
1 =α2(i−j)+1 − α−a
α−a =α2(i−j)+1 − 1
showing that α−a ∈ (C1 − 1) ∩ C0 which is exactly the set A. Therefore, we have shown
that −a ∈ A, a ∈ A(−1), and so A ⊂ A(−1). By inversion, we also get A(−1) ⊂ A giving
A = A(−1). Thus showing that one of our sequences is symmetric.
To finalize the proof, we now show that the other sequence in the pair,B, is anti (skew)
symmetric in that it satisfies B + B(−1) = H − 1. We wish to have A and B be the same
size, and it can be shown that |B| = |A| − 1 in this construction. We will first show that B,
as defined, is antisymmetric. Then we will show that its complement, whose size matches
that of A, is also antisymmetric.
Proceeding, note that |B| = |B(−1)| = u−1
2
and that 0 /∈ B. It is sufficient to show
from here that B ∩ B(−1) = ∅. Let b ∈ B, then b = logαx for x ∈ (C1 − 1) ∩ C1. This
gives that x = αb for some odd b and also that x = α2j+1 − 1. Performing some algebra
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we see that
xb =α2j+1 − 1
x−bxb =x−bα2j+1 − α−b
1 =α2j+1−b − α−b
α−b =α2j+1−b − 1
hence α−b ∈ C0 − 1 as b is odd. Thus we have α−b /∈ C1 − 1 and −b /∈ B. Concluding we
have that b /∈ B(−1) and B ∩ B(−1) = ∅ as desired. If we denote the complement of B by
B′ it is easy to see that B′ is antisymmetric as B′ = H −B and so
B′ +B′(−1) =H −B + (H −B)(−1)
=H −B +H −B(−1)
=2H −B −B(−1)
=2H − (B +B(−1))
=2H − (H − 1)
=H − 1
as desired. Thus the (A,B) pair is a Yamada-Pott pair.
An interesting observation about the SLCE construction is that it is in fact equivalent
to that given by Yamada.
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Theorem 6.6. For q ≡ 3 (mod 4) the Yamada Yamada-Pott pair given by
A1 =
{
logαx
(
mod
q − 1
2
)∣∣∣x ∈ (C0 + 1) ∩ C0} (6.7)
B1 =
{
logαx
(
mod
q − 1
2
)∣∣∣x ∈ (C0 − 1) ∩ C0} (6.8)
and the SLCE Yamada-Pott pair given by
A2 =
{
logαx
(
mod
q − 1
2
)∣∣∣x ∈ (C1 − 1) ∩ C0} (6.9)
B2 =
{
logαx
(
mod
q − 1
2
)∣∣∣x ∈ (C1 − 1) ∩ C1} (6.10)
are in fact equivalent as A1 = B2 and B1 = A′2 where A
′
2 represents the complement of
A2.
Proof. Let the sequence pairs (A1, B1) and (A2, B2) be as defined above for the Yamada
and SLCE constructions respectively. We first show that A1 = B2. By definition,
A1 = (C0 + 1) ∩ C0.
If we multiply by α
q−1
2 we get
α
q−1
2 A1 = (α
q−1
2 C0 + α
q−1
2 ) ∩ α
q−1
2 C0
which seeing as q ≡ 3 (mod 4) gives
α
q−1
2 A1 = (C1 − 1) ∩ C1 = B2.
After taking the discrete logarithm and reducing modulo q−1
2
we get A1 = B2. We next
show that the remaining pair are complements of one another. Since the field
GF (q) = {0} ∪ C0 ∪ C1
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then it is also true that it can be partitioned by
GF (q) = {−1} ∪ C0 − 1 ∪ C1 − 1.
Since q ≡ 3 (mod 4), then −1 /∈ C0 giving that
C0 = (C0 ∩ C0 − 1) ∪ (C0 ∩ C1 − 1) = B1 ∪ A2.
Thus, B1 = C0 \ A2 and A2 = C0 \B1 which completes the proof.
Next we would like to take the time to point out another Yamada-Pott pair which
comes from a sequence family similar to that of 6.5. In fact, it is presented partially in
Ding’s 2008 paper on difference families, see [12], as Theorem 4.1.
Theorem 6.7. Let q = pm ≡ 3 (mod 4) and set α to be a generator of F ∗q . We use the
cyclotomic classes, C0 and C1, to denote the set of non-zero squares and non-squares of
the field respectively. The sequence pair formed by the sets
A =
{
logαx
(
mod
q − 1
2
)∣∣∣x ∈ (C0 − 1) ∩ C0} , (6.11)
B =
{
logαx
(
mod
q − 1
2
)∣∣∣x ∈ (C0 − 1) ∩ C1} (6.12)
is a Yamada-Pott pair forming an almost balanced perfect sequence of length q − 1.
Proof. We first show that the sequence pair (A,B) provides a Legendre pair. In Theorem
12 of [36] it is shown that the almost balanced sequence I∗1 = C0 − 1 gives a two-valued
autocorrelation. Further, in Theorem 4.1 of [12] it is shown that the equivalent sequence
pair (A′, B′), satisfying the relationships A = 2A′ and B = 2B′ + 1, has constant auto-
correlation A′(A′)(−1) +B′(B′)(−1). Next, we show that the sequence A is symmetric. For
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any x ∈ (C0 − 1) ∩ C0 we have that
x = α2i − 1 = α2j
and so multiplying both sides by x−1 = α−2j yields
α2i−2j − α−2j = 1
or
α−2j = α2i−2j − 1.
Hence, x−1 ∈ (C0 − 1) ∩ C0 = A implying −2j ∈ A or that a ∈ A(−1) and so A ⊂ A(−1).
By inversion we get A(−1) ⊂ A and thus the symmetry, A = A(−1), is proven. Finally, we
show that the sequence B is skewsymmetric. By definition of B, any x ∈ (C0 − 1) ∩ C1
satisfies
x = α2i − 1 = α2j+1
and by multiplying by x−1 = α−(2j+1) we see that
α2i−2j−1 − α−(2j+1) = 1.
By rearranging terms we get
α−(2j+1) = α2i−2j−1 − 1
and so x−1 ∈ (C1 − 1) ∩ C1. Hence, x−1 /∈ C0 − 1 and so too is −2j − 1 /∈ B. Thus, if
b = 2j + 1 ∈ B, then −b /∈ B giving that B ∩B(−1) = ∅.
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While it is believed that a Legendre pair exists for all odd lengths, it is a less studied
problem for when a Szekeres pair or a Yamada-Pott pair exist. We present a short table
showing the existence, or non-existence, of a Yamada-Pott pair. In the comment section
we describe either how the pair is generated or how we have shown it does not exist. In
cases where “Computer Search” is listed, it is based on exhaustive computer searches that
we have performed. Under the “Exist?” column a “Y” or “N” means yes or no respectively
while “?” indicates an open case.
n Exist? Comment
3 Y Theorem 6.5 with q = 2(3) + 1 = 7
5 Y Theorem 6.5 with q = 2(5) + 1 = 11
7 N Computer Search
9 Y Theorem 6.5 with q = 2(9) + 1 = 19
11 Y Theorem 6.5 with q = 2(11) + 1 = 23
13 Y Theorem 6.5 with q = 2(13) + 1 = 27
15 Y Theorem 6.5 with q = 2(15) + 1 = 31
17 N Computer Search
19 N Computer Search
21 Y Theorem 6.5 with q = 2(21) + 1 = 43
23 Y Theorem 6.5 with q = 2(23) + 1 = 47
25 N Computer Search
27 N Computer Search
29 Y Theorem 6.5 with q = 2(29) + 1 = 59
31 N Computer Search
Table 6.1: List of Yamada-Pott pair existence by length n.
The case of our exhaustive computer search for length 27 is further supported by the
exhaustive searches performed by Ilias Kotsireas, et al. In a 2016 personal communication
Kotsireas [25] relayed to us that “we have proved by an [exhaustive] search that balanced
perfect binary sequences of length 54 do not exist, on two different supercomputers, with
different programs.” This supports our computer search as finding a Yamada-Pott pair of
length 27 would imply a perfect balanced binary sequence of length 54 as per our Theorem
6.1.
We wrap up this section with a few closing comments.
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1. There are many examples of sequence pairs defined in terms of the cycltomic classes
of order four which are referenced but are in fact equivalent. Consider the sequence
pairs, in terms of the cosets of order 4 Ci, given by Arasu [1] by
(A1, B1) = ({C0 ∪ C1}, {C0 ∪ C2})
given by Ding [12] by
(A2, B2) = ({C0 ∪ C2}, {C3 ∪ C2})
and by us in Theorem 6.4 by
(A3, B3) = ({C0 ∪ C3}, {C3 ∪ C1}).
One can quickly see that α(A3, B3) = (A1, B1) and α(A2, B2) = (A3, B3) and are
thus equivalent sets.
2. The Szekeres and DHM sets are the same for q = 1 + 4t2 as in Szekeres [49] and our
Theorem 6.3.
3. In Pott’s book [39] on page 130 it is stated falsely that a Yamada-Pott pair exists with
length q = 37. This is false as it originated from the mistake in Arasu’s part 2 of
Theorem 3.1 in [1]. The case of q = 37 with n = 2∗37+1 = 75, not a prime power,
only gives a skew-symmetric (Szekeres) pair. The first example from our Theorem
6.4 of a Yamada-Pott pair arises at q = 152 + 4 = 229 with n = 2q+ 1 = 459 which
is not a prime power as 459 = 3317.
6.2.4 An Inequivalent Legendre Pair of Length 57
By using a a heuristic computer search a Legendre pair for length 57 was found in [11].
This Legendre pair resulted in the construction of a bordered double circulant Hadamard
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matrix of length 116. The Legendre pair found is given by
A =[−+ +−+−+−+ +−+ +−−−−+−+ + + + +−+ ++
−−+ + +−+−−−−−+−+−−+−+ + +−−+−+−−]
and
B =[−−+ +−−+ +−+ + + +−+ +−+ + + + +−−−−−+
−+ + +−+ +−−+−+−−−+ + +−−−−+ +−−−−+].
This pair of sequences can be shown to satisfy the condition given by Definition 6.2. The
distributions of the autocorrelations of A and B are
(−11)2(−7)12(−3)10(1)20(5)12
and
(−7)12(−3)20(1)10(5)12(9)2
respectively. Using cyclotomy we have been able to find an inequivalent Legendre pair of
length 57 which we denote by X and Y . To show our construction, we consider the cyclic
group Z57 ≡ Z3 × Z19 and construct our example by examining the cyclotomic cosets of
Z19. Let Fq be a finite field with d dividing q − 1. Given a generator α of Fq we define
Dd,q0 = (α
d) to be the multiplicative group generated by αd. The cyclotomic cosets of order
d, denoted D(d,q)i , are then constructed by
D
(d,q)
i = α
iD
(d,q)
0 .
For this example, we explicitly construct these cosets for d = 6, q = 19 and α = 2. The
elements are given byD(6,19)0 = {1, 7, 11} with the remaining cosets being generated easily
by multiplication ofD(6,19)0 by α = 2 and reduced modulo 19. In this manner, our Legendre
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pair can be constructed in Z3 × Z19 by
X = {0} × {0, D0, D1, D2} ∪ {1} × {D0, D2, D3, D4} ∪ {2} × {D3, D4}
and
Y = {0} × {0, D0, D4, D5} ∪ {1} × {D0, D3, D5} ∪ {2} × {D0, D1, D3}.
The pair (X, Y ) satisfies 6.2 and further is inequivalent to the example by [11] as the
independent distribution of correlations are
(−7)14(−3)12(1)18(5)12
and
(−7)12(−3)18(1)12(5)14
for X and Y respectively. Note that our CE, for both X and Y , are 1112 while those of
Ding [11] have correlation energies of 1240. Thus we are able to achieve a lower CE while
still maintaining the Legendre pair property.
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Chapter 7
Sequences with Optimal Periodic
Autocorrelation Functions
7.1 Theoretical Bounds on Optimality
Let S be a binary sequence in the group G = Zv with k elements (+1 entries). The
autocorrelation function is then SS(−1). We seek to find optimal sequences satisfying that
(1) their CE is minimal and (2) their periodic side lobes are minimal. To accomplish this,
we will start by examining the case of sequences of odd length having three leveled ACF
(two different non-trivial λs) which differ by 1. Thus,
SS(−1) = k + λA+ (λ+ 1)(G− A− 1).
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We denote the size of A by t, that is |A| = t, and apply the principal character
SS(−1) =k + λA+ (λ+ 1)(G− A− 1)
χ0
(
SS(−1)
)
=χ0 (k + λA+ (λ+ 1)(G− A− 1))
|S|2 =k + λ|A|+ (λ+ 1)(|G| − |A| − 1)
k2 =k + λt+ (λ+ 1)(v − t− 1).
This last equation, k2 = k+λt+ (λ+ 1)(v− t−1), we refer to as the group ring equation.
Next, by Equation (3.5) we can convert the binary λ into bipolar γ values giving
λ =
4k − v + γ
4
which upon substituting yields
k2 = k +
(
4k − v + γ
4
)
t+
(
4k − v + γ
4
+ 1
)
(v − t− 1).
Next, let us consider the case of minimizing the CE which is equivalent to minimizing
the value of t which we let denote the number of times that the largest (in magnitude)
autocorrelation appears. We proceed to solve for t:
k2 =k +
(
4k − v + γ
4
)
t+
(
4k − v + γ
4
+ 1
)
(v − t− 1)
t =k − k2 +
(
4k − v + γ
4
+ 1
)
(v − 1)
t =k − k2 +
(
4k − v + γ + 4
4
)
(v − 1).
Now, the maximum magnitude of γ depends on the modulus of v.
Case 1: v ≡ 1 (mod 4) Here the worst value of γ is −3 in which case
t = k − k2 +
(
4k − v + 1
4
)
(v − 1)
which we see is an inverted quadratic with respect to k. Thus, t is minimal at one of the
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roots, relative to k. Solving for t = 0
0 = k − k2 +
(
4k − v + 1
4
)
(v − 1)
=⇒ k2 − k =
(
4k − v + 1
4
)
(v − 1)
=⇒ 4k2 − 4k = (4k − v + 1)(v − 1)
=⇒ 4k2 − 4vk + (v − 1)2 = 0
=⇒ k =
4v ±
√
16v2 − 16(v − 1)2
8
.
which simplifies to
k =
v ±
√
2v − 1
2
. (7.1)
Case 2: v ≡ 3 (mod 4) Here the worst value for γ is 3. We can use a similar derivation as
in case 1, however note that the γ = 3 will be associated with the number of times that the
larger autocorrelation shows up. That is, we are interested in minimizing not t, but rather
t∗(k) = v − t− 1. Thus, we have to minimize
t∗(k) = v − t− 1 =v −
(
k − k2 +
(
4k − v + 3 + 4
4
)
(v − 1)
)
− 1
=v − k + k2 −
(
4k − v + 7
4
)
(v − 1)− 1
=k2 − k −
(
4k − v + 7
4
)
(v − 1)− 1.
Note that t∗(k) is now a quadratic function and has a minimum value at its vertex given by
t∗vertex = k = −
−1− (v − 1)
2
=
v
2
. (7.2)
In light of Equations (7.1) and (7.2) we are able to pinpoint what number of elements are
required to minimize the CE for a given length. Clearly we must have an integer number
of elements and so these equations should be rounded up by the ceiling function to give
the appropriate values. The following table uses the knowledge gained thus far to give the
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parameters of the optimal sequence for lengths up through 50, if they can be shown to exist.
v Elements Bad correlation (|γ| = 3) Count CE
5 1 0 4
7 4 0 6
9 3 2 24
11 6 0 10
13 4 0 12
15 8 0 14
17 6 2 32
19 10 0 18
21 8 4 52
23 12 0 22
25 9 0 24
27 14 0 26
29 11 2 44
31 16 0 30
33 13 4 64
35 18 0 34
37 15 6 84
39 20 0 38
41 16 0 40
43 22 0 42
45 18 2 60
47 24 0 46
49 20 4 80
Table 7.1: The optimal parameters for odd length sequences up to length 49.
7.2 The List of Optimal Sequences
We present Table 7.2 containing sequences with minimal CE (maximal periodic merit
factor) by length, v. The remaining columns show the elements of the sequence, CE,
periodic merit factor, and finally a column indicating if the sequence is optimal relative
to the equations summarized in Table 7.1. The following table is similar to that shown in
Luke’s survey paper [31], however we wish to show that he listed the length 41 as being
uncertain in its optimality, while we can prove it to be optimal. All lengths for which the
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column labeled “Opt?” is answered with “Y” are provably optimal based on the equations
used to prodcue Table 7.1. If the column contains a “N” then the sequence listed is still
optimal, it just does not conform to the equations. In other words, just because the equations
indicate a particular parameter set as being optimal does not mean that such a sequence
exists.
v Sequence Elements CE PMF Opt?
5 {0} 4 6.25 Y
7 {1,2,4} 6 8.17 Y
9 {0,1,3} 24 3.38 Y
11 {1,3,4,5,9} 10 12.10 Y
13 {0,1,5,11} 12 14.08 Y
15 {0,1,2,7,9,12,13} 14 16.07 Y
17 {0,1,2,3,5,8,12} 64 4.52 N
19 {1,4,5,6,7,9,11,16,17} 18 20.06 Y
21 {7,9,12,13,16,18,19,20} 52 8.48 Y
23 {1,2,3,4,6,8,9,12,13,16,18} 22 24.05 Y
25 {0,9,10,12,15,16,18,20,23,24} 72 8.68 N
27 {0,9,11,12,13,16,18,19,22,24,26} 74 9.85 N
29 {0,9,10,13,15,18,21,22,23,25,27,28} 92 9.14 N
31 {1,2,4,7,8,14,15,16,19,23,25,27,28,29,30} 30 32.03 Y
33 {0,9,13,14,15,19,21,22,24,26,29,30,32} 64 17.02 Y
35 {0,1,3,4,7,9,11,12,13,14,16,17,21,27,28,29,33} 34 36.03 Y
37 {0,6,12,14,17,19,23,24,27,28,31,33,34,35,36} 84 16.30 Y
39 {2,4,5,7,9,10,11,14,15,16,23,24,25,27,31,35,38} 86 17.69 N
41 {0,9,11,14,15,21,22,24,27,29,31,32,33,35,36,39,40} 104 16.16 N
43 {1,4,6,9,10,11,13,14,15,16,17,21,23,24,25,31,35,36,38,40,41} 42 44.02 Y
Table 7.2: The best known sequences for odd length up to length 43.
The first such case where the theoretically optimal sequence fails to show itself is
length v = 17. The optimal sequence for this length should contain k = 6 elements with
a CE of 32, equivalently a (17, 6, 1, 2) almost difference set. However, computer search
reveals that this sequence does not exist. To find the next best case (in actuality this is the
best existing sequence) we must choose to either add or remove an element. By removing
an element, k = 5, we would be asking for the existence of the form (17, 5, 0, 1). By using
161
the group ring equation we find that
25 = 5 + 0t+ 1(17− t− 1)
which upon solving for t shows that t = −4 which is not possible. Thus, we move to k = 7
elements to find the next possible sequence. With k = 7 the group ring equation gives
49 = 7 + 2t+ 3(17− t− 1)
and indicates that t = 6 and that the next best possible sequence has parameters (17, 7, 2, 3)
with CE=64, which is exactly what we found. We focus on two more lengths of interest:
v = 39 and 41. For both lengths, the group ring equations and arguments for the optimal
sequence indicate that (39, 20, 9) and (41, 16, 6) difference sets are optimal. Both of these
are known to not exist by the Mann test as indicated in [18]. In the case of length 39,
the absence of a difference set requires that we look for a sequence with two different non-
trivial autocorrelation values. The group ring equations give that the next best possible case
will be for k = 18 elements and from
182 = 18 + 8t+ 9(39− t− 1)
we get that t = 36. This particular sequence was not found by exhaustive computer search.
That is, a sequence S written in Group Ring notation, such that
SS(−1) = 18 + 9(xi + x−i) + 8(Z39 − xi − x−i − 1)
does not exist by computer search. The next best case can be found by removing another
element from the set making k = 17. Using the group ring equation,
172 = 17 + 7t+ 8(39− t− 1)
gives that t = 32. This sequence was found and is listed in Table 7.2. An interesting
remark on this example of length 39 is that it leads to a design with a large determinant.
The Hadamard maximal determinant problem seeks matrices of a given order with ±1
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entries which have the largest possible determinant. An online resource for this problem
can be found at [37]. Currently, the largest known determinant for matrices of order 39
is given by Tamura in [51] using group divisible designs. Tamura’s record holding matrix
has a determinant of 243 × 336 × 5. While we can not beat this record, we are able to
come surprisingly close to it using our optimal sequence of length 39. By creating a matrix
whose first row is the sequence itself followed by each of the next 38 rows being a right-
circulant shift of the previous, we generate a circulant matrix of order 39. This matrix has a
determinant of 236× 36× 5× 7× 293× 33313. This is 95.7% of Tamura’s determinant and
only uses a single circulant design. The last example we study is the length v = 41 example
for which Luke in [31] leaves as an open question as for it being optimal. As mentioned
previously, the group ring equations indicate that a difference set is optimal, but such a
difference set is known to not exist [18]. If we remove an element from the sequence to be
constructed, then we seek a length 41 sequence with k = 15 elements. From the group ring
equation
152 = 15 + 4t+ 5(41− t− 1)
we can solve and see that t = −10 which is not possible. Thus we must add an element
making k = 17. When k = 17,
172 = 17 + 6t+ 7(41− t− 1)
giving that t = 8. Such a sequence was found and is listed in Table 7.2. We note that
there is a single possible structure a sequence of length 41 could have that could beat the
one we found. In the case of bipolar, ±1, sequences the autocorrelation of our length 41
sequence contains t = 8−3 entries and 32 +1 entries. It is possible for a better distribution
of correlations given by 38 +1s and 2 +5s. However, by examining the group ring equation
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and using λ = 4k−v+γ
4
we find that
k2 = k + 38
(
4k − 41 + 1
4
)
+ 2
(
4k − 41 + 5
4
)
which upon simplifying gives k2 − 41k + 398 = 0 which has no integer solutions. Thus,
our length 41 sequence is optimal. As one final remark, we were able to identify another
distribution where exactly two −3 and +5 entries would show along with 36 +1s in the
ACF . This distribution would in fact give the same CE as our length 41. A computer
search gave no results for such a sequence.
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