Gene-intervention studies investigate the responsiveness to therapies according to individuals' genetic profiles. We propose a two-stage sequential design for these studies and investigate the cost of the sample size versus the statistical power. In a typical sequential design, a single normally distributed test statistic is used. For a genetic study, the robust test is used because of the uncertainty of the underlying genetic model (e.g. the recessive, additive or dominant models). The robust test statistic that we consider in the twostage sequential design is the maximum of three correlated normally distributed statistics, each which is optimal under the corresponding genetic model. We study various factors that affect minimizing the average sample number (ASN) or maximizing the power of a gene-intervention study under the two-stage sequential design and make recommendations for the optimal solutions under different scenarios.
INTRODUCTION

Background
There has been a great interest in gearing therapies according to individuals' genetic profiles. As a result, the link between a specific genetic marker and responsiveness to a therapy is often investigated in a clinical study, referred to as a gene-intervention study. The design of a gene-intervention study is analogous to a case-control study design except that the study is conducted prospectively. For a diallelic marker with alleles a and A, the three genotypes are denoted by aa, Aa and AA. Assume A is the allele of interest, an analysis can be performed to examine the association between responsiveness to therapy and the A allele. The CochranArmitage trend tests (CATTs) are often used to detect associations (Armitage, 1955; Cochran, 1954; Sasieni, 1997) . Depending on the underlying genetic model, i.e., the recessive, additive (multiplicative) or dominant models, three CATTs are available, each of which is optimal for the corresponding genetic model (Slager and Schaid, 2001; Freidlin et al., 2002; Zheng et al., 2003) . The disadvantage of using a single CATT is that, when the true genetic model is unknown, misspecification of a genetic model can result in substantial power loss for the CATT. Freidlin et al. (2002) proposed a robust test statistic which is the maximum of the three CATTs over the recessive, additive and dominant models, denoted by MAX3. Other robust tests, including the constrained likelihood ratio test (Wang and Sheffield, 2005) and maximum of likelihood ratio tests (Gonzalez et al., 2008) , have also been studied in the literature. Note that under the null hypothesis H 0 which is no genetic effect for the candidate gene, MAX3 no longer follows N (0, 1) asymptotically. Its asymptotic distribution can be obtained by simulation (Zheng and Chen, 2005) or its tail probability can be approximated .
Because of timing, cost and ethical reasons, group sequential designs have been widely used in clinical trials. Such designs are often used to monitor accumulated data at regular sample recruiting intervals and allow early stopping under the null and/or the alternative hypotheses (Jennison and Turnbull, 2000) while the pre-specified Type I errors are controlled. Statistical methods for group sequential analysis have been extensively applied in the situation where a single test statistic is involved, which has a known distribution, such as normal or t-distributions. Applications of group sequential analysis to genetic studies for the purpose of improving efficiency have been also reported in the literature. For example, Konig et al. (2001 demonstrated the sample size savings in linkage and association studies by utilizing a design with stopping boundaries based on the mean test and the transmission disequilibrium test (TDT), respectively. extended the applications of sequential analysis to case-control studies using a normally distributed test statistic. The MAX statistic is more robust to the unknown genetic models than normally distributed statistics.
Two-stage optimal sequential designs have been studied in medical studies and clinical trials. Simon (1989) proposed a two-stage optimal design that minimizes the expected sample size for a Phase II clinical trial. Shu et al. (2007) studied the optimal designs for sequential evaluation of a medical diagnostic test. Although two-stage designs have also been studied in case-control genetic studies, they are not typical two-stage sequential studies and often arise from large association studies for marker selection. For example, Satagopan and Elston (2003) proposed an optimized two-stage design for case-control studies by genotyping all markers using a portion of samples at the first stage, and selected the most promising markers to be genotyped using the remaining samples at the second stage. Their approach has been further extended in different situations with different optimality criteria (Satagopan et al., 2004; Muller et al., 2007) . See also Elston et al. (2008) for multi-stage designs for genetic case-control studies.
Recently, Nguyen et al. (2009) proposed a two-stage optimal design that incorporates the genotyping cost and statistical power in genome-wide association studies (GWAS). A robust maximal statistic was considered in the design. The design targets optimal power or cost in a setting where a portion of the samples are genotyped for the whole marker set in the first stage and then the rest of the samples are genotyped for the promising markers in the second stage. The authors found in one example that the allocation fraction of 0.48 was optimal and that under a fixed power, increasing the sample size by 13% could reduced the cost by 34.5%. However, this design does not apply for a single marker study in which the genotyping cost is not an issue but optimization of the sample size or power are more focused for varying design parameters of type I error spending and interim looks. Below are two of the real world studies that motivated us to consider a robust group sequential design in a single-marker gene-intervenetion study.
Motivational examples
The first example is a study entitled "Long Acting Beta Agonist Response by GEnotype" (LARGE) (Wechsler et al., 2009) which was conducted by the Asthma Clinical Research Network (ACRN) and sponsored by the Division of Lung Diseases (DLD) of the National Heart, Lung and Blood Institute. The objective of the study was to examine the effects of regularly scheduled long-acting beta-agonist in a group of asthmatic patients harboring the B16-Arg/Arg genotype and in a separate group of baseline matched patients harboring the B16-Gly/Gly genotype at the 16th aminoacid position of the β 2 -adrenergic receptor (a candidate-gene). The study showed a significant genotype difference in responsiveness to methacholine between the two genotypes and suggested a further investigation.
Another example is "The CardioGene Study". This is a study of restenosis in bare metal stents (BMS) for the treatment of coronary artery disease (Ganesh et al., 2004) . The objective of the study is to identify the genetic profile of patients at risk for in-stent restenosis (ISR). The study endpoint is the presence/absence of ISR at 6 months. Again this is also a genomic clinical trial in which individuals are enrolled prospectively. In such a study design, interim analysis can be performed after enrolling 50% of the patients. Prospective risk stratification would allow for the rational selection of specialized treatments against the development of ISR. Because the mode of inheritance of ISR is not clear, a robust test is considered for the sequential study design with interim analysis.
Both examples above require a study design where all of the study subjects are provided the target therapy and the responsiveness to therapy was evaluated subsquently. The study objective is to assess the association between a genetic marker and responsiveness to therapy and an intervention may take place in the future based on the results. In order to save time and cost, such a study may be assessed sequentially in two (or more) stages to potentially allow stopping during the interim of the study. Because of the unknown nature of the genetic mode for the marker, a robust test may be desirable.
Overview
In this paper, we consider a classical sequential design for a single genetic marker using the robust statistic MAX3 in a gene-intervention study setting, and study how to allocate samples (or information) in order to achieve minimum ASN or maximum power. We investigate the operating characteristics of the two-stage sequential design under a variety of parameters. We take into account not only the design specific parameters, such as the allocation fraction of samples for the first stage, an error spending function and alternative differences, but also genetic-related parameters including the allele frequency and underlying genetic model. We present the power and the ASN under each scenario and make recommendations for the optimal two-stage sequential design for gene-intervention studies.
The subsequent sections of this paper are arranged as follows: Section 2 provides the detailed description of a twostage sequential design in a gene-intervention study (Section 2.1), the test statistics used for hypothesis testing (Section 2.2), the statistical methods for obtaining the critical values in a group sequential design (Section 2.3), and the parameters considered for optimization (Section 2.4). Section 3 presents simulations results and finally Section 4 provides comments and discussions.
METHODS
Two-stage group sequential design in a gene-intervention study
A typical gene-intervention study investigates association between the responsiveness to therapy and a candidate marker (noted as Allele A). Suppose the study is conducted in two stages. At Stage 1, a portion of the subjects are genotyped and identified to have one of the three genotypes (AA, Aa, aa, where the Allele a represents any other allele). All subjects are treated with the therapy and at the end the results are tabulated in a 2 by 3 table (Table 1) . If the results indicate a statistically significant advantage or disadvantage for the subjects with the candicate allele, the study may be stopped at Stage 1. Otherwise, the study proceeds to Stage 2 and continues recruiting the rest of the subjects and the cumulative data are analyzed again at the end of the study. Significant association results may result in potential intervention, i.e., gearing the therapy to include (or exclude) the subjects in order to maximize the benefit from the targeted therapy.
Cochran-Armitage trend tests (CATT) and MAX3
As in population-based case-control genetic studies, CATT can also be a powerful statistical test to detect the association between an allele and response to therapy in a gene-intervention study setting. Assume A is the allele of interest and also the one with the minor allele frequency MAF. In Table 1 the responders (r i , i = 0, 1, 2) and nonresponders (s i , i = 0, 1, 2) can be tabulated for genotypes aa, Aa, and AA, respectively. These counts are further determined by the corresponding genotype frequencies (p i , i = 0, 1, 2 among responders and
The CATT proposed by Sasieni (1997) can be formulated as:
where x = (x 0 , x 1 , x 2 ) = (0, θ, 1) is the set of scores for the genotypes (aa, Aa, AA). Z θ is asymptotically normally distributed. The optimal sets of scores for the dominant, additive (multiplicative), and recessive models are x = (0, 1, 1), (0, 1 2 , 1) and (0, 0, 1), respectively. For a given θ, the CATT in (1) follows asymptotically N (0, 1) under H 0 .
The association between the candidate allele and responsiveness to therapy can be expressed in terms of genotype relative risks (GRRs): γ i = f i /f 0 for being a responder and
where the penetrance f i is the probability of being a responder given the genotype with i copies of the allele of interest.
, are the genotype frequencies in the population for the three genotypes G 0 = aa, G 1 = aA and G 2 = AA. The relationship between γ 1 and γ 2 under the dominant, additive and recessive models follows γ 1 = γ 2 , γ 1 = (1 + γ 2 )/2, and γ 1 = 1, respectively.
The MAX3 statistic is given by MAX3
depending on whether or not the risk allele is known. When the risk allele is unknown, the one-sided MAX3 can still be used at the α/2 level with each allele being treated as the risk allele. The asymptotic null correlations (Corr H0 (Z 0 , Z 1/2 ), Corr H0 (Z 1/2 , Z 1 ), Corr H0 (Z 1 , Z 0 )) among the three CATTs are used in applying sequential analysis using MAX3. These correlations were given in Freidlin et al. (2002) :
Applying MAX3 in sequential design
Critical values for statistical testing in a group sequential design are usually determined by the distribution of the test statistic and a prespecified alpha spending function (ASF). Conventional alpha spending methods, such as the Pocock method (Pocock, 1977) and the O'Brien-Fleming method (O'Brien and Fleming, 1979) , can be readily applied to obtain the critical values for a single test statistic with a known form of distribution, however, the test statistic MAX3 does not have an explicit form of distribution.
Using an approximation of the tail probability for maximal-type statistics studied by Efron (1997) , Yan et al. (2008) proposed tools for obtaining the critical values when MAX3 was used as the test statistic in a two-stage group sequential design for a family-based genetic study. In the family-based association study, MAX3 has the same form as that for the case-control study. However, the test statistics Z θ are different, so are their correlations. The goals of Yan et al. (2008) were to study how to find critical values using Efron's approaches and a specific alpha spending function so that the overall Type I error is controlled due to using MAX3 sequentially. It should be noted that in Yan et al. (2008) , the design parameters were fixed so that the thresholds for the two stages can be determined to control Type I errors. In the next section, we will examine the performance (in terms of minimum ASN or maximum statistical power) of two-stage designs with changes of these design parameters.
Among several approximations studied by Efron (1997) , Yan et al. (2008) found the two-point formula is simple to use and controls the Type I error reasonably well. We consider MAX3 = max(|Z 0 |, |Z 1/2 |, |Z 1 |) with a target α/2 level. The two-point formula can be written as:
where ρ j is the asymptotic null correlation between Z j and Z j−1/2 (j = 1/2, 1); φ and Φ are the density and distribution functions of N (0, 1), respectively; andΦ = 1 − Φ. Consider a two-stage sequential design with overall level α. Assume the sample sizes in stage i is N i with level α i , i = 1, 2, and α 1 + α 2 = α. The sample allocation fraction is denoted by π = N 1 /N 2 (the samples in stage 2 include all samples in stage 1). Given α and π, the levels α 1 and α 2 are determined by a prespecified alpha spending function (ASF). Three commonly used ASFs are considered here (Lan and Demets, 1983; Betensky, 1998) 
)t}, and iii) ASF 3 (t) = αt, where t = π is the information fraction. The first and second functions are equivalent to the discretized O'Brien-Fleming and Pocock types of spending functions, respectively. The third function is a uniform spending function with regard to information fraction.
Optimal two-stage design for gene-intervention studies
In a two-stage sequential design, there is a trade-off between minimizing the sample size and maximizing the statistical power. Both are important when designing a group sequential study and decisions are often made to balance the trade-off between the two factors. Suppose one interim analysis is conducted at Stage 1 and one final analysis is done at Stage 2. Define the stopping rule as that the study stops if MAX3 is statistically significant at Stage 1, i.e., the study terminates at the first stage if MAX3 1 > c 1 and continues to the second stage if otherwise. Denote the allocation fraction π = N 1 /N 2 as before, where N 1 and N 2 are the cumulative sample sizes at the two stages. The ASN for the two-stage sequential design can be calculated as:
Accordingly, the Type I error and power can be respectively written as:
where MAX3 1 and MAX3 2 are the test statistics, and c 1 and c 2 are the critical values obtained using the method described in Yan et al. (2008) .
The goals of our optimal designs are to minimize the ASN or to achieve the maximum power while the Type I error is controlled, and find the ranges of parameter values to achieve the minimum ASN or maximum power. Note that a parameter considered in the design is a function of other parameters in the design. Using the notation in Section 2.1, given values of the MAF (and hence the genotype frequency g i , i = 0, 1, 2 under Hardy-Weinberg equilibrium (HWE)), the power of MAX3 for a given sample size is a function of the GRRs and the underlying genetic model. In a two-stage design, the ASN is determined by the power of detecting the difference at each stage, which is determined not only by the above parameters but also the critical values, which are further determined by the alpha spending function and the allocation fraction. Here we study the optimal designs such that either the minimum ASN or the maximum power are achieved. First, we present the optimal designs under a fixed target sample size and study the impact on ASN and power for different combinations of the specified values of the allele frequency, genetic model (dominant, additive, or recessive), the GRRs (γ 1 , γ 2 ), and ASF. Then, from a different perspective, we provide recommended sample sizes for optimal designs under the specified values of those parameters when the power is fixed. The results are also compared with those for a single-stage design.
SIMULATION STUDIES AND EXAMPLES
In this section, we first present results when parameter values change. Then we apply the results using values from real examples in the simulation. Each simulation was replicated 10,000 times. The critical values for MAX3 were obtained given the values of the allocation fraction π from 0.1 to 0.5 with an increment of 0.05 and an ASF as described before. When the target sample size was fixed, the simulation was generated, and the ASN and power were calculated. When the power was fixed, the simulation was repeated until the sample size that achieved the specified power was found. The ASN and power were then calculated based on the simulated datasets. For all simulations, all tests were two-sided at an overall alpha level of 0.05.
Fix the sample size
Given the target sample size of 2,000 subjects: 1,000 responders and 1,000 non-responders assuming the response rate is 50%, we simulated results to obtain the ASNs and the powers under the alternative hypotheses for each of the three ASFs. The results are presented in Tables 2 through  4 for three different ASFs. In each table, results are presented under different allele frequencies MAF = 0.1, 0.3, or 0.5, a genetic model, dominant (DOM), additive (ADD), or recessive (REC), and GRRs (γ 1 , γ 2 ). The ASNs and powers and the corresponding allocation fractions π are presented for two scenarios: 1) when the minimum ASN is achieved (Columns 5 through 7); and 2) when the maximum power is achieved (Columns 8 through 10). The last column presents the power of a single-stage study with 1,000 responders and 1,000 non-responders. While the optimal designs that achieve the minimum ASNs suggest the allocation fractions of between 0.3 and 0.5 for Stage 1, depending on the ASFs and powers, the allocation fractions for the designs where the maximum powers are achieved are lower, ranging from 0.1 to 0.3. The gain of the power is relatively small for having extra samples, especially when the study power is high. For example, in Table 3 , under the additive model (γ 1 = 1.25 and γ 2 = 1.5) where MAF=0.3, the minimum ASN is 722 subjects per group when the allocation fraction is 0.5 with the corresponding power of 85%. The ASN rises to 958 subjects per group when the allocation fraction is 0.1, the power is maximized and increased to 89%, only 4% more than the power achieved earlier. The power for a single-stage study with a sample size of 1,000 per group is 90%.
For a given ASF, higher allele freqency (MAF) results in lower ASN and higher power. For example, for ASF = ASF 2 , under the additive model (γ 1 = 1.25 and γ 2 = 1.5), the minimum ASN when MAF=0.1 is 869 with a power of 50% whereas the correponding minimum ASNs and powers are 722 and 85% when p = 0.3, and 711 and 87% when MAF=0.5.
Among the three genetic models, when the GRR for genotype AA (γ 2 ) is fixed, the test has the highest power under the dominant model and has the lowest power under the recessive model. Focusing on the same section of results where ASF = ASF 2 , MAF = 0.3 and γ 2 = 1.5 in Table 3 , the minimum ASN is 547 with a power of 99% under the dominant model, whereas it is 722 with 85% power under the additive model, and 783 with 75% power under the recessive model.
Finally, across different ASFs, the allocation fractions are consistently suggested to be around 0.5 to achieve the minimum ASN when the alpha spending is conservative at the first stage, e.g. ASF = ASF 1 or the O'Brien-Fleming type. When the allowance for Type I error increases, the allocation fractions that achieve the minimum ASN go slightly lower (ranging from 0.25 to 0.5). The Pocock type of ASF (ASF 2 ) appears to result in the smallest ASNs with the powers similar to those in the corresponding setting for the other ASFs.
Fix the statistical power
For two-stage sequential designs, when the power is given at, say 80%, the required sample size to achieve this given power under a certain alternative can be obtained along with the allocation fraction. Under similar simulation procedures, we present in Tables 5 through 7 the planned sample sizes (N ), as well as the ASNs that achieve the power 80% under different scenarios. Columns 5 through 8 show results when the ASN is the minimum while Columns 9 through 12 show the results when the ASN is the maximum as a comparison, reflecting the less conservative nature of the designs in early stopping.
When the allocation ratio is set around half (π = 0.5), the probability of stopping at Stage 1 is the highest and the ASN reaches the minimum. On the other hand, when the allocation ratio is set low (between 0.1 and 0.15), the required sample size is relatively smaller because while the probability of stopping at the first stage is small, the chance of mistakenly stopping (Type I error) is small as well. The ASNs, however, are about 7% higher than those in the case where the allocation fraction is 0.5.
The results also confirm the conservativeness among the three ASFs. When the O'Brien-Fleming type of spending (ASF = ASF 1 ) is utilized, the required sample sizes are the smallest but the ASNs are maintained to be close to the targeted sample size because the probability of stopping at Stage 1 is smaller than those using the other ASFs.
In summary, for a two-stage sequential study, although the target sample size is generally required to be larger than what it is for a single-stage study, the ASN from a sequential study is smaller than that in a single study if a moderate risk exists. Figure 1 presents a simultaneous view of ASN and power varying by ASF over different allocation fractions for p = 0.3. The results show an earlier look, interim before 50% of the samples, and more aggressive type I error spending can result in substantial sample size saving with minimal power loss.
DISCUSSION
In this paper, we studied the operating characteristics of a group sequential gene-intervention study of the association between a single candidate marker and responsiveness to therapy using the robust statistic MAX3. The results have shown advantages of having a two-stage design on savings on average sample size while maintaining the power at a slightly reduced rate. Our results indicated that the typical allocation fraction of half often balances the trade-off between the sample sizes and powers. The choice of alpha spending function can impact the sample size. Overly conservative alpha spending, such as that of the O'Brien-Fleming type, helps little in sample size saving in a two-stage design. On the other hand, when the underlying difference is large, e.g., for mild genotype relative risk (e.g., γ = 2.0 for Genotype AA), the optimal design can be achieved by an earlier look (e.g., allocation fraction = 0.3) and more aggressive type I error spending in the first stage (e.g. the Pocock type of spending function). Such a design can result in a reduction of more than half for sample size compared to a single stage study. In the framework where a genetic marker is studied in either a retrospective or a prospective fashion, it is our opinion that alpha spending during interim analyses does not need to be as conservative as it is in a classical clinical trial where treatment effect is evaluated. Therefore, we recommend using the Pocock spending method in genetic studies rather than the conservative ones such as the O'BrienFleming spending method. Moreover, since the magnitude of the association between a genetic marker and the study endpoint, e.g. response to therapy or disease status, are frequently rather moderate, it is also beneficial for sample size savings to schedule an interim look time at 30% of the target samples.
As there have been increasing interests in the area of personalized medicines and gene-intervention therapies, our analysis and results may provide some guidelines for design and analysis of future genomic clinical trials. Through this research, one may be about to utilize the findings to build a clinical prediction model for future personalized medicine. Some of our results are similar to those in a GWAS setting in Nguyen et al. (2009) as the authors also used the robust statistic. For example, both papers agreed on a possible allocation fraction of less than 0.5, e.g., 0.30 for some additive models. Our paper, however, provided more in-depth investigations on type I error spending and cost of sample size and power. While simulations provide the closest results in real world settings, we can also potentially apply and evaluate the accuracy of the general optimization functions used in Nguyen et al. (2009) .
Figure 1. ASNs and power by ASN and genotype relative risk (γ).
We proposed a solution to ease the cost of enrolling individuals through a two-stage group sequential design. This design can naturally be extended to multiple-stage when multiple interim analyses are used. Also, the idea of having a two-stage sequential design under strong alternatives that allows stopping for significance in order to reduce average sample size can be extended to the opposite direction of the stopping rule, i.e., the study stops for futility or no association. Our simulation results also infer savings on sample size for such a design although careful design on the allocation of Type II error (β) needs to be considered. Furthermore, the study can be designed to allow stopping for both significance and non-significance, where the benefit may reach the most in terms of sample size and power. Our preliminary results of the impact factors on sample sizes can be a starting point for further research for optimal choices in the genetic study setting. Our computer programs which are used to determine critical values, and simulate sample sizes and powers under different pre-specified values of the design parameters can also be potentially used in practice for designing any multi-stage group sequential study of the association between a genetic marker and responsiveness to therapy.
Note that in this article the calculation of critical values for MAX3 is an approximation. Although the approximation method has been proved through simulation to work well for a two-stage study, it can be overly conservative if more stages are planned and therefore affects the choice of required sample sizes. Further investigation may be needed to compare different alpha spending functions in terms of their impact on the designs of the study given the distribution of MAX3 under different alternatives with different values of allele frequency and genetic models.
Throughout, the optimal sample sizes are determined based on pre-specified differences in genotype frequencies between responders and non responders. If apart from the true values, these pre-specified frequencies may substantially decrease the power of the study. When the observed genotype frequencies are smaller than the pre-specified ones, but also of interest to the investigators, it may be desirable that the sample size be increased so that the study is adequately powered to detect smaller yet meaningful differences in genotype frequencies. To this end, the adaptive strategies developed in the clinical trial settings can be adopted. To elaborate a bit more, we conduct the first interim analysis with possible stopping when a pre-specified proportion of the initial sample size is reached. Data from the interim analysis are then used to estimate the genotype frequencies among both responders and non-responders. Based on the observed genotype frequencies the optimal final sample size is updated, and the final test statistic can be defined as a weighted average of the test statistics from the two stages; see, e.g. Bauer and Kohne (1994) , Cui, Hung and Wang (1999) , and Jennison and Turnbull (2003) .
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