We study the analyticity of the partition function of the hard hexagon model in the complex fugacity plane by computing zeros and transfer matrix eigenvalues for large finite size systems. We find that the partition function per site computed by Baxter in the thermodynamic limit for positive real values of the fugacity is not sufficient to describe the analyticity in the full complex fugacity plane. We also obtain a new algebraic equation for the low density partition function per site.
Introduction
The hard hexagon model was solved by Baxter over 30 years ago [1, 2] . More precisely Baxter computed the thermodynamic limit of the grand partition function per site for real positive values of the fugacity z
Even more precisely Baxter computed the limit
where λ max (z; L h ) is the largest eigenvalue of the transfer matrix. Baxter found that there are two distinct regions of positive fugacity 0 ≤ z < z c and z c < z < ∞, 
where in each separate region the partition function per site has separate analytic expressions, which we denote by κ − (z) for the low density, and by κ + (z) for the high density intervals respectively. The low density function κ − (z) has branch points at z c and
is real and positive in the interval z d ≤ z ≤ z c and is analytic in the plane cut along the real axis from z d to −∞ and z c to +∞. Conversely the high density function κ + (z) is real and positive for z c ≤ z < +∞ and is analytic in the plane cut along the real axis from z c to −∞. For the purpose of thermodynamics it is sufficient to restrict attention to positive values of the fugacity. However, it is of considerable interest to investigate the behavior of the partition function for complex values of z as well. For finite size systems the partition function is, of course, a polynomial and as such can be specified by its zeros.
In the thermodynamic limit the free energy will be analytic in all regions which are the limit of the zero free regions of the finite system [3] . In general there will be several such regions. One such example with three regions is given by Baxter [4] . There appears to be no general theorem stating when the free energy of a system can be continued through the locus of zeros.
The analytic structure of the free energy in the complex fugacity plane is not in general determined by the the free energy on the positive z axis and for hard hexagons it is only for the positive z axis that a complete analysis has been carried out. In this paper we address the problem of determining analyticity in the complex z plane by computing the partition function zeros on lattices as large as 39 × 39 and comparing these zeros with the locus computed from the limiting partition functions per site computed by Baxter for real positive value for the fugacity 0 ≤ z ≤ ∞. We will see that the two functions κ ± (z) are not sufficient to describe the location of the zeros in the complex z plane. There is, of course, no reason that κ ± (z) should be sufficient to represent the partition function in the entire complex z plane. We propose in section 6.2 an extension of Baxter's methods which can explain our results in the portion of the complex plane not covered by κ ± (z).
In section 2 we present the relation between partition function zeros and the eigenvalues of the transfer matrix with special attention to the differences between cylindrical and toroidal boundary conditions.
In section 3 we begin by recalling the results of Baxter [1] for κ ± (z) and the subsequent analysis of Joyce [5] for the high density regime for the polynomial relation between z and κ + (z). For the low density regime we derive a new polynomial relation between z and κ − (z). Some details of the analysis of κ ± (z) and the associated density ρ − (z) are presented in Appendix A and Appendix B.
In section 4 we compute transfer matrix eigenvalues and equimodular curves for the maximum eigenvalues for values of L h as large as 30. We demonstrate the difference between the equimodular curves of the full transfer matrix and the equimodular curves for eigenvalues restricted to the sector P = 0. These equimodular curves are compared with the partition functions per site κ ± (z).
In section 5 we present the results for partition function zeros for both toroidal and cylindrical boundary conditions for a variety of L h × L v lattices. For L h = L v the largest sizes are 39 × 39 for cylindrical and 27 × 27 for toroidal boundary conditions. We compare the zeros with κ ± (z) and with the equimodular eigenvalue curves of section 4 for both the cases L v = L h and L v L h and we analyze the density of zeros on the negative z axis. We analyze the dependence of the approach as L → ∞ of the endpoints z d (L) and z c (L) to z d and z c by means of finite size scaling and identify several correction to scaling exponents.
In section 6 we use our results to discuss the relation of the free energy on the positive real fugacity axis to the partition function in the full complex fugacity plane and some concluding remarks are made in section 7. A description of the methods used for the numerical computations of eigenvalues and zeros are given in Appendix E and the numerical details of the finite size scaling are given in Appendix F.
Preliminaries
In this section we review the concepts of partition function, transfer matrix, free energy and partition function zeros and highlight the properties we discuss in later sections.
Partition function
The hard hexagon model is defined on a triangular lattice, which is conveniently viewed as a square lattice with an added diagonal on each face as shown in figure 1. Particles are placed on the sites of the lattice with the restriction that if there is a particle at one site no particle is allowed at the six nearest neighbor sites. The grand canonical partition function on the lattice with L v rows and L h columns is computed as
where g(N ) is the number of allowed configurations with N particles. By definition on a finite lattice the partition function is a polynomial which can be described by its zeros z k as (1 − z/z k ). For hard hexagons the order of the polynomial is bounded above by L v L h /3 which becomes an equality when it is an integer.
Transfer matrices
An alternative and quite different representation of the partition function on the finite lattice is given in terms of a transfer matrix T (z; L h ) computed in terms of the local Boltzmann weights in figure 1 as
where the occupation numbers a j and b j take the values 0 and 1 and for periodic boundary conditions in the horizontal direction we use the convention that L h +1 ≡ 1. Then the hard hexagon weights W (a j , a j+1 ; b j , j j+1 ) are written (see page 403 of [2] ) in the form W (a j , a j+1 ; b j , b j+1 ) = 0 for a j a j+1 = b j b j+1 = a j b j = a j+1 b j+1 = a j+1 b j = 1,
and otherwise:
W (a j , a j+1 ; b j , b j+1 ) = z (aj +aj+1+bj +bj+1)/4 .
This transfer matrix does not satisfy T = T t : thus there may be complex eigenvalues even for z ≥ 0. As far as real values of z are concerned, the matrix elements are all non negative for z ≥ 0 and, thus, by the Perron-Frobenius theorem the maximum eigenvalue is real and positive. 
For lattices with cylindrical boundary conditions where there are free boundary condition in the vertical direction
where v B and v B are suitable vectors for the boundary conditions on rows 1 and L v . For the transfer matrix (7) with Boltzmann weights given by the symmetrical form (8) with (9) the components of the vectors v B and v B for free boundary conditions are
When the transfer matrix is diagonalizable (10) and (11) may be written in terms of the eigenvalues λ k and eigenvectors v k of the transfer matrix T L h (z) as
The thermodynamic limit
For finite size systems the hard hexagon partition function is a polynomial and the transfer matrix eigenvalues are all algebraic functions. However, for physics we must study the thermodynamic limit where L v , L h → ∞ and, because both the partition function and the transfer matrix eigenvalues diverge in this limit we consider instead of the partition function the free energy
For real positive values of z this limit must be independent of the aspect ratio 0 < L v /L h < ∞ for thermodynamics to be valid. In terms of the transfer matrix representations of the partition function (13) and (14) we take the limit
For the limiting free energy (15) to exist and be non zero it is required that
or, equivalently, that the partition function per site exists
(in other words the maximum eigenvalue must be exponential in L h ). This exponential behavior will guarantee that for real positive z
independent of the aspect ratio L v /L h . However for complex "nonphysical values" of z this independence of the ratio L v /L h is not obvious. In particular for hard squares at z = −1 all eigenvalues of the transfer matrix lie on the unit circle and the partition function Z Lv,L h (−1) depends on number theoretic properties [6] - [9] of L v and L h .
Partition function zeros versus transfer matrix eigenvalues
It remains in this section to relate partition function zeros to transfer matrix eigenvalues and eigenvectors. For finite lattices the partition function zeros can be obtained from (13) and (14) if all eigenvalues and eigenfunctions are known. We begin with the simplest case where
considered by Beraha, Kahane and Weiss [10] - [12] as presented by Salas and Sokal [13] . This is the case of a cylinder of infinite length with L h sites in the finite direction where the aspect ratio L v /L h → ∞. Generically the eigenvalues have different moduli and in the limit (20) the partition function will have zeros when two or more maximum eigenvalues of T (z; L h ) have equal moduli
The locus in the complex plane z is called an equimodular curve [24] - [27] . On this curve
where φ(z) is real and depends on z. The density of zeros on this curve is proportional to dφ(z)/dz. A simple example occurs for hard hexagons where on segments of the negative z-axis there is a complex conjugate pair of eigenvalues which have the maximum modulus.
However, we will see that for the hard hexagon model there are points in the complex plane where more than two eigenvalues values have equal moduli. Indeed, for hard squares at z = −1, we have previously noted that all eigenvalues have modulus one.
For values of z in the complex plane where the interchange of (19) holds the limiting locus of partition function zeros for the square L v = L h lattice will coincide with the transfer matrix equimodular curves. However there is no guarantee that the interchange (19) holds in the entire complex z plane.
Our considerations are somewhat different for toroidal and cylindrical boundary conditions and we treat these two cases separately.
Cylindrical boundary conditions
For cylindrical boundary conditions the partition function is given by (14) which in addition to the eigenvalues of T (L h ) depends on the boundary vector v B (12) . Because of the periodic boundary conditions in the L h direction there is a conserved momentum P . Consequently the transfer matrix and translation operator may be simultaneously diagonalized. Therefore the transfer matrix may be block diagonalized by a transformation which is independent of z and hence the characteristic equation will factorize. Furthermore the boundary vector (12) for the cylindrical case satisfies
and thus is also translationally invariant. Therefore the only eigenvectors which contribute to the partition function in (14) lie in the translationally invariant subspace where P = 0. Consequently we are able to restrict our attention to the reduced transfer matrix for this translationally invariant sector where the momentum of the state is P = 0 because all of the scalar products c k in (14) for eigenvectors in sectors with P = 0 vanish.
Toroidal boundary conditions
For toroidal boundary conditions the partition function in (13) is the sum over all eigenvalues and a new feature arises because for P = 0, π the eigenvalues for ±P are degenerate in modulus, but may have complex conjugate phases which are independent of z. By grouping these two eigenvalues together we see that the discussion leading to (21) still applies. There are now three types of equimodular curves: 1) Two eigenvalues are equal for crossings of eigenvectors with P = 0, π, 2) Three eigenvalues are equal for crossings of eigenvectors of P = 0, π with P = 0, π, 3) Four eigenvalues are equal for crossing of eigenvectors with P = 0, π.
We are, of course, not really interested in the limit (20) but rather in the case of finite nonzero aspect ratio L v /L h and particularly in the isotropic case L v = L h . There is apparently no general theory for finite nonzero aspect ratio in the literature and we will study this case in detail below.
3. The partition functions κ ± (z) per site for hard hexagons Baxter [1, 2] has computed the fugacity and the partition function per site in terms of an auxiliary variable x using the functions
For high density where 0 < z −1 < z
where, as x decreases from 0 to −1, the value of z increases from 0 to z c .
Algebraic equations for κ ± (z)
The auxiliary variable x can be eliminated between the expressions for z and κ (26)- (29) and the resulting functions κ ± (z) are in fact algebraic functions of z. To give these algebraic equations we follow Joyce [5] and introduce the functions
For the high density Joyce (see eqn. (7.9) in [5] ) showed that the function κ + (z) satisfies a polynomial relation of degree 24 in the variable κ + (z)
Joyce has also derived an algebraic equation for the density (see eqn. (8.28) in [5] ) which follows from (33) . For low density we have obtained by means of a Maple computation the substantially more complicated polynomial relation which was not obtained in [5] 
We have verified that Joyce's algebraic equation for the density (see eqn. (12.10) in [5] ) follows from (35) . We note the symmetry
In Appendix A we discuss the behavior κ ± (z) at the singular points z c , z d .
Partition function for complex z
From section 2.4 we see that the simplest construction of the partition function of hard hexagons in the complex z plane would be if the low and high density eigenvalues in the thermodynamic limit were the only two eigenvalues of maximum modulus and that the interchange of limits (19) holds for z in the entire complex plane. Then the zeros would be given by the equimodular curve |κ + (z)| = |κ − (z)|. Because the partition functions per site κ ± (z) satisfy algebraic equations this curve will satisfy an algebraic equation which can be found by setting κ + (z) = rκ − (z) in the equation (33) for κ + (z) and computing the resultant between equations (35) and (33) . The solutions of this equation for r on the unit circle will give all the locations where κ ± (z) have equimodular solutions. We have produced this equation using Maple but unfortunately is it too large to print out. However, we are only interested in the crossings of the maximum modulus eigenvalues. Consequently we have computed this curve not from its algebraic equation but directly from the parametric representations (26)- (29) . We plot this curve in figure 2 . The curve crosses the positive real axis at z c and the negative real axis at z = −5.9425104 · · · which is exactly determined from the algebraic equation of the equimodular curve given in Appendix C. The tangent to the equimodular curve is discontinuous at this negative value of z. We will see in the next section that this two eigenvalue assumption is insufficient to account for our finite size computations in some regions of the plane. 
Transfer matrix eigenvalues
To obtain further information on the partition function in the complex z plane we compute, in this section, the eigenvalues for finite sizes of the transfer matrix T (z; L h ) for the case of periodic boundary conditions in the L h direction.
There are two ways to study the eigenvalues of the transfer matrix; analytically and numerically. Numerical computations can be carried out on matrices which are too large for symbolic computer programs to handle. However, analytic computations reveal properties which cannot be seen in numerical computations. Consequently we begin our presentation with analytic results before we present our numerical results.
Analytic results
The eigenvalues of a matrix are obtained as the solutions of its characteristic equation. For the transfer matrices of the hard hexagon model this characteristic equation is a polynomial in the parameter z and the eigenvalue λ with integer coefficients. Consequently the eigenvalues λ are algebraic functions of z. In general such characteristic polynomials will be irreducible (i.e. they will not factorize into products of polynomials with integer coefficients).
There are two important analytic non-generic features of the hard hexagon eigenvalues: factorization of the characteristic equation and the multiplicity of the roots of the resultant.
Factorization of the characteristic equation
For a transfer matrix with cylindrical boundary conditions the characteristic equation factorizes into subspaces characterized by a momentum eigenvalue P . In general the characteristic polynomial in the translationally invariant P = 0 subspace will be irreducible. We have found that this is indeed the case for hard squares. However, for hard hexagons we find that for L h = 12, 15, 18, the characteristic polynomial, for P = 0, factors into the product of two irreducible polynomials with integer coefficients. We have not been able to study the factorization for larger values of L h but we presume that factorization always occurs and is a result of the integrability of hard hexagons. What is unclear is if for larger lattices a factorization into more than two factors can occur.
Multiplicity of the roots of the resultant
An even more striking non-generic property of hard hexagons is seen in the computation of the resultant of the characteristic polynomial in the translationally invariant sector. The zeros of the resultant locate the positions of all potential singularities of the solutions of the polynomials.
We have been able to compute the resultant for L h = 12, 15, 18, and find that almost all zeros of the resultant have multiplicity two which indicates that there is in fact no singularity at those points and that the two eigenvalues cross. This very dramatic property will almost certainly hold for all L h and must be a consequence of the integrability (although to our knowledge no such theorem is in the literature).
Numerical results in the sector
For the partition function with cylindrical boundary conditions only the transfer matrix eigenvalues with P = 0 contribute. In this sector we have numerically computed eigenvalues of the transfer matrix, in the P = 0 sector, for systems of size as large as L h = 30 which has dimension 31836. For such large matrices brute force computations will obviously not be sufficient and we have developed algorithms specific to this problem which we sketch in Appendix E. We restrict our attention to values of L h being a multiple of three, to minimize boundary effects which will occur when the circumference L h is incompatible with the three-sublattice structure of the triangular lattice.
In figure 3 we plot the equimodular curves for the crossing of the largest transfer matrix eigenvalues in the P = 0 sector for L h = 12, 15, 18, 21, 24, 27, and in figure 4 we plot L h = 30. It is obvious from these curves that more than two eigenvalues of the transfer matrix contribute to the partition function because of the increasing number of regions in the left half plane which we refer to as the "necklace". A striking feature is that there is a pronounced mod 6 effect where for L h ≡ 3 (mod 6) there is a level crossing curve in the necklace on the negative real z axis which is not present for L h ≡ 0 (mod 6). The level crossing curves separate the necklace into well defined regions. The number of these regions is L h /3 − 4 for L ≤ 27. The number of regions for L h = 30 is the same as for L h = 24. For L h = 21, 27 all the branch points of the necklace are given in table 1 and in table 2 for L h = 18, 24, 30.
There are further features in figures 3 and 4 which deserve a more detailed discussion.
Comparison with the equimodular curve of κ ± (z)
If the two eigenvalues κ ± (z) computed in [1] were sufficient to describe the L h → ∞ thermodynamic limit of these finite size computations then the equimodular curves of figures 3 and 4 must approach the equimodular curve of κ ± (z) of figure 2. We make this comparison for L h = 30 in figure 4 .
In figure 4 the agreement of the κ ± (z) level crossing curve with the eigenvalue equimodular curve for L h = 30 is exceedingly good in the entire portion of the plane which does not include the necklace. However, in the necklace region the κ ± (z) curve does not agree with either the inner or outer boundaries of the necklace but rather splits the necklace region into two parts.
A more quantitative argument follows from the values of the leftmost crossing with the negative real axis of the necklace given in table 1 for L h ≡ 0 (mod 6) and in table 2 for L h ≡ 3 (mod 6). In both cases the left most crossing moves to the left to a value which if extrapolate in terms of 1/L h lies between 9 and 10. The Y branching in tables 1 and 2 also moves to the left but does not extrapolate to a value to the left of z = −5.9425104 · · · where the κ ± (z) equimodular curve crosses the negative real axis. We interpret this as implying that the necklace persists in the thermodynamic limit and that at least one more transfer matrix eigenvalue is needed to explain the analyticity of the free energy in the complex z plane.
necklace end −5.2737 ± 6.5159i −5.2321 ± 6.3840i −5.2264 ± 1.3949i −5.3175 ± 1.4134i −7.2883 ± 2.4533i −7.6848 ± 2.4225i −7.9020 −8.2803 leftmost crossing Table 1 . The branch points of the necklace of the equimodular curves of hard hexagons with cylindrical boundary conditions for
necklace end −6.5389 ± 4.7519i −6.9134 ± 4.4771i −5.8477 ± 3.8460i −5.8526 ± 3.4864i −7.1499 −7.8663 −8.0937 leftmost crossing Table 2 . The branch points of the necklace of the equimodular curves of hard hexagons with cylindrical boundary conditions for L h = 18, 24, 30. table 3 we give the endpoints which approach the unphysical and the physical singular points of the free energy z d and z c . We also give in this table the ratio of the largest to the next largest eigenvalue at z d (L h ) and z c (L h ) as determined from eigenvalue crossings. In the limit L h → ∞ this ratio must go to unity so the deviation from one is a measure of how far the finite size L h is from the thermodynamic limit. 11.09016994 1.00000 Table 3 . The values of the endpoints z d (L), zc(L) for hard hexagons on the cylindrical lattice with length L h as determined from the equimodular eigenvalue curves and the ratios of the first excited state λ 1 to the largest eigenvalue λmax at z d (L h ) and zc(L h ).
The endpoints
z d (L h ) and z c (L h ) InL h z d (L h ) λ 1 /λ max z c (L h ) λ 1 /λ max 12 −
Eigenvalues for the toroidal lattice partition function
For lattices with toroidal boundary conditions the eigenvalues of all momentum sectors, not just P = 0, contribute to the partition function. In particular, in the thermodynamic limit for P = ±2π/3, it is shown in [14] that there is an eigenvalue
These two eigenvalues with P = ±2π/3 cause significant differences from the equimodular curves for P = 0 for finite values of L h . We illustrate this in figures 5 and 6. In figure 5 we plot the equimodular curves for toroidal boundary conditions for L h = 9, 12, 15, 18, 21. In these figures level crossings of 2 eigenvalues are shown in red, of 3 eigenvalues in green and 4 eigenvalues in blue. For sectors separated by a red boundary, both sectors have momentum P = 0. For sectors separated by a green boundary, one sector has momentum P = 0, and the other has two eigenvalues of equal modulus and fixed phases of e ±2πi/3 . For sectors separated by a blue boundary, each sector has two eigenvalues of equal modulus, and fixed phases of e ±2πi/3 . The equimodular curve |κ − (z)| = |κ + (z)| is plotted in black for comparison.
It is instructive to compare the necklace regions of the plots of figure 5 with the corresponding plots of figure 3 where the momentum of the eigenvalues is restricted to P = 0. We do this in figure 6 where in the necklace region we have added in dotted red lines the P = 0 level crossing of figure 3 which are, now, crossings of sub-dominant eigenvalues.
There are two important observations to make concerning these plots.
The rays out to infinity
The most striking difference between the equimodular curves for cylindrical and toroidal boundary conditions is that there are "rays" of equimodular curves which go to infinity. These rays all have three equimodular eigenvalues which separate a sector with P = 0 from a sector with P = ±2π/3. In the limit L h → ∞ these three eigenvalues on the rays become equimodular independent of z, and thus there will be no zeros on these rays in the thermodynamic limit.
We see in figure 6 that for the smaller values of L h , such as 12 and 15, a sizable portion the region in the necklace has momentum P = ±2π/3. However, as seen in the plots for L h = 18, 21 and 24 as L h increases the regions with P = 0 grow and squeeze the regions with P = ±2π/3 down to a very small area. It is thus most natural to conjecture that, in the limit L h → ∞, only momentum P = 0 survives, except possibly on the equimodular curves themselves.
Partition function zeros
We now turn to zeros of the partition function Z L,L (z) on the lattices of size L × L. Just as we required the creation of specialized algorithms to compute the eigenvalues of the transfer matrix so we need specialized algorithms to compute the polynomials. We have studied both cylindrical and toroidal boundary conditions.
Cylindrical boundary conditions
We have computed partition function zeros for lattices with cylindrical boundary conditions for sizes up to 39 × 39. We plot these zeros in figure 7 . These plots share with the equimodular P = 0 eigenvalue curves of figure 3 the feature of having a necklace in the left half plane beyond the Y branching. These plots also have the feature that as the size increases the number of zeros inside the necklace region increases. However, in contrast with the equimodular P = 0 eigenvalue curves there is no necklace for L = 15.
Branching of the necklace
We give the left most crossing of the necklace, the Y branching point and the necklace endpoint in table 4 . We note that the left most crossing is to the left of the corresponding left most crossing of the transfer matrix eigenvalue equimodular crossings given in tables 1 and 2. These crossings are moving to the right with increasing L for L ≥ 27. The Y branchings are moving to the right for L ≥ 30. These trends are the opposite of what was found for the transfer matrix eigenvalue curves which only went up to L h = 27. We note that for 15 × 15 through 27 × 27 there is only one region in the necklace. Table 4 .
The necklace crossing and endpoints as a function of L for the L × L lattice with cylindrical boundary conditions. There is a mod 6 phenomenon apparent in both the location of the necklace crossings and the endpoint. The necklace endpoints at L = 27, 33, 39 and at L = 30, 36 are moving to the right.
Comparison with the eqimodular curves
In figure 8 we compare the equimodular curves for L h = 27 with the partition function zeros of the 27 × 27 lattice by plotting the partition function zeros for the lattices 27 × 27, 27 × 54, 27 × 135 and 27 × 270. This comparison clearly shows how slight kinks for 27 × 27 grow into an equimodular curve with 5 separate regions. 
The endpoints z d (L) and z c (L)
In table 5 we give the values of the endpoints which approach z d and z c . We note that 
The exponent 12/5 is the leading exponent of the energy operator of the Lee-Yang edge as is seen from analysis of [15] and [16] . It is expected to be the inverse of the correlation exponent ν at z = z d but a computation of this correlation length is not in the literature. For z c (L) the data of table 5 is well fit by Table 5 .
The 
where the exponent y = 6/5 is the inverse of the correlation length exponent ν of the hard hexagon model at z = z c [14] . The exponent −2 is consistent with −y − |y | where y = −4/5 is the exponent for the subdominant energy operator φ (3.1) for the three state Potts model [17] and the exponent −14/5 follows from −y − 2|y |. We note that the potential exponents −y − 1 and −2y do not appear in (41) . The analysis leading to (39) and (41) and the relation with conformal field theory is given in appendix F.
Comparison with the equimodular curve of κ ± (z)
In figure 9 we compare the zeros for the 39 × 39 lattice with the equimodular curve of the κ ± (z) of figure 2. Unlike the comparisons of figure 4 the κ ± (z) equimodular The equimodular curves for |κ − (z)| = |κ + (z)| in the complex z plane and the partition function zeros for cylindrical boundary conditions on the 39 × 39 lattice curve does not have a region of overlap with the zeros of the 39 × 39 lattice. However, in the region to the right of the necklace, if
then, for this region, the limiting locus of zeros will agree with the κ ± equimodular curve. We have examined this possibility and find that we can well fit this portion of the zero locations of figure 7 by a shifted cardioid
The fitting parameters a and c depend on L, and, when plotted versus 1/L, these values fall very closely on a straight line which extrapolated to L → ∞ gives a curve which is virtually indistinguishable from the κ ± equimodular curve outside of the necklace regions. We take this to be evidence that in this non necklace region the limit (43) for cylindrical boundary conditions is independent of the ratio L v /L h . Further numerical details are given in Appendix D.
Toroidal boundary conditions
It is numerically more difficult to compute partition function zeros for toroidal boundary conditions and the maximum size we have been able to study is 27 × 27. These results are plotted in figure 10 . There is a necklace for L ≥ 12 and there are zeros in the necklace region for 15 × 15 through 21 × 21. For 24 × 24 and 27 × 27 there are no zeros in the necklace region. 
Comparison with the equimodular curve of κ ± (z)
In figure 11 we compare the partition function zeros for toroidal boundary conditions on the 27 × 27 lattice with the equimodular curve of κ ± (z). Outside of the necklace region the agreement is much closer than it was for the cylindrical case for the 39 × 39 lattice. It is appealing to attribute this agreement with the absence of boundary effects. 
Dependence on the aspect ratio L v /L h
We conclude our study of partition function zeros by examining the dependence of the zeros on the aspect ratio figure 12 we plot the partition function zeros for the toroidal lattices of various ratios L v /L h as large as 40 for L h = 15, 18, 21. We see that the number of zeros outside the main curve increases for fixed L h with increasing aspect ratio and for fixed aspect ratio decreases with increasing L h . It is furthermore obvious that even for an aspect ratio of 40 there are remarkably few zeros on the rays seen in the transfer matrix equimodular curves of figure 5. From this we conclude, for fixed L v /L h < ∞ with L h → ∞, that the partition function zeros of the L h × L v on the toroidal lattice will not have any rays of zeros which extend to infinity. 
Density of zeros for
On the negative z axis we label as z j the position of the j th zero where z 1 is the zero nearest to z = 0 and z y is the zero closest to the Y branching on the negative z axis. Then calling N L the number of zeros in the interval z y ≤ z ≤ 0 on a finite lattice of size L × L the density D(z) in the thermodynamic limit is proportional to
where
This density of zeros will diverge at
, which is obtained from the leading term in the expansion of ρ − (z). This expansion is obtained, in Appendix B, from the algebraic equation (see eqn. (12.10) in [5] ) as
The term in t 2/3 d was first obtained by Dhar [18] but the full expansion has not been previously reported. The form (45) follows from the renormalization group expansion [16] of the singular part of the free energy at z = z d
where y = 12/5 is the leading renormalization group exponent for the Yang-Lee edge, and y = −2, the exponent for the contributing irrelevant operator which breaks rotational invariance on the triangular lattice, is determined from the term t
The density ρ − (z) has singularities only at z d and z c in the plane cut on ∞ ≤ z ≤ z d and z c ≤ z ≤ ∞. However, this does not require that the series (46) for Σ j (t d ) will have t d evaluated at z c as their radii of convergence. We have investigated this by computing the coefficients c j (n) of z n in the series for Σ j (t d ) using Maple up to n = 1200. For Σ 0 (t d ) these coefficients are all positive for n > 1 and for Σ j (t d ) with j = 2, 3, 4 all coefficients are negative. However, for Σ 5 (t d ) the coefficients are negative for 0 ≤ n ≤ 19 and positive for n ≥ 20. For Σ 1 (t d ) the coefficients are positive for 0 ≤ n ≤ 554 and negative for n ≥ 555. Furthermore the ratios r j = c j (n)/c j (n + 1) seem to be converging to 2 −3/2 = 0.08944271 · · · which corresponds to z = 0. We investigate the density ρ − (z) further by plotting, in figure 13 To estimate the divergence of D(z), at z = z d , we write for z near z d
where D (z) is the derivative of D(z). In figure 14 we plot
where we define
For z, away from z d , the plot is very well fitted by the z-line
with
, and z f = −0.029 · · · However, for −0.14 ≤ z ≤ z d this fit is no longer valid. We make in figure 14 a comparison with the true value of α = −1/6, which is obtained from κ − (z). This figure vividly illustrates the very limited range of validity for the use of perturbed conformal field theory and scaling arguments to describe systems away from critical points. The same phenomenon has been seen in [19, eqn. (4.8) and Fig. 4 ] for Hamiltonian chains.
Discussions
The results of the numerical studies presented above allow us to discuss in some detail the relation of the functions κ ± (z), which completely describe the hard hexagon partition function per site on the positive z axis, with the partition function per site in the full complex z plane. In particular the approach to the thermodynamic limit, the existence of the necklace, the relation to the renormalization group and questions of analyticity will be addressed.
The thermodynamic limit
When the fugacity z is real and positive the free energy and the partition function per site is independent of the aspect ratio
and will be the same for both cylindrical and toroidal boundary conditions. This is a necessary condition for thermodynamics to be valid.
However, the example of hard squares at z = −1, where it is found [6] - [9] that the partition function Z Lv,L h (−1) depends on number theoretic properties of L v and L h , demonstrates that there may be places in the complex z plane where a thermodynamic limit independent of L v /L h does not exist. We have investigated in sections 4 and 5 the extent to which our data supports the conclusion that for complex z there is a thermodynamic limit independent of the aspect ratio L v /L h as stated in (19) . If this independence holds then the limiting locus of partition function zeros will lie on the limiting locus of transfer matrix equimodular curves. However, the converse does not need to be true and there is no guarantee that zeros will lie on all limiting loci of transfer matrix eigenvalues. In particular we have argued in sections 4.3 and 5.2.2 that for toroidal boundary conditions there will be no zeros in the rays which go to infinity.
Existence of the necklace
All the data both for partition function zeros and transfer matrix eigenvalues contain a necklace in the left half plane. Such a necklace is incompatible with a partition function which only includes the functions κ ± (z).
For
For toroidal boundary conditions the dominance of the P = 0 sector in the limit L h → ∞, discussed in section 4.3.2, implies that in the thermodynamic limit the necklace will be the same as for cylindrical boundary conditions. The simplest mechanism which will account for this behavior is for there to be one (or more) extra eigenvalue(s) of the transfer matrix which becomes dominant in the necklace region. Further analytic computation is needed to verify this mechanism. However, the present data does not rule out the possibility that for sufficiently large systems the necklace region could be filled with zeros.
Relation to the renormalization group
The form of the singularity of the density ρ − (z) at z = z d given in section 5.3 in (47) is not the most general form, allowed by the renormalization group. The most general form allows the singular part of the free energy to have y = −1, which would give a term in (45) with exponent t
1/4 d
(which is, in fact, not present). This may be explained by the following renormalization group argument given by Cardy [20] . The integer corrections given by ny are conformal descendants of the identity operator. The total scaling dimension of these operators is N +N . Their conformal spin is N −N , where N andN are nonnegative integers, and the corresponding exponent y is 2 − N −N . However, the six fold lattice symmetry of the hard hexagon model allows only operators with N −N ≡ 0 (mod 6). Therefore the dimensions y cannot be odd which is what is observed in (45). The same conclusion will apply also to hard squares but not for hard triangles.
Analyticity of the partition function
The final property to be discussed is the relation of the analyticity of the free energy obtained by analytically continuing the free energy from the positive z axis into the complex z plane.
For hard hexagons the functions κ ± (z) have singularities only at z = z d , z c , ∞, whereas the partition function per site in the complex plane fails to be analytic at those boundaries which are the thermodynamic limit of the equimodular curves. It is obvious for hard hexagons that these boundaries have nothing to do with the analyticity of κ ± (z). However it is unknown if in general the partition function per site on the real axis can be continued analytically beyond the region where it corresponds to the maximum modulus of the transfer matrix eigenvalue.
The other locus where the hard hexagon model has partition function zeros is on the negative real axis for z ≤ z d . These zeros correspond to the complex conjugate solutions for κ − (z) alone and have no connection with κ + (z). The leading singular behavior of hard hexagons at z d is believed to be a property shared by all systems with purely repulsive (positive) potentials and is a universal repulsive-core singularity [21, 22] . Therefore it is of considerable interest to determine whether the ability to continue through this locus of zeros, which is the case for the integrable system of hard hexagons, will hold for all the non-integrable models in the same universality class.
Conclusion
The hard hexagon model solved by Baxter [1, 2] not only satisfies the Yang-Baxter equation but also as shown by Joyce [5] and Tracy et al [28, 29] has a remarkable structure in terms of algebraic modular functions and their associated Hauptmoduls. It is thus a good candidate for a global analysis in the whole complex plane of the partition function per site which is complementary to a local analysis based on series expansions and perturbation theory.
In this paper we have made a precision finite size study for the hard hexagon model of the zeros of the partition function and of the equimodular curves of the transfer matrix in the complex fugacity plane z. This study reveals that the partition function per site has more structure for complex z than has been seen in previous studies on much smaller systems [24] - [27] . In particular our results demonstrate that the conjecture on zeros of the hard hexagon partition function made in [27] is incorrect, and corresponds to a too simple high density equimodular condition of the Hauptmodul being real. This condition has to be replaced by more involved equimodular conditions involving both the low and high density partition functions. Furthermore we have found that the results of [1, 2] on the positive z axis are not sufficient to determine all of the analytic structure of the partition function per site in the complex z plane.
The full significance of our results is to be seen in the comparison with hard squares and with the Ising model in a magnetic field which do not satisfy a YangBaxter equation and will not have the global properties of modular functions. In particular we note that in section 4.1.2 it was found that on the negative z axis the zeros of the resultant of the characteristic equation of the transfer matrix have the remarkable property that their multiplicity is two. This is in distinct contrast with hard squares where the multiplicity of the roots of the resultant is one.
Hard squares and hexagons are the limiting case of Ising models in a magnetic field when the field becomes infinite. The results of this paper have extensions to Ising models in a finite magnetic field which will be presented elsewhere.
Appendix A.1. High density
As z → ∞ the physical κ + (z), which satisfies the algebraic equation (33), diverges. There is only one such real solution and by direct expansion of (33) we find that
which agrees with eqn. (7.14) in [5] . It follows from (A.3) that κ + (z) has a branch cut on the segment −∞ < z ≤ z d and that on this segment the phase is When z c < z < ∞ there is one real positive, one real negative, and one complex conjugate pair of solutions to the fourth order equation (33) for κ 6 + . The negative solution is larger in magnitude than the positive solution, and, thus, cannot correspond to any eigenvalue of the transfer matrix. However, the magnitude of the complex conjugate pair of solutions is less than the value of the real positive root. At z = z c the real positive root collides with the complex conjugate pair.
When z = z c , introducing the rescaled variable
we find that (33) reads (w c+ + 3 9 ) 3 = 0. Thus, using (A.5) and the fact that κ + (z c ) must be positive, we obtain
which is (7.17) of [5] . 
which factorizes as
From the second factor in (A.9) we obtain the solution
as required by continuity. At z = z c the solution for κ − (z c ) is three fold degenerate which also agrees with the degeneracy of κ + (z c ). For 0 < z < z c there is one real positive, one real negative and five complex conjugate solutions of the 12th order equation (35) . Three of the complex conjugate pairs have a modulus less than the real positive solution. At z = z c a collision of the real positive root with one of the complex conjugate pairs occurs.
When z = z d an analogous reduction can be made by use of (A.2) and of the rescaling
We find, in analogy to (A.9), the factorization
At z = z d the last factor in (A.11) vanishes and we find 
This equation has the remarkable property that at z = z c , z d it reduces to a fifth order equation
There are four distinct Puiseux expansions of ρ − about z c which are real for z < z c . The leading exponents of these expansions are −1, −1/6, 0, 0. The physical solution must be finite at z = z c and we see from (B.3) that the two solutions which are constant at z = z c have the value ρ − (z c ) = (1 − 5 −1/2 )/2. To decide which of these two Puiseux expansions is the correct physical solution we need the independent condition that the leading nonanalytic term has exponent 2/3. The result [5, 12.15] follows from this additional condition.
At z = z d there are also four Puiseux expansions of ρ − (z) which are real for z d < z. The leading exponents are, again, −1, −1/6, 0, 0. Now, unlike ρ − (z c ), the density is not constant at z = z d , but diverges with exponent −1/6. Furthermore, in the cluster expansion of ρ − (z) about z = 0, it follows, from a theorem of Groeneveld [23] , that because the sign of the coefficient of z n is (−1) n−1 , the density must be negative in the segment z d < z < 0. The leading term of the Puiseux expansion with exponent −1 is positive and is, thus, excluded. There are six conjugate solutions with exponent −1/6. The member of this class which has the correct negative behavior z → z d + is the result given in (45).
Appendix C. The Hauptmodul equations and the κ ± equimodular curves
The equations (33) and (35) for κ ± may be usefully re-expressed in terms of the Hauptmodul H
by making the rescaling
For high density it is straight forward to use (C.1) and (C.2) in (33) to obtain
3)
The algebraic curve P + (W + , H) = 0 is the union of two genus zero curves. For low density the polynomial relation (35) on κ − in the z variable can be written in terms of the Hauptmodul (C.1), and of the rescaled variable W − (C.2), as follows
where the polynomials P n read: 
Do note that the algebraic curve P − (W − , H) = 0 is actually a genus zero curve. The algebraic curve (C.4) is the sum of 43 monomials of degree six in H and degree 12 in W − , as compared to a sum of 157 monomials of degree 22 in z and degree 24 in κ − for (35) . At first sight, the polynomial relation (C.4), in the Hauptmodul and the rescaled variable W − , looks quite different from (35) . In fact, the two polynomial relations (C.4) and (35) are in agreement, as can be seen on the quite remarkable identity
where the l.h.s. of (C.6) is actually a polynomial expression in terms of κ − and z. This remarkable algebraic relation for hard hexagons follows from the modular properties of κ + and κ − and is not expected to exist for a generic system. One verifies easily that eliminating W + between (C.3) and (C.7) one recovers (C.4), and that eliminating W − between (C.4) and (C.7) one recovers (C.3).
The polynomial relation (C.7) of degree six in W + and W − , is actually also a genus zero algebraic curve.
The situations where κ − = κ + (see (A.10)) correspond to W − = W + in (C.7). It yields the values 0, −3 9 , −57707, 22743 ± 30268 i, corresponding to W − = W + = −3 9 . Note that κ − = .83475738 · · · in (A.12) corresponds to the integer value W − = −2 12 3 9 .
Appendix C.2. The κ ± equimodular curves
The κ ± equimodular condition reads |W + | = |W − | in terms of W ± . Setting the ratio
we can obtain a polynomial relation between this ratio r and the Hauptmodul H, eliminating W − between P − (W − , H) = 0 and P + (r · W − , H) = 0, by performing a resultant. This resultant calculation yields a polynomial condition P (r, H) = 0, where the polynomial, of degree 36 in r and degree 18 in H, is the sum of 577 monomials. When H = 0 this polynomial reduces to
and when H = 1, it reduces to P (r, 1) = (330225942528 r 3 + 216854102016 r 2 + 72695294208 r + 1) The equimodularity condition |κ + | = |κ − | corresponds to an algebraic curve in the (x, y) complex plane (z = x + i y). This curve can be obtained by writing the Hauptmodul as a function of x and y, namely H = X(x, y) + i Y (x, y), where X(x, y) and Y (x, y) are quite large rational expressions of x and y, and then parametrising the equimodularity condition |r| = 1 as r = (1 − t 2 )/(1 + t 2 ) + 2 i t/(1 + t 2 ), where t is a real variable. This amounts to writing
where P(x, y, t) and Q(x, y, t) are quite large rational expressions of the real variables x, y and t. Let us denote N 1 (x, y, t) the numerator of P(x, y, t) and N 2 (x, y, t) the numerator of Q(x, y, t). Eliminating t between N 1 (x, y, t) = 0 and N 2 (x, y, t) = 0, performing a resultant, one will get finally a quite large polynomial condition P(x, y) = 0, corresponding to the algebraic equation of the equimodularity condition |κ + | = |κ − |.
Appendix C.2.1. Icosahedral symmetry of the equimodular curve
The polynomial condition is too large to be given explicitly here. It is, however, worth noting that, since the equimodular curve is deduced from polynomial expressions that depend only on the Hauptmodul H, the equimodular curve has the quite non-trivial property that it is compatible with the icosahedral symmetry of the hard hexagon model [30] . This icosahedral symmetry corresponds to the following symmetry of the Hauptmodul (C.1). Let us introduce the complex variable ζ defined by z = ζ 5 , the fifth root of unity ω and the golden number τ
Let us consider the order-five transformation h 5
It is a non-trivial but straightforward calculation to see that the Hauptmodul H, seen as a function of the complex variable ζ, is actually invariant by this orderfive transformation h 5 , by the involution ζ → −1/ζ as well as the order-five transformation ζ → ω · ζ:
Examples of the excellent fit by the cardioid curve (43) of the inner boundary of the partition function zero on cylindrical lattices referred to in section 5.1.3 for the cases 33 × 33, 36 × 36 and 39 × 39 are plotted in figure D1 . In figure D2 we plot the values of a(L) and c(L) the best fitted cardioid of (43) To calculate the partition functions Z Lv,L h (z) we use what are known as 'transfer matrix' techniques. These work by moving a cut-line through the lattice and constructing a partial partition function for each possible configuration/state of sites on the cut-line. The most efficient way of calculating the partition function is to build up the lattice site-by-site as illustrated in figure E1 . Sites on the cut-line are shown as large solid circles. Each of these sites can be either empty or occupied. Because of the hard particle constraint, nearest neighbors cannot be occupied simultaneously. So any configuration can be mapped to a binary integer in an obvious fashion with empty sites mapped to 0 and occupied sites to 1. The distinct configurations along the cut-line are thus circular n-bit strings with no repeated 1's. Their number is given by the Lucas numbers L(n) (sequence A000204 in the OEIS [31] ), which have the simple
n , so the number of allowed configurations has the growth constant (1 + √ 5)/2 = 1.618 . . ., and are therefore exponentially rare among the integers. Hence as is standard in such a case we use hash tables as our basic data structure to store and access the sparse array representing the state space of the model.
For each configuration we maintain a partial partition function (sum over all states) for the lattice sites already visited with each occupied site given weight z and each empty site given weight 1. The shaded circles in figure E1 figure E1 consists of a move from the site at position (j, k + 1) to the 'new' site at position (j+1, k) with 'interactions' with the neighbor sites at (j, k) and (j + 1, k + 1). Notice that the update of the partial partition functions does not depend on the state of any other sites on the cut-line. Formally we can view the update as a matrix multiplication w = Tv, mapping the vector of partition functions v prior to the move to the vector of partition functions w after the move. The great advantage of the site-by-site updating is that we need not store the actual transfer matrix T; it is given implicitly by a set of simple updating rules depending only on the 'local' configuration (states) of the sites on the cut-line which are nearest neighbors to the new site.
We shall refer to the configuration of sites prior to the move as a 'source' and denote its integer representation with an S while a configuration after the move is referred to as a 'target' and denoted with a T . In an update we simply have to determine the allowed configuration of the 'new' site, that is, whether the new site is occupied or empty. The 'hard' constraint makes this very simple since the new site can be occupied only when all neighbor sites in the source configuration are empty. Since each site can be either empty (0) or occupied or (1) the four sites around the face have 16 possible configurations but only 6 are allowed because of the hard constraint. The 3 sites along the left and top form the 'local' source configuration and there are 5 (out of 8) allowed configurations. The local target configuration is given by the states of the 3 sites along the bottom and right of the face (2 sites occur in both source and target). By writing down the 6 allowed local configurations one can easily deduce the following simple updating rules
where the subscript triplets represent the states of the 'local' source sites at positions (j, k), (j, k + 1), (j + 1, k + 1) and target sites at positions (j, k), (j + 1, k), (j + 1, k + 1), respectively. The transfer matrix algorithm described above takes care of the summation over sites in the interior of the lattice. Special rules apply at the top and bottom of a column. When adding a site at the top of a new column we include interactions between the site left of the new site and the site in the previous column on the bottom row (this interaction along a diagonal edge implements part of the periodic boundary condition in the L h direction). Finally after we have completed a new column the site 'left over' in the previous column is superfluous to requirements and we can 'contract' the state space by summing over the states of this site. The number of distinct configurations for a column of height L h sites is then L(L h + 1) for a partially completed column, and L(L h ) when the column has been completed. The transfer matrix algorithm described above is the same whether used in the calculation of partition function zeroes or eigenvalue crossings. Below we briefly outline how it is used in the two cases.
Appendix E.1. Partition function zeros
To calculate partition function zeros we need the exact partition function on an L v ×L h lattice. This is simply a polynomial in z of degree L v · L h /3 with integer coefficients. So for each state along the cut-line the partial partition function is maintained as an array of integers of size L v · L h /3 + 1. The coefficients become very large and in order to deal with this the calculations were performed using modular arithmetic. So the calculation for a given size lattice was performed several times modulo different prime numbers with the full integer coefficients reconstructed from the calculated remainders using the Chinese remainder theorem. Utilizing the standard 32-bit integers we used primes of the form p i = 2 30 − d i , that is we used the set of largest primes smaller than 2 30 . Depending on the L v and L h the number of primes required to reconstruct the exact integer coefficients can exceed 100. The zeros of the partition function can then be calculated numerically (to any desired accuracy) using root finders such as MPSolve [32] or Eigensolve [33] . We used MPSolve with a few calculations checked by using Eigensolve.
The transfer-matrix algorithm can readily be parallelised. One of the main ways of achieving a good parallel algorithm using data decomposition is to identify an invariant under the operation of the updating rules. That is, we seek to find some property of the configurations along the cut-line which does not alter in a single iteration. As mentioned above only the 'new' site can change occupation status. Thus, any site not directly involved in the update cannot change from being empty to being occupied and vice versa. This invariant allows us to parallelise the algorithm in such a way that we can do the calculation completely independently on each processor with just two redistributions of the data set each time an extra column is added to the lattice. This method for achieving a parallel algorithm has been used extensively for other combinatorial problems and the interested reader can look at [34] or [35, Ch 7] for details.
Cylindrical boundary conditions are simply implemented by starting the transfer matrix calculation with the all empty state having weight one (all other states having weight zero), iterating the algorithm to add L h columns and then summing over all states.
Toroidal boundary conditions are fairly easy to implement but they are computationally expensive. The problem is that in order to include the interactions between sites in the first and last columns we have to 'remember' the state of the first column. Here we did this by simply specifying the initial state of the first column S I , starting with the initial weights Z(S) = 0 when S = S I and Z(S I ) = z m , where m is number of occupied sites in S I . For each value of S I we then perform the transfer matrix calculation as described above until the final column has been completed. Finally we put in the interactions between the occupation numbers in the last column with state S and those in the first column, sum over all states S, and repeat for all S I . The saving grace is that one does not have to do this calculation for all values of S I . Indeed, any S I related by translational and reflection symmetry give rise to the same result. In table E1 we have listed the number of distinct initial states N I one needs to consider in a calculation of the partition function with toroidal boundary conditions on a lattice of width L h . The numbers N I are given by sequence A129526 in the OEIS [31] . Note that for large L h states which are invariant under the generators of the dihedral group D L h are exponentially rare. Therefore L(L h )/N I ∼ 2L h for L h 1, and this is nicely brought out by the entries in table E1. Naturally the calculations for different initial states can be done completely independently making it trivial to parallelise over S I (one can also fairly easily combine this with the parallel algorithm over state space should this be required).
The bulk of the large scale calculations for this part of the project were performed on the cluster of the NCI National Facility at ANU. The NCI peak facility is a Sun Constellation Cluster with 1492 nodes in Sun X6275 blades, each containing two quad-core 2.93GHz Intel Nehalem CPUs with most nodes having 3GB of memory per core (24GB per node). The largest size calculation we performed was for cylindrical boundaries where we went up to 39 × 39. This required the use of 256 processors (cores to be precise) taking around 140 CPU hours per prime with the calculation Table E1 . The number N I of distinct initial states required to calculate the partition function with toroidal boundary conditions compared to the total number of states given by the Lucas numbers.
being repeated for 25 primes. The largest calculation for toroidal boundaries was the 27 × 27 lattice. This is sufficiently small memory wise to fit on a single core so we only used a parallelisation over initial states. The calculation took around 550 CPU hours per prime with the calculation repeated for 14 primes.
Appendix E.2. Transfer matrix eigenvalues
The equimodular curves on L h × ∞ strips where eigenvalues of largest modulus cross can be obtained from numerical studies using the transfer matrix algorithm outlined above. As we have seen, the dimension dim T of the transfer matrix T for hard hexagons confined to a strip of height L h grows exponentially fast with L h . Hence the calculation of the eigenvalues of T and the resulting equimodular curves quickly becomes a very demanding task. We have however seen that the updating rules (E.1) do not require us to manipulate or store all the (dim T) 2 entries of T, but rather operate on two vectors of size dim T, namely v and Tv, representing the set of conditional probabilities before and after a move of the cut-line. In other words, the trick of adding the sites to the system one at a time has produced a sparse-matrix factorization of T.
It is possible to take further advantage of this gain to extract also the leading eigenvalues of T. Namely, we use a set of iterative diagonalisation methods in which the object being manipulated is not T itself but rather its repeated action on a suitable set of vectors. An iterative scheme that works well even in the presence of complex and degenerate eigenvalues is known as Arnoldi's method [36] . This forms part of a class of algorithms called Krylov subspace projection methods [37] . These methods take full advantage of the intricate structure of the sequence of vectors T n v naturally produced by the power method. If one hopes to obtain additional information through various linear combinations of the power sequence, it is natural to formally consider the Krylov subspace
and to attempt to formulate the best possible approximations to eigenvectors from this subspace. We make use of the public domain software package ARPACK [38] implementing Arnoldi's method with suitable subtle stopping criteria. The ARPACK package allows one to extract eigenvalues (and eigenvectors) based on various criteria, including the one relevant to our calculations, namely the eigenvalues of largest modulus.
The problem specific input for this type of calculation only consists in a user supplied subroutine providing the action of T on an arbitrary complex vector v. In our case this amounts to iterating the update rules (E.1) until a complete column has been added to the lattice. In particular, the sparse-matrix factorization and the subtleties having to do with the 'inflation' of the state space before the addition of the first site in a new row, as well as the 'contraction' after the addition of the last site in a completed row, are all hidden inside this subroutine and not visible to Arnoldi's method. The iterations of T are thus computed for a fixed complex value of the fugacity z until the ARPACK routines have converged.
Very briefly, we trace the equimodular curve as follows. First we find a point on the equimodular curve; we can choose a point on the negative real axis, say z 0 = −1, that we know is on the curve. To find a new point z on the curve we start at the previous point and look for a new point on a circle of radius (in general we use = 10
−2 ) at an angle θ 0 from the previous point. In general this trial point will not lie on the equimodular curve. Our algorithm then finds a new point by using the Newton-Raphson method to converge in the angle θ towards a zero in the distance between leading eigenvalues. The pair (z, θ) is then used as the starting values (z 0 , θ 0 ) for a new iteration of the search algorithm. This procedure in then iterated until the equimodular curve has been traced. Points where the curve branches are detected by noting that the third leading eigenvalue becomes equal in modulus to the leading eigenvalue. End points are detected by noting that the procedure cannot find a new point (in fact it turns around and converges towards a point on the part of the curve already traced). Many aspects of this search algorithm involve subtleties, in particular automatizing the procedure in the case where the equimodular curve has a complicated topology with many branchings; this will be described fully in a separate publication [39] .
As for the partition function zeroes, we are interested in tracing the equimodular curves for both toroidal and cylindrical boundary conditions. Since in both cases we use the same transfer matrix T (i.e., with periodic boundary conditions in the L h direction) it might seem that the curves would be identical. This is not the case. Indeed, in the cylindrical case the initial condition imposed on the first column of the lattice is that all sites in the preceding column are empty. In particular, this initial state is translational invariant and thus has momentum P = 0. This momentum constraint can be imposed by rewriting T in the translational and reflection symmetric subspace of dimension N I . Once again, an appropriate 'inflation' and 'contraction' of the state space has to be performed at the beginning and the end of the user supplied subroutine, as the kink on the cut-line describing the intermediate states breaks the dihedral symmetries explicitly. But since these intermediate steps are hidden from Arnoldi's method, the end result amounts to diagonalising a transfer matrix of smaller dimension, dim T = N I . Meanwhile, the equimodular curve for toroidal boundary conditions is obtained by diagonalising the original transfer matrix without the P = 0 constraint, i.e., with dimension dim T = L(L h ).
The memory requirements of the algorithm up to the largest size L h = 30 that we attempted is quite modest and the calculation can be performed on a basic desktop or laptop computer. As an example the calculation of the equimodular curve for L h = 30 with cylindrical boundary conditions took about 10 days on a MacBook Pro with a quad core I7 2.3GHZ processor. According to the theory of finite-size scaling (FSS) [40] , the free energy per site corresponding to the j-th eigenvalue of the transfer matrix has the scaling form 1
where z c is the critical point, y is the leading relevant eigenvalue under the renormalization group (RG), and u is the coupling to an RG irrelevant operator with eigenvalue y < 0. If more than one RG irrelevant coupling is present there will be further arguments to the function, which we here omit for clarity. The equimodularity condition |f 1 | = |f 2 | can obviously be written in the same scaling form as can the partition function zeros. Moreover, FSS assumes that the functions f j are analytic in their arguments for z = z c , which implies at leading order that
where A and B are non-universal constants. To higher orders, the terms appearing on the right-hand side involve powers of L −1 that can be any non-zero linear combination of y and |y | with non-negative integer coefficients. There is obviously no guarantee that all such terms will appear, since some of the multiplying constants (A, B, . . .) may be zero.
When it is known that z → z c as L → ∞, with z c real, one can similarly analyze distances other than |z − z c | to the critical point that vanish linearly with z − z c . Examples include ||z| − z c |, Re(z) − z c , Im(z), and Arg(z). ‡ According to the general principles of FSS [40] these variables can be developed on |z − z c | and the irrelevant RG couplings, and (F.2) will follow, albeit necessarily with different values of the non-universal constants (A, B, . . .).
The critical point z c > 0 in the hard hexagon model is known to be in the same universality class as the three-state ferromagnetic Potts model [41] . The energy operator of the latter [42] provides the RG eigenvalue y = 2 − 2h 2,1 = 6/5, where we have used the Kac table notation h r,s , familiar from conformal field theory (CFT), for the conformal weight of a primary operator φ (r,s) . Subdominant energy operators, φ (3, 1) and φ (4, 1) , follow from CFT fusion rules and lead to RG eigenvalues y = −4/5 and y = −4 respectively. Our numerical analysis of |z c (L)| − z c for L up to 39 (see table 5 ) gives good evidence for the FSS form
The powers of L −1 appearing on the right-hand side can be identified with y, y + |y | and y + 2|y |. This is compatible with the above general result; note however that the power 2y = 12/5, which is a priori possible, is not observed numerically.
The CFT of the Lee-Yang point z d < 0 is much simpler [16] , since there is only one non-trivial primary operator φ (2, 1) . It provides the RG eigenvalue y = 12/5. Our numerical analysis of |z d (L) − z d | (see table 5) gives strong evidence for the FSS form
The powers of L −1 on the right-hand side can be identified with y, y + 1 and y + 2. The integer shifts in (F.4) can be related to descendent operators in the CFT, since ‡ Obviously we here exclude cases where the variable is identically zero, such as when Im(z) = 0, or when ||z| − zc| = 0 because of a circle theorem. |y | is a positive integer for descendents of the identity operator; note that some descendents are ruled out by symmetry arguments, as in section 5.3. Another source of corrections in powers of L −1 is that the data of table 5 are computed for L × L systems with cylindrical boundary conditions. Indeed, while the length L along the periodic direction is unambiguous, the one along the free direction should possibly be interpreted as L + a in the continuum limit, where a is a constant of order unity. In any case, it is remarkable that y + 1 = 11/5 does not occur in (F.4) .
To probe the finite-size scaling form, i.e., determine which terms actually occur in the asymptotic expansion, we carry out a careful numerical analysis of how the endpoints z d (L) and z c (L) approach z d and z c in the thermodynamic limit. Since our data for end-point positions is most extensive in the case of partition function zeros with cylindrical boundary conditions we analyse the data of table 5. We also tried to analyse the data in table 3 obtained from equimodular calculations, but we found that this data set suffers from numerical instability presumably because our determination of the end-point position is not sufficiently accurate. Note that the data in table 5 can be calculated to any desired numerical accuracy since it is obtained from the zeros of polynomials. Obviously the data for z d (L) is much closer to the thermodynamic limit z d than is the corresponding data for z c (L) so it is no surprise that the analysis of z d (L) is 'cleaner' than that for z c (L) and hence we start our exposition with the former.
Firstly, plotting ln |z d (L) − z d | versus ln L confirms a power-law relationship (see left panel of figure F1 ). To estimate the exponent we take a pair of points at L and L − 3, calculate the resulting slope of a straight line through the data-points, and in figure F1 we plot the slope versus 1/L. Clearly, the slope can be extrapolated to the predicted value, 12/5, for the exponent. We next look for sub-dominant exponents. Accepting the 12/5 exponent as exact we form the scaled sequence,
, and look at the sequence of differences,
α+1 , thus eliminating the constant term. As before we calculate the slope of ln d(L) versus ln L and plot against 1/L. From figure F1 the slope is seem to extrapolate to a value of −2, so α = 1 and hence the sub-dominant exponent is 17/5. We then repeat the analysis starting with the d(L) sequence which we scale by L 2 . The estimates for the local slopes are shown in figure F1 and are again consistent with a slope of −2, indicating that the third exponent in the asymptotic expansion is 22/5.
From the above analysis we conclude that the correct asymptotic form is (F.4). It is tempting to conjecture that the sequence of integer spaced corrections L −12/5−k will continue indefinitely. However, we cannot completely rule out the presence of extra terms such as L −n·12/5 for n ≥ 2. This is borne out by a further analysis using five terms in the asymptotic expansion namely the three exponents firmly established above and a further two terms with exponents 2y = 24/5, y + 3 = 27/5, and y + 3 = 27/5, y + 4 = 32/5, respectively. The resulting amplitude estimates are shown in figure F2 . Clearly, the fits using only terms of the form y+k display much less variation against 1/L and this could be an indication that only these types of terms are present in the asymptotic expansion. However, the amplitude b 3 when fitting using an exponent 24/5 does not appear to vanish and hence we are not willing to claim with certainty that this term is absent. If we assume only terms of the form y + k, we can obtain refined amplitude estimates by truncating the expansion after a fixed number of terms and fitting using sub-sequences of consecutive data points. Results for the leading amplitude b 0 are displayed in figure F3 . Note that the estimates are quite accurate and that as more terms from the asymptotic expansion are included the estimates have less variation. We estimate that Figure F2 . Amplitude estimates versus 1/L when fitting to a five-term asymptotic form akin to (F.4), but with two additional exponents as indicated on the plots.
We now turn to z c (L) where we start by analysing the data for |z c (L)| − z c . Note that the modulus |z c (L)| can be viewed as a crude approximation to where the zeros Figure F3 . Estimates for the leading amplitude b 0 , plotted versus 1/L in the asymptotic expansion (F.4) when truncating after 4 to 8 terms and using only exponents 24/5 + k.
intercept the real axis since it amounts to saying that the zeros approach the real axis along a circle. Many other measures of the distance/approach to z c could be used but this one happens to be particularly well-behaved so we start our exposition with this quantity. As above we first look at the local log-log slope for this data shown in the left panel of figure F4 . In this case the data displays pronounced curvature but nevertheless it seems reasonable that the slope can be extrapolated to the predicted value −6/5. We next look for sub-dominant exponents. Accepting the 6/5 exponent as exact we form the scaled sequence, s(L) = L 6/5 (|z c (L)| − z c ) a + b/L α . We again look at the sequence d(L) of differences and plot the local slopes in the right panel of figure F4 using open circles. In this case the results are not as clear cut. The data can be extrapolated to a value > −2 and it is consistent with the predicted exponent y + |y | = 2, which would yield a slope of −1.8. We then repeated the analysis scaling d(L) by L 9/5 and looking at the differences. The local slopes are shown as diamonds in the right panel of figure F4 . Clearly no meaningful extrapolation can be performed on this data other than to say that a value of −1.8 cannot be ruled out. Figure F5 . Amplitude estimates versus 1/L. The panels (from left to right) shows the estimates for the amplitudes a 0 , a 1 and a 2 when fitting to the asymptotic form (F.6) while using three different values for the third exponent ∆.
In figure F6 we plot the data for |z c (L)| − z c (left panel) and |z d (L) − z d | (right panel) and the asymptotic fits obtained above.
It is universally expected that the end-point z c (L) converges towards z c , as can be confirmed by analyzing the behavior of Re(z c (L)) and Im(z c (L)) against 1/L. This obviously means that the imaginary part must vanish as L → ∞. To examine this we repeat the above analysis for arg(z c (L)). The 'local-slope' analysis is not as clear-cut in this case but it is consistent with the two leading terms in (F.6). The amplitude analysis is again very clean as can be seen in figure F7 and from this we obtain the amplitude estimates a 0 = 15.83(2), a 1 = −3.0(5), a 2 = 8(2).
(F.8)
These values of course differ from those in (F.7) since we are analyzing a different quantity.
Finally we carried out a similar analysis for the quantity |z c (L) − z c |. Again the evidence for the leading amplitude being −6/5 was firm. However, the localslope analysis for the sub-dominant term was inconclusive. In figure F8 we plot the amplitude estimates obtained when fitting to (F.3). We observe a very strong variation in a 1 and a 2 , but on the other hand the amplitude estimates are nice and monotonic, suggesting that the data might just be really hard to fit. In particular we note that a 1 could extrapolate to 0. We then tried a new fit using an additional fourth term with exponent −18/5, thus assuming exponents of the form y + k|y | = 6/5 + k · 4/5 In this case we found much more stable amplitude estimates with a 0 = 183.5 (5) . The other amplitudes displayed quite a bit of scatter so we will not quote error-bars, but we found a 1 6.5, a 2 930 and a 3 −5200. Remarkably a 1 is quite small compared to the other quantities which may well explain the numerical difficulties we had with the analysis. Note that we make no claim that y + k|y | exhausts the exponents and it is quite likely that other exponents, such as 2y + |y | = 16/5, could occur, but our data sets are too limited to answer such questions beyond the terms explicitly included in (F.3). Figure F8 .
Amplitude estimates versus 1/L. The panels (from left to right) shows the estimates for the amplitudes a 0 , a 1 and a 2 when fitting to the asymptotic form (F.3) while using the data for |zc(L) − zc|.
