We describe an empirical, self-contained method to isolate faint, large-scale emission in imaging data of low spatial resolution. Multi-resolution filtering (MRF) uses independent data of superior spatial resolution to create a model for all compact and high surface brightness objects in the field. This model is convolved with an appropriate kernel and subtracted from the low resolution image. The halos of bright stars are removed in a separate step and artifacts are masked. The resulting image only contains extended emission fainter than a pre-defined surface brightness limit. The method was developed for the Dragonfly Telephoto Array, which produces images that have excellent low surface brightness sensitivity but poor spatial resolution. We demonstrate the MRF technique using Dragonfly images of a satellite of the spiral galaxy M101, the tidal debris surrounding M51, and two ultra-diffuse galaxies in the Coma cluster. As part of the analysis we present a newly-identified very faint galaxy in the filtered Dragonfly image of the M101 field. We also discuss variations of the technique for cases when no low resolution data are available (self-MRF and cross-MRF), and introduce a new method for robustly measuring the surface brightness depth of images. All codes are implemented in mrf, an open-source MIT licensed Python package. a)
INTRODUCTION
Phenomena observed at low surface brightness hold the potential to inform many areas of astronomy. Examples include diffuse cirrus emission, which provides information on the interstellar medium in the Milky Way (Miville-Deschênes et al. 2016) ; light echoes, which can be used to characterize ancient supernovae (Rest et al. 2005 (Rest et al. , 2008 ; and the dust and gas associated with solar system bodies such as comets (e.g., Sekanina & Miller 1976; Pittichová et al. 2008) .
(e.g., van der Hulst et al. 1993; de Blok et al. 2001; Schombert, McGaugh, & Maciel 2013) , as well as large spheroidal objects with little or no gas (Impey, Bothun, & Malin 1988; Bothun, Impey, & Malin 1991) . These "ultra diffuse galaxies" (UDGs) turn out to be surprisingly common (van Dokkum et al. 2015; van der Burg et al. 2017; , and display a bewildering variety of properties (e.g., Merritt et al. 2016b; Beasley et al. 2016; van Dokkum et al. 2018) . Other examples of extragalactic low surface brightness regimes are studies of stellar halos (Zibetti, White, & Brinkmann 2004; de Jong 2008; Tal & van Dokkum 2011; Duc et al. 2015; Merritt et al. 2016a; , tidal features (Arp 1966; Malin & Hadley 1997; van Dokkum 2005; Martínez-Delgado et al. 2010; Atkinson, Abraham, & Ferguson 2013) , and intracluster light (Gonzalez et al. 2000; Zibetti et al. 2005; Mihos et al. 2005; DeMaio et al. 2015; Montes & Trujillo 2018) .
Efforts to detect and characterize low surface brightness emission have mostly made use of the excellent image quality of mirror telescopes equipped with widefield CCD cameras. Low surface brightness galaxies and structures have been identified in data from the Burrell Schmidt telescope (Mihos et al. 2005; Watkins, Mihos, & Harding 2015) , the Sloan Digital Sky Survey (Bakos & Trujillo 2012; , the Canada France Hawaii Telescope (Duc et al. 2014 (Duc et al. , 2015 , and the Subaru Telescope (Koda et al. 2015; Mowla et al. 2017; Greco et al. 2018a ). The advantage of using such relatively high resolution imaging data sets is that it maximizes the contrast between low surface brightness objects and everything else in the field. As shown by, e.g., Greco et al. (2018b) the faint glow of low surface brightness galaxies can be isolated by applying a variation of low pass filtering. Furthermore, as there are many applications of such data low surface brightness surveys often piggy-back onto other programs or use publicly available archival data.
A disadvantage is that the mosaiced cameras that are used in these surveys are comprised of many individual detectors, and it is difficult to achieve accurate flat fielding and sky subtraction on scales that exceed the size of an individual chip (see, e.g., Fig. 4 in Aihara et al. 2019) . Additionally, the mirrors, open structure, and complex light path of modern reflectors can lead to artifacts and produce point spread functions (PSFs) with complex wings containing significant power. As shown in Slater et al. (2009) scattered light from field stars and the centers of galaxies produces a low surface brightness floor of ≈ 29.5 mag arcsec −2 even when all other effects are controlled for.
An alternative approach 1 is to detect low surface brightness emission in low resolution images, such as those delivered by the Dragonfly Telephoto Array and the Huntsman telescope (Longbottom 2019) . In these data the PSF is matched to the structures of interest, which maximizes the detection signal-to-noise (S/N) ratio without the need to apply a low pass filter (see Irwin 1985) . Specifically, Dragonfly uses monolithic detectors with 2. 8 native pixels and a field of view of 3 • × 2 • , and with 48 independent sight lines flat fielding and sky modeling are well-controlled on scales 45 . Furthermore, the Canon 400 mm f/2.8 IS II telephoto lenses that constitute the heart of Dragonfly are excellent for low surface brightness imaging: the light path is fully enclosed and thanks to the all-refractive design and "sub-wavelength" anti-reflection coatings the PSF is well-behaved with low power in the wings (see .
The downside of the Dragonfly approach is blending: owing to the typical FWHM of ∼ 5 , stars and compact galaxies take up a much larger fraction of the detector than would be the case for seeing-limited data. Furthermore, groups of faint stars and galaxies masquerade as spatially-extended low surface brightness galaxies. As an example, in van Dokkum et al. (2015) the final list of 47 UDGs was extracted from a parent sample of 6624 faint, spatially-extended Dragonfly detections.
Here we present a method that combines the advantages of seeing-limited ("high resolution") observations with those of low resolution Dragonfly-like data. The high resolution data are used to create a model for all the emission that is not low surface brightness. This model is then convolved with a suitable kernel to match the resolution of the Dragonfly data and subtracted. All faint galaxies, stars, and blends are removed in this residual image and genuine low surface brightness features can be identified and quantified in a straightforward way. In the following sections we discuss the general method and then the specific implementation in the Python package mrf.
METHODOLOGY

Multi-resolution filtering
The method is closely related to other image matching algorithms, such as those employed for transient detection (e.g., Alard & Lupton 1998; Miller, Pennypacker, & White 2008; Zackay, Ofek, & Gal-Yam 2016) , pho-tometry in extragalactic survey fields (see, e.g., Labbé et al. 2003; Merlin et al. 2016) , and "forced" photometry of SDSS sources in WISE data (Lang, Hogg, & Schlegel 2016) . All these techniques perform some kind of PSF matching between datasets, with one PSFmatched dataset serving as a point of reference for the other. In our method the detection of low surface brightness emission is not performed directly in the low resolution image I L but in a residual image R:
with F L a flux model that has the same spatial resolution. This low resolution model is created by convolving a high resolution model with a kernel:
The high resolution model F H is based on a high resolution image I H and is composed of stars, unresolved or marginally-resolved galaxies, and the high surface brightness regions of resolved galaxies. 2 This model can be constructed in a variety of ways. The simplest is to isolate all pixels in I H above a per-pixel brightness limit. However, this method is susceptible to mis-identifying noise peaks as objects, and it ignores the fact that I H is typically a PSF-convolved image itself with a finite spatial resolution (characterized by a point spread function P H ). The contrast between compact sources and the rest of the image is maximized by convolving the image with a filter that is a mirrored version of P H (with the x and y coordinates swapped; see Irwin 1985) . Next, objects can be detected in this convolved image by finding groups of ≥ N connected pixels above a particular perpixel brightness (see, e.g., Lutz 1979) . In practice, these steps are incorporated in the Source Extractor (SExtractor; Bertin & Arnouts 1996) software, and as shown in § 3 F H can be created with the help of the segmentation map and catalog produced by this program. Likewise, the kernel K can be generated in multiple ways. Alard & Lupton (1998) show that a least-squares method applied to all pixels in the image can produce the optimal convolution kernel, as long as the kernel can be approximated by Gaussian decomposition. Another robust method is to forego solving for K and perform a double convolution: R = I L * P H − F H * P L (e.g., Gal-Yam et al. 2008 ). This method is, in principle, well-suited to our situation as the precise form of P H is unimportant and can be approximated by a simple Moffat or Gaussian function. However, in practice the Dragonfly PSF P L is dominated by focusing and guiding errors on the relevant spatial scales, which means that this approach still requires an independent method to determine the PSF for each frame. In light of these considerations we adopt an extension of the "classical" approach to generating K:
with F denoting the forward Fourier transform and f the inverse Fourier transform (see, e.g., Phillips & Davis 1995) . This method is fast and easily implemented but has several downsides. It requires a window function to dampen high frequency noise in the kernel, it can produce artifacts when large parts of the image are relatively empty, and it is numerically unstable in the presence of noise. In our case the results are not very sensitive to the choice of window function as nearly all the power in the Dragonfly PSF is on scales of 5 native pixels (see : the kernel does not need to capture diffraction patterns or other complex structures as they have very little power. 3 The other two issues are mitigated by generating a set of k kernels from small image cutouts centered on relatively isolated, non-saturated bright stars, and then letting K be the median or mean of this set:
with I i the individual cutouts and typical values of k = 20 − 30. As shown in § 3 this method produces satisfactory results in an automated way.
Illustration using artificial data
We illustrate the method with artificial data. An image of 21. 3×21. 3 is created, containing 10 4 stars, 5×10 4 galaxies, and a constant sky background. The magnitude distributions follow power laws, with slopes 0.6 for the stars and 0.45 for the galaxies. The distribution of half-light radii of the galaxies is uniform between 0 and 2. 5; 40 % follow r 1/4 (de Vaucouleurs) profiles and 60 % follow exponential profiles. Two low surface brightness galaxies are added to the image. Their structure and surface brightness profiles are modeled on that of the UDG Dragonfly 44 , with one of the galaxies placed at 20 Mpc (galaxy A) and the other at 100 Mpc (galaxy B). The image is generated at two resolutions and pixel sizes. The high resolution image has a pixel size of 0. 25 and a PSF that follows a Moffat profile with FWHM = 0. 75, typical for wide field survey data of telescopes such as CFHT and Subaru. The low resolution image is tailored to Dragonfly, with a pixel size of 2. 5 and FWHM = 5. 9. The PSF is given an ellipticity of 0.2 (and a position angle of 30 • ) to simulate guiding errors. To simulate realistic sky subtraction artifacts in the high resolution image we modeled and subtracted its sky using the default SExtractor settings, with a mesh size of 64 × 64 pixels.
The low resolution image is shown in the top left panel of Fig. 1 , with a zoom of the area containing the low surface brightness galaxies in the top middle panel. The images of these galaxies are highly contaminated by stars and galaxies. Galaxy A is visible but it is difficult to discern its structure and size. Galaxy B cannot be iden-tified reliably in these data, as its appearance is similar to many other structures (blended faint stars and galaxies) in the image. We quantified this by calculating the number of pixels that are brighter than Σ 10 , the mean galaxy surface brightness within 10 × 10 pix 2 . Nine percent of all pixels in the image are brighter than Σ 10 of galaxy A, and 36 % are brighter than Σ 10 of B.
The sky-subtracted high resolution image is shown at top right. Light from stars and compact galaxies cover a much smaller fraction of the pixels owing to the 10× narrower PSF. Galaxy B is now just-visible as a low surface brightness patch in the top part of the frame. Galaxy A is also visible but is fainter and smaller than it should be due to the sky subtraction. Also, the contrast between both galaxies and the background is low, and they could easily be mistaken for ghosts, flat fielding errors, or other issues in the data reduction.
The bottom panels show the multi-resolution filtering process applied to these data. We performed the analysis with the mrf code, which is described in detail in the next Section. First a flux model is created by multiplying the high resolution image by an object mask created with SExtractor (bottom left panel in Fig. 1 ). Next, the flux model is convolved with a kernel to match the low resolution image (bottom middle panel). The convolved model looks very similar to the low resolution image shown above it, except that it does not include the low surface brightness objects. The final step is the subtraction of this convolved model from the low resolution image. The two low surface brightness objects are prominent in the residual image, shown in the bottom right panel. The total fluxes of objects A and B are recovered to ≈ 95 % and ≈ 80 % respectively.
IMPLEMENTATION
The method is implemented in the python package mrf. 4 The individual steps are demonstrated using Dragonfly imaging of a low surface brightness satellite of the nearby face-on spiral galaxy M101. M101 is at a distance of 7 Mpc (Lee & Jang 2012) , and it is one of the nearest massive galaxies. It was observed in May and June 2013 in the SDSS g and r filters with an eight-lens configuration. 5 In van Dokkum, Abraham, & Merritt (2014) and Merritt et al. (2016a) we measured the light profile of the galaxy, constraining the mass of its stellar halo. In Merritt et al. (2014) we presented seven previously-uncataloged low surface brightness objects in the M101 field. In follow-up studies with the Hubble Space Telescope (HST) we found that four of these seven objects are intrinsically-large background galaxies (Merritt et al. 2016b ) and three are satellites of M101 ). Here we focus on a small region centered on one of these confirmed satellites, M101-DF3 (see Fig. 2 ). The galaxy has an effective surface brightness of µ e,g = 27.4 ± 0.2 and an effective radius r e = 30 ± 3 ). Its distance, as measured from the tip of the red giant branch, is D = 6.5 ± 0.3 Mpc ).
High resolution M101 images
The M101 field has publicly available imaging from the Canada France Hawaii Telescope (CFHT), obtained in the context of the CFHT Lensing Survey (Heymans et al. 2012 ). The exposure times in g and r were 2500 s per filter. The CFHT images of M101-DF3 are shown in the middle panels of Fig. 2 .
The CFHT and Dragonfly data are brought to a common reference frame. This frame needs to have a finer pixel scale than the Dragonfly data, so that the subpixel flux distribution of compact objects can be properly modeled. The low resolution Dragonfly image I L is sampled onto a grid with 1/3 the pixel size (0. 67 in the case of M101) using a third order polynomial for the interpolation. This subsampled image is denoted I L(3) and its size is 3n×3m if the size of I L is n×m. For each filter the CFHT image I H is projected onto the I L(3) frame using the WCS information from the headers of both images and a third order polynomial for interpolation. Prior to transforming I H to I H(3) the image was binned 2 × 2 and convolved with a σ = 1 pixel Gaussian, as this mitigates projection errors going from the 0. 186 CFHT pixel scale to that of I L(3) . In general, care should be taken that the pixel size of the subsampled low resolution data is within a factor of a few of the resolution of the high resolution data.
Next, the filter systems are matched. For both Dragonfly and CFHT data are available in the g and r filters. However, even though the Dragonfly filter curves are nearly identical to those used in SDSS and many other surveys, the total system response is not. The SBIG STF-8300 cameras have a low quantum efficiency in the blue, which means that the effective Dragonfly g is slightly redder than SDSS g. It is therefore necessary to bring the CFHT images onto the same filter system as the Dragonfly data.
The mrf code can interpolate between high resolution images in two filters. It is assumed that
with an equivalent expression for the r DF band. The value of α is determined from a comparison of stellar photometry in the three images; we find α g ≈ +0.05 and α r ≈ +0.01.
is only welldetermined in regions with a high S/N ratio in both filters, and a direct application of Eq. 5 to the high resolution images would lead to an extremely noisy interpolated image. We therefore create a color correction image C such that I H
The correction image is based on the SExtractor segmentation map (see below), with all pixels belonging to an object set to the ratio of the SExtractor catalog fluxes in g CFHT and r CFHT . As the catalog fluxes are much better determined than the flux in an individual pixel this interpolation method is more robust than a direct division. Top left: Small section (6. 5 × 7. 3) of the 10 deg 2 Dragonfly r-band image of M101, centered on the satellite galaxy M101-DF3 Danieli et al. 2017 ). This image is referred to as I L in the text. Top middle: The same area as observed with CFHT in the context of the CFHT Lensing Survey (I H ). The resolution is far superior to that of Dragonfly, but M101-DF3 is fainter due to sky subtraction errors on large scales. There is faint large scale PSF structure around the bright star at the top of the frame. Top right: Initial flux model F H(3) , generated by multiplying a SExtractor object mask by I H(3) . This model contains all compact sources in the field and also some low surface brightness emission from M101-DF3. Bottom row: Zoomed views of M101-DF3 (2. 1 × 2. 1).
Construction of the high resolution flux model
Objects are identified in I H(3) using sep (Barbary 2016) , which is a Python version of SExtractor. The SExtractor parameters can be adjusted for the particular dataset that is being analyzed; as the aim is to detect compact sources the code is typically run with a low minimum number of connected pixels (2 in this example), a low threshold for deblending (5 × 10 −4 ), and a fairly fine grid for the background model (64 × 64 pixels). The code produces a catalog of objects with positions and fluxes, as well as a segmentation map S H(3) . The value of each pixel in S H(3) is that of the ID of the object that the pixel is a part of. We create an object mask from
Next, objects that should not be subtracted from the Dragonfly image are removed from the mask. An example where this might be the case is a study of the stellar halos or tidal features around a set of galaxies in the image; it is then desirable to retain the high surface brightness regions of these galaxies in the Dragonfly data. The mrf code can be supplied with objects that need to be retained, as specified by their RA, DEC positions. For each object the ID is found in S H(3) from the value of the pixel that is closest to this position. All pixels that have this same value in S H(3) are identified, and set to zero in M H(3) . Note that bright stars and low surface brightness objects are also removed from the model, at a later stage (see § 3.4, 3.5, and 3.7).
The high resolution flux model is then created by multiplying the image by the object mask:
This initial flux model is shown in the rightmost panels of Fig. 2 , for the r band. The model contains stars, high surface brightness galaxies, and (parts of) low surface brightness galaxies and features. It may contain artifacts such as diffraction spikes, to the extent that SExtractor identifies them as objects. It does not include any emission outside of the segmentation map, that is, it ignores object flux beyond the scaled Kron radius (see Bertin & Arnouts 1996) . To account for this the mask can optionally be expanded by convolving it with a circular broadening function, prior to creating F H(3) . This was not done in this example.
Convolution kernel
The convolution kernel to bring the high resolution model to the Dragonfly resolution is created using the Fourier quotient method, as explained in § 2.1. The actual kernel that is used is the median of a large number (typically 20-30) of individual kernels. These are created from image segments that are centered on bright, unsaturated objects and are spread evenly over the image.
In practice the following steps are taken. First, all objects in the I H(3) catalog that are close to the edge of the image or have a flux greater than a user-defined value are discarded. This step serves to remove bright objects that are saturated in either I H(3) or I L(3) or for other reasons should not be taken into account. Typical values are 0.01 < f max < 0.1, with f max the brightness with respect to the fifth-brightest object in the catalog. The optimal value depends on the depth of the images, the seeing, the number of very bright stars in the field, and the minimum S/N ratio that is required: the parameter f max effectively controls from which part of the luminosity function the kernel objects are drawn. An appropriate choice of f max is critical for obtaining a clean residual map R.
The next-brightest N kernel objects in the catalog are selected, with N kernel a user-defined parameter. Several of these objects will be large galaxies or close to other bright stars or galaxies, making them less suitable as inputs to the median kernel. We remove such objects by requiring that b/a > 0.6 and 0.8 < I H i,section /I H i,catalog < 1.5, that is, that they are fairly round and that the flux in the image section that is used for the Fourier transforms is close to the catalog flux. For the remaining objects we determine the median kernel using Eqs. 3 and 4. We note that the individual kernels, and the median kernel, are not normalized to unity. Instead, the integrated flux is equal to the flux ratio (in ADU) between the high resolution and low resolution images. The kernel therefore implicitly accounts for any relative errors in the zeropoints of the two images. The process is illustrated in Fig. 3 for the M101 example.
Removal of low surface brightness emission from the model
Prior to convolving the flux model with the kernel two classes of sources are removed from it: bright stars (see § 3.5) and objects that have the spatial scale of the Dragonfly PSF and are fainter than a particular surface brightness threshold. This step serves to ensure that only compact objects are subtracted from the Dragonfly data. Without it, object catalogs created from filtered Dragonfly data would be difficult to interpret as any low surface brightness objects that were entirely or partially detected in the high resolution images would no longer be present in the images. The M101-DF3 example is a good illustration: as can be seen in the bottom right panel of Fig. 2 small sections of the galaxy are in the initial flux model, as they are identified as a clump of low surface brightness objects with SExtractor.
We remove low surface brightness objects in the following way. An image is created that is sensitive to the spatial extent of objects with respect to the Dragonfly PSF:
If E ∼ 1, with the angled brackets indicating the average over all pixels belonging to the object according to the segmentation map, its spatial extent is larger than the Dragonfly PSF. If E 1 it is a compact object that should be retained in the model and subtracted from the Dragonfly data.
Objects are removed from the model (and hence retained in the Dragonfly data) if they satisfy the following two criteria: E < E lim , with E lim a userdefined value that is set to E lim = 6 for the M101 data; and F H(3) < F lim , with F lim a maximum surface brightness. In the case of the M101 example this limit was set to the equivalent of a surface brightness of µ r = 24.0 mag arcsec −2 . The results are very similar when changing these limits by factors of ∼ 2. Optionally a minimum object area can be specified as an additional criterion.
Removal of bright stars from the model
The MRF procedure is very effective in removing faint compact sources but it is not suitable for the removal of very bright stars. There are two reasons for this. First, the kernel is only 36 × 36 , and this is smaller than the extent of the wings of bright stars. Creating larger kernels is possible (the kernel size is a user-defined parameter in the mrf code) but the S/N ratio in the outer parts is low for the unsaturated stars and galaxies that are used to create it. The second issue is saturation, particularly in the high resolution data. Typical high resolution images (including the CFHT data used in the example) are relatively long exposures on large telescopes, and many of the brighter stars and galaxies are satured in their centers. This leads to several distinct problems. The first is bleeding in the high resolution data, as is happening for the bright star in the upper left of the example image in Fig. 2 . These erroneous features make their way into the residual image as strongly negative pixels as they are part of the flux model. The second is that the flux of these objects in the high resolution data is lower than the true brightness, sometimes severely so. As a result, bright stars in the flux model are too faint, leaving positive residuals in the final star-subtracted image. The third is centroiding errors, which cause strong positive and negative residuals.
For these reasons the mrf code removes the brightest objects from the flux model, down to a user-defined magnitude. 6 The code outputs a list of the objects (mostly 6 This magnitude is not necessarily equal to the true brightness of the stars; it is the SExtractor AUTO magnitude as measured stars) that are excluded from the model. At a later stage they are identified in, and removed from, the Dragonfly image ( § 3.7). In the M101-DF3 example the magnitude limit that is used is m r < 17.5. The "cleaned" flux model, with low surface brightness emission and bright stars removed, is shown in the left panels of Fig. 4 .
Convolution of the model and subtraction
The cleaned flux model is convolved with the median kernel to match the Dragonfly resolution,
and subtracted:
The residual is then binned to the original grid of the Dragonfly data to create R. The convolved model F L (rebinned to the Dragonfly resolution) is shown in the middle panels of Fig. 4 . The residual R is shown in the right panels. The residual image consists of low surface brightness emission, the bright stars that were purposely left in the image, and artifacts due to imperfect modeling of the centers of subtracted stars.
Subtraction of bright stars from the residual image
from the high resolution image, with no attempt to correct for saturation. Bright stars are modeled and subtracted in a way that is analogous to that described in van Dokkum et al. (2014) , Merritt et al. (2014) , and Merritt et al. (2016a) . First, a catalog of objects in the residual image is created with SExtractor. Next, the catalog is cross-matched with the objects that were removed from the flux model, and only those that are matched are retained. This matching requirement ensures that no spurious bright objects in the high resolution image are subtracted from the Dragonfly data, and that objects that were already subtracted as part of the convolved flux model are not subracted twice. A model PSF is created by taking the median of image cutouts of the matched stars, after shifting them to the same sub-pixel position and normalizing them. The normalization is not done by the total (or AUTO) flux but by the flux in an annulus between r = 3 pix (6 ) and r = 6 pix (12 ), to avoid any saturated pixels. In Dragonfly images even very bright stars are typically not saturated beyond r = 6 , due to the steep fall-off of the PSF (see .
For each bright object the model PSF is scaled to its annular flux and placed at its location (with sub-pixel accuracy). The size of the model PSF is a user-defined parameter; in this example we use 48 × 48 pixels, or 96 × 96 . The image containing the scaled models is shown in the top left panel of Fig. 5 . This image is subtracted to create the final residual image R, shown in the middle panels of Fig. 5 . The procedure works well, except for the very bright star at the top of the frame. In future versions of the mrf code we plan to include an external model for the wings of the PSF out to arbitrary large radii (Q. Liu et al., in preparation) so that bright stars are better modeled. In the current implementation the very brightest stars are simply masked (see § 3.8). 
Masking of artifacts in the final residual image
The final residual image is not free of artifacts but their locations can be robustly predicted. They mostly occur in locations were bright stars were subtracted, as even a small error in the flux model can produce a large residual in regions where the counts are high. 7 All regions in the residual image are masked where the subtracted model F L > F lim , with F lim a user-defined parameter. Only the model flux is used to determine whether to mask pixels in the residual image, and not the residual itself; this is to prevent the masking of relatively bright objects that may be present after the subtraction of the model. The mask can optionally be extended to include pixels neighboring those that are brighter than F lim . 7 We find that errors are typically 5 % per pixel.
The very brightest stars are also masked, using a circular mask with a user-defined radius for objects down to a user-defined magnitude. For the M101-DF3 example we use a limit of m r < 12.5 and a radius of 40 pixels (80 ). Only one object, the m V = 10.9 star TYC 3852-845-1, falls in this category. The masked residual image of M101-DF3 is shown in the right panels of Fig. 5 . We note that the required masking impacts far less pixels than would be the case if the convolved flux model had not been subtracted. In the M101-DF3 example, a simple mask applied to the original Dragonfly image would cover ∼ 20× more pixels than the mask shown in Fig.  5 .
The final masked image shows M101-DF3 itself very clearly. In addition, several other faint sources are still present after subtraction of the convolved flux model and masking. These fall in several categories: compact variable sources, such as variable stars and active Figure 6 . A possible very faint nucleated dwarf galaxy in the model-subtracted M101-DF3 image. The galaxy has an absolute magnitude of Mr ≈ −8.0 if it is at the distance of M101. Note that the very bright and large object in the top panel is M101-DF3 itself, which was unknown prior to 2014 and discovered in these Dragonfly data . galactic nuclei; low surface brightness emission associated with galaxies, such as tidal tails and stellar halos; and low surface brightness dwarf galaxies. One of the brightest examples is shown in Fig. 6 . This low surface brightness object is a possible nucleated dwarf galaxy, at RA = 14 h 3 m 27. s 38, DEC = 53 • 37 51. 8 (J2000). It is not in the sample of faint low surface brightness objects of Carlsten et al. (2019) , and given its proximity to M101 it is unlikely that it is a member of the background NGC 5485 group (see Merritt et al. 2016b , Karachentsev & Makarova 2019 . Its r-band magnitude in the Dragonfly data is m r ≈ 21.2. If it is at the distance of M101 its absolute magnitude is M r ≈ −8.0, which would place it among the lowest luminosity dwarf galaxies yet identified outside of the Local Group (see, e.g., Smercina et al. 2017 , Mihos et al. 2018 ).
OTHER EXAMPLES
Here we apply the MRF technique to two additional Dragonfly datasets, to demonstrate the method in other contexts. Other applications of the MRF technique on Dragonfly observations of nearby galaxies may be found in van Dokkum et al. (2019) , Gilhuly et al. (2019) , and J. Li et al., in preparation.
M51
The interacting galaxy pair NGC 5194 and NGC 5195 (M51) was our first-light target with the upgraded 48lens Dragonfly telescope and was observed on July 3 2016. Not all the lenses were operational. The equivalent exposure time for a 100 % operational array with 24 lenses in each filter is 6950 s in g and 6000 s in r. A section of the r-band image, centered on M51, is shown in the top panels of Fig. 7 , with two different scalings. The reduction was performed with an early version of our pipeline and did not remove satellite trails.
The pair is embedded in an extensive tidal debris field. Despite many years of observations of this system, Watkins et al. (2015) discovered two previouslyunknown tidal features in extremely deep images obtained with the Burrell-Schmidt telescope on Kitt Peak: the "South Plume" and the "Northeast Plume", with surface brightness µ B ∼ 29 mag arcsec −2 (see Watkins et al. 2015) . Here we determine whether these features can be seen in the Dragonfly data as well, after applying the MRF technique.
The mrf code is run with very similar parameters as in the M101-DF3 example. The high resolution data is again from CFHT: M51 was observed for 525 s in the rband with Megacam on April 4 2007. We obtained the reduced image from the CFHT Archive. The results are shown in the bottom left panel of Fig. 7 . After removal of the compact sources tidal features are more easily detected. This is illustrated in the bottom right panel, which shows the MRF image after applying a 21 × 21 pixel (52. 5 × 52. 5) median filter. The two plumes discovered by Watkins et al. (2015) are readily seen in the Dragonfly image (see also Rich et al. 2019 ).
Ultra-diffuse galaxies in the Coma cluster
In 2015 a large population of faint, intrinsically-large galaxies was identified in the Coma cluster with the Dragonfly telescope (van Dokkum et al. 2015) . These objects have sizes that are close to the Dragonfly PSF (∼ 5 ) and it was difficult to isolate them against a background of many thousands of other objects. Later studies used wide-field imaging data from conventional telescopes with much better seeing to find UDGs in clusters and the general field, with great success (see, e.g., Koda et al. 2015; van der Burg et al. 2017; Román & Trujillo 2017; . Here we return to the original Dragonfly Coma data, to deter-mine whether the MRF technique is able to efficiently identify these objects.
We use CFHT g and i images for creating the flux model. These data are described in van Dokkum et al. (2015) and . Neither of these filters is a good match to the Dragonfly ones, and instead we derive a color term to go from CFHT g and i to the sum of the Dragonfly g + r images. Nevertheless, we find that the quality of the image subtraction is limited by the mismatch between the filters. Left: Small section of the Dragonfly g + r-band Coma image that was used in van Dokkum et al. (2015) to identify 47 ultra-diffuse galaxies (UDGs) in the cluster. This section contains two UDGs, Dragonfly 44 and DFX1. Right: The same region after multi-resolution filtering, using 300 s CFHT images to construct the flux model. The two UDGs are now the brightest objects in the image. The insets show their HST images, with extended sources masked (see van Dokkum et al. 2017 ).
The Dragonfly g + r image is shown in the left panel of Fig. 8 . We focus on a 12. 4 × 22. 9 section that contains two UDGs, Dragonfly 44 and DFX1 (see van Dokkum et al. 2017 ). The galaxies are not easily distinguished from other sources in the field, which is why van Dokkum et al. (2015) used a complex multi-stage process to eliminate faint objects from an initial candidate list of 6624. The right panel shows the same region after applying the mrf code, with default parameters. The two UDGs are now the two brightest objects in this region, and they can readily be identified using standard image detection software.
SUMMARY
We present a straightforward method to use high resolution data to remove compact sources of emission from low resolution data. The method reliably distinguishes blended compact sources from low surface brightness emission, something that is very difficult to achieve with standard techniques applied to low resolution images (see, e.g., van Dokkum et al. 2015) . It is implemented in the mrf Python package, which we make publicly available. 8 This tool is important for the correct interpretation of data from the Dragonfly Telephoto Array, as crowding is a significant problem for this telescope. By removing the confusing signal of blurred compact objects the benefits of Dragonfly, such as its wide field of view, low false positive rate, and its excellent control of scattered light, can be fully utilized. MRF has been applied to the analysis of data from the Dragonfly Edgeon Galaxy Survey , and is an integral part of the Dragonfly Wide Field Survey (S. Danieli et al., in preparation) , which aims to identify faint dwarf galaxies in a 400 degree 2 area.
In Appendix A we discuss two variations of the technique: self-MRF, where a smoothed version of an image takes the place of the low resolution image I L , and cross-MRF, where two high resolution images are available from different telescopes and one is smoothed to create I L . Both are included in the public distribution of the mrf code. In Appendix B we describe a straightforward method to measure the surface brightness depth of images in a repeatable and well-defined way. This module, dubbed sbcontrast, will typically be run immediately after mrf in a data analysis pipeline. The provided code can also be run independently. Looking ahead, images with a resolution of ∼ 0. 2 will be routinely available over large parts of the sky from EUCLID and/or WFIRST, and those data may serve as the high resolution flux model to aid searches for faint extended sources in deep images from large telescopes on the ground.
We thank the referee for a thorough report that improved the manuscript. Support from NSF grant AST-1613582 is gratefully acknowledged. The mrf code makes use of NumPy, a package for scientific computing with Python (Walt, Colbert, & Varoquaux 2011);  SciPy, an open source scientific library (Jones et al. 2001) ; Matplotlib, a 2D plotting library (Hunter 2007) ; Astropy, a community-developed core Python package for Astronomy (Astropy Collaboration et al. 2018) ; sep, a Python library for Source Extraction and Photometry (Bertin & Arnouts 1996; Barbary 2016) ; GalSim, a galaxy image simulation toolkit; and IRAF, the Image Reduction and Analysis Facility (Tody 1986 (Tody , 1993 .
APPENDIX
A. VARIATIONS: SELF-MRF AND CROSS-MRF The MRF code was developed to isolate low surface brightness emission by removing all compact sources from the image. The specific application, discussed extensively in the main text, is the "cleaning" of Dragonfly images using seeing-limited wide-field ground based data. However, in many cases no such intrinsically-low resolution imaging will be available, and most aspects of the MRF methodology for isolating low surface brightness emission can still be applied in those instances. In self-MRF, a smoothed version of an image is used as the low resolution model. This smoothed image takes the place of I L , and the code runs in the same way as in its standard implementation. The smoothing kernel can be tuned to the particular structures that the user intends to isolate; by experimenting on known dwarf galaxies in Hyper Suprime-Cam data we find that a convolution with an exponential kernel provides the best results. We note that self-MRF is essentially a variation of standard low pass filtering approaches (see, e.g., Greco et al. 2018b) .
Another common situation is where two high resolution images are available, from different telescopes. Many extragalactic surveys cover overlapping sky areas, such as the GAMA fields (Driver et al. 2011) . In cases where, for instance, data from Subaru and CFHT are available one data set can be smoothed to form I L and the other can assume the role of I H . In this application, dubbed cross-MRF, the survey with the best low surface brightness sensitivity (typically, the one with the best sky subtraction) can be used for I L . An important advantage over self-MRF is that artifacts (such as diffraction spikes) are usually not present at the same location in two independent observations. Demonstrations of both self-MRF and cross-MRF are provided with the mrf GitHub distribution.
B. A METHOD FOR DETERMINING THE SURFACE BRIGHTNESS DEPTH OF IMAGES
For compact objects the depth of digital images is reasonably well-defined. Most studies adopt the "point source depth", which is the total magnitude of a point-source that can be detected with a specified significance (typically 5σ). The 1σ variation is calculated by measuring the 68 % variation in the fluxes within randomly placed photometric apertures of some optimal diameter, and then applying an aperture correction from this optimal diameter to a total flux (see, e.g., Labbé et al. 2003 , Skelton et al. 2014 .
There is no similar agreed-upon method to measure the surface brightness limit. Probably the most widely used method is to measure the variation between the fluxes in boxes of a particular spatial scale (e.g., Mihos et al. 2005 , Román, Trujillo, & Montes 2019 . However, the detailed implementation (the location and size of the apertures, how to handle masked pixels, etc) varies between authors, and the results depend on the image area that is used for the analysis. Specifically, any large scale gradient in the image will affect the measured variation in much-smaller apertures. These considerations led Martínez-Delgado et al. (2010) to define two separate surface brightness limits for their data: a small (arcsec) scale limit due to photon statistics, and a large (arcmin) scale limit due to flat fielding errors, scattered light, etc.
Here we combine these ideas into a straightforward measure of depth, defined as the surface brightness contrast on a particular spatial scale. The method, implemented in the public Python code sbcontrast, entails the following steps:
1. The input consists of the image whose limit is to be determined as well as a mask that contains all the "notempty" pixels. If the code is run following multi-resolution filtering, this mask is simply the one that is generated by the mrf code. In other datasets the SExtractor OBJECTS mask, possibly enlarged by a suitable kernel, could serve this purpose.
2. The image is binned to a particular user-defined spatial scale. If no scale is given the code loops over spatial scales ranging from 5 to 5 and provides the surface brightness limit as a numpy array rather than a single number. The value in each binned pixel is the biweight location (Beers et al. 1990 ) of the unmasked input pixels that are contained in the bin. If the fraction of unmasked pixels is smaller than a user-defined number (the default is 0.8), the location is not calculated and the binned pixel is flagged.
3. For each binned pixel, the local background is defined as the biweight location of the surrounding binned pixels. If none of the surrounding pixels were flagged in the previous step then 8 pixels are used to calculate the background. If the number of flagged surrounding pixels exceeds a user-defined number (the default allowed number is 2), the background is not calculated and the binned pixel is flagged.
4. If the background is defined and the binned pixel is not flagged then the background is subtracted from the pixel. This step is equivalent to a high pass filter or to the subtraction of a SExtractor-determined background, and it is the defining aspect of the method. The sbcontrast code provides the contrast on a particular scale, independent of variation on larger scales. 5. The "raw" surface brightness contrast s is the 1σ variation between all binned pixels that are not flagged. The variation is defined as the square root of the biweight variance.
6.
A correction has to be applied to this number, as the methodology artificially increases the variation: the local background measurement has an associated error as only 6-8 pixels are used to define it; neighboring binned pixels are not independent as they enter each other's background measurement; and the fact that binned pixels may contain only 80 % of the maximum number of input pixels leads to an increase in the variation compared to the ideal case. From simulations of artificial images containing only noise we infer that the correction is, to good approximation, 0.80.
The final 1σ contrast limit µ C on spatial scale r is therefore given by µ C (r) = ZP − 2.5 log s(r) + 5 log p + 0.24,
with ZP the photometric zeropoint, s the variation in the binned, background subtracted fluxes, and p the pixel scale in arcsec/pix of the input image. The method is illustrated in Fig. 9 . We use the section of the Dragonfly Coma image that was introduced in § 4.2 of the main text, as this image has a large scale background gradient. This gradient is quite prominent after binning to a scale of r = 60 (step 2 above). However, as the spatial scale of the gradient is ∼ 10 it should not affect the detection limit on 1 scales. This is taken into account in our method: in the top right panel of Fig. 9 the local background is subtracted (step 4 above), and the unflagged pixels now show a nearly Gaussian distribution. This is demonstrated in the lower left panel, where the red line is a Gaussian with σ ≡ s (step 5). From this measurement the 1σ variation in surface brightness is calculated with Eq. B1. Finally, in the bottom right panel the variation is calculated as a function of scale. Instead of µ C we show µ C − 2.5 log(3), that is, the 3σ limiting surface brightness.
The solid line is a polynomial fit to the data points. For comparison, the dashed line shows the expected behavior for Poisson statistics. It is clear that the actual depth increases much more slowly, as has been well documented on much smaller scales (see, e.g., Labbé et al. 2003) . The depth levels off to a 3σ limit of ≈ 29.3 on scales 1 , due to the effects of the large scale gradients. The sbcontrast code is made available as part of the mrf distribution.
