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MODELING COVARIATE EFFECTS IN GROUP
INDEPENDENT COMPONENT ANALYSIS WITH
APPLICATIONS TO FUNCTIONAL MAGNETIC
RESONANCE IMAGING
By Ran Shi and Ying Guo∗
Emory University
Human brains perform tasks via complex functional networks
consisting of separated brain regions. A popular approach to char-
acterize brain functional networks in fMRI studies is independent
component analysis (ICA), which is a powerful method to recon-
struct latent source signals from their linear mixtures. An impor-
tant goal in many fMRI studies is to investigate how clinical and de-
mographic variables affect brain functional networks. Existing ICA
methods, however, cannot directly incorporate these covariate effects
in ICA decomposition. Hence, researchers can only address this need
via heuristic post-ICA analyses which may be inaccurate and ineffi-
cient. In this paper, we propose a hierarchical covariate ICA (hc-ICA)
model that provides a formal statistical framework for estimating and
testing covariate effects in ICA. To obtain the maximum likelihood
estimates of hc-ICA, we first present an exact EM algorithm with an-
alytically tractable E-step and M-step. We then develop a subspace-
based approximate EM that can significantly reduce computation
time while retaining high estimation accuracy. To test covariate ef-
fects on functional networks, we introduce a voxel-wise approximate
inference procedure which eliminates the need of computationally
expensive covariance estimation and inversion. We demonstrate the
advantages of our methods over the existing method via simulation
studies. The proposed hc-ICA is applied to an fMRI study to examine
the effects of Zen meditation practice on brain functional networks.
The results show that meditators demonstrate better synergy or func-
tional connectivity in several relevant brain functional networks as
compared with the control. These findings were not revealed in pre-
vious analyses of this data using existing group ICA methods.
1. Introduction. Functional magnetic resonance imaging (fMRI) is one
of the most commonly used imaging technologies to investigate neural activ-
ities in the brain. In fMRI studies, the observed data represent combined sig-
nals generated from various brain functional networks (BFNs). Each of these
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networks consists of a set of spatially disjoint brain regions that demonstrate
similar temporal patterns in blood oxygenation level dependent (BOLD)
fMRI signals. One major goal in fMRI analysis is to identify these underly-
ing functional networks and characterize their spatial distributions as well
as temporal dynamics. Independent component analysis (ICA) has become
one of the most commonly used tools to achieve this goal in neuroimaging
studies. As a special case of blind source separation, ICA aims to separate
observed data into a linear combination of latent components that are statis-
tically independent. ICA a fully data-driven approach that does not require
any a priori information about the underlying source signals. ICA was ini-
tially applied to analyze single-subject fMRI data (Mckeown et al., 1998;
Biswal and Ulmer, 1999; Calhoun et al., 2001; Beckmann and Smith, 2005;
Lee et al., 2011). Denote by Y the T ×V fMRI data matrix for one subject,
where T is the number of fMRI scans and V is the number of voxels in the
3D brain image acquired during each scan. That is, each row of Y represents
a concatenated 3D image. Classical noise-free ICA model can be applied to
decompose the observed fMRI data as YT×V = AT×qSq×V , where q is the
total number of source signals. Each row of S represents a concatenated 3D
map of a spatial source signal. A is the temporal mixing matrix which mixes
the q spatial sources to generate the observed time series of fMRI images.
The q source signals are assumed to be statistically independent and hence
are called independent components (ICs). For fMRI data, each row of S and
the corresponding column of A represent the spatial distribution and tem-
poral dynamics for a BFN. And statistical independence is usually assumed
in the spatial domain for fMRI, i.e. the rows in S are independent.
To decompose multi-subject fMRI data, ICA has been extended for group
analysis, which is referred to as group ICA (Calhoun et al., 2001). One com-
monly used group ICA framework in fMRI analysis is the temporal concate-
nation group ICA (TC-GICA). In TC-GICA, the T ×V fMRI data matrices
from N subjects are stacked on the temporal domain to form a tall TN ×V
group data matrix. The concatenated group data is then decomposed into
the product of a TN × q group mixing matrix and a q × V spatial source
matrix with independent rows. Many of the existing group ICA methods
(Calhoun et al., 2001; Beckmann and Smith, 2005; Guo and Pagnoni, 2008;
Guo, 2011) were developed under the TC-GICA framework. A notable re-
striction of the TC-GICA framework is the assumption on homogeneous
spatial source signals across subjects. To relax this restriction, Guo and
Tang (2013) proposed a hierarchical group ICA (H-GICA) model to accom-
modate between-subject variability in spatial source signals by incorporating
subject-specific random effects in ICA.
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In recent years, the field of neuroimaging has been moving toward a more
network-oriented view of brain function. Existing neuroscience literature has
provided evidence that BFNs can vary considerably with subjects’ clinical,
biological and demographic characteristics. For example, neuroimaging stud-
ies have shown that neural activity and connectivity in specific functional
networks are significantly associated with pathophysiology of mental disor-
ders and their responses to treatment (Anand et al., 2005; Greicius et al.,
2007; Chen et al., 2007; Sheline et al., 2009). Other studies have found activ-
ities patterns in major functional networks vary with subject demographic
factors including age and gender (Quiton and Greenspan, 2007; Cole et al.,
2010). Given these early findings, there is a strong need to formally and sys-
tematically quantify the effects of subjects’ characteristics on the distributed
patterns of BFNs and to accurately evaluate the differences in BFNs between
subject groups (e.g. diseased v.s. normal) while accounting for potential con-
founding factors. Our method development in this paper aims to address this
need by providing a formal statistical framework to model covariate effects
on BFNs via group ICA.
One limitation of the existing group ICA methods is that they do not in-
corporate subjects’ covariate information in ICA decomposition. Currently,
the covariate effects in ICA are assessed with two kinds of heuristic ap-
proaches. The first approach is through conducting single-subject ICA sep-
arately on each subject’s data, selecting matched ICs from each subject and
then performing group analysis on the selected subject-level IC maps (Gre-
icius et al., 2007). A major problem with this approach is that it is often
challenging to identify matching ICs across subjects since ICA results are
only identifiable up to a permutation of the source signals. Furthermore,
since most ICA algorithms are stochastic, ICs extracted from separate ICA
runs for different subjects are often not comparable to each other. A more
advanced approach for covariates effects is two-stage analysis based on TC-
GICA. The back-construction in Calhoun et al. (2001) and the dual re-
gression in Beckmann et al. (2009) are two representative methods in this
category. To be specific, these methods first perform TC-GICA to extract
common IC maps at the group level and then reconstruct subject-specific IC
maps by performing post-ICA analysis. Then the covariate effects are eval-
uated via secondary tests or regressions on the subject-specific maps. These
methods do not take into account the random variabilities introduced in re-
constructing subject-specific IC maps. Estimating and testing the covariate
effects on IC maps can lead to loss of accuracy and efficiency.
In this paper, we propose a new hierarchical covariate ICA model (hc-
ICA) that directly incorporates covariate effects in group ICA decompo-
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sition. The hc-ICA model first decomposes each subject’s fMRI data into
linear mixtures of subject-specific spatial source signals (ICs). The subject-
specific ICs are then modeled in terms of population-level source signals,
covariate effects and between-subject random variabilities. To the best of
our knowledge, hc-ICA is the first model-based group ICA method for mod-
eling covariate effects on brain functional networks. By formally accounting
for covariates in ICA decomposition, hc-ICA overcomes the aforementioned
issues in the existing heuristic approaches and provides a more accurate and
efficient method to estimate and test covariate effects on the ICs. Further-
more, hc-ICA can provide model-based prediction of distributed patterns of
brain functional networks for various clinical or demographic subgroups.
Our hc-ICA model is developed under the hierarchical probabilistic ICA
modeling framework that is first proposed in Guo and Tang (2013). The cur-
rent work provides several important contributions that can lead to major
advancements in methods of hierarchical ICA. First, the proposed hc-ICA
allows us to examine how subjects’ covariates help explain the between-
subject variability in ICs. Secondly, we propose a novel subspace-based
EM algorithm for obtaining maximum likelihood estimates of parameters
in the hierarchical ICA model. The proposed new EM exploits the biologi-
cal characteristics of fMRI source signals to achieve a significant reduction
in computational time while retain high accuracy in model estimation. By
focusing on a subspace of the latent states of source signals, the new EM
algorithm achieves a computation load that scales linearly with the number
of ICs, which is significantly more efficient as compared with the exponential
growth of computing time in the original EM algorithm proposed for hierar-
chical ICA Guo and Tang (2013). We provide theoretical justification for the
subspace-based EM in imaging analysis and also present empirical evidence
through simulations that demonstrate the subspace-based EM can provide
highly accurate approximation. The proposed approximation method can
potentially be generalized to develop algorithms with polynomial complex-
ity for other big imaging data with sparse signals. Thirdly, we propose a
voxel-wise approximate inference procedure to test covariate effects in hc-
ICA, which eliminates the need for computationally expensive estimation
of the huge covariance matrix. Results from simulation studies show that
our proposed hc-ICA method has better performance than the existing TC-
GICA two-stage method in terms of both estimation accuracy and statistical
power.
Our motivating data example is an fMRI experiment to compare the
spatio-temporal differences in BFNs between Zen meditators and the con-
trol. Previously, Guo and Pagnoni (2008) and Guo (2011) analyzed this data
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example under the TC-GICA framework and focused on examining the tem-
poral differences in the BFNs while assuming the BFNs have homogeneous
spatial distributions across subjects. Recently, we applied the random effects
ICA model in Guo and Tang (2013) to this data to accommodate between-
subject variabilities in the spatial domain. In this paper, the proposed hc-
ICA method can, for the first time, conduct formal statistical estimation and
inference for between-group differences in the spatial distributed patterns of
BFNs and also provide model-based BFN maps for each group. We illustrate
the results from hc-ICA for two relevant BFNs: the task-related network and
the default mode network. Findings from hc-ICA revealed statistically sig-
nificant differences in the spatial distributions of these two BFNs between
the two groups. Specifically, our results show that meditators demonstrate
better synergy or connectivity in both networks, indicating the meditators
have more regularized neural activity in BFNs. We also analyzed the Zen
meditation data using the existing TC-GICA two-stage method, which failed
to detect some important between-group differences in the networks.
The rest of this paper is organized as follows. Section 2 introduces the
hc-ICA framework including data preprocessing, model building, estimation
and inference. Section 3 reports simulation results for comparing hc-ICA
to the existing heuristic method, comparing the subspace-based EM to the
exact EM algorithms and comparing the proposed inference method to the
two-stage approach for testing covariate effects. Section 4 focuses on de-
tailed analysis of the Zen meditation data. Conclusions and discussions are
presented in Section 5. The web supplementary materials documented the
derivations and proofs for the algorithms, as well as more details and findings
in real data analysis.
2. Methods. This section introduces the hc-ICA framework, which in-
cludes the preprocessing step, the hc-ICA model, estimation algorithms and
the inference procedure.
2.1. Preprocessing prior to ICA. Prior to an ICA algorithm, some pre-
processing steps such as centering, dimension reduction and whitening of
the observed data are usually performed to facilitate the subsequent ICA
decomposition (Hyva¨rinen, Karhunen and Oja, 2001). Here, we present the
preprocessing procedure prior to the hc-ICA. Suppose that the fMRI study
consists of N subjects. For each subject, the fMRI signal are acquired at
T time points across V voxels. Let y˜i(v) ∈ RT be the centered time series
recorded for subject i at voxel v. Then Y˜i = [y˜i(1), ..., y˜i(V )] is the T × V
fMRI data matrix for subject i.
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Under the paradigm of group ICA, we perform the following dimension re-
duction and whitening procedure on the original fMRI data: for i = 1, ..., N ,
(1) Yi = (Λi,q − σ˜2i,qIq)−
1
2U ′i,qY˜i,
where Ui,q and Λi,q contain the first q eigenvectors and eigenvalues based
on the singular value decomposition of Yi. The residual variance, σ˜
2
i,q, is
the average of the smallest T − q eigenvalues that are not included in Λi,q
representing the variability in Yi that is not accounted by the first q com-
ponents. The parameter q, which is the number of ICs, can be determined
using the Laplace approximation method (Minka, 2000). Throughout the
rest of our paper, we will present the model and methodologies based on
the preprocessed data Yi = [yi(1), ...,yi(V )] (i = 1, ..., N), which are q × V
matrices.
2.2. A hierarchical covariate ICA model (hc-ICA). In this section, we
present a hierarchical covariate ICA (hc-ICA) model for evaluating covari-
ate effects on brain functional networks using multi-subject fMRI data. The
first-level model of hc-ICA decomposes a subject’s observed fMRI signals
into a product of subject-specific spatial source signals and a temporal mix-
ing matrix to capture between-subject variabilities in the spatio-temporal
processes in the functional networks. We include a noise term in this ICA
model to account for residual variabilities in the fMRI data that are not
explained by the extracted ICs, which is known as probabilistic ICA (Beck-
mann and Smith, 2004). To be specific, the first-level of hc-ICA is defined
as,
(2) yi(v) = Aisi(v) + ei(v),
where si(v) = [si1(v), ..., siq(v)]
′ is a q×1 vector with si`(v) representing the
spatial source signal of the lth IC (i.e., functional network or source signal)
at voxel v. The q elements of si(v) are assumed to be independent and non-
Gaussian. Ai is the q × q mixing matrix for subject i which mixessi(v) to
generate the observed fMRI data. Since Yi is whitened data, it can be shown
that the mixing matrix, Ai, is orthogonal (Hyva¨rinen and Oja, 2000). ei(v)
is a q × 1 vector that represents the noise in the subject’s data and ei(v) ∼
N(0,Ev) for v = 1, ..., V . Since the spatial variabilities and correlations
among yi(v) across voxels are modeled by the spatial source signals, we
assume ei(v) are independent across voxels with spatial stationarity in their
variance, i.e., Ev = E for v = 1, ..., V . Prior to ICA, preliminary analysis
such as pre-whitening (Bullmore et al., 1996) can be performed to remove
temporal correlations in the noise term and to standardize the variability
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across voxels. Therefore, we follow previous work (Beckmann and Smith,
2004, 2005; Guo and Pagnoni, 2008; Guo, 2011) and further assume the
covariance for the noise term is isotropic, i.e. E = ν20Iq.
At the second-level of hc-ICA, we further model subject-specific spatial
source signals si(v) as a combination of the population-level source signals,
the covariate effects and additional between-subject random variabilities:
(3) si(v) = s0(v) + β(v)
′xi + γi(v),
where s0(v) = [s01(v), ..., s0q(v)]
′ is the population-level spatial source sig-
nals of the q statistically independent and non-Gaussian ICs; xi = [xi1, ..., xip]
′
is the p×1 covariate vector containing subject-specific characteristics such as
the treatment or disease group, demographic variables and biological traits;
β(v) is a p × q matrix where the element βk`(v) (k = 1, ...p, ` = 1, ..., q)
in β(v) captures the effect of the kth covariate on ` th IC at voxel v;
γi(v) is a q × 1 vector reflecting the random variabilities among subjects
after adjusting the covariate effects. We assume γi(v)
iid∼ N(0,D) where
D = diag(ν21 , ..., ν
2
q ). IC-specific variances specified in D allow us to accom-
modate different levels of between-subject variability across ICs. By formally
modeling covariate effects in ICA, the proposed hc-ICA model can provide
model-based estimates of spatial distributions of BFNs for subgroups defined
by covariates. It can also allow us to assess the adjusted effects of primary
covariates, such as disease or treatment group, on functional networks while
controlling for potential confounding factors. This provides important ben-
efits for understanding of neural basis of diseases such as mental disorders
which are known to be affected by many other demographic and clinical
factors (Quiton and Greenspan, 2007; Greicius et al., 2007; Cullen et al.,
2009; Cole et al., 2010).
2.3. Source signal distribution assumptions. Following Guo (2011); Guo
and Tang (2013), we choose a mixture of Gaussian distributions (MoG) as
our source distribution model for the population-level spatial source signals,
s0(v), in (3). MoG has several desirable properties for modeling fMRI signals.
First, within each BFN, only a small percentage of locations in the brain are
activated whereas most brain areas exhibit background fluctuations Biswal
and Ulmer (1999). MoG is well suited to model such mixed patterns. In ad-
dition, MoG can captures various types of non-Gaussian signals (Xu et al.,
1997; Kostantinos, 2000) and also offer tractable likelihood-based estima-
tions (McLachlan and Peel, 2004).
Specifically, for ` = 1, . . . , q we assume that
(4) s0`(v) ∼ MoG(pi`,µ`,σ2` ), v = 1, ..., V,
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where pi` = [pi`,1, ..., pi`,m]
′ with
∑m
j=1 pi`,j = 1, µ` = [µ`,1, ..., µ`,m]
′ and
σ2` = [σ
2
`,1, ..., σ
2
`,m]
′; m is the number of Gaussian components in MoG.
The probability density of MoG(pi`,µ`,σ
2
` ) is
∑m
j=1 pi`,jg(s0`(v);µ`,j , σ
2
`,j)
where g(·) is the pdf of the (multivariate) Gaussian distribution. In fMRI
applications, mixtures of two to three Gaussian components are sufficient to
capture the distribution of fMRI spatial signals, with the different Gaussian
components corresponding to the background fluctuation and the negative
or positive fMRI BOLD effects respectively (Beckmann and Smith, 2004;
Guo and Pagnoni, 2008; Guo, 2011). In our model, we interpret j = 1 as the
background fluctuation state by default throughout the rest of the paper.
To facilitate derivations in models involving MoG, latent states variables
are often used (McLachlan and Peel, 2004). Here we define latent states
z(v) = [z1(v), ..., zq(v)]
′ at voxel v as follows. For ` = 1, ..., q, z`(v) takes
value in {1, . . . ,m} with probability p[z`(v) = j] = pi`,j for j = 1, ..,m.
Conditional on z(v), we can rewrite our source distribution model as,
(5) s0(v) = µz(v) +ψz(v),
where µz(v) = [µ1,z1(v), ..., µq,zq(v)]
′ andψz(v) = [ψ1,z1(v), ..., ψq,zq(v)]
′;ψz(v) ∼
N(0,Σz(v)) with Σz(v) = diag(σ
2
1,z1(v)
, ..., σ2q,zq(v)).
2.4. Maximum likelihood estimation. We propose to estimate parameters
in the hc-ICA model through a maximum likelihood (ML) approach using
the EM algorithm. Based on models in (2), (3) and (5), the complete data
log-likelihood for our model is
(6) l(Θ;Y,X ,S,Z) =
V∑
v=1
lv(Θ;Y,X ,S,Z),
where Y = {yi(v) : i = 1, ..., N ; v = 1, . . . , V }, X = {xi : i = 1, ..., N},
S = {si(v) : i = 0, ..., N, v = 1, ..., V } and Z = {z(v) : v = 1, ..., V }; the
parameters are Θ = {{β(v)}, {Ai},E,D, {pi`}, {µ`}, {σ2` } : i = 1, ..., N, v =
1, ..., V, ` = 1, ...,m}. The detailed expressions for the complete data log-
likelihood function at each voxel v is:
lv(Θ;Y,X ,S,Z) =
N∑
i=1
[
log g (yi(v);Aisi(v),E) + log g
(
si(v); s0(v) + β(v)
′xi,D
) ]
+ log g
(
s0(v);µz(v),Σz(v)
)
+
q∑
`=1
log pil,zl(v).(7)
MODELING COVARIATE EFFECTS IN GROUP ICA 9
2.4.1. The exact EM algorithm. An exact EM which has an explicit E-
step and M-step are introduced in this section to obtain ML estimates for
the parameters in hc-ICA.
E-step: In the E-step, given the parameter estimates Θˆ(k) from the last
step, we derive the conditional expectation of the complete data log-likelihood
given the observed data as follows:
(8) Q(Θ|Θˆ(k)) =
V∑
v=1
Es(v),z(v)|y(v) [lv(Θ;Y,X ,S,Z)] ,
where y(v) = [y1(v)
′, ...,yN (v)′]′ represents the group data vector from the
N subjects at voxel v, s(v) = [s1(v)′, ..., sN (v)′, s0(v)′]′ is the vector con-
taining latent source signals on both the population and individual level.
The detailed definition of Q(Θ|Θˆ(k)) is available in the section 1 of web
supplementary materials. The evaluation of Q(Θ|Θˆ(k)) relies on obtaining
p
[
s(v), z(v)|y(v); Θˆ(k)
]
as well as its marginal distributions, which consists
of the following three steps. First, we determine p
[
s(v)|z(v),y(v); Θˆ(k)
]
,
which is a multivariate Gaussian distribution. Second, we evaluate the prob-
ability mass functions, p
[
z(v)|y(v); Θˆ(k)
]
through an application of the
Bayes’s Theorem. We finally obtain p
[
s(v)|y(v); Θˆ(k)
]
by convolving the
distributions derived in the previous two steps. More details can be found
in section 2 of the supplementary material.
Given these probability distributions, we can derive the analytical forms
for the conditional expectation in (8). For illustration purpose, two main
quantities of interest in (8) are given as follows:
E[s(v) | y(v); Θ] =
∑
z(v)∈R
p[z(v) | y(v); Θ]E[s(v) | y(v), z(v); Θ],
E[s(v)⊗2 | y(v); Θ] =
∑
z(v)∈R
p[z(v) | y(v); Θ]E[s(v) | y(v), z(v); Θ]⊗2
+
∑
z(v)∈R
p[z(v) | y(v); Θ]Var[s(v) | y(v), z(v); Θ],
where R represents the set of all possible values of z(v), i.e. R = {zr}mqr=1
where zr = [zr1, ..., z
r
q ]
′ and zr` ∈ {1, ...,m} for ` = 1, ...q; the notation a⊗2
for a vector a stands for aa′.
Based on the results presented above, our E-step is fully tractable without
the need for iterative numerical integrations.
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M-step: In the M-step, we update the current parameters estimates Θˆ(k)
to
(9) Θˆ(k+1) = argmax
Θ
Q(Θ|Θˆ(k)).
We have derived explicit formulas for all parameter updates. The updating
rules are provided in section 3 of our supplementary material.
The estimation procedure for the exact EM algorithm is summarized in
Algorithm 1. See section 1-3 of the supplementary material for details. Af-
ter obtaining Θˆ, we can estimate the population- and individual-level source
signals and their variability based on the mean and variance of their con-
ditional distributions. In fMRI analysis, researchers are often interested in
thresholded IC maps to identify “significantly activated” voxels in each BFN.
Following previous work (Guo, 2011; Guo and Tang, 2013), we propose a
thresholding method based on the mixture distributions for this purpose
(section 6 of the supplementary material).
Algorithm 1 The Exact EM Algorithm
Initial values: Start with initial values Θˆ(0) which can be obtained based on estimates
from existing group ICA software.
repeat
E-step:
1. Determine p[s(v),z(v) | y(v); Θˆ(k)] and its marginals using the proposed three-step
approach:
1.a Evaluate the multivariate Gaussian p[s(v) | y(v),z(v); Θˆ(k)];
1.b Evaluate p[z(v) | y(v); Θˆ(k)];
1.c p[s(v),z(v) | y(v), Θˆ(k)] = p[s(v) | y(v),z(v); Θˆ(k)]× p[z(v) | y(v); Θˆ(k)];
p[s(v) | y(v), Θˆ(k)] =∑z(v)∈R p[s(v),z(v) | y(v), Θˆ(k)];
2. Evaluate conditional expectations in Q(Θ|Θˆ(k)).
M-step:
Update β(v), Ai, pi`,j , µ`,j , σ
2
`,j ;
Update the variance parameters D,E.
until ‖Θˆ
(k+1)−Θˆ(k)‖
‖Θˆ(k)‖ < 
2.4.2. The approximate EM algorithm. One major limitation of the ex-
act EM algorithm is that its complexity increases exponentially with regard
to the number of ICs. Specifically, O(mq) operations are required for the ex-
act EM algorithm to complete. The main reason is that, at each voxel, the
exact EM evaluates and sums the conditional distributions across the whole
sample space R of the latent state variables z(v), which has a cardinality of
mq. A standard way to alleviate this issue is through mean field variational
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approximation. This method has been used by Attias (1999, 2000) for sin-
gle subject ICA and by Guo (2011) for TC-GICA. However, the variational
method cannot be easily generalized to other models such as hierarchical
ICA because the derivation of the variational approximate distributions de-
pends heavily on the model specifications. In most cases, the estimates for
the variational parameters do not have analytically tractable expressions
and require extra numerical iterations to obtain, which sometimes causes
convergence problems.
In this section, we propose a new approximate EM algorithm for solving
MoG-based ICA models in fMRI studies. Compared with the exact EM
that needs O(mq) operations, this new EM algorithm only requires O(mq)
operations. The key idea behind the approximate algorithm is that instead
of considering the whole sample space R of the latent state vector z(v), we
only focus on a small subspace of R in the algorithm. Theorem 1 provides
the definition for the subspace and shows that under certain conditions,
the distribution of the latent state vectors is concentrated to the proposed
subspace.
Theorem 1. Define R = {zr = [zr1, ..., zrq ]′ : zr` = j with j ∈ {1, ...,m}, ` =
1, ..., q} for r = 1, ...,mq, which is the domain of z(v). For all z(v) ∈ R, sup-
pose that p[z`(v) = j] = pi`,j and that p[z`(v) = z
r
` ] =
∏q
`=1 pi`,zr` (i.e., z(v)
has independent elements). Define R˜ as R˜ = R0∪R1 where R0 = {zr ∈ R :
zr` = 1, ` = 1, ..., j} and R1 = {zr ∈ R : ∃ one and only one `, s.t., zr` 6= 1}.
Then, for any 0 <  < 1, if pi`,1 >
q
q+
√

for all ` = 1, ..., q, we have
p[z(v) ∈ R˜] > 1− .
The proof of the Theorem is relegated to the section 4 of the supple-
mentary material. Based on the above theorem, when  → 0, i.e. p[z`(v) =
1] → 1, we have p[z(v) ∈ R˜] → 1. This means that under the given con-
ditions, the probability distribution of the latent state vector z(v) will be
restricted to the subspace R˜. The conditions required in the theorem is well
satisfied in fMRI data due to the characteristics of the fMRI neural signals.
Recall that in the MoG source distribution model (4), among the m latent
state, we specify j = 1 as the state corresponding to the background fluctu-
ation. Previous work have established that the fMRI spatial source signals
are very sparse across the brain (Mckeown et al., 1998; Daubechies et al.,
2009; Lee et al., 2011). That is, within a specific BFN(IC, or spatial source
signal), most of the voxels exhibit background fluctuations with only a very
small proportion of voxel being activated (or deactivated), which implies
p[z`(v) = 1] → 1. Therefore, given the sparsity of the fMRI signals, Theo-
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rem 1 shows the probability distribution of the latent state vector z(v) in
our hc-ICA is approximately restricted on the subspace R˜. An implication
of this result is that there is little chance for the same voxel to be activated
in more than one ICs. Biologically, this means that there is little overlapping
in the activated regions across different BFNs, which has been supported by
findings in the existing neuroimaging literature.
Based on this result, we propose a subspace-based approximate EM for
our ICA model. The approximate EM follows similar steps as the exact
EM. The main difference is that we restrict the condition distribution of
the latent state vector z(v) to the subspace R˜ in the E-step and M-step.
That is, the conditional expectations in the E-step are evaluated with a
subspace-based approximate distribution p˜[z(v) = zr|y(v); Θˆ(k)] = p[z(v) =
zr|y(v); Θˆ(k)]/∑
r∈R˜ p[z(v) = z
r|y(v); Θˆ(k)] where zr ∈ R˜ (see section 5 of
the supplementary material for a detailed treatment). Since the subspace R˜
has a cardinality of (m− 1)q+ 1, the approximate EM only requires O(mq)
operations to complete. The concentration of measures to the subspace leads
to the simplification in evaluating the conditional expectations in the E-step.
For example,
(10) E˜[s(v) | y(v); Θ] =
∑
z(v)∈R˜
p˜[z(v) | y(v); Θ]E[s(v) | y(v), z(v); Θ],
which implies that, instead of summing over mq latent states in R , we
only need to perform (m − 1)q + 1 summations across the subspace of R˜.
The subspace-based EM also leads to reduction of computation time in the
M-step. Specifically, when updating the parameters for the MoG source dis-
tribution model, we now use approximate conditional marginal moments.
For example, as compared with the exact results, we use the following ap-
proximate moment when updating parameters for the Gaussian mixtures,
(11)
E˜[s0`(v) | z`(v) = j,y(v); Θ] =
∑
z(v)∈R˜(`,j) p˜[z(v) | y(v); Θ]E[s0`(v) | y(v), z(v); Θ]∑
z(v)∈R˜(`,j) p˜[z(v) | y(v); Θ]
,
where R˜(`,j) = {zr ∈ R˜ : zr` = j}, whose cardinality equals to (m−2)q+1 if
j = 1 and 1 if j 6= 1. Comparing to its exact counterpart, R(`,j) = {zr ∈ R :
zr` = j}, which has a cardinality of mq−1, this can dramatically simplify the
updating of pi`,j , µ`,j and σ
2
`,j in the M-step. We summarize the approximate
EM algorithm as Algorithm 2.
2.5. Inference for covariate effects in hc-ICA model. Typically, statisti-
cal inference in maximum likelihood estimation is based on the inverse of
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Algorithm 2 The Subspace-based Approximate EM Algorithm
Initial values: Start with initial values Θˆ(0).
repeat
E-step:
1. Determine p˜[s(v) | y(v); Θˆ(k)] and its marginals as follows:
1.a Evaluate the multivariate Gaussian p[s(v) | y(v),z(v); Θˆ(k)];
1.b Evaluate p˜[z(v) | y(v); Θˆ(k)] on the subset R˜;
1.c p˜[s(v),z(v) | y(v), Θˆ(k)] = p[s(v) | y(v),z(v); Θˆ(k)]× p˜[z(v) | y(v); Θˆ(k)];
p[s(v) | y(v), Θˆ(k)] =∑z(v)∈R˜ p˜[s(v),z(v) | y(v), Θˆ(k)];
2. Evaluate conditional expectations in Q(Θ|Θˆ(k)) with regard to
p˜[s(v),z(v)|y(v); Θˆ(k)].
M-step:
Update β(v), Ai, pi`,j , µ`,j ; σ
2
`,j with the modification of replacing the exact condi-
tional moments with their counterparts based on p˜[s(v) | y(v); Θˆ(k)].
Update D,E with similar modifications of replacing the exact conditional moments
with those based on p˜[s(v) | y(v); Θˆ(k)].
until ‖Θˆ
(k+1)−Θˆ(k)‖
‖Θˆ(k)‖ < 
the information matrix which is used to estimate the asymptotic variance-
covariance matrix of the MLEs. Since Standard EM algorithms only provide
parameter estimates, extensions to the EM algorithm have been developed
to estimate the information matrix (Louis, 1982; Meilijson, 1989; Meng and
Rubin, 1991). However, these methods are computationally expensive for the
proposed hc-ICA model due to the following reasons. First, the dimension
of the information matrix for our model is huge due to the large number
of parameters. Secondly, the ML estimates, βˆ(v), v = 1, ..., V , are not inde-
pendent across voxels because they involve the estimates of the same set of
parameters such as the mixing matrices. Consequently, the information ma-
trix of the hc-ICA model is ultra-high dimensional and is not sparse, which
makes it extremely challenging to invert.
In this section, we present a statistical inference procedure for covariate
effects in hc-ICA model. The proposed method is developed based on the
connection between the hc-ICA and standard linear models. Our method
aims to provide an efficient approach to estimate the asymptotic standard
errors of the covariate effects at each voxel, i.e. βˆ(v)(v = 1, . . . , V ), by di-
rectly using the output from our EM algorithms. Specifically, we first rewrite
the hc-ICA model in a non-hierarchical form by collapsing the two-level mod-
els in (2) and (3) and then multiplying the orthogonal mixing matrix Ai on
both sides:
(12) A′iyi(v) = s0(v) +Xivec
[
β(v)′
]
+ γi(v) +A
′
iei(v),
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where Xi = x
′
i ⊗ Iq. (12) can be re-expressed as follows:
(13) y∗i (v) = Xivec
[
β(v)′
]
+ ζi(v),
where y∗i (v) = A
′
iyi(v)−s0(v), and ζi(v) = γi(v)+A′iei(v) is a multivariate
zero-mean Gaussian noise term. The model in (13) can be viewed as a general
multivariate linear model at each voxel. The major distinction of (13) from
the standard linear model is that the dependent variable y∗(v) not only
depends on the observed data y(v) but also involves unknown parameters
Ai and latent variables s0(v). Given the similarity between hc-ICA and
the standard linear model, we propose a variance estimator for vec
[
βˆ(v)′
]
following the linear model theory.
Note that, for a standard linear model, the asymptotic variance for vec
[
βˆ(v)′
]
can be obtained by:
(14) Var
{
vec
[
βˆ(v)′
]}
=
1
N
(
N∑
i=1
X ′iW (v)
−1Xi
)−1
,
where W (v) is the variance of the Gaussian noise in the linear model. Then,
the variance of vec
[
βˆ(v)′
]
can be estimated by plugging in an estimator
for W (v) in (14). Following this result, we consider a variance estimator for
vec
[
βˆ(v)′
]
based on (14) by plugging in the empirical variance estimator
Ŵ (v) = 1N
∑N
i=1
(
y∗i (v)−Xivec
[
βˆ(v)′
])⊗2
(Seber and Lee, 2012). Because
the dependent variable y∗(v) in (13) is not directly observable, we estimate
y∗i (v) using the ML estimates from our EM algorithm as ŷ∗i (v) = Â
′
iyi(v)−
ŝ0(v), where ŝ0(v) = E[s0(v)|y(v), Θˆ]. That is, we modify the empirical
variance estimator Ŵ (v) as follows:
(15) W˜ (v) =
1
N
N∑
i=1
(
Â′iyi(v)− E[s0(v)|y(v), Θˆ]−Xivec
[
βˆ(v)′
])⊗2
.
Thus, our final variance estimator is V̂ar
{
vec
[
βˆ(v)′
]}
= 1N
(∑N
i=1X
′
iW˜ (v)
−1Xi
)−1
.
We then can perform hypothesis testing on the covariate effects at each
voxel by calculating the Z-statistics based on the proposed variance estima-
tor and determine the corresponding p-values. Our method can test whether
a certain covariate has significant effects on each of the BFNs at the voxel
level. Based on the parametric Z-statistic maps, one can also apply standard
multiple testing methods to control the family wise error rate (FWER) or
the false discovery rate (FDR) in testing the covariate effects within a BFN.
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3. Simulation Study. We conducted three sets of simulation studies to
1) evaluate the performance of the proposed hc-ICA model as compared with
the existing TC-GICA model, 2) to compare the accuracy of the subspace-
based approximate EM algorithm vs. the exact EM, 3) and to evaluate the
performance of the proposed inference method for covariate effects based on
hc-ICA.
3.1. Simulation Study I: performance of the hc-ICA vs. TC-GICA. In
the first simulation study, we evaluated the performance of the proposed
hc-ICA model as compared with a popular TC-GICA two-stage method:
the dual regression ICA (Beckmann et al., 2009). We simulated fMRI data
from three underlying source signals, i.e., q = 3, and considered three sam-
ple sizes with the number of subjects of N = 10, 20, 40. For each source,
we generated a 3D spatial map with the dimension of 25 × 25 × 4 (Figure
5(A)). For spatial source signals, we first generated population-level spa-
tial maps, i.e. {s0(v)}, as the true source signals plus Gaussian random
noise of variance 0.5. We then generated two covariates for each subject
with one being categorical (x1
iid∼ Bernoulli(0.5)) and the other being con-
tinuous (x2
iid∼ Uniform(−1, 1)). The covariate effects maps, i.e.{β(v)}, are
presented in Figure 5(B1)-(B2) where the covariate effect parameters at
each voxel took values from {0, 1.5, 1.8, 2.5, 3.0}. Additionally, we generated
Gaussian subject-specific random effects, i.e. γi(v), and considered three
levels of between-subject variability: low (D = diag(0.1, 0.3, 0.5)), medium
(D = diag(1.0, 1.2, 1.4)) and high (D = diag(1.8, 2.0, 2.5)). The subject-
specific spatial source signals were then simulated as the linear combination
of the population-level signals, covariate effects and subject-specific ran-
dom effects. For temporal responses, each source signal had a time series of
length of T = 200 that was generated based on time courses from real fMRI
data and hence represented realistic fMRI temporal dynamics. We gener-
ated subject-specific time sources that had similar frequency features but
different phase patterns (Guo, 2011), which represented temporal dynamics
in resting-state fMRI signals. After simulating the spatial maps and time
courses for the source signals, Gaussian background noise with a standard
deviation of 1 were added to the source signals to generate observed fMRI
data.
Based on the simulated data, we compared the performance of the pro-
posed hc-ICA model and the dual-regression ICA. Following previous work
(Beckmann and Smith, 2005; Guo and Pagnoni, 2008; Guo, 2011), we evalu-
ated the performance of each method based on the correlations between the
true and estimated signals in both temporal and spatial domains. Further-
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more, to compare the performance in estimating the covariate effects, we re-
port the mean square errors (MSEs) of βˆ(v) defined based on
∥∥∥βˆ(v)− β(v)∥∥∥2
F
averaged across simulation runs. Here ‖ · ‖F is the Frobenius norm for ma-
trix. Since ICA recovery is permutation invariant, each estimated IC was
matched with the original source with which it had the highest spatial cor-
relation. We present the simulation results in Table 1. The results show that
the hc-ICA provides more accurate estimates for the source signals on both
the population- and subject-level and also has smaller mean square errors in
estimating the covariate effects. We also display the estimated population-
level IC maps and the covariate effects maps from both methods in Figure
5. The figure shows that the hc-ICA showed much better performance in
correctly detecting the true distributed patterns and covariate effects for
each IC. In comparison, the estimates of the population-level IC maps from
the dual-regression were contaminated by the covariate effects. Furthermore,
the estimated covariate effects maps based on the dual regression were much
noisier and demonstrated some mismatches across the ICs due to the low
correlation between the true and estimated spatial IC maps.
3.2. Simulation Study II: performance of the approximate EM vs. the ex-
act EM. In the second simulation study, we compared the performance of
the exact EM algorithm with the approximate EM for the hc-ICA model.
We simulated fMRI data for ten subjects and considered three model sizes
with the number of source signals of q = 3, 6, 10. The fMRI data were gen-
erated using methods similar to that in Simulation Study I. We then fit the
proposed hc-ICA model using both the exact EM and the approximate EM.
Results from Table 2 show that the accuracy of the subspace-based EM was
fairly comparable to that of the exact EM in both the spatial and temporal
domains and on both population- and subject-level. The convergence rates
across simulations were almost the same between the two algorithms. The
major advantage of the subspace-based EM is that it was much faster than
the exact EM. This advantage became more significant with the increase of
the number of source signals. For q = 10, the subspace-based EM only used
about 2% computation time of the exact EM.
3.3. Simulation Study III: performance of the proposed inference pro-
cedures for covariate effects. We examine the performance of our infer-
ence procedures for βˆ(v) in the third simulation study. We simulated fMRI
datasets with two sources signals and considered sample sizes ofN = 20, 40, 80.
We generated two covariates in the same manner as in Simulation Study I. To
facilitate computation, we generated images with the dimension of 20× 20.
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(A) Population-level IC maps
Truth hc-ICA Dual.Reg.
(B1) Covariate effects of the binary covariate, x1
Truth hc-ICA Dual.Reg.
(B2) Covariate effects of the continuous covaraite, x2
Truth hc-ICA Dual.Reg.
Fig 1. Comparison between our method and the dual-regression ICA: truth, esti-
mates from our model, estimates from the dual regression (N=10, between-subject
variabilities are medium) based on 100 runs. All the images displayed are averaged
across the 100 Monte Carlo data sets. Population-level spatial maps are shown in
Figure 1(A). The results of the dual-regression ICA are contaminated by the co-
variate effects. The results from our method are more accurate. Covariate effect
estimates are shown in Figure 1(B1) and Figure 1(B2) respectively. The results
of the dual-regression show clear mismatching while our method provide accurate
estimates.
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Table 1
Simulation results for comparing our hc-ICA method against the dual-regression ICA
based on 100 runs. Values presented are mean and standard deviation of correlations
between the true and estimated: subject-specific spatial maps, population-level spatial
maps and subject-specific time courses. The mean and standard deviation of the MSE of
the covariate estimates are also provided.
Btw-subj Population-level spatial maps Subject-specific spatial maps
Var Corr.(SD) Corr.(SD)
hc-ICA Dual.Reg. hc-ICA Dual.Reg.
Low
N=10 0.982 (0.003) 0.956 (0.018) 0.984 (0.004) 0.945 (0.023)
N=20 0.990 (0.002) 0.968 (0.014) 0.996 (0.002) 0.949 (0.008)
N=40 0.992 (0.002) 0.976 (0.005) 0.996 (0.001) 0.956 (0.002)
Medium
N=10 0.942 (0.017) 0.914 (0.048) 0.943 (0.011) 0.882 (0.030)
N=20 0.954 (0.002) 0.938 (0.034) 0.959 (0.004) 0.890 (0.016)
N=40 0.961 (0.002) 0.949 (0.020) 0.968 (0.003) 0.893 (0.009)
High
N=10 0.833 (0.146) 0.740 (0.164) 0.894 (0.108) 0.689 (0.303)
N=20 0.850 (0.129) 0.795 (0.143) 0.909 (0.084) 0.695 (0.281)
N=40 0.871 (0.055) 0.809 (0.102) 0.928 (0.035) 0.705 (0.259)
Btw-subj Subject-specific time courses Covariate Effects
Var. Corr.(SD) MSE(SD)
hc-ICA Dual.Reg. hc-ICA Dual.Reg.
Low
N=10 0.998 (0.001) 0.987 (0.010) 0.048 (0.019) 0.154 (0.055)
N=20 0.998 (0.001) 0.995 (0.004) 0.021 (0.003) 0.127 (0.044)
N=40 0.998 (0.001) 0.994 (0.004) 0.012 (0.001) 0.111 (0.030)
Medium
N=10 0.993 (0.010) 0.970 (0.028) 0.273 (0.088) 0.485 (0.151)
N=20 0.998 (0.003) 0.976 (0.016) 0.117 (0.015) 0.285 (0.076)
N=40 0.998 (0.002) 0.991 (0.008) 0.064 (0.005) 0.187 (0.041)
High
N=10 0.948 (0.021) 0.903 (0.045) 0.387 (0.157) 0.783 (0.325)
N=20 0.978 (0.018) 0.925 (0.029) 0.224 (0.075) 0.532 (0.271)
N=40 0.990 (0.015) 0.934 (0.022) 0.131 (0.056) 0.389 (0.198)
The variance of between-subject random variabilities was set as 0.25 for both
spatial source signals and the variance of the noise terms added to gener-
ate the observed signals was 0.4. We applied our hc-ICA method and the
dual-regression ICA for the simulated datasets and tested for the covariate
effects using both methods. The hypotheses were H0 : βk`(v) = 0 versus
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Table 2
Simulation results for comparing the subspace-based approximate EM and the exact EM
based on 50 runs. Mean and standard deviation of correlations between the true and
estimated spatial maps and time courses are presented. The mean and standard deviation
of the MSE of the covariate estimates are also provided.
Population-level spatial maps Subject-specific spatial maps
Corr(SD) Corr(SD)
# of IC Exact EM Approx. EM Exact EM Approx. EM
q=3 0.981(0.003) 0.981(0.001) 0.986(0.004) 0.981(0.002)
q=6 0.980(0.006) 0.980(0.006) 0.985(0.012) 0.981(0.011)
q=10 0.969(0.022) 0.963(0.020) 0.972(0.027) 0.970(0.022)
Subject-specific time courses Covariate Effects
Corr(SD) MSE(SD)
# of IC Exact EM Approx. EM Exact EM Approx. EM
q=3 0.998(0.001) 0.998(0.000) 0.048(0.020) 0.048(0.019)
q=6 0.997(0.003) 0.995(0.002) 0.069(0.024) 0.070(0.022)
q=10 0.992(0.016) 0.992(0.009) 0.105(0.033) 0.112(0.028)
Time in miniute Proportions of Convergence
# of IC Exact EM Approx. EM Exact EM Approx. EM
q=3 9.91 5.22 100% 100%
q=6 71.05 9.09 100% 100%
q=10 860.10 19.02 96% 96%
H1 : βk`(v) 6= 0 at each voxel. Specifically, for hc-ICA, hypothesis tests were
conducted for β(v) using the test proposed in section 2.5. In comparison,
the dual-regression method tested covariate effects by performing post-ICA
regressions of the estimated subject-specific IC maps on the permuted co-
variates. We estimated the Type-I error rate with the empirical probabilities
of not rejecting H0 at voxels such that βk`(v) = 0. We report the average
of the Type-I error rates at various significance levels, i.e α, in Table 3.
We also estimated the power of the tests with the empirical probabilities
of rejecting H0 at voxels with non-zero values for the covariate effects pa-
rameters, i.e. βk`(v) ∈ {0, 1.5, 1.8, 2.5, 3.0}. Results from Table 3 show that
our inference method demonstrated lower type-I error rate as well as higher
statistical power as compared with the dual-regression ICA. It implies that
the proposed inference method based on hc-ICA model provides more ac-
curate inferences for covariate effects on BFNs than the TC-GICA based
dual-regression method.
4. fMRI study of brain functional networks among Zen med-
itators. In recent years, there has been strong interest in neuroscience
community to investigate whether Zen meditation practices can potentially
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Table 3
Simulation results for the inference of β(v) based on 1000 runs. Type-I errors are
averaged across all voxels with βk`(v) = 0; powers are averaged across voxels having the
same values of βk`(v) 6= 0.
N=20 N=40 N=80
Type-I error analysis:
size hc-ICA Dual.Reg. hc-ICA Dual.Reg hc-ICA Dual.Reg
0.01 0.014 0.029 0.012 0.025 0.012 0.018
0.05 0.062 0.084 0.056 0.076 0.055 0.062
0.10 0.129 0.205 0.118 0.190 0.112 0.149
0.50 0.522 0.580 0.516 0.565 0.514 0.557
0.80 0.835 0.872 0.820 0.856 0.810 0.840
Power analysis (test size: 0.05):
β(v) hc-ICA Dual.Reg. hc-ICA Dual.Reg hc-ICA Dual.Reg
1.5 0.144 0.130 0.256 0.203 0.404 0.284
1.8 0.268 0.224 0.474 0.390 0.812 0.548
2.5 0.589 0.475 0.862 0.705 0.963 0.839
3.0 0.907 0.845 1.000 0.922 1.000 1.000
contribute to the phenomenological and epistemological aspects of cognitive
sciences (Pagnoni and Cekic, 2007; Lutz et al., 2008; Ho¨lzel et al., 2011;
Gard, Ho¨lzel and Lazar, 2014). We apply our methods to an fMRI study
of the effect of Zen meditation. In this study, twelve Zen meditators with
more than 3 years of daily practice were recruited along with twelve control
subjects who have never practiced meditation. The groups were matched for
gender (MEDT, 10 Male; CTRL, 9 Male), age (mean±SD: MEDT, 37.3±7.2
years; CTRL, 35.3±5.9 years; 2-tailed, 2-sample t-test: p = 0.45), and ed-
ucation level (mean±SD: MEDT, 17.8±2.5 years; CTRL, 17.6±1.6 years;
p = 0.85). All participants were native English speakers and right-handed,
except for one ambidextrous meditator.
The hypothesis in this study is that meditators would present different
spatio-temporal brain functional activities compared with the control when
exposed to automatic conceptual processing tasks. The fMRI study adapted
a simple lexical decision paradigm employing semantic and nonsemantic
stimuli following Binder et al. (2003). In the experiment, 50 words and 50
phonologically and orthographically matched nonword items were presented
visually on a screen in pseudo-random temporal order. The subjects were
asked to respond whether the displayed item was “a real English word” via
a button-box with their left hand (index finger = yes, middle finger = no).
Subjects were instructed to use the awareness of their breathing throughout
the session as a reference point to monitor and counteract attentional lapses.
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The experimental task can be thus conceived as having a dual-layer struc-
ture: an ongoing meditative baseline condition and a phasic perturbation of
this baseline by semantic and nonsemantic stimuli. For each subject, a T1-
weighted high-resolution anatomical image (MPRAGE, 176 sagittal slices,
voxel size: 1× 1× 1 mm) and a series of functional images (echo-planar, 520
scans, TR=2.35s, TE=30, voxel size: 3× 3× 3 mm) were acquired on a 3.0
Tesla Siemens Magnetom Trio scanner. Each of the 520 fMRI scans contained
53×63×46 voxels. The fMRI images were corrected for slice acquisition time
and subject movements, registered to the mean of the corrected functional
images and spatially normalized to the MNI standard brain space using
SPM5 (http://fil.ion.ucl.ac.uk/spm/software/spm5). The computed
MNI-normalization parameters were then applied to smooth the functional
images with an 8 mm isotropic Gaussian kernel.
Prior to hc-ICA, we performed preprocessing steps including centering,
dimension reduction and whitening as described in section 2.1 where the
number of ICs was chosen to be 14 based on Laplace approximation (Minka,
2000). The preprocessed fMRI data from the subjects in the meditation and
control groups were then decomposed using the proposed hc-ICA model.
Given that the subjects in the meditation and control groups were matched
on relevant demographic variables, we included the group indicator as the
covariate in the second-level model of hc-ICA. The hc-ICA model was es-
timated using the subspace-based EM algorithm implemented by in-house
MATLAB programs developed by the authors, which will be made available
at the authors’ website. The computation time was around 4 hours on a
Sun GridEngine cluster with 32 nodes. The initial values for the EM al-
gorithm were specified using results from existing group ICA package. To
test the robustness of EM results under different initial settings, we ran the
algorithm multiple times with different sets of initial values by introducing
noises to original initial values, randomly shuffling the orders of the values
and randomly changing the signs of the parameters. The results from our
EM remained quite stable under the different initial settings (see the last
section of the supplementary material for more details).
4.1. Brain functional networks for the task-related fMRI. Among the ex-
tracted ICs, two functional networks were closely related to the neural sys-
tems involved in the experimental task and the meditation practice. The
first network included the supplementary motor area (SMA), the hand re-
gion of the right sensorimotor cortex (HRSC, contralateral to the left hand
pressing the button) and the visual cortex (VC). We labeled this network
as the task-related network (TRN) because the functions of the activated
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regions were clearly associated with the experimental tasks in this study
and the temporal dynamics of this network had the highest correlation with
the task time series. The second functional network of interest included the
posterior cingulate cortex (PCC), the medial prefrontal cortex (MPC), the
left lateral parietal cortex (LLPC) and the hippocampus (HIP). This net-
work is well-known as the “default mode network (DMN)” (Raichle et al.,
2001) which features increased metabolism at resting states and decreased
activities during active tasks.
Compared with previous findings in Guo and Tang (2013), one major
benefit of hc-ICA is that it can provide model-based subgroup estimates for
the brain networks. Figure 2 shows the spatial maps of these two networks
for mediators and control subjects. The activated brain regions in each net-
work included voxels with an estimated conditional probability of activation
exceeding 0.95 (see section 6 in the supplementary material for more de-
tails). Figure 2 indicates meditators generally had stronger signals in these
networks as compared with the control. In the following part, we present
the results from formal statistical tests of the group effects on the functional
networks based on hc-ICA.
Fig 2. Subgroup brain functional network maps for the task-related network (TRN) and
default mode network (DMN) for the control and meditators (threholded by conditional
probability of activation larger than 0.95). Here and below, TPN(A) demonstrates VC
and SMA; TPN(B) demonstrates HRSC and SMA; DMN demonstrates all the related
structures: PCC, MPC, LLPC and HIP.
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4.2. The effects of Zen meditation on brain functional networks. Figure
3 presents the hc-ICA model-based estimates of between-group differences in
the two networks and the associated p-values derived from the proposed in-
ference procedure. In the TRN, meditation group demonstrated significantly
stronger signals in both the visual processing region (VC) and the left hand
region (HRSC). Since the tasks involved responding to visual stimuli via
button clicking with the left hand, these two brain areas represented the
key functional regions related to the experiment. The between-group com-
parison results indicated that the TRN of meditators demonstrated stronger
functional connectivity, or better synergy, among its key regions as compared
with control subjects.
We also examined the temporal correlations between the subject-specific
time courses associated with the TRN and the experimental task time se-
ries (see Figure 1 in the supplementary materials for subject-specific time
courses). The temporal correlations were 0.494±0.113 among the control and
0.601± 0.123 among the meditators. This result suggests that the temporal
dynamics of the meditators’ TRN were better registered to the experimental
tasks, indicating that the meditators exhibited better capacity to regulate
automatic conceptual processing in response to semantic stimuli.
In the DMN, the meditators displayed significantly stronger signals in the
PCC and MPC. These two regions, particularly the PCC (the central node
of DMN), have been found to play an essential role in the DMN (Greicius
et al., 2003; Leech et al., 2011). Our results impled that these two key DMN
regions had stronger functional connectivity, which indicated more coherent
synergy, among meditators. We also found stronger signals in the LLPC for
the meditators. This region is known to be associated with language process-
ing and often becomes a more prominent subregion in the DMN, i.e. demon-
strating stronger connectivity with the other regions within DMN, when
the experimental stimuli are language-based. Our findings suggested that
compared with control subjects, this language-related subregion in DMN
is more functionally connected with the central regions of the DMN for the
meditators. These facts all indicated that meditators had stronger functional
connectivity within DMN than the control.
We compared our test results with the between-group differences esti-
mated by the dual-regression ICA method whose p-values were calculated
from randomized permutation tests (Beckmann et al., 2009; Filippini et al.,
2009) (Figure 3). In the TRN, the dual-regression method found much less
between-group differences within the visual cortex and the left hand region.
In the DMN, the dual-regression identified little distinction between the
meditators and the control. Specifically, the dual-regression only showed a
24 R. SHI AND Y. GUO
estimated between-group differences
p-values
Fig 3. The estimated covariate effects from hc-ICA and the dual-regression: the top panel
shows the between group difference estimates within the two networks (meditator group
minus control group); the bottom panel provides the p-values (Wald-type tests for hc-ICA,
standard permutation tests for the dual-regression). All images thresholded at the corre-
sponding p-values smaller than 0.005
little between-group differences in the posterior cingulate cortex and it didn’t
detect any differences in the medial prefrontal cortex or the left lateral pari-
etal cortex. These suggested that dual-regression failed to fully reveal the
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important distinctions between meditators and the control in the central
node and the language processing node in DMN. Our proposed hc-ICA,
however, is more powerful in detecting covariate effects on brain networks
as compared with existing two-stage approaches such as the dual-regression
method.
To adjust for multiple comparisons across voxels, we performed the pro-
cedure by Benjamini and Yekutieli (2001) to conduct FDR corrections on
hc-ICA testing results within selected voxels (Figure 4). We obtained similar
results and found that the meditators demonstrated significantly stronger
signals in the key regions in the TRN and the DMN as compared with the
control. The dual reg ICA didn’t pick up any between-group differences in
the two networks after the FDR correction.
TRN(A) TRN(B) DMN
Fig 4. p-values at voxels with significant between-group differences after thresholding via
the FDR control. Original p-value maps thresholded at FDR-corrected-p < 0.05.
5. Discussion. We proposed a hierarchical covariate ICA (hc-ICA) to
formally model and test covariate effects on brain function networks, which
can potentially help advance understanding how subjects’ demographic, clin-
ical and biological characteristics affect brain networks. We develop a max-
imum likelihood estimation method based on EM algorithms for hc-ICA
and also propose a statistical inference procedure to test covariate effects.
Simulation studies show that our methods provide more accurate estima-
tion and inferences for covariate effects on brain networks than the existing
group ICA methods. Application of the hc-ICA to the Zen meditation fMRI
study helps us obtain important findings regarding the differences in brain
functional networks between experienced Zen meditators and controls.
One of the main challenges in statistical modeling of brain imaging data
is the heavy computation load. In this paper, we develop computation-
ally efficient estimation and inference procedures for the proposed hc-ICA
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model. In particular, by exploiting the sparsity in fMRI source signals, the
subspace-based EM algorithm dramatically reduces the computational time
for ICA via concentration on a subspace of the latent source states. We have
shown both theoretically and empirically that the subspace-based approx-
imate method is well-supported by the characteristics of fMRI signals and
provides highly accurate results. The definition of the subspace implies that
it corresponds to the case where there is little overlap in the spatial distri-
butions of fMRI source signals, which is supported by the findings in the
neuroscience literature. To further evaluate the performance of our method
when there some deviation from this scenario, we have conducted additional
simulation studies by generating spatially overlapping source signals. Our
results show that even when there is small to moderate overlapping, the
approximate EM still provides fairly accurate estimates for the ICs. The
proposed subspace-based approximation method can potentially be gener-
alized to other high-dimensional data sets with sparse signals when using
finite mixture models.
Our method can be further extended to account for the spatially sparse
structure of the covariate effects β(v), i.e. covariates only affect a very small
proportion of brain locations. One possible approach to account for the
sparsity in covariate effects is to include regularization terms for β(v) in the
likelihood function to obtain shrinkage estimators.
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Supplementary materials.
5.1. The Q-functions in the E-step. The Q-function in the E-step of our
EM algorithms can be expressed as
Q(Θ|Θˆ(k)) = Q1(Θ | Θˆ(k)) +Q2(Θ | Θˆ(k)) +Q2(Θ | Θˆ(k)) +Q4(Θ | Θˆ(k)),
where
Q1(Θ | Θˆ(k)) = −NV
2
log |E| − 1
2
V∑
v=1
N∑
i=1
tr
{
E−1
[
yi(v)yi(v)
′ − 2AiE[si(v)|y(v); Θˆ(k)]yi(v)′
+AiE[si(v)si(v)
′|y(v); Θˆ(k)]A′i
]}
,
Q2(Θ | Θˆ(k)) = −NV
2
log |D| − 1
2
V∑
v=1
N∑
i=1
tr
{
D−1
[
E[si(v)si(v)
′|y(v); Θˆ(k)]
+ E[s0(v)s0(v)
′|y(v); Θˆ(k)] + β(v)′xix′iβ(v)− 2E[si(v)s0(v)′|y(v); Θˆ(k)]
+ 2E[s0(v)|y(v); Θˆ(k)]x′iβ(v)− 2E[si(v)|y(v); Θˆ(k)]x′iβ(v)
]}
,
Q3(Θ | Θˆ(k)) = −1
2
V∑
v=1
q∑
`=1
m∑
j=1
p[z`(v) = j|y(v); Θˆ(k)]
{
log σ2`,j +
1
σ2`,j
[
µ2`,j
+ E[s0`(v)
2|z`(v) = j; y(v), Θˆ(k)]− 2µ`,jE[s0`(v)|z`(v) = j,y(v); Θˆ(k)]
]}
,
Q4(Θ | Θˆ(k)) =
V∑
v=1
q∑
`=1
m∑
j=1
p[z`(v) = j|y(v); Θˆ(k)] log pi`,j ,
and y(v) = [y1(v)
′, ...,yN (v)′]′ contains all the observed data at voxel v (for
all the N subjects). To evaluate the Q-functions, we need the joint condi-
tional distribution, p[s(v), z(v) | y(v); Θ] where s(v) = [s1(v)′, ..., sN (v)′, s0(v)′]′.
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5.2. The derivation of conditional probabilities in the E-step. In this sec-
tion, we provide details the E-step in our exact EM. We mainly focus on
deriving p[s(v), z(v) | y(v); Θ] as well as its marginals. By collapsing our
model across the N subjects as, for v = 1, ..., V ,
(16) A′y(v) = Bx +Uµz(v) +Rrz(v) + e(v),
where rz(v) = [γ1(v)
′, ...,γN (v)′,ψ′z(v)]
′ concatenates error terms in the sec-
ond and third level models, e(v) = [e1(v)
′, ..., eN (v)′]′ contains random
errors for the first level model across all subjects, x = [x′1, ...,x′N ]
′ rep-
resents all the covariate measurements, B = IN ⊗ β(v)′, U = 1N ⊗ Iq,
R = [INq,1N ⊗ Iq] and A = blockdiag(A1, ...,AN ) is a combined mixing
matrix with Ais as its block diagonal elements (A is also orthogonal). It is
trivial to have that in (16), e(v) ∼ N(0,Υ) and rz(v) ∼ N(0,Γz(v)) where
Υ = IN ⊗ E and Γz(v) = blockdiag(IN ⊗ D,Σz(v)). Thus (16) can be
represent as
y0(v) ∼ N(Rrz(v),Υ), rz(v) ∼ N(0,Γz(v))
where y0(v) = A
′y(v) − Bx − Uµz(v). This representation is a canonical
Bayesian general linear model given z(v). Then given z(v) and conditional
on y(v), p[rz(v) | y(v), z(v); Θ] = g(µr(v)|y(v),Σr(v)|y(v)) where
µr(v)|y(v) = Σr(v)|y(v)R′Υ−1[A′y(v)−Bx−Uµz(v)],
Σr(v)|y(v) =
(
R′Υ−1R+ Γ−1z(v)
)−1
.
It is trivial to show that s(v) = P rz(v) +Qz(v), where
P =
(
INq, U
0, Iq
)
, Qz(v) =
(
Bx +Uµz(v)
µz(v)
)
,
we can easily have that:
(17) p[s(v) | y(v), z(v); Θ] = g(Pµr(v)|y(v) +Qz(v),PΣr(v)|y(v)P ′).
Next we need to find p[z(v) | y(v); Θ]. From (16), we have that p[A′y(v) |
z(v)] = g(Bx +Uµz(v),RΓz(v)R
′ + Υ). Notice that p[z(v)] =
∏q
`=1 pi`,z`(v)
for all v, by simply applying the Bayes’ theorem,
(18)
p[z(v) | y(v); Θ] =
[∏q
`=1 pi`,z`(v)
]
g(A′y(v);Bx +Uµz(v),RΓz(v)R′ + Υ)∑
z(v)∈R
[∏q
`=1 pi`,z`(v)
]
g(A′y(v);Bx +Uµz(v),RΓz(v)R′ + Υ)
,
where R is the range of z(v) = [z1(v), ..., zq(v)]′, z`(v) = 1, ...,m, which
contains mq distinct vectors in Rq.
Given this probability distributions, the moments in the Q-functions can
be easily derived and they all have analytical forms.
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5.3. Details of our M-step. In the M-step, we update the parameters
within our model as follows:
• Update β(v): for v = 1, ..., V ,
βˆ(v)(k+1) =
(
N∑
i=1
xix
′
i
)−1 N∑
i=1
{
xi
(
E[si(v)
′|y(v); Θˆ(k)]− E[s0(v)′|y(v); Θˆ(k)]
)}
.
(19)
• Update Ai: for i = 1, ..., N , we let
(20)
A˘
(k+1)
i =
{
V∑
v=1
yi(v)E[si(v)|y(v); Θˆ(k)]
}{
V∑
v=1
E[si(v)si(v)
′|y(v); Θˆ(k)]
}−1
,
and then update Â
(k+1)
i = H(A˘(k+1)i ) where H(·) is the orthogonal-
ization transformation.
• Update E = Iqν20 with:
νˆ
2(k+1)
0 =
1
TNV
V∑
v=1
N∑
i=1
{
yi(v)
′yi(v)− 2yi(v)′Â(k+1)i E[si(v)|y(v); Θˆ(k)]
(21)
+ tr
[
Â
(k+1)′
i Â
(k+1)
i E[si(v)si(v)
′|y(v); Θˆ(k)]
]}
.
• Update D = diag(ν21 , ..., ν2q ): for ` = 1, ..., q,
νˆ
2(k+1)
` =
1
NV
V∑
v
N∑
i=1
{
E[si`(v)
2|y(v); Θˆ(k)] + E[s0`(v)2|y(v); Θˆ(k)]
(22)
− 2E[si`(v)s`(v)|y(v); Θˆ(k)] + βˆ`(v)(k+1)′xix′iβˆ`(v)(k+1)
+ 2
(
E[s0`(v)|y(v); Θˆ(k)]− E[si`(v)|y(v); Θˆ(k)]
)
x′iβˆ`(v)
(k+1)
}
,
where βˆ`(v)
(k+1) is the `th column of βˆ(v)(k+1).
• Update pi`,j :
(23) pˆi
(k+1)
`,j =
1
V
V∑
v=1
p[z`(v) = j|y(v); Θˆ(k)].
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• Update µ`,j :
(24)
µˆ
(k+1)
`,j =
∑V
v=1 p[z`(v) = j|y(v); Θˆ(k)]E[s0`(v)|z`(v) = j,y(v); Θˆ(k)]
V pˆi
(k+1)
`,j
.
• Update σ2`,j :
(25)
σˆ
2(k+1)
`,j =
∑V
v=1 p[z`(v) = j|y(v); Θˆ(k)]E[s0`(v)2|z`(v) = j,y(v); Θˆ(k)]
V pˆi
(k+1)
`,j
−[µˆ(k+1)`,j ]2.
Here, E[s0`(v) | z`(v) = j,y(v); Θ], E[s0`(v)2 | z`(v) = j,y(v); Θ] and p[z`(v) = j |
y(v); Θ] are the marginal conditional moments and probability related to the
`th IC. They are derived by summing across all the possible states of the
other q − 1 ICs as follows,
(26)
E[s0`(v) | z`(v) = j,y(v); Θ] =
∑
z(v)∈R(`,j) p[z(v) | y(v); Θ]E[s0`(v) | y(v), z(v); Θ]
p[z`(v) = j | y(v); Θ] ,
(27) p[z`(v) = j | y(v); Θ] =
∑
z(v)∈R(`,j)
p[z(v) | y(v); Θ].
where R(`,j) is defined as {zr ∈ R : zr` = j} for all ` = 1, .., q, j = 1, ...,m.
5.4. Proof of Theorem 1. We prove Theorem 1 by introducing a lemma.
Lemma 1. If the elements of z(v) = [z1(v), ..., zq(v)]
′ are independent
with p[z`(v) = j] = pi`,j for j = 1, ...,m, ` = 1, ..., q, then p[z(v) ∈ R0∪R1] =
F(κ) where
(28) F(κ) = 1 +
∑q
l=1 κ`∏q
l=1(1 + κ`)
,
with κ = [κ1, ..., κq]
′ and κ` = p[z`(v) 6= 1]/p[z`(v) = 1] for all ` = 1, ..., q.
The parameters κ = [κ1, ..., κq]
′ can be interpreted as the odds for a
random voxel of being activated/deactivated versus exhibiting background
fluctuation in IC `. Lemma 1 indicates that the probability of interest,
p[z(v) ∈ R0 ∪ R1], depends on {pi`,j} only through the odds. The proof
of Lemma 1 is provided as follows.
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Proof. Let τ`,j = pi`,j/pi`,1, j = 2, ...,m, then κ` =
p[z`(v)6=1]
p[z`(v)=1]
=
∑m
j=2 τ`,j .
By definition R1∩R0 = ∅ and p[z(v) ∈ R0] =
∏q
`=1 p[z`(v) = 1] =
∏q
`=1 pi`,1.
For a given z(v) ∈ R1, suppose zt(v) = j > 1 for t = 1, ..., q and z`6=t(v) = 1,
then p[z(v)] = τt,j
∏q
`=1 pi`,1. This implies that
p[z(v) ∈ R1] =
 q∑
t=1
m∑
j=2
τt,j
 q∏
`=1
pi`,1 =
(
q∑
`=1
κ`
)
q∏
`=1
pi`,1.
Also we have that
∑m
j=1 pi`,j = 1 for all ` = 1, ..., q, then pi`,1+pi`,1
∑m
j=2 τ`,j =
(1 + κ`)pi`,1 = 1, which gives pi`,1 = 1/(1 + κ`). Thus
p[z(v) ∈ R0 ∪R1] = p[z(v) ∈ R0] + p[z(v) ∈ R1]
=
(
1 +
q∑
`=1
κ`
)
q∏
`=1
pi`,1
=
1 +
∑q
l=1 κ`∏q
l=1(1 + κ`)
(29)
Based on Lemma 1, we prove Theorem 1 in the following.
Proof. We notice that
(30) κ` =
p[z`(v) 6= 1]
p[z`(v) = 1]
=
1− pi`,1
pi`,1
.
For all 0 <  < 1, let δ =
√
√
+q
∈ (0, 1). Then if pi`,1 > 1−δ, i.e., pi`,1 > q√+q ,
we have that 0 < κ` <
δ
1−δ for all ` = 1, ..., q. Based on the Taylor expansion
for p[z(v) ∈ R0 ∪ R1] = F(κ) at κ = 0, ∃0 < κ0` < κ` for all ` = 1, ..., q,
such that
p[z(v) ∈ R0 ∪R1] = F(0) +
q∑
`=1
∂F
∂κ`
∣∣∣∣
κ`=κ
0
`
κ`
= 1−
q∑
`=1
∑
j 6=` κ
0
j∏
j 6=`(1 + κ
0
j )
1
(1 + κ0` )
2
κ`
> 1−
q∑
`=1
∑
j 6=`
κ2`
> 1−
(
qδ
1− δ
)2
= 1− (31)
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5.5. Remarks on the approximate EM. In the approximate EM, the con-
ditional distribution z(v) | y(v) is determined by the probability masses
(32)
p˜[z(v) | y(v),Θ] =

[
∏q
`=1 pi`,z`(v)]g(A
′y(v);Bx+Uµz(v),Γz(v)R′+Υ)∑
z(v)∈R˜[
∏q
`=1 pi`,z`(v)]g(A
′y(v);Bx+Uµz(v),Γz(v)R′+Υ)
, z(v) ∈ R˜
0, z(v) ∈ R\R˜
where R˜ = R0∪R1. Thus we use a sparse vector of probability masses, with
concentration of measures on the subset R˜ = R0 ∪ R1, to approximate the
exact conditional distribution of z(v) given y(v). The follow-up evaluations
of the conditional moments in the E-step only involves z(v) ∈ R˜. And the
corresponding definition of R(`,j) is adapted to R˜(`,j) = {zr ∈ R˜ : zr` = j}.
5.6. Thresholding the spatial maps based on the ML estimates for func-
tional brain networks. We threshold the estimated spatial maps to iden-
tify the activated/deactivated regions of the brain within certain functional
network. This goal can be achieved naturally through our model estimation
based on conditional probabilities. To be specific, if we assume that z`(v) = j
indicates the `th component be activated at voxel v, then we can calculate
p[z`(v) = j | y(v); Θˆ] =
∑
z(v)∈R(`,j) p[z(v) | y(v); Θˆ], where R(`,j) is defined
as {zr ∈ R : zr` = j} for all ` = 1, .., q, j = 1, ...,m. This probability charac-
terizes the state of voxel v within network `. We can then obtain the spatial
map for a functional network by thresholding p[z`(v) = j | y(v); Θˆ] with a
pre-specified probability.
5.7. The subject-specific time series for the task related network (TRN).
We present the subject-specific time series for the TRN extracted from our
hc-ICA method in Figure 5. The result shows that meditators present higher
concordance with the tasks in terms of brain activities at the TRN compared
to the control subjects.
5.8. Checking the stability of our EM algorithm for the Meditation data
analysis. In addition the reported analysis, we repeated our implemen-
tation with another 6 sets of different initial values. We considered three
scenarios with two experiments for each scenario: noise contaminated initial
guesses (SNR =20), permutated initial guesses (randomly shuffling the order
of initial guesses for the parameters of each network) and sign changed initial
guesses (randomly changing the signs for the mixing matrices and the cor-
responding parameters). For the last two scenarios, we conducted necessary
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Fig 5. Subject-specific time series from the task-related network (correlation with the task
time series: CTRL, 0.494± 0.113; MEDT, 0.601± 0.123)
permutations and sign changes for the outputs of the algorithm. We then
calculated the correlations of the estimated group-level spatial source sig-
nals, the mixing matrices and the covariate effects with our reported results.
The correlations averaged across ICs are reported in Table 4. The results
indicate that our algorithm is stable and provide strong evidence against
local optima.
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Table 4
Checking stability of the EM algorithm
Experiment Group ICs maps Mixing matrices Covariate effects
Adding noises 0.961 0.980 0.946
0.978 0.989 0.965
Permutation 0.991 0.993 0.984
0.986 0.993 0.980
Changing signs 0.935 0.948 0.910
0.928 0.945 0.917
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