We consider optimization problems in Banach spaces involving a complementarity constraint defined by a convex cone K. By transferring the local decomposition approach, we define strong stationarity conditions and provide a constraint qualification under which these conditions are necessary for optimality. To apply this technique, we provide a new uniqueness result for Lagrange multipliers in Banach spaces. Under the additional assumption that the cone K is polyhedral, we show that our strong stationarity conditions possess a reasonable strength. Finally, we generalize to the case that K is not a cone and apply the theory to two examples.
Introduction
Mathematical programs with complementarity constraints (MPCCs) are finite-dimensional optimization problems in which constraints of the form G(x) ≥ 0, H(x) ≥ 0, G(x) H(x) = 0 (1.1) are present. Here, G, H : R n → R m are continuously differentiable functions. These constraints imply that for each index i = 1, . . . , m both G i (x) and H i (x) are non-negative and that (at least) one of them is zero. It is well known that these complementarity constraints cause several difficulties, e.g., the constraint qualification (CQ) of Mangasarian-Fromovitz is violated in all feasible points. This class of standard MPCCs is well understood, both theoretically and numerically, we refer to Luo et al. [1996] , Scheel and Scholtes [2000] , Hoheisel et al. [2013] and the references therein.
We are interested in generalizations of the above complementarity constraint for both finite and infinite-dimensional problems. In particular, we will consider the conic complementarity constraint G(x) ∈ K, H(x) ∈ K • , G(x), H(x) = 0, (1.2)
where K is a closed convex cone in a reflexive Banach space Z and K • is its polar cone, see below for the definitions. Note that the standard case (1.1) is obtained by setting K = R m + (and replacing H with −H). Optimality conditions of optimization problems with conic constraints as well as the solution of variational inequalities can be modeled by (1.2). To our knowledge, there are no references concerning MPCCs of this general type.
In the case of a standard MPCC, i.e., one involving the constraints (1.1), the tightest optimality condition is the system of strong stationarity, see [Scheel and Scholtes, 2000, Thm. 2] and (2.1). Our main interest is to obtain similar results for conic MPCCs involving the constraints (1.2).
In the case of Z being finite-dimensional, there exist some very recent contributions for special cases of the cone K (listed in the order of increasing generality):
• K is the second-order cone, also called the Lorentz cone: Outrata and Sun [2008] , Liang et al. [2014] and the references therein.
• K is the cone of semidefinite matrices: Ding et al. [2013] , Wu et al. [2014] .
• K is a symmetric cone in a Euclidean Jordan algebra: Yan and Fukushima [2011] .
We mention that all these contributions except Yan and Fukushima [2011] contain optimality systems which can be interpreted as strong stationarity.
In the case of Z being infinite-dimensional, only special cases have been discussed in the literature. To keep the presentation concise, we focus on results concerning strong stationarity. The first such result was obtained in the seminal work Mignot [1976] . The results and proofs were given for the special case of certain cones in Dirichlet spaces, but the generalization to polyhedral cones in general Hilbert spaces is straightforward. However, this approach is limited to a specific structure of the optimization problem, namely that (1.2) represents a variational inequality of first kind. We refer to (5.6) for the presentation of this result in the abstract Hilbert space setting. The same result was reproduced by Hintermüller and Surowiec [2011] by techniques from variational analysis and a special case was proven in Outrata et al. [2011] .
Besides these results, which cover a broad class of problems, there are only two other contributions considering systems of strong stationarity. In Herzog et al. [2013] , the authors considered an optimal control problem arising in elasto-plasticity and in Wachsmuth [2013b] the author studies a control constrained optimal control problem governed by the obstacle problem. We also mention that, except Herzog et al. [2013] , all these results in infinite dimensions involve polyhedral cones. The definition of polyhedral cones is recalled in Section 4.2.
Finally, we mention that the case of a certain variational inequality of second kind is studied in de los Reyes and Meyer [2014] .
One of the main contributions of this work is the definition of strong stationarity conditions for problems involving the general complementarity constraint (1.2), see Definition 4.1. In particular, we do not rely on a specific structure of the complementarity condition (1.2) and we can treat the case of reflexive Banach spaces instead of Hilbert spaces. We briefly mention that the strong stationarity conditions (2.1) in the standard case (1.1) involve various index sets and hence, it is not immediately clear how these conditions can be transfered to the more general case (1.2).
Moreover, we provide CQs under which our strong stationarity condition is necessary for optimality, see Section 4.3. In difference to the work by Mignot, which involves the implicitprogramming approach, we use the local decomposition approach, see, e.g., Luo et al. [1996] , Pang and Fukushima [1999] , Scheel and Scholtes [2000] , Flegel and Kanzow [2005a,b] . As a prerequisite, we provide a new CQ which is equivalent to the uniqueness of Lagrange multipliers in Banach spaces, see Theorem 3.2. This result is also of independent interest.
Under the assumption that the cone K is polyhedral, we show that our optimality condition is equivalent to the so-called linearized B-stationarity, see Theorem 4.4 and Lemma 4.5. That is, our work extends the theory concerning strong stationarity of standard MPCCs to (1.2) in the case of K being a polyhedral cone. In the non-polyhedral case, our optimality condition is still necessary for optimality, provided that a CQ holds. Stronger optimality conditions can be obtained by using an additional linearization argument, see Section 5.2.
We also generalize the results to the case of K being a closed, convex set (and not necessarily a cone), see Section 4.4.
This work is organized as follows. In the remainder of the introduction, we fix some notation. The verification of strong stationarity for standard MPCCs is recalled in Section 2. In Section 3, we provide a CQ which is equivalent to the uniqueness of Lagrange multipliers in infinite dimensions, similar to the linear independence CQ (LICQ) in the finite-dimensional case. Section 4 is devoted to the main results of this paper, in particular we define the system of strong stationarity and give CQs which render this system necessary for optimality. Finally, we apply the theory to two examples in Section 5.
Notation
Let X be a (real) Banach space. The (norm) closure of a subset A ⊂ X is denoted by cl(A). The linear subspace spanned by A is denoted by lin(A). The duality pairing between X and its topological dual X is denoted by ·, · : X × X → R.
For subsets A ⊂ X, B ⊂ X we define their polar cones and annihilators via
Moreover, for convex subsets C ⊂ X and x ∈ C, we define the cone of feasible directions (sometimes called the radial cone) and the tangent cone by
respectively. In the important special case that C is additionally a cone, we find
where lin(x) is the linear subspace spanned by the element x ∈ X, see [Bonnans and Shapiro, 2000, Ex. 2.62] . Moreover, one has
in this case. Here, x ⊥ is short for {x} ⊥ .
For closed convex C ⊂ X, we define the critical cone w.r.t. x ∈ C and v ∈ T C (x) • by
(1.5)
Strong stationarity for standard MPCCs
In order to motivate the steps which will be taken in Section 4, we briefly recall some results for standard MPCCs. We consider the program Minimize f (x) with respect to x ∈ R n such that G(x) ≥ 0,
Here, f : R n → R, G, H : R n → R m are assumed to be continuously differentiable and n, m ≥ 1. For simplicity, we did not include any additional equality or inequality constraints. They can, however, be added in a straightforward way. The prefix "s" in (sMPCC) is short for "standard".
An important technique to derive optimality conditions is the local decomposition approach, see, e.g., Luo et al. [1996] , Pang and Fukushima [1999] , Scheel and Scholtes [2000] , Flegel and Kanzow [2005a,b] . This technique involves several auxiliary problems. Given a feasible point x ∈ R n , we define the index sets (suppressing the dependence onx)
We are going to introduce four auxiliary problems, depending on these index sets, and thus implicitly onx. These auxiliary problems are standard nonlinear programs (NLPs) without complementarity constraints. The relaxed NLP is given by
Note that the feasible set of (sMPCC) is locally contained in the feasible set of (sRNLP). The tightened NLP is given by
Finally, we introduce
Here, the NLPs (sNLP G ) and (sNLP H ) are the extreme cases of the restricted NLPs, which are often denoted by NLP * (β 1 , β 2 ), see, e.g., Pang and Fukushima [1999] , Flegel and Kanzow [2005b] . For our analysis it will be sufficient to consider only these extreme cases.
Note that the feasible sets of the last three problems are contained in the feasible set of (sMPCC). Hence, ifx is a local minimizer of (sMPCC), it is also a local minimizer of these auxiliary problems. Moreover, all these NLPs possess the same Lagrangian, the so-called MPCCLagrangian, and this MPCC-Lagrangian does not include a multiplier for the complementarity constraint G(x) H(x) = 0.
A feasible pointx of (sMPCC) is said to be strongly stationary, ifx is a KKT point of (sRNLP). That is, we require the existence of multipliers µ, ν ∈ R m such that
1a)
1b)
It is easy to verify that these conditions are equivalent tox being a KKT point of (sMPCC) itself, see also Lemma 4.2. Note that a Lagrange multiplier of (sMPCC) contains an additional scalar multiplier for the constraint G(x) H(x) = 0. The set of Lagrange multipliers associated to (sMPCC) is always unbounded since the Mangasarian-Fromovitz CQ (MFCQ) is violated, whereas the Lagrange multipliers for (sRNLP) may be bounded.
The following result is well known, see, e.g., Scheel and Scholtes [2000] , Flegel and Kanzow [2005a,b] and the references therein. Nevertheless, we briefly re-state its proof, since we are going to transfer it to the infinite-dimensional case in Section 4, see in particular Theorem 4.6.
Theorem 2.1. Letx be a local minimizer of (sMPCC), such that (sTNLP) satisfies LICQ. Thenx is strongly stationary.
Proof. Since (sTNLP), (sNLP G ) and (sNLP H ) have the same active constraints atx, LICQ also holds for (sNLP G ) and (sNLP H ). Moreover, sincex is a local minimizer of (sMPCC), it is also a local minimizer of (sNLP G ) and (sNLP H ). Hence, there exist Lagrange multipliers
Now, it is easy to verify that both pairs of multipliers are also multipliers for (sTNLP). Since the satisfaction of LICQ implies the uniqueness of these multipliers, we have
Collecting the sign conditions of the KKT systems of (sNLP G ) and (sNLP H ), we find that this pair is also a Lagrange multiplier for (sRNLP). Hence,x is strongly stationary.
It is also possible to assume the existence of a Lagrange multiplier for (sTNLP) and require that this multiplier satisfies the strict Mangasarian-Fromovitz condition for (sTNLP) in order to infer the strong stationarity ofx, see, e.g., [Scheel and Scholtes, 2000, Thm. 2] . This condition, however, depends implicitly on the objective f and is not a constraint qualification.
Uniqueness of Lagrange multipliers in Banach spaces
One of the main ingredients in the proof of Theorem 2.1 is the well-known result that LICQ implies the uniqueness of multipliers. In this section, we provide an analogous result for the infinite-dimensional, nonlinear program
Here, X and Y are (real) Banach spaces, f : X → R and G : X → Y are Fréchet differentiable and C ⊂ Y is a closed, convex set. The constraint (G, C) is fixed throughout this section, but we will use objectives f belonging to the set
Note that the feasible pointx may not be a local minimizer of (3.1) for all choices of f ∈ F.
The aim of this section is to state a constraint qualification (i.e., a condition depending only on G, C andx ∈ X ) which implies that Lagrange multipliers for (3.1) at the feasible pointx are unique. As usual, λ ∈ Y is called a Lagrange multiplier for the objective f at the feasible pointx ∈ X , if
We start by giving an auxiliary result.
Lemma 3.1. Letx ∈ X be a feasible point of (3.1). Then the following conditions are equivalent.
(a) For all f ∈ F there exists at most one Lagrange multiplier of (3.1) atx.
(b) For all f ∈ F, such thatx is a local minimum of (3.1), there exists at most one Lagrange multiplier atx.
• is a convex cone. Now, let
for all x ∈ X which are feasible for (3.1). Hence,x is a local minimum of (3.1) for this choice of f .
By definition of f , we have f (x) + G (x) λ 1 = 0, which shows that λ 1 is a Lagrange multiplier. Now, (3.3) implies that λ 2 is also a Lagrange multiplier. Assertion (b) yields λ 1 = λ 2 . This implies assertion (c).
"(c) ⇒ (a)": Let f : X → R and two multipliers λ 1 , λ 2 ∈ T C (G(x)) • be given. We have
This yields G (x) (λ 1 − λ 2 ) = 0. Now, assertion (c) implies λ 1 = λ 2 . Hence, there exists at most one Lagrange multiplier.
The condition (c) in Lemma 3.1 is stated in the dual space Y . In order to obtain an equivalent statement in the primal space Y, we need an additional condition. This is made precise in the following theorem.
Theorem 3.2.
be satisfied. Then (3.2) holds.
(b) Conversely, suppose (3.2) and
Proof. We define A = ker G (x) and B = lin T C (G(x))
• which are subspaces in Y . We find
For arbitrary subspaces A, B ⊂ Y , we have
see, e.g., [Bonnans and Shapiro, 2000, Eq. (2.32) ]. Here, cl (A) denotes the closure of A in the weak-topology of Y . Now, the assertion of the theorem follows since A is weak-closed.
Note that for a closed, convex cone K, the linear space K •⊥ , which appears in (3.4), is just the lineality space K ∩ −K, which is the largest linear subspace contained in K.
We emphasize that (3.4) is always sufficient for the uniqueness of multipliers. The additional assumption (3.5) is only needed for the necessity.
Moreover, (3.5) is always satisfied for a finite-dimensional problem. Also in infinite dimensions, this assumption is satisfied in some situations. In particular, if C is the cone of non-negative elements in
However, this is not true for the cone K of non-negative functions in
Remark 3.3.
(a) In finite dimensions, the condition (3.4) reduces to the so-called non-degeneracy, see, e.g., [Bonnans and Shapiro, 2000, Eq. (4.172) ]. In particular, if C = R n + , then (3.4) is equivalent to LICQ. Moreover, the linear hull of a closed convex cone is always closed in finite dimensions. Hence, Theorem 3.2 and Lemma 3.1 reduce to the well-known fact that LICQ is equivalent to the uniqueness of multipliers for arbitrary objectives, see also [Wachsmuth, 2013a, Thm. 2] .
(b) Note that, unlike in finite dimensions, the CQ (3.4) does not imply the existence of multipliers and neither do the conditions of Lemma 3.1.
The CQ of Robinson-Zowe-Kurcyusz (assuming G continuously differentiable) for (3.1) reads
see [Zowe and Kurcyusz, 1979, Eq. (1.4) ], [Bonnans and Shapiro, 1998, Thm. 3.1] . This condition is similar to (3.4). However, the cones
For a standard, finite-dimensional NLP, the cone C is
In this case we have
). Hence, (3.4) implies (RZKCQ) and, in turn, the existence of multipliers. In the general case of C being an arbitrary, closed, convex cone in finite dimensions, condition (3.4) also implies the existence of minimizers, see the discussion following [Bonnans and Shapiro, 2000, Eq. (4.177) ].
(c) Let us compare our result with Shapiro [1997] . In this paper, the author studies the question whether a given Lagrange multiplier λ is unique. The resulting conditions depend on the Lagrange multiplier λ and, hence, implicitly on the objective f .
Thus, the relation between our CQ (3.4) to the conditions of Shapiro [1997] is similar to the relation between LICQ and the strict Mangasarian-Fromovitz condition in finite dimensions, see also the discussion in [Wachsmuth, 2013a, Sec. 5] .
It remains to give an example with unique multipliers, where (3.4) is violated. Let X = Y = 2 . We set
A straightforward calculation shows
It is easy to see that lin(C • ) is dense in 2 . However, for
Now, let {ỹ/ ỹ 2 , y (1) , y (2) , . . .} be an orthonormal basis of 2 . We define the bounded, linear map
Its (Hilbert space) adjoint is given by
Since G is linear, we have G (x) = G. We setx = 0, which implies
Hence, (3.4) is violated at the feasible pointx = 0.
Nevertheless, we can show that Lagrange multipliers for (3.1) with this choice of C and G are unique. By construction we have ker G = lin(ỹ), hence lin(C • ) ∩ ker G = {0}, which shows (3.2). Lemma 3.1 yields the uniqueness of multipliers.
MPCCs in Banach spaces
This section is devoted to the optimization problem with complementarity constraints
Here, f : X → R is Fréchet differentiable, g : X → Y , G : X → Z and H : X → Z are continuously Fréchet differentiable, X, Y, Z are (real) Banach spaces and Z is assumed to be reflexive. Moreover, C ⊂ Y is a closed, convex set and K ⊂ Z is a closed, convex cone.
Due to the reflexity of Z, the problem (MPCC) is symmetric w.r.t. G and H.
A straightforward computation shows that the Robinson-Zowe-Kurcyusz CQ cannot be satisfied at any feasible point, this is similar to the violation of MFCQ for standard MPCCs. Hence, the KKT conditions may fail to be necessary for optimality. Therefore, the aim of this section is to provide an optimality condition for (MPCC) and a CQ which renders this optimality condition a necessary condition for local minimizers of (MPCC).
The notion of strong stationarity is introduced in Section 4.1 by using auxiliary problems similar to those in Section 2. By proving some results on polyhedral cones in Section 4.2, we show that strong stationarity appears to be a "good" condition if the cone K is polyhedral. We apply the CQ from Section 3 to give conditions which render strong stationarity a necessary condition for optimality, see Section 4.3. Finally, we generalize to the case that K is not a cone, see Section 4.4.
Auxiliary problems and optimality conditions
In this section we will transfer the ideas of Section 2 to the infinite-dimensional case. We start by introducing the relaxations of (MPCC) at the feasible pointx ∈ X.
We observe that the inequality constraints on G(x) in (sRNLP) can be written as
and similarly for H(x). This formulation, which does not involve the index sets I +0 , I 00 , and I 0+ is essential, since such index sets are not available for our general program (MPCC). The reformulation motivates the use of
in the definition of the relaxed NLP. Since K and K • are closed, convex cones, and since Z is reflexive, we have
see (1.4). Hence, we define the relaxed NLP by
and
The feasible sets of the remaining auxiliary programs must be contained in the feasible set of (MPCC), cf. the proof of Theorem 2.1. To ensure the complementarity, we require G(x) or H(x) to be perpendicular to the entire feasible set of H(x) or G(x) of (RNLP), respectively. In particular, we define
Finally, the feasible set of the tightened NLP is the intersection of the feasible sets of (NLP G ) and (NLP H ), i.e., Minimize f (x)
We emphasize that these NLP relaxations coincide with those of Section 2 in the case of a standard MPCC. Moreover, the pointx is feasible for all auxiliary problems.
As in Section 2, we define strong stationarity via the KKT conditions of the relaxed NLP.
Definition 4.1 (Strong stationarity). A feasible pointx of (MPCC) is called strongly stationary if it is a KKT point of (RNLP), i.e., if there exist Lagrange multipliers λ ∈ Y , µ ∈ Z and ν ∈ Z, such that
Here, we used the critical cones
In contrast to the finite-dimensional case, strong stationarity ofx is, in general, not equivalent tox being a classical KKT point of (MPCC).
Lemma 4.2. A feasible pointx of (MPCC) is a classical KKT point of (MPCC) if and only if there exist Lagrange multipliers λ ∈ Y , µ ∈ Z and ν ∈ Z satisfying (4.1a), (4.1b), and
Proof. Letx be a KKT point of (MPCC). That is, there exist multipliers λ ∈ Y ,μ ∈ Z , ν ∈ Z andξ ∈ R, such that
By setting µ =μ +ξ H(x), and ν =ν +ξ G(x), (4.1a) is satisfied and we find
Conversely, let λ, µ, ν satisfy (4.1a) and (4.2). By (4.2a), (4.2b) and the definition (1.3) of the radial cone, we can split the multipliers µ and ν and obtain
and, similarly,
we find that (4.3b) is satisfied. An easy calculation yields (4.3a), hence λ,μ,ν,ξ are KKT multipliers forx.
We compare the conditions (4.1) for strong stationarity with the conditions (4.2) for a KKT point. It is immediate that being a KKT point is, in general, a stronger condition than being strongly stationary. Moreover, we refer to [Bergounioux and Mignot, 2000, p. 54] for an example where strong stationarity is satisfied, but the KKT conditions are violated. However, in the case of a standard MPCC, the sets R K • (H(x)) and R K (G(x)) are always closed and coincide with the tangent cones. Hence, we recover the result that strong stationarity is equivalent to being a KKT point in this case.
Analogously to the standard, finite-dimensional case, one could introduce weak stationarity via the KKT conditions of (TNLP). However, it is not clear how to define other notions such as A-, C-, and M-stationarity.
Polyhedral cones
In this section we will consider the case that the cone K is polyhedral. This property enables us to show that strong stationarity implies first-order stationarity, see Theorem 4.4. Hence, strong stationarity seems to be a reasonable optimality condition in this case.
We recall that the cone K is called polyhedral w.r.t.
Note that the right-hand side is just the critical cone K K (Ḡ,H), see (1.5). Similarly, we define the polyhedricity of K • w.r.t. (H,Ḡ). This condition was first used by Mignot [1976] , Haraux [1977] in order to show that the projection onto a polyhedral set is directionally differentiable.
The following lemma gives an important characterization of polyhedricity.
Lemma 4.3. LetḠ ∈ K,H ∈ K • with Ḡ ,H = 0 be given. The following conditions are equivalent.
(a) The cone K is polyhedral w.r.t. (Ḡ,H).
Proof. A straightforward calculation shows
This establishes the equivalence of (b) and (c).
A similar calculation yields
Hence, (a) and (d) are equivalent.
Finally, the equivalence of (c) and (d) follows from the bipolar theorem, see, e.g., [Bonnans and Shapiro, 2000, Prop. 2.40] .
Note that the last two statements of Lemma 4.3 just mean that the critical cones
are polar to each other.
In order to state the next theorem, we define the feasible set F of (MPCC)
and its linearized cone
The sum of these non-positive terms is required to be zero, hence, both addends have to be zero. This implies the characterization
Theorem 4.4. Letx be strongly stationary and assume that K is polyhedral w.r.t.
(G(x), H(x)). Then,x is linearized B-stationary, that is
Proof. For brevity, we writeḡ = g(x),H = H(x), andḠ = G(x).
Definition 4.1 of strong stationarity directly yields
We readily obtain
Here, we used S M • • = S −1 M for bounded, linear operators S between Banach spaces and closed convex cones M , see also [Kurcyusz, 1976, Eq. (1)], and Lemma 4.3. This yields the assertion.
In contrast to the case of a standard MPCC, see, e.g. [Flegel and Kanzow, 2005b, p. 613] , the converse statement of Theorem 4.4 requires a constraint qualification.
Lemma 4.5. Suppose that the feasible pointx satisfies
Assume further that the CQ
is satisfied. Thenx is strongly stationary.
By assertion, we have −f (x) ∈ T lin (x) • . Due to the assumed CQ, we can apply [Kurcyusz, 1976, Thm. 2 .1] with the setting (denoting there the cone by M instead of K in order to avoid duplicate use of K)
we obtain
By (4.4), we find
and similarly,
. This yields the assertion.
For a standard MPCC, the analog of [Kurcyusz, 1976, Thm. 2 .1] follows either by Farkas' Lemma or by applying the bipolar theorem to (S M • ) • = S −1 M , since S M • is closed in this setting. We refer to [Flegel and Kanzow, 2005b, p. 613] for the proof including the application of Farkas' Lemma.
Due to T F (x) ⊂ T lin (x), strong stationarity also implies
in the polyhedral case. Here, T F (x) is the tangent cone of the (possibly non-convex) set F , see [Bonnans and Shapiro, 2000, Eq. (2.84) ]. In particular, there are no first-order descent directions if strong stationarity is satisfied.
Theorem 4.4 and Lemma 4.5 show that our definition of strong stationarity possesses a reasonable strength in the presence of polyhedricity. However, we will see in Section 5.2 that our condition is too weak if K is not polyhedral by means of an example. Nevertheless, every cone is polyhedral w.r.t. (0, 0) and, hence, an additional linearization argument will yield stronger optimality conditions. This is also demonstrated in Section 5.2. It seems to be an open question to define strong stationarity for the general problem (MPCC) in the absence of polyhedricity.
CQs which imply strong stationarity
With the preparations of Section 3 we are able to provide a constraint qualification which implies strong stationarity.
Theorem 4.6. Letx ∈ X be a local solution of (MPCC). We further assume that the CQ (3.4) is satisfied for (TNLP) atx and that (NLP G ) and (NLP H ) satisfy the constraint qualification of Robinson-Zowe-Kurcyusz atx, see (RZKCQ) on page 8. Thenx is strongly stationary.
Proof. By using the uniqueness results of Section 3, we can directly transfer the proof of Theorem 2.1.
We must admit that the verification of the above CQs can be very complicated. Therefore, we state two stronger conditions which are easier to verify.
Proposition 4.7. We assume that (TNLP) satisfies the CQ of Robinson-Zowe-Kurcyusz at the feasible pointx. Then, this CQ is also satisfied for (NLP G ) and (NLP H ).
Proof. This follows easily from the observation that the feasible sets of (NLP G ) and (NLP H ) are larger than the feasible set of (TNLP). Moreover, if the feasible set grows, the CQ remains satisfied, compare (RZKCQ) on page 8.
Proposition 4.8. Let us assume thatx is a feasible point of (TNLP). Moreover, we assume
where G(x) = (g(x), G(x), H(x)). Then, (TNLP) satisfies (3.2) and the CQ of Robinson-ZoweKurcyusz atx. In particular, ifx is a local minimizer of (MPCC), thenx is strongly stationary.
Proof. We define
Then, the constraints in (TNLP) simply read G(x) ∈ C. Since G (x) is assumed to be surjective, we have ker G (x) = {0}, hence, (3.2) is satisfied. The CQ of Robinson-Zowe-Kurcyusz similarly follows from this surjectivity. Now, Theorem 4.6 and Proposition 4.7 imply the assertion.
For an important class of examples, the left-hand side in (4.5) is merely dense in the right-hand side. However, the surjectivity can be obtained after using a density argument, see Section 5.1.
We emphasize that we did not assume polyhedricity of K in the above results.
Generalization to non-conic MPCCs
In this section we want to treat the case that the set K is not assumed to be a cone. In absence of this assumption, the complementarity between G(x) and H(x) can no longer be stated via
However, if K is a cone, this is equivalent to
compare (1.4). Note that optimality conditions for constrained optimization problems such as (3.1) contain complementarity conditions like (4.6). Moreover, we briefly recall that variational inequalities can be written as (4.6) in Section 5.1. The complementarity relation (4.6) is the proper starting point for the generalization in this section. That is, we consider the optimization problem Minimize f (x)
(4.7)
We make the same assumptions as in the beginning of Section 4, but K ⊂ Z is just assumed to be a closed, convex set (and not necessarily a cone).
In order to apply the obtained results, we are going to transform the above problem into a problem with a conic complementarity constraint. To this end, we introduce the closed, convex coneK
where cl-cone(A) is the closed, convex, conic hull of a set A. The following lemmas shows that there is a close relation between the set K and the coneK.
Lemma 4.9. ForḠ ∈ Z, the conditionḠ ∈ K is equivalent to (1,Ḡ) ∈K.
Proof. By definition,Ḡ ∈ K implies (1,Ḡ) ∈K. In order to prove the converse, we observẽ
Now, let us assumeḠ ∈ K. A separation theorem, see, e.g., [Bonnans and Shapiro, 2000, Thm. 2.14] , yields the existence of (s, z ) ∈ R × Z , such that z , z ≤ −s < z ,Ḡ for all z ∈ K.
The first inequality yields (s, z ) ∈K • , and then the second one yields (1,Ḡ) ∈K •• =K.
Lemma 4.10. ForḠ ∈ Z,H ∈ Z , the conditionsḠ ∈ K,H ∈ T K (Ḡ) • are equivalent to the existence of s ∈ R such that
Proof. Lemma 4.9 shows the equivalency ofḠ ∈ K and (1,Ḡ) ∈K. By (4.9) we find
This shows thatH ∈ T K (Ḡ) • is equivalent to the existence of s ∈ R such that (s,H) ∈K • and (s,H), (1,Ḡ) = 0.
By using (4.10) and the bipolar theorem, we obtain also a characterization of the tangent cone ofK, namely
Due to Lemma 4.10, we can state (4.6) equivalently as a complementarity relation involving the coneK. Thus, problem (4.7) is equivalent to
(4.12)
Since this is an instance of (MPCC), we can apply the obtained results for conic MPCCs. In order to translate them into results for (4.7), we provide the following results.
• The polyhedricity of K implies the polyhedricity ofK, see Lemma 4.11. This enables us to apply Theorem 4.4 and it shows the strength of the optimality condition.
• We translate the strong stationarity conditions for (4.12) into optimality conditions for (4.7), see Lemma 4.13.
• We provide a result analogous to Proposition 4.8, see Lemma 4.14.
Lemma 4.11. Assume that the closed, convex set K is polyhedral w.r.t.
Then, the coneK is polyhedral w.r.t.
(1,Ḡ), (− H ,Ḡ ,H) .
Proof. We set s = − H ,Ḡ . We have to show
Let (t, z) ∈ TK(1,Ḡ) ∩ (s,H) ⊥ be given. By (4.11) we get z − tḠ ∈ T K (Ḡ). Since
Owing to the polyhedricity of K, we obtain a sequence
Immediately, we obtain (t, z n + tḠ) → (t, z) in R × Z and (s,H), (t, z n + tḠ) = −t H ,Ḡ + H , z n + tḠ = H , z n = 0.
It remains to show (t, z n + tḠ) ∈ RK(1,Ḡ). We have
(1,Ḡ) + ε (t, z n + tḠ) = (1 + ε t,Ḡ + ε z n + ε tḠ) = (1 + ε t) 1,Ḡ + ε 1 + ε t z n .
Since z n ∈ R K (Ḡ),Ḡ + ε 1+ε t z n ∈ K for ε > 0 small. By definition (4.8) ofK, this yields
for small ε and, hence, (t, z n + tḠ) ∈ RK(1,Ḡ).
In order to obtain optimality conditions for (4.7) via the strong stationarity conditions of (4.12), we state the following lemma.
Lemma 4.12. Let (s,x) be a feasible point of (4.12). Then 13b) where we setḠ = G(x),H = H(x).
Proof. Since (s,x) is a strongly stationary point of (4.12), there exist multipliers λ ∈ Y ,
cf. Definition 4.1. Now, the assertion follows directly from Lemma 4.12.
In the case of K being a cone, we obtain exactly the conditions of Definition 4.1, cf. (4.4). That is, we do not lose any information by the transformation to the problem (4.12) in this case.
Finally, we transfer Proposition 4.8 to the non-conic case.
Lemma 4.14. Letx be a local minimizer of (4.7) and assume
where G(x) = (g(x), G(x), H(x)). Then there exist multipliers λ ∈ Y , µ ∈ Z , ν ∈ Z, such that (4.15) is satisfied.
Proof. By Lemma 4.10, (s,x) withs = − H(x), G(x) is a local minimizer of (4.12). In what follows, we use Theorem 4.6 to infer the strong stationarity of the minimizer (s,x) of (4.12).
We setG(s, x) = (g(x), 1, G(x), s, H(x)) and
That is, the constraints in (TNLP) associated with (4.12) are simplyG(s, x) ∈ C.
By assumption, we obtainG
By definition of C, we find
Hence,
Since V is a cone, we can use (1.3), and obtain
This shows
Due to this surjectivity in the second component on the right-hand side, (4.16) yields
By Proposition 4.7, this shows that the assumptions of Theorem 4.6 are satisfied. Hence, (s,x) is a strongly stationary point of (4.12). Lemma 4.13 yields the claim.
Note that we cannot directly use Proposition 4.8 to infer the above result, compare (4.16).
Examples
In this final section, we are going to apply the above theory to two problems. The first one is an optimal control problem governed by a variational inequality (VI). The second problem is an MPCC involving the non-polyhedral cone of symmetric, semidefinite matrices.
Optimal control of VIs
This first example shows that our technique is able to reproduce the result by Mignot [1976] concerning strong stationarity for infinite-dimensional problems. We assume that
• Y, U, Z are Hilbert spaces,
• the operator A ∈ L(Y, Y ) is coercive; B ∈ L(U, Y ); and the operator C ∈ L(Z, Y ) has a dense range,
• the set U ad ⊂ U is closed and convex, and
We consider the optimization problem Minimize f (y, u, z)
and B u + C z − A y ∈ T K (y)
• .
(5.1)
The last two constraints represent a complementarity (4.6) and they are equivalent to y = S(B u + C z), where S is the solution operator Y ω → y ∈ Y of the VI
It is well known that this VI is uniquely solvable and that the solution operator S : Y → Y is Lipschitz continuous. Using standard techniques (and additional assumptions on B, C and f ), one can infer the existence of solutions of (5.1).
Let us assume that (ȳ,ū,z) is a local minimizer of (5.1). Setting G(y, u, z) = (u, y, B u + C z − A y), we find that G (ȳ,ū) = G has merely a dense range and is, in general, not surjective. Hence, we cannot apply Lemma 4.14. Similarly, one can check that the assumptions of Theorem 4.6 are not satisfied for the corresponding problem (4.12). To circumvent this, we use a clever linearization argument due to Mignot [1976] .
Indeed, due to the polyhedricity of K, we know from [Mignot, 1976, Thm. 2 .1] that S is directionally differentiable and the directional derivative δy = S (ω; δω) is given as the solution of the VI find δy ∈ K such that A δy − δω, v − δy ≥ 0 for all v ∈ K, (5.2) with the critical cone
Again, the solution operator associated with this VI is Lipschitz continuous from Y to Y . Now, the optimality of (ȳ,ū,z) implies that
where f y , f u , f z are the partial derivatives of f , and we abbreviated (·) = (ȳ,ū,z), andω = Bū + Cz. Again following Mignot [1976] , we test this VI with δu = 0 and ±δz. We find
Hence, C δz → f z (·) δz defines a bounded functional on the range of C which can be extended (by continuity) to a functional p ∈ Y = Y . In particular, we have f z (·) = C p. Using again the density of the range of C in Y we find that (5.3) implies
Together with (5.2) it follows that (δy, δu, δζ) = 0 is a global minimizer of
and B δu + δζ − A δy, δy = 0.
(5.4) Now, we set G(δy, δu, δζ) = (δu, δy, B δu + δζ − A δy). It is immediate that G (0, 0, 0) = G is surjective. Hence, we can apply Proposition 4.8. We evaluate the strong stationarity conditions (4.1) for the minimizer (0, 0, 0) and obtain the system
By eliminating ν and adding the condition f z (·) = C p we obtained for p, we finally obtain the optimality system
We comment on two special cases of the above result.
Dense controls. In the first case, we set U = U ad = {0}. The optimization problem (5.1) becomes Minimize f (y, 0, z) such that y ∈ K, and C z − A y ∈ T K (y)
• and we obtained the optimality system
This result is well known. In particular, it is straightforward to generalize the arguments leading to [Mignot, 1976, Thm. 4.3] and one obtains the system (5.6). The same result was also reproduced in [Hintermüller and Surowiec, 2011, Thm. 4.6] by techniques from variational analysis.
Regularization of control constraints. With Z = {0} the problem (5.1) reads
Minimize f (y, u)
such that u ∈ U ad , y ∈ K,
This is an optimal control problem of a VI with control constraints. It is known that strong stationarity may not be a necessary optimality condition in this case, see, e.g., the counterexamples in [Wachsmuth, 2013b, Sec. 6] . From this point of view, the problem (5.1) is a regularization of the control constrained problem. This regularization is similar to the virtual control regularization introduced in Krumbiegel and Rösch [2009] for state constrained optimal control problems.
The solution of this regularized problem (5.1) satisfies a system of strong stationarity. One could introduce a regularization parameter γ, by setting, e.g.,
Application to semidefinite complementarity programs
We have seen in Section 4.2 that our definition of strong stationarity implies first-order stationarity if K is polyhedral. In this section, we discuss an example including a non-polyhedral cone K. In particular, we consider
with respect to A, B ∈ S n such that A ∈ S n + , B ∈ S n − , and (A, B) F = 0.
(5.7)
Here, S n is the set of symmetric n × n matrices, S n + (S n − ) are the cones of positive (negative) semidefinite matrices, and (·, ·) F is the Frobenius inner product. The objective f : S n ×S n → R is assumed to be differentiable.
In the sequel we compare four different optimality systems for the problem (5.7):
(a) the (classical) KKT conditions, (b) the strong stationarity conditions defined in [Ding et al., 2013, Def. 5 .1], see also [Wu et al., 2014, Def. 3.3] , which are tailored to problems with semidefinite complementarity constraints, (c) our strong stationarity conditions applied to (5.7), (d) our strong stationarity conditions applied to a linearization of (5.7).
In order to keep the presentation simple, we discuss the case n = 3 and assume that the local minimizer (Ā,B) of (5.7) is The general case can be discussed analogously, but requires a more complicated notation. The necessary details can be found in the references which are cited in the derivations below.
The KKT conditions. In order to compare the KKT conditions with the other conditions, we will formulate them without a multiplier for the complementarity condition (A, B) F = 0 by using Lemma 4.2. Since the multipliers are also matrices, we use (U, V ) rather than (µ, ν). We obtain the optimality conditions The tailored conditions from the literature. We give some simple arguments leading to the optimality conditions which can be found in the above mentioned literature. These arguments also show that the obtained optimality conditions seem to be the "correct" ones.
Proceeding as usual, one finds the necessary first-order condition 9) where F is the feasible set of (5.7). This feasible set is just the graph of the (set-valued) normal cone mapping A → T S n see [Wu et al., 2014, Cor. 3.2] . The obtained optimality conditions are (5.8a), (5.8b) and (U, V ) ∈ T F (Ā,B) • . They coincide with the optimality conditions [Ding et al., 2013, Def. 5 .1], [Wu et al., 2014, Def. 3.3] .
Our strong stationarity applied to (5. By comparing this with (5.8c), (5.8d) we find the well-known fact that S n + , S n − are not polyhedral.
Our strong stationarity applied to a linearization. Now, we do not apply our result directly to (5.7), but to a certain linearization. We use the first-order condition f (Ā,B), h ≥ 0 for all h ∈ T F (Ā,B).
In [Wu et al., 2014, Cor. 3 .2] we find an expression for this tangent cone. Together with the first-order condition, we infer that (A, Note that the cone defining the complementarity constraint in (5.10) is polyhedral due to our choice of (Ā,B). However, similar arguments apply to the more general situation, since all cones are polyhedral w.r.t. the global minimizer (A, B) = (0, 0) of (5.10). Hence, in all cases of (Ā,B), we obtain the same optimality system as with the tailored approach from the literature.
Conclusions. We draw some conclusions from the above derivations and observations. First, we want to emphasize that the above argument also suggest that the strong stationarity conditions from Ding et al. [2013] are the "correct" ones.
Moreover, the KKT conditions are too strong for problem (5.7). Indeed, the (1, 3)-elements of the multipliers U and V are required to be zero, but this is stronger than the first-order condition (5.9). Hence, the KKT conditions are, in general, not satisfied.
Applying our optimality conditions directly to (5.7) yields necessary conditions which are too weak. However, we obtain the correct optimality conditions if the problem is linearized first.
Finally, we want to mention that all differences between the optimality systems pertain to the (1, 3)-elements of the multipliers U , V . Hence, these problems does not originate from the bi-active component 2, but from the non-polyhedricity of S n + . Indeed, in the special case (Ā,B) = 0, all presented optimality systems coincide.
