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Sissejuhatus
Populatsioonidu¨naamikat on uuritud ja modelleerida pu¨u¨tud va¨ga kaua. Teada
on 1202. aastast pa¨rinev Pisa Leonardo raamat, mis sisaldas harjutust ja¨neste po-
pulatsiooni mudeldamiseks [1]. Populatsioonidu¨naamika vo˜rrandid vo˜imaldavad
uurida mitmeid inimeste jaoks huvitavaid na¨htusi ning kasuliku rakendusena
prognoosida huvipakkuva populatsiooni arvukust tulevikus. Muuhulgas on neid
vo˜rrandeid vo˜imalik kasutada selleks, et uurida (ja prognoosida) muutusi inim-
konna arvukuses, bakterite ja viiruste arvu suurenemist, ning ohustatud liikide
va¨ljasuremist [1].
Ka¨esolev bakalaureuseto¨o¨ po˜hineb peamiselt Emilio Herna´ndez-Garc´ıa ja
Cristo´bal Lo´pezi 2004. aastal ilmunud artiklil Clustering, advection, and patterns
in a model of population dynamics with neighborhood-dependent rates. To¨o¨ ka¨igus
tutvume selles artiklis kirjeldatud mudeliga u¨hedimensionaalsel juhul, kus isendite
paljunemis- ja suremisto˜ena¨osused so˜ltuvad lo˜pliku raadiusega naabruses paikne-
vate teiste isendite arvust. Lisaks suremisele ja paljunemisele sooritavad isendid
ka uitliikumist. Antud mudel kirjeldab interakteeruvate uitlejate su¨steemi ning
on rakendatav lisaks populatsioonibioloogiale ka fu¨u¨sikas, keemias ja sotsioloogias
[3].
Varasemalt on teada, et mingitel tingimustel toimub isendite koondumine pe-
rioodiliselt paiknevatesse klastritesse [2]. To¨o¨ eesma¨rgiks on uurida, millal see
ta¨psemalt juhtub, ning klasterdumise korral uurida tekkinud klastreid.
To¨o¨ koosneb neljast peatu¨kist. Esimeses peatu¨kis tuuakse va¨lja to¨o¨s kasu-
tatavad o¨koloogia alased mo˜isted ning tutvustatakse lu¨hidalt eksponentsiaalset
ja logistilist populatsioonidu¨naamika vo˜rrandit. Teises peatu¨kis tutvutakse kon-
kureerivate Browni uitlejate u¨hedimensionaalse mudeliga ning seda kirjeldava
vo˜rrandiga, millele leitakse konstantne lahend ning seeja¨rel uuritakse vo˜nkumisi
konstantse lahendi u¨mber. Kolmandas peatu¨kis uuritakse klastreid ja nende teket
simulatsiooniandmete po˜hjal. Neljandas ehk viimases peatu¨kis vo˜etakse lu¨hidalt
kokku to¨o¨ ka¨igus saadud tulemused.
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1 Populatsioonimudelitest u¨ldiselt
1.1 Mo˜isted
Ja¨rgnevalt defineerime mo˜ned to¨o¨s kasutatavad loodusteaduslikud mo˜isted.
Populatsiooniks nimetatakse ko˜iki samast liigist isendeid, kes elavad samal
alal, mida nimetatakse areaaliks ehk domeeniks.
Suletud populatsiooniks nimetatakse sellist populatsiooni, mille areaali ei ole
vo˜imalik va¨ljast poolt siseneda ega sellest va¨ljuda [4]. See ta¨hendab, et migrat-
sioon u¨le populatsiooni areaali piiri ei ole vo˜imalik. Kui migratsioon on vo˜imalik,
siis on tegemist avatud populatsiooniga [4].
Populatsioonitiheduseks nimetatakse populatsiooni kuuluvate isendite arvu
pindala- vo˜i ruumalau¨hiku kohta [4].
Keskkonna kandevo˜imeks K nimetatakse maksimaalset isendite arvu, mida see
keskkond on suuteline u¨lalpidama [4]. Tavaliselt ma¨a¨rab selle saadaoleva ressursi
maht [1].
Mittelokaalseks interaktsiooniks nimetatakse olukorda, kus organismide pal-
junemise ja suremise to˜ena¨osused so˜ltuvad naabruskonnas raadisuega R > 0
paiknevate teiste organismide arvust [5]. Kui interaktsioonide raadius R on do-
meenimo˜o˜tmest L oluliselt va¨iksem (R  L), siis on tegemist lo˜pliku ulatusega
interaktsiooniga [5].
1.2 Eksponentsiaalse kasvu mudel
1798. aastal uuris Malthus su¨ndimust ja suremust oma kihelkonnas ning jo˜udis
vo˜rrandini, mida tuntakse kui eksponentsiaalse kasvu vo˜rrandit [4]:
dN(t)
dt
= ∆0N, (1)
milles ∆0 = β− δ, kus β ja δ ta¨histavad vastavalt su¨ndimust ja suremust elaniku
kohta. Malthus ka¨sitles suremust ja su¨ndimust indiviidi kohta konstantsena ning
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populatsiooni suurusest so˜ltumatuna [4]. Tegemist on eralduvate muutujatega
diferentsiaalvo˜rrandiga.
Ta¨histades isendite arvu populatsioonis ajahetkel t = 0 su¨mboliga N0, saame
vo˜rrandi (1) lahendiks
N(t) = N0e
∆0t.
Na¨eme, et selle mudeli kohaselt, kui su¨ndimus u¨letab suremuse, siis isendi-
te arv kasvab to˜kestamatult ning vastupidisel juhul sureb populatsioon ajapikku
va¨lja. Kui su¨ndimus ja suremus on vo˜rdsed, siis isendite arv ajas ei muutu. Eks-
ponentsiaalne mudel sobib kirjeldama populatsioonikasvu ainult algusfaasis, kuna
ei vo˜ta arvesse ressursside (toit, elupaik) piiratust [6]. Joonisel 1 on sinise va¨rviga
kujutatud eksponentsiaalse kasvu mudelit.
1.3 Logistiline kasvumudel
Logistilises kasvumudelis so˜ltub populatsiooni juurdekasvu kiirus isendite ar-
vust ja keskkonna kandevo˜imest: mida la¨hemal on isendite arv keskkonna kan-
devo˜imele, seda aeglasem on juurdekasv [1]. Logistilist kasvumudelit kirjeldab
ja¨rgmine eralduvate muutujatega diferentsiaalvo˜rrand
dN
dt
= ∆0N
(
1− N
K
)
, (2)
milles N(t) on isendite arv ajahetkel t, dN
dt
isendite arvu muutumise kiirus, K
keskkonna kandevo˜ime ja ∆0 positiivne konstant [1]. Antud mudelis on ∆0
(
1−N
K
)
su¨ndimus isendi kohta [1].
Ta¨histame isendite arvu populatsioonis ajahetkel t = 0 su¨mboliga N0.
Kui N = K, siis on vo˜rrandi (2) lahend konstantne ja N(t) = N0(= K) iga t
va¨a¨rtuse korral.
Kui N 6= K, siis saame vo˜rrandi (2) lahendiks
N(t) =
N0Ke
∆0t
[K +N0(e∆0t − 1)] .
Leiame ja¨rgnevalt vo˜rrandi (2) lahendist piirva¨a¨rtuse protsessis t→∞.
Juhul N = K on ilmne, et
lim
t→∞
N(t) = K.
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Kui N 6= K, siis
lim
t→∞
N(t) = lim
t→∞
N0Ke
∆0t
e∆0t( K
e∆0t
+N0 − N0e∆0t )
= lim
t→∞
N0K
( K
e∆0t
+N0 − N0e∆0t )
= K.
See ta¨hendab, et kui t → ∞, siis la¨heneb populatsiooni suurus keskkonna kan-
devo˜imele.
Jooniselt 1 na¨eme, et kui N0 < K, siis populatsioon kasvab monotoonselt,
ning kui N0 > K, siis populatsioon kahaneb monotoonselt. Mo˜lemal juhul ja¨a¨b
populatsiooni suurus keskkonna kandevo˜ime juures pidama ja enam ei muutu.
Nii eksponentsiaalne mudel kui ka logistiline mudel sobivad sellisel kujul kir-
jeldama vaid suletud su¨steeme kuna ei ka¨sitle sisse- ja va¨ljara¨nde mo˜ju.
Joonis 1: Eksponentsiaalse ja logistilise kasvu mudelid
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2 Browni uitlejad: lo˜pliku ulatusega mittelokaal-
ne interaktsioon
2.1 Mudeli kirjeldus
Eelmises peatu¨kis kirjeldatud mudelid on vo˜imalikult lihtsad ning seeto˜ttu leidub
neil mitmeid olulisi puudusi. Muuhulgas ei ole arvestatud asjaoluga, et tegelik-
kuses toimub isendite liikumine populatsioonide vahel, ning to˜ena¨oliselt so˜ltub
isendite vaheline konkurents arvukusele lisaks ka nende paiknemisest ruumis.
Ja¨rgnevalt vaatame mittelokaalsete interaktsioonidega u¨hedimensionaalset ruumilis-
logistilist mudelit, mis vo˜tab arvesse nii migratsiooni (difusiooni konstandi abil)
kui ka mittelokaalseid interaktsioone.
Ja¨rgnev mudeli kirjeldus toetub artiklile [3]. Alghetkel t = 0 paigutatakse N0
uitlejat juhuslikult perioodiliste rajatingimustega domeeni laiusega L. Ajahetkel
t, kui populatsiooni suurus on N(t), valitakse juhuslikult uitleja j, kes sureb
to˜ena¨osusega
β(j) = max
(
0, β0 − α
Ns
N jR
)
, (3)
saab ja¨rglase to˜ena¨osusega
λ(j) = max
(
0, λ0 − 1
Ns
N jR
)
(4)
ning ja¨a¨b samasse olekusse (ei sure ega paljune) to˜ena¨osusega 1 − β(j) − λ(j)
(need kolm tegevust on u¨ksteist va¨listavad). Juhul kui uitleja saab ja¨rglase, siis
on ja¨rglase asukoht sama nagu vanemal. Vo˜rdustes (3) ja (4) ta¨histab N jR uitlejale
j la¨hemal kui R paiknevate uitlejate arvu (uitlejat j arvestamata), β0 on konstant,
mis iseloomustab suremust uitleja kohta ajau¨hikus, λ0 on konstant, mis iseloo-
mustab su¨ndimust uitleja kohta ajau¨hikus, Ns on ku¨llastumusparameeter ning α
mo˜jutab ku¨llastumusparameetri asu¨mmeetrilist mo˜ju suremusele ja su¨ndimusele.
Seda protsessi teostatakse N(t) korda. Seeja¨rel liigub iga uitleja Browni liikumist
modelleerides normaaljaotusest pa¨rit juhusliku pikkuse vo˜rra juhuslikus suunas
(vasakule vo˜i paremale). Pa¨rast seda suurendatakse aega dt vo˜rra.
Seda mudelit kirjeldab ja¨rgmine vo˜rrand [3]:
∂φ(x, t)
∂t
= D
∂2φ(x, t)
∂x2
+ ∆0φ(x, t)− γφ(x, t)
∫ x+R
x−R
φ(y, t)dy. (5)
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Vo˜rrandis (5) ta¨histab φ(x, t) > 0 uitlejate tihedust kohal x ajahetkel t, ∂φ(x,t)
∂t
on suuruse φ(x, t) muutumise kiirus, ∆0 = λ0 − β0 > 0 on konstant, mis iseloo-
mustab populatsiooni kasvukiirust, γ > 0 on uitlejate konkureerimise intensiivsus,
D ≥ 0 on Browni difusioonikonstant ja R > 0 on interaktsioonide ulatus.
Ta¨histades
N∗R :=
∆0
γ
ja
I(φ) :=
∫ x+R
x−R
φ(y, t)dy,
saame vo˜rrandiga (5) samava¨a¨rse vo˜rrandi (6)
∂φ(x, t)
∂t
= D
∂2φ(x, t)
∂x2
+ ∆0φ(x, t)
(
1− I(φ)
N∗R
)
. (6)
Vo˜rrandis (6) on N∗R vo˜rdne segmendi [x−R, x+R] kandevo˜imega. Na¨eme, et
vo˜rrandi (6) struktuuriga ilma difusiooni sisaldava liikmeta on sarnane vo˜rrandi
(2) struktuurile. Seega vo˜ib o¨elda, et vo˜rrand (6) ja seega ka vo˜rrand (5) iseloo-
mustab adekvaatsemat mudelit kui vo˜rrand (2) Paneme ta¨hele ka seda, et kuigi
mo˜lema vo˜rrandi struktuur on ilma difusiooni sisaldava liikmeta (D = 0) sarna-
ne, siis u¨hel juhul on otsitavaks tunnuseks populatsiooni tihedus φ(x, t) ja teisel
juhul populatsiooni arvukus N(t).
Fu¨u¨sikast on teada, et u¨ldjuhul kehtib valem
tihedus =
mass
ruumala
.
Kuna meie vaadeldavas mudelis on domeenil ainult laius (L), siis avaldub maksi-
maalne tihedus alal laiusega 2R valemiga
φ∗ =
N∗R
2R
=
∆0
2γR
. (7)
See on keskkonna kandevo˜ime analoog tiheduse jaoks. Vo˜rrandist (7) saame, et
keskkonna kandevo˜ime N∗ avaldub ja¨rgmiselt
N∗ = Lφ∗ = L · ∆0
2γR
. (8)
Ja¨rgnevalt uurime milliste parameetrite R, D, γ ja ∆0 va¨a¨rtuste korral saavu-
tab vo˜rrand (5) mittekonstantseid ruumiliselt perioodilisi lahendeid (ehk teisiso˜nu
toimub vo˜rdsete vahemike tagant klastritesse koondumine).
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2.2 Konstantne lahend
Leiame vo˜rrandile (5) nullist erineva konstantse lahendi φs. Kuna sellisel juhul
on funktsiooni φ osatuletised mo˜lema muutuja ja¨rgi vo˜rdsed nulliga, siis eespool
sisse toodud ta¨hist I(φ) kasutades saame ja¨rgmise vo˜rrandi
∆0φs − γφsI(φs) = 0.
Viies liikme ∆0φs teisele poole vo˜rdusma¨rki ning jagades vo˜rrandi mo˜lemaid pooli
nullist erineva konstandiga −γφs, saame
I(φs) =
∆0
γ
. (9)
Leides integraali
I(φs) =
∫ x+R
x−R
φsdy = φs
∫ x+R
x−R
dy = 2Rφs,
ja asendades saadud integraali vo˜rrandisse (9), saame
2Rφs =
∆0
γ
⇒ φs = ∆0
2γR
.
Paneme ta¨hele, et φs vo˜rdub vo˜rrandis (7) leitud maksimaalse tihedusega seg-
mendis raadiusega R.
2.3 Lahendi φs stabiilsusanalu¨u¨s
Eelmises punktis leidsime vo˜rrandile (5) konstantse lahendi φs =
∆0
2γR
. Ja¨rgnevalt
uurime lahendi φs stabiilsust, vaadeldes selleks va¨ikese amplituudiga harmoonilist
vo˜nkumist konstantse lahendi φs u¨mber. See on adekvaatne, tuginedes Fourier’
meetodile osatuletistega vo˜rrandi lahendite leidmiseks.
2.3.1 Funktsiooni ω = ω(K) leidmine
Olgu (5) lahendiks
φ(x, t) = φs + φH , (10)
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kus φH(x, t) = e
ωt+iKx ja  1. Leiame ω = ω(K).
Kuna
∂φ(x, t)
∂t
= ωeωt+iKx
∂φ(x, t)
∂x
= iKeωt+iKx
∂2φ(x, t)
∂x2
= −K2eωt+iKx
ja ∫ x+R
x−R
φ(y, t)dy =
∫ x+R
x−R
∆0
2γR
+ eωt+iKydy =
=
∫ x+R
x−R
∆0
2γR
dy + eωt
∫ x+R
x−R
eiKydy =
=
2∆0R
2γR
+ eωt
1
iK
eiKy
∣∣∣x+R
x−R
=
=
∆0
γ
+
1
iK
eωt(eiK(x+R) − eiK(x−R)) =
=
∆0
γ
+
1
iK
eωt+iKx(eiKR − e−iKR) =
=
∆0
γ
+
2
K
eωt+iKx sin(KR),
siis
(5)⇔ ωeωt+iKx = −DK2eωt+iKx + ∆
2
0
2γR
+ ∆0e
ωt+iKx−
− (∆0
2R
+ γeωt+iKx)(
∆0
γ
+
2
K
eωt+iKx sin(KR)) =
= −DK2eωt+iKx + ∆
2
0
2γR
+ ∆0e
ωt+iKx−
− ∆
2
0
2γR
− ∆0
KR
eωt+iKx sin(KR)−∆0eωt+iKx − 2γ
K
2e2ωt+2iKx sin(KR) =
= −DK2eωt+iKx − ∆0
KR
eωt+iKx sin(KR)− 2γ
K
2e2ωt+2iKx sin(KR).
Arvestades epsiloni va¨iksust, ja¨tame viimases vo˜rduses a¨ra liikme, mis sisaldab
tegurit 2, ning saame
ωeωt+iKx = −DK2eωt+iKx − ∆0
KR
eωt+iKx sin(KR)
∣∣∣ : eωt+iKx 6= 0
ω = −DK2 − ∆0
KR
sin(KR) = − D
R2
(KR)2 − ∆0
KR
sin(KR). (11)
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Sellisel viisil saadud lahendit vo˜ib kasutada lu¨hikese ajaperioodi va¨ltel, sest siis
ei ole interaktsioone iseloomustava, tegurit 2 sisaldava, liikme mo˜ju kuigi suur.
Paneme ta¨hele, et ω = ω(K) so˜ltub lisaks parameetrile K ka arvudest D, R ja
∆0, kuid ei so˜ltu arvust γ.
2.3.2 Ta¨psustavad tingimused funktsioonile ω = ω(K)
Eeldame, et
∂ω(K)
∂K
∣∣∣
K=Km
= 0 (12)
ja
ω(Km) = 0. (13)
Tingimused (12) ja (13) on tarvilikud, et leida parameetrite D, ∆0 ja R sellised
va¨a¨rtused, mille korral ω maksimumva¨a¨rtus punktis Km on null. Rakendades
funktsioonile ω = ω(K) tingimusi (12) ja (13), saame et
∂ω(K)
∂K
∣∣∣
K=Km
= −2KD + ∆0
K2R
sin(KR)− ∆0
K
cos(KR)
∣∣∣
K=Km
= (14)
= −2KmD + ∆0
K2mR
sin(KmR)− ∆0
Km
cos(KmR) = 0
ja
ω(Km) = − D
R2
(KmR)
2 − ∆0
KmR
sin(KmR) = 0. (15)
Ta¨histame xm := KmR ja avaldame vo˜rranditest (14) ja (15) D, siis
∆0
2K3mR
sin(xm)− ∆0
2K2m
cos(xm) = −∆0R
2
x3m
sin(xm)
∣∣∣ · 2x3m
∆0
R2 sin(xm)− xmR2 cos(xm) = −2R2 sin(xm)
∣∣∣ : R2
3 sin(xm)− xm cos(xm) = 0. (16)
Lahendame saadud vo˜rrandi numbriliselt, kasutades selleks Newtoni meetodit.
Olgu f(x) := 3 sin(x) − x cos(x) ja xn lahendi xm n-is la¨hend. Newtoni meetodi
rakendamiseks piisab, kui f on diferentseeruv. Siis
f ′(x) = 3 cos(x)− cos(x) + x sin(x) = 2 cos(x) + x sin(x)
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ja Newtoni meetodi iteratsiooni eeskiri on
xn+1 = xn − f(xn)
f ′(xn)
.
Iteratsioonimeetodi lo˜petamiseks kasutame tingimust |xn − xn−1| < 10−8.
0 20 40 60 80 100 120
K
− 0.8
− 0.6
− 0.4
− 0.2
0.0
ω=
ω(
K
)
Km≈40.7815
D = 3 ⋅ 10− 5, R = 0.1
Δ0 = 0.1
Δ0 = 0.2
Δ0 = 0.253
Δ0 = 0.4
Δ0 = 0.9
Joonis 2: funktsiooni ω = ω(K) graafik
0 20 40 60 80 100 120
K
− 0.02
− 0.01
0.00
0.01
0.02
0.03
0.04
∂ω
(K
)
∂K
Km≈40.7815
D = 3 ⋅ 10− 5, R = 0.1
Δ0 = 0.1
Δ0 = 0.2
Δ0 = 0.253
Δ0 = 0.4
Δ0 = 0.9
Joonis 3: funktsiooni ω = ω(K) osatuletise ∂ω(K)
∂K
graafik
Algla¨hendi saamiseks uurime funktsiooni ω = ω(K) ka¨itumist parameetri ∆0
erinevate va¨a¨rtuste korral, kui R = 0.1, D = 3 ·10−5. Joonistelt 2 ja 3 on na¨ha, et
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K va¨a¨rtused, mis rahuldavad tingimusi (12) ja (13) kuuluvad vahemikku (35; 45).
Seega valime tundmatu xm = KmR algla¨hendiks x0 = 4, mille puhul koondub
Newtoni meetod lahendiks xm ≈ 4.07815, millest Km ≈ 40.7815.
Joonis 4: funktsiooni f(x) graafik
Jooniselt 4 na¨eme, et tegelikult on vo˜rrandil 16 lo˜pmatult palju lahendeid.
Meie leidsime neist va¨hima.
Vo˜rrandist (15) saame, et
D∗ = −sin(KmR)
K3mR
∆0 ≈ 1.18765 · 10−4∆0
ja
∆∗0 = −
K3mR
sin(KmR)
D ≈ 8419.9925D.
D∗ ja ∆∗0 ta¨histavad vastavalt difusioonikordaja D ja juurdekasvu konstandi ∆0
kriitilisi va¨a¨rtuseid. Ta¨psemalt on D∗ selline D maksimaalne va¨a¨rtus ja ∆∗0 selline
∆0 minimaalne va¨a¨rtus, mille korral leiduvad vo˜rrandil (5) muutuja x suhtes pe-
rioodilised lahendid (klastrite perioodilisus). Nende va¨a¨rtuste korral on klastrite
vaheline kaugus ruumis δ maksimaalne ja
δ =
2pi
Km
=
2piR
xm
.
Tingimustel R = 0.1 ja ∆0 = 0.9, saame et δ ≈ 0.1541 ja D∗ ≈ 1.0689 · 10−4.
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Kuna tegemist on logistilise mudeliga, siis klastrite tekkimise korral saavutab
uitlejate arv segmendi kandevo˜ime ning ja¨a¨b seal pidama. Seega vahemikus (X−
R,X +R), milles X ta¨histab klastri massikeskme asukohta, on N∗R uitlejat.
Joonis 5: Ebastabiilsuse joon
0 20 40 60 80 100 120
K
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
0.5
ω
=
ω
(K
)
Km≈40.7815
D=1.07 ⋅ 10−4, R=0.1
Δ0=0.1
Δ0=0.6
Δ0=0.Δ
Δ0=1.5
Δ0=2.6
Joonis 6: Funktsiooni ω = ω(K) graafik tingimustel D ≈ 1.07 · 10−4, R = 0.1
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2.3.3 Lahendite stabiilsuset
Fikseerime difusioonikordaja D va¨a¨rtuse. Vaatleme erinevaid ∆0 va¨a¨rtusi. Juhul,
kui 0 < ∆0 < ∆
∗
0, siis on domeenis homogeenne tihedus φ = φs [3]. Juhul kui
∆0 ≥ ∆∗0, siis toimub koondumine klastritesse [3]. Seda iseloomustavad joonised
5 ja 6. Joonis 5 kujutab endast ebastabiilsuse joont juhul R = 0.1. Sellel joonisel
on x-teljel ma¨rgitud konstandi D va¨a¨rtused ja sinisel joonel asuvad punktid on
neile vastavad ∆0 minimaalsed va¨a¨rtused, mille korral toimub klastritesse koon-
dumine. Na¨eme, et juhul D = 1.07 · 10−4 on see 0.9. Na¨eme ka, et mida suurem
on difusioonikonstant D, seda suurem peab klastrite tekkeks olema juurdekasvu-
konstant ∆0.
Joonisel 6 on na¨ha funktsiooni ω(K) graafik parameetrite D = 1.07·10−4, R = 0.1
ja ∆0 = 0.1, 0.6, 0.9, 1.5, 2.6 korral. Na¨eme, et juhul ∆0 = 0.9 on funktsiooni ω
maksimum (punktis Km ≈ 40.7815) vo˜rdne nulliga.
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3 Numbrilistest simulatsioonidest saadud and-
mete analu¨u¨s
3.1 Uitlejate ajalis-ruumilised mustrid
Andmete saamiseks viidi la¨bi numbrilised simulatsioonid1, kasutades selleks punk-
ti 2.1 alguses kirjeldatud metoodikat. Ja¨rgnevad joonised iseloomustavad uitlejate
paiknemist ruumis ajavahemikus t ∈ [10000, 100000]. Joonised 7 ja 8 on na¨ited
difsioonikonstandi D va¨a¨rtusest, mille korral toimub uitlejate koondumine klast-
ritesse. Kui domeeni laius on lo˜plik, siis iseloomustab naaberklastrite massikesk-
mete vahekaugust valem
δ =
L
Nc
, (17)
kus L on domeeni laius (0 < L <∞) ja Nc klastrite arv.
Vo˜rdleme nu¨u¨d jooniseid 7 ja 8. Mo˜lemal juhul on R = 0.1 ja ∆0 = 0.9.
Jooniselt 5 on na¨ha, et nende parameetrite korral on maksimaalne konstandi D
va¨a¨rtus, mille korral on vo˜imalik klastritesse koondumine D∗ = 1.07 ·10−4. Joonis
7 kujutab uitlejate paiknemist ruumis juhul D = 10−7 ja joonis 8 juhtu D = 10−5.
Na¨eme, et need mo˜lemad va¨a¨rtused on kriitilisest va¨a¨rtusest D∗ va¨iksemad.
Juhul D = 10−7 tekib kaheksa klastrit. Tekkinud klastrid on kitsad, nende
massikeskme asukoht ruumis muutub aja jooksul vo˜rdlemisi va¨he ning klastrite
vahelises ruumis uitlejaid ei leidu.
JuhulD = 10−5 tekib seitse klastrit. Tekkinud klastrid on teise juhuga vo˜rreldes
laiemad ning nende massikeskme asukoht ruumis muutub vo˜rdlemisi palju. Sa-
muti on klastrite vahelises ruumis na¨ha uitlejaid.
Joonistel 9 ja 10 on konstantide R ning ∆0 va¨a¨rtused samad, mis joonistel
7 ja 8 (R = 0.1, ∆0 = 0.9). Nu¨u¨d aga on joonisel 9 D = 10
−4 ja joonisel 10
D = 10−3. Na¨eme, et kummalgi juhul klastreid ei teki ning uitlejad on jaotunud
domeenis u¨htlaselt.
Paneme ta¨hele, et D = 10−3 on kriitilisest va¨a¨rtusest suurem ning seega on
klastrite mitteteke eespool oleva teooriaga koosko˜las.
1Bakalaureuseto¨o¨s kasutatud andmed pa¨rinevad David Navidad Maeso simulatsioonidest
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Klast rite ajalis-ruum ilised m ust rid: D = 10− 7, R = 0.1, Δ0 = 0.9
Joonis 7: Klastrite ajalis-ruumilised mustrid tingimusel D = 10−7
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Klast rite ajalis-ruum ilised m ust rid: D = 10− 5, R = 0.1, Δ0 = 0.9
Joonis 8: Klastrite ajalis-ruumilised mustrid tingimusel D = 10−5
U¨llatuslikult ei teki klastreid ka juhul D = 10−4, mis on ligikaudu kriitili-
ne va¨a¨rtus. Eelnevalt leidsime aga, et kriitilisel juhul peaks tekkima klastritesse
koondumine. See erinevus on seletatav asjaoluga, et vo˜rrand (5) kirjeldab determi-
nistlikku su¨steemi ehk su¨steemi, mille tulevane areng ei so˜ltu mitte u¨hestki juhus-
likust suurusest. Simulatsioonides kasutatav uitlejate mudel on aga to˜ena¨osuslik.
Samuti paigutatakse simulatsioonides uitlejad alguses domeeni juhuslikult.
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Joonis 9: Uitlejate ajalis-ruumilised mustrid tingimusel D = 10−4
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Joonis 10: Uitlejate ajalis-ruumilised mustrid tingimusel D = 10−3
3.2 Klastrite vaheline kaugus
Kasutades samu andmeid, mida jooniste 7-10 tegemisel (R = 0.1 ja ∆0 = 0.9),
uurime klastrite vahelise kauguse jaotust kahe difusioonikonstandi (D = 10−5 ja
D = 10−7) korral. Joonise 11 tegemiseks on kasutatud andmeid vasakult loenda-
des klastritest 1-7 (vaata joonis 7) ning joonise 12 tegemiseks andmeid klastritest
3-7 (joonis 8).
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Klast rite vahelise kauguse (δ) t ihedusfunktsioon: D = 10− 7, R = 0.1, Δ0 = 0.9
δ≈ 0.124 ≈ L8
Joonis 11: Klastrite vahelise kauguse tihedusfunktsioon D = 10−7
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Klast rite vahelise kauguse (δ) t ihedusfunktsioon: D = 10− 5, R = 0.1, Δ0 = 0.9
δ≈ 0.143 ≈ L7
N(0.143, 0.0072)
Joonis 12: Klastrite vahelise kauguse tihedusfunktsioon D = 10−5
Na¨eme, et va¨iksema difusiooni konstandi (D = 10−7) korral, on δ jaotus pa-
rempoolse sabaga, sarnane Le´vy jaotusega ning δ ≈ 0.124, mis on koosko˜las ees-
pool toodud valemiga δ = L
Nc
. Juhul D = 10−5 on δ ligikaudu normaaljaotusega
ning δ ≈ 0.143, mis on samuti koosko˜las valemiga (17). Erinevusi tihedusfunkt-
sioonide vahel vo˜ib seletada asjaoluga, et suurema D va¨a¨rtuse korral on Browni
difusioon intensiivsem ning seega jo˜uavad uitlejad oma su¨nnikohast kaugemale.
Seeto˜ttu tekib teisel juhul va¨hem klastreid.
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Joonised 13 ja 14 na¨itavad viienda ja kuuenda klastri massikeskme asuko-
ha muutust ajas. Hall ala va¨rvilise joone u¨mber na¨itab standardha¨lvet, mis ise-
loomustab uitlejate paiknemist vastavates klastrites massikeskme suhtes. Punase
joonega on ma¨rgitud klastrite vaheline kaugus fikseeritud ajahetkel nende kahe
klastri vahel.
10000 20000 30000 40000 50000 60000 70000 80000 90000 100000
t
0.55
0.60
0.65
0.70
0.75
0.80
X
C
M
Klast rite m assikeskm e asukoha m uutus ajas: D = 10− 7, R = 0.1, Δ0 = 0.9
Klaster # 5
Klaster # 6
0.11
0.12
0.13
0.14
0.15
0.16
δ
δ
Joonis 13: Klastrite 5 ja 6 massikeskme asukoha muutus ajas juhul D = 10−7
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Joonis 14: Klastrite 5 ja 6 massikeskme asukoha muutus ajas juhul D = 10−5
Na¨eme, et difusioonikonstandi D va¨a¨rtuse 10−7 korral leidub pikem ajavahe-
mik, mille jooksul on klastrite 5 ja 6 vahekaugus δ oluliselt suurem kui keskmine
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klastrite vahekaugus u¨le kogu vaadeldud ajaperioodi (δ − δ > 0.02, δ ≈ 0.124).
Samuti vastab sellele tingimusele difusioonikonstandi D va¨a¨rtuse 10−7 korral pal-
ju rohkem ajahetki kui va¨a¨rtuse 10−5 korral (δ ≈ 0.143). Samas neid ajahetki,
mille korral klastrite 5 ja 6 vahekaugus oleks keskmisest klastrite vahekaugusest
u¨le vaadeldud perioodi oluliselt va¨iksem (δ − δ > 0.02), ei esine kummagi difu-
sioonikonstandi va¨a¨rtuse korral. See on ka po˜hjuseks, miks klastrite vahekauguse
tihedusfunktsioon juhul D = 10−7 on raske parempoolse sabaga.
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4 Kokkuvo˜te
Ka¨esoleva to¨o¨ peamiseks eesma¨rgiks oli uurida, millal leidub mittelokaalse inte-
raktsiooniga u¨hedimensionaalsel Browni uitlejate mudelil (5) perioodiline lahend
ehk tekib organismide koondumine klastritesse.
Selgus, et minimaalne konstandi ∆0 va¨a¨rtus ∆
∗
0, mille korral leidub vo˜rrandil
(5) perioodiline lahend so˜ltub konstandiD va¨a¨rtusest ja¨rgmiselt: ∆∗0 = − K
3
mR
sin(KmR)D
,
milles Km on funktsiooni ω(K) minimaalne ekstreemumkoht. Fikseerides kons-
tandi D va¨a¨rtuse on kolm vo˜imalust. Juhul ∆0 < ∆
∗
0 klastritesse koondumist ei
teki ehk perioodilist lahendit ei leidu, juhul ∆0 > ∆
∗
0 leidub perioodiline lahend
ja toimub klastritesse koondumine ning juhul ∆0 = ∆
∗
0 leidub perioodiline lahend
ning klastrite vahekaugus on maksimaalne.
Vaadeldes kahte juhtu, mille korral parameetrite R ja ∆0 va¨a¨rtused on samad,
aga konstandi D va¨a¨rtused erinevad, siis va¨iksema D va¨a¨rtuse korral on klastrid
kitsamad ning nende massikeskmete asukoht muutub ajas va¨hem, vo˜rreldes suu-
rema D va¨a¨rtusega klastritega (vo˜rdle jooniseid 11 ja 12). Samuti tekib va¨iksema
D va¨a¨rtuse korral rohkem klastreid. Mida va¨iksem on konstandi D va¨a¨rtus, seda
la¨hemal on klastrite vahekauguse tihedusfunktsioon normaaljaotuse tihedusfunkt-
sioonile.
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