Abstract. Speech disorders in children are a condition that could reduce the opportunity to access education, health care and in the future could mean a worse socioeconomic outcome. Therefore, early diagnosis and timely therapy is really important to reduce their impact in later stages of life. This paper presents a method for the gathering of data for a corpus related to Speech Disorders in children; such corpus will serve as the base to generate a semi-automatic ontology intended as a tool for therapists to help in the diagnosis and shape up of a therapy strategy.
Introduction
A speech disorder is the difficulty to produce or to create the specific speech sounds to communicate. These disorders can range from simple sound substitutions to disability for understanding or using the language (motor-oral mechanism) for the speech. Causes could be as diverse as hearing loss, neurological disorders, brain injury, intellectual disability, or physical impairments as cleft lip [1] . According to Global Disability Rights 7.5% of the population in Mexico has some disability (about 9.17 million people) and 4.87% of people with disability has some type of speech disorder (0.45 million people). In kids and young people the speech disabilities are in some cases twice or four times higher than in adults [2] . The majority of people with disabilities do not have equal access to health care, education, and employment opportunities, do not receive the disability-related services that they require, and experience exclusion from everyday life activities, furthermore a disability is a development issue: evidence shows that persons with disabilities experience worse socioeconomic outcomes and poverty than persons without disabilities [3] .
The importance of the early detection and diagnosis of a speech disorder abides in the social, economic and educative impact that such disorders have in the life of infants. Technology is used in order to assist in the process of diagnosis and treatment of some speech disorders in children. ICT (Information and Communication Technologies) are helpful in almost every step to identify and provide a treatment for a speech disorder.
To deal with the problem of manipulating and organizing a big amount of data such as speech disorders' information the use of ontologies can be resorted to. An ontology provides through Semantic Web -an evolving extension of the World Wide Web-the semantics of information and services so that the Web can understand and satisfy requests for content made by people and machines [4] . Ontologies give an unambiguous and well defined structure for a clear and accurate representation of the data concerning a particular domain, in this case speech disorders, and thus, becoming a tool for diagnosis. Ontologies are made up of two main components: classes and relationships (See Fig. 1 ). Is proposed an ontology to organize and to look up the information relative to speech disorders such as different disorders, characteristics of each disorder, therapy plans, taxonomy of the speech disorders, and some other helpful information for the therapist and patient, as well as the relationships between all of them. One of the earlier steps in the development of an ontology is the conformation of a Corpus, in this case of documents relatives to the domain of speech disorders.
A Corpus is a large collection of texts. It is a body of written or spoken material upon which a linguistic analysis is based. The corpus may be composed of written language, spoken language or both. Spoken corpus is usually in the form of audio recordings. A corpus may be open or closed. An open corpus is one which does not claim to contain all data from a specific area while a closed corpus does claim to contain all or nearly all data from a particular field. Computer-processable corpora allow linguists to adopt the principle of total accountability, retrieving all the occurrences of a particular word or structure for inspection or randomly selected samples. Corpus analysis provide lexical information, morphosyntactic information, semantic information and pragmatic information [5] .
This document is organized as follows: section 2 presents the state of the art through the discussion of some works related to the subject of the present work. Section 3 exposes the model proposed by the authors to build a corpus as a data source for the future ontology; subsections detail the construction of a very important component in this model: the dictionary. Section 4 presents the data obtained when testing the corpus with several algorithms and the resulting extended dictionary. Finally, in Section 5 the conclusions of applying the proposed model are outlined followed by the references.
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State of the Art
Within the field of speech and language several works that use Information and Communication Technologies (ICT) have been conducted, focusing on some ailments such as dysphagia [6] , on the automatic classification of the quality of pronunciation when treating disorders such as dyslalia or dysarthria [7] , or an expert system for the initial evaluation of children with possible speech disorders [8] . A so-called ecosystem of smart ICTs that include electronic medical record management, standardized vocabularies, a knowledge database, ontologies for concepts within the domain of speech and language, and expert systems focused on supporting speech and language pathologists, doctors, students, patients, and their relatives can also be found [9] . There are also tools for the formation of professionals in the field of speech disorders based on ontologies and e-learning, which support future language therapists in their training process, as well as in their development of practical abilities [10] . Regarding language therapies, a mobile app that integrates therapy activities for children and that uses colloquial language, as well as games from the state of Chiapas, has been developed [11] . There even is a robust ontology that covers several aspects of speech and language therapies, with key concepts such as initial evaluation and patient profile, conducted tests, doctors and therapists catalog, list of disorders, speech and language fields, therapy and tracking plans and exercises, among others, that uses OpenEHR ontologies and constructs [12] .
Regarding the semi-automatic creation of taxonomies for a given domain, several methods have been proposed that use techniques as diverse as formal Horn concepts and clauses analysis through logical inference validation [13] , hierarchical clustering of documents based on sets of frequent concepts validated through prototype implementation [14] , or a generalized algorithm of association rules that detects relationships between concepts and that detects the proper abstraction level for relationships definition [15] .
Relevant to the building of corpus the main techniques have not varied a lot, and texts in a corpus need to be in electronic form. Thus, the fastest way to build a corpus is gathering data that is already digitalized or relying mainly in transcript into electronic form the audios, or documents [16] .
In the present work, a method to gather information for the corpus building is proposed. This method also has the flexibility to feedback itself; once the initial dictionary is defined this can be updated with the extended dictionary obtained after completing the several steps into the method.
Information Retrieval Model for the Definition of Lexical Resources
In order to build the Corpus, it is necessary to gather a big amount of documents relevant to speech disorders through a Web Crawler. This crawler uses a predefined dictionary with some of the terms relevant to the domain. Once a representative amount of those documents is obtained, they need to be pre-processed in several steps to clean up and standardize the data thought algorithms like normalization and stemming. Once the data is clean and ready to retrieve information some algorithms like word ranking and n-grams are applied to extend the original dictionary relevant to the domain of speech disorders. In this section each step in the conformation of a corpus will be explained. The several steps in the task of building corpus and processing it can be seen in a diagram in Fig. 2.   Fig. 2 . Diagram of the steps to build and process a corpus.
Corpus Creation
The building of a corpus is divided into two stages: design and implementation. A good practice in the stage of design is to define what would ideally the corpus will have, in terms of the amount and the type of language, and then the parameters could be adjusted as the building goes along, keeping a careful record of what is in the corpus, so it can be added and amended later, and if others use the corpus they know what is in it [16] . In order to build a corpus there are a number of factors which need to be taken into consideration. These include size, balance and representativeness. The size of the corpus depends very much on the type of questions that are going to be asked of it.
The sample documents in our corpus would need to be balanced. Getting this balance right is not an exact science and there are no reliable ways of determining whether a corpus is truly balanced. One approach to achieving balance is to use an existing corpus as a model; research has suggested that samples of 2,000 to 5,000 words are sufficient. A corpus can be said to be representative if the findings from that corpus are generalizable to language or a particular aspect of language as a whole. The notion of 'saturation' can be used. Saturation (at the lexical level) can be tested for by taking a corpus and dividing it into equal sections in terms of number of words. If another section of the same size is now added, the number of new items in the new section should be approximately the same as in the other sections [17] .
The main tool to gather the information to build a corpus is a Web crawler. A crawler can be defined as an Internet bot that browses the World Wide Web, typically with the purpose of Web indexing. This crawler is fed with some initial seed pages to start its task. At their core is an element of recursion. They must retrieve page contents from an URL, examine that page for another URL, and retrieve that page, ad infinitum [18] . To find documents relevant to the domain, and not just a list of links and random data contained into the seed page, it is necessary to establish a primary dictionary at the beginning of the crawling.
Dictionary Creation
This dictionary is made of some of the more significative words into the domain. A simple way to identify these words is to take the domain taxonomy as a base to gather such list of words. The figure3 shows the taxonomy of speech disorders proposed by the DSM-5 manual of Mental Disorders [19] . Then the building of the primary dictionary to focus the results of the crawler can be started. As this taxonomy is a small one, the size of the dictionary using some other terms related to the ones included in our taxonomy could be increased. There are some other classifications for speech disorders that include specific names for each kind of speech sound disorder. In Fig. 4 another example of speech disorders classification can be seen. Since the ontology is focused only in the diagnosis and therapy of speech sound and fluency disorders are used just the relevant terms relative to such disorders. The table 1 shows the very first version of the primary dictionary. Table 1 . List of terms from the primary dictionary.
Starting with the terms directly obtained from the branches of the taxonomies that are related with the domain, terms as communication disorders, speech sound disorders, childhood-onset fluency disorder, articulation disorders, rhythm disorder, dyslalia, dysglosia, dysarthria, dysphemia and every single significative word in those terms goes to the dictionary. As the ontology will also contain data about the therapies applied to the previously listed disorders it's also desirable to include related terms like therapy, speech therapy, logopedic therapy (the study and treatment of speech defects) and speech development.
The next step is the use of this dictionary to gather the corpus for the ontology using a web crawler written in Python language with the help of libraries HTMLparser, urlopen and BeautifulSoup [20] . Using some Web pages relevant to the domain of speech disorders (like www.asha.org, medlineplus.com, etc.) the traversing of those sites is started in search of each term of the dictionary once at a time and retrieving the data in each site visited, store that data in a file and then storing the links to and
No. Term(s)
Term(s) Term(s) visiting internal pages into the seed page provided like parameter to the crawler. An additional parameter for the crawler could be a maximum number of pages to visit in search of the term. After retrieving relevant data for all the primary dictionary terms the first version of our corpus is finished, but the processing of the corpus is not done.
Data Preprocessing
Pre-processing the data is the next step. This is done through several algorithms that normalize the texts contained in the corpus. Algorithms for removing escape characters, Unicode characters, punctuation marks, stop words, converting to plain text and capitalization are very useful to clean-up the data before being analyzed [21] [22] . Again, with some Python routines are performed the algorithms to clean the data. Once all the data gathered into the corpus is normalized the next step in the process can be done. In this step, information retrieval algorithms are implemented. Algorithms like word frequency and stemming are used [22] . After this last step a new list of terms for the extended dictionary is obtained. The more frequent terms found into the corpus are taken and is made a comparison with the primary dictionary terms. In the following section this comparison and some additional data about the corpus and the data included into it are presented.
Testing
As a result of the Web crawling using as seeds the terms from the first version of the dictionary, as shown in Table 1 , an amount of documents relevant to the subject of speech disorders was obtained. Some data about the corpus is now presented in Table 2 . Table 2 . Some outline data from the corpus.
Number of initial terms used in the gathering of documents. 15
Number of offline documents added to the corpus. 25
Number of documents obtained at the end of web crawling. 395
Corpus size of plain text in bytes.
3,151,819
After applying the pre-preprocessing described in the previous section and the information retrieval algorithms, the terms shown in Table 3 were found to be the most frequent.
The proposed primary dictionary also included composed terms but in this initial analysis of the corpus just single terms frequency is searched. The original single terms proposed in the primary dictionary can be compared against the single terms found to be the most frequent in the corpus (See Table 4 ). Only the terms speech and disorder are kept in both lists. Just the first 7 single most frequent terms are used because in the original proposed terms there are just 7 single terms. The rest of the terms that do not appear in the top 7 frequent single terms (dyslalia, dysglosia, dysarthria, dysphemia and therapy) are listed with their frequency in the Table 5 . Observing this data from word frequency, not all of the proposed terms in the primary dictionary are equally relevant to the domain of knowledge. Therefore, the web crawler can be fed with the most frequent terms obtained from the corpus and thus, gather more relevant documents.
Another way to complement the corpus is to include synonyms to the original proposed terms. A vast list of terms was found to be included in such list, some of them are listed in the Table 6 . Table 6 . Synonyms for some of the original proposed terms.
No.
Original proposed term(s) Synonyms Applying again the steps of crawling, pre-processing and IR algorithms more documents were added to the corpus and a new list of the most frequent terms is obtained. The Table 7 compares the more frequent terms in the corpus from the last step presented in Table 3 vs. the most frequent terms in the corpus after gathering documents using the synonyms as seeds for crawling.
The 15 most frequent terms obtained after this expansion in the dictionary resulted to be the same as the ones obtained in the previous step non-using synonyms, just varying the order of appearance in the list. Terms as child and language resulted to be more frequent when synonyms were used as seeds than in the first term frequency list in Table 3 .
