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Introduction
The Pearson product-moment correlation is the most popular measure of association between two continuous random variables. Assuming normality, several authors have addressed the problem of estimating or testing correlation coefficients in various contexts, and provided solutions based on large sample theory. If the underlying distribution is bivariate normal, then an exact t procedure is available to test if the population correlation coefficient ρ is significantly different from zero. To test a non-zero value of ρ, the test based on [5] 's z transformation of the sample correlation coefficient is commonly used. Fisher's approach is reasonably accurate for moderate samples, and standard software packages use this approach to find confidence limits (CLs) for ρ. There is an exact method, which produces uniformly most accurate confidence intervals (CIs), available in the literature (see [2, Section 4.2] ). However, this exact method is not popular because of computational complexity.
Fisher's z transformation for the one-sample case can be readily extended to the problem of testing two independent correlation coefficients, but the test cannot be transformed into a procedure for setting CLs for the difference between correlation coefficients. Olkin and Finn [16, 17] ) proposed a normal based asymptotic method that can be used for testing as well as for obtaining CIs. In general, the procedures given in the literature are based on asymptotic theory, and simulation studies by Krishnamoorthy and Xia [11] indicated that such asymptotic procedures are, in some cases, not satisfactory even for large samples.
In this article, we consider inferential procedures for correlation coefficients based on missing data. Missing data arises, for example, during data gathering and recording, when the experiment involves a group of individuals over a period of time like in clinical trials or in a planned experiment where the variables that are expensive to measure are collected only from a subset of a sample. To ignore the missingness mechanism, we assume that the data are missing at random (MAR). Lua and Copas [13] noted that inference from the likelihood method is valid if and only if the missing data mechanism is MAR. For formal definition and exposition of MAR or missing completely at random (MCAR), we refer to [12, Section 1.3] , and [8] . There are a few missing patterns considered in the literature, but the incomplete data with monotone pattern is common, and it is convenient for making inference. For the multivariate normal case, Anderson [1] gives a simple approach to derive the maximum likelihood estimates (MLEs) and present them for a special case. Some invariance properties of the MLEs enable us to develop finite sample inferential procedures for the mean and the covariance matrix of a multivariate normal distribution. See the articles by Krishnamoorthy and Pannala [9, 10] , Hao and Krishnamoorthy [7] , the recent articles by Chang and Richards [3, 4] , and the references therein.
Although several papers address the problems of making inference on a multivariate normal mean vector and covariance matrix, the problem of estimating or testing a correlation coefficient with missing data is seldom addressed in the literature. Our online review indicates that commonly used software packages use the standard approach after deleting the records for subjects with missing observations. This standard practice is simple but does not utilize the information of the additional data. So it is of interest to assess the loss of efficiency of the standard approach by comparing the results of the methods that utilize the additional data.
In this article, we provide a generalized variable (GV) method for making inference on a simple correlation coefficient and for comparing two dependent correlation coefficients based on incomplete samples with a monotone pattern. The proposed approach is similar to the one for the complete sample case given in [11] , but here we show that the GV solutions to the one-sample problems are exact for complete or incomplete samples. Furthermore, the GV approach for incomplete samples can be readily extended to test or interval estimating the difference between two independent correlations, the difference between two overlapping dependent correlations [15] and the difference between two non-overlapping dependent correlation coefficients [16, 14] .
The rest of the article is organized as follows. In Section 2, we describe the MLE for the normal covariance matrix Σ, and develop generalized pivotal quantities (GPQs) for the elements of Σ. In Section 3, we develop a GPQ for the simple correlation coefficient ρ as a function of the GPQs of the elements of Σ, and outline inferential procedures based on the GPQ. In Section 4, we extend the results of Section 3 to compare two overlapping dependent correlation coefficients. In Section 5, we compare the expected widths of CIs based on the complete pairs and of those based on incomplete samples to assess the gain in precision by using the additional data. An illustrative example and an example based on simulated data are provided in Section 6. Some concluding remarks and applications of the GV approach to other correlation problems are given in Section 7.
Generalized pivotal quantity for a normal correlation matrix
Let X be p-variate normal random vector with mean vector µ and covariance matrix Σ. Let the correlation matrix based
Consider a monotone sample of n 1 subjects with the following pattern:
Note that there are n i observations available on the ith component, i = 1, . . . , p and we assume that
That is, measurements on the first component are available for all n 1 subjects, measurements on the first two components are available only for n 2 subjects, and so on. Let  Σ be the MLE of Σ based on sample (1). Write
where W be the Cholesky factor  Σ with positive diagonal elements. Let θ = (θ ij ) be the Cholesky factor of Σ. Since the MLE  Σ is invariant under a lower triangular transformation as well as under location transformation, the distribution of θ −1 W does not depend on any unknown parameters.
To find a GPQ for θ = (θ ij ), let w be an observed value of W defined in (2) . Then
Notice that A is a lower triangular matrix with a ij = 0 for i < j. Furthermore, for a given w, the distribution of A does not depend on any unknown parameters. The element a ij is a GPQ for θ ij for i ≥ j. Also, if h(θ) is a real valued function of θ, then h(A) is a GPQ for h(θ). For example, the percentiles of h(A) can be used to construct CIs for h(θ). For more details and numerous applications of the GV approach, see the book by Weerahandi [19] , and for details in the present context see [11] .
A GPQ for ρ ij can be expressed in terms of GPQs for θ ij . Toward this, we note that
, and so an expression for the GPQ of ρ ij is given by
where a ij is the (i, j)th element of A in (3).
Inference on simple correlation coefficient
To write the MLE  Σ explicitly, let us write the monotone sample in (1) as
That is, we have a sample of n observations available on both components, and additional m observations are available on the first component. Define 
where
the MLE of Σ can be written as
and T = (T ij ) is the lower triangular matrix with positive diagonal elements so that TT ′ = S (see [18] ). As noted earlier, the distribution of θ −1 W does not depend on any parameters, and in fact
The GPQ for the simple correlation coefficient ρ can be obtained as a special case of (4), and is given by
. (11) An explicit expression for A can be obtained as follows. Let s = (s ij ) be an observed value of S, let t = (t ij ) be the Cholesky factor of s, and let q be an observed value of Q in (8) . It follows from (9) that
and so
where Z is the standard normal random variable, and Z and χ 2 random variables are mutually independent.
Confidence interval for a simple correlation coefficient
A CI for ρ can be obtained from the one for (13), the GPQ for η can be expressed as
The GPQ for η based on only n complete pairs, denoted by G c η , is obtained by dropping the terms
from the GPQ in (15) . That is,
The following algorithm describes computational details to find a generalized CI for ρ. 
4. Repeat steps 2 and 3 for a large number of times, say, 10,000.
The 100α percentile and the 100(1 − α) percentile of G η 's generated above form a 1 − 2α generalized CI for η. The lower percentile is a 1 − α one-sided lower CL for η, and the upper one is a 1 − α one-sided upper confidence limit for η.
A test for simple correlation coefficient ρ
As η and ρ have one-to-one relation, it is enough to develop a test for η. A generalized test variable for η is given by
and the generalized test rejects H 0 whenever the above generalized p-value is less than the nominal level α. It is easy to check that the generalized p-value based only on n complete pairs is given by (17) been shown in the Appendix that the generalized p-value has a uniform(0, 1) distribution, and so the generalized test is exact. As a result, the generalized CI for η (equivalently, the generalized CI for ρ) described in the preceding section is also exact.
Comparison between two overlapping dependent correlations
Let us now describe a generalized variable approach for comparing two overlapping dependent correlation coefficients ρ 21 and ρ 31 based on the monotone sample in (1) with p = 3. To express the MLE of Σ, we partition the data matrix (1) as in [20] :
That is, X l is the submatrix of (1) formed by the first n l columns and the first l rows, l = 1, 2, 3.
LetX l and S l denote respectively the sample mean vector and the sums of squares and products matrix based on
We partition these means and matrices accordingly as follows:
Let
Let W be the Cholesky factor of  Σ, and let w be an observed value of W. Let  Σ * be the MLE based on a sample with monotone pattern (1) (with p = 3) from a N 3 (0, I) distribution, and let T * be the Cholesky factor  Σ * . Then, a GPQ for θ, the Cholesky factor of Σ, is given by
Note that, for a given w, the distribution of A does not depend on any unknown parameters, and so its distribution can be evaluated empirically.
A GPQ for ρ 21 − ρ 31 can be obtained from the general expression (4), and is given by
.
The lower 100α percentile and the upper 100α percentile of G ρ 21 − G ρ 31 form a 1 − 2α confidence interval for ρ 21 − ρ 31 .
These percentiles can be estimated by Monte Carlo simulation as outlined in Algorithm 2.
Algorithm 2.
1. For a given monotone sample with sizes n 1 , n 2 and n 3 , compute the MLE  Σ, and its Cholesky factor w. 2. Generate a monotone sample in (1) from a N 3 (0, I) . , where a ij is the (i, j)th element of A.
6. Repeat steps 2-5 for a large number of times, say, 10,000.
The 100α and 100(1 − α) percentiles of the 10,000 GPQs form a 1 − 2α confidence interval for ρ 21 − ρ 31 . The proportion of GPQs that are greater than zero is an estimate of the generalized p-value for testing the hypotheses H 0 : ρ 21 ≥ ρ 31 vs. H a : ρ 21 < ρ 31 .
Comparison of CIs based on incomplete pairs with those based on samples after subjectwise deletion
To judge the gain in efficiency of the estimates based on n complete pairs and additional m observations on the first component, we estimate the bias and the mean squared error of  ρ =  σ 12 / √  σ 11  σ 22 , where  σ ij 's are the MLEs in (7). The estimated bias and the MSE are given in Table 1 for n = 10 and 30, and some values of m including zero. Note that m = 0 corresponds to the point estimate based on the sample with no additional data on the first component. We observe in Table 1 that the use of additional data in fact produces inefficient estimates when ρ = 0. However, when ρ > 0, the bias is decreasing with increasing m. The MSE is increasing with increasing m for ρ ≤ 0.5, and decreasing with increasing m for ρ ≥ .6. In general, we see that, for values of ρ moderate to large, both bias and MSE decrease as m increases, and so there seems to be some benefits of using additional data.
To assess the loss of precision of CIs based only on complete pairs, we estimate their expected widths and compare with those of CIs based on incomplete samples, that is, with m additional observations on the first component. The expected widths are estimated as follows. We first generated 2500 statistics s ∼ W 2 (n − 1, Σ) and q ∼ σ 11 χ 2 m , assuming that σ 11 = σ 22 = 1 and σ 12 = ρ. As the estimation procedure is scale invariant, without loss of generality, we can assume ρ ≥ 0 for evaluating expected widths. For each set {s, q} generated, we used 5000 simulation runs to find the 95% generalized CI for ρ. The average width of these 2500 CIs is a Monte Carlo estimate of expected width at the assumed values of ρ and sample size. The estimated expected widths of 95% CIs are given in Table 2 for values of ρ ranging from 0 to 0.95. For the same sample size and parameter configurations, we also estimated expectations of 95% upper CLs, and they are presented in Table 3 .
We observe from the estimated values in Tables 2 and 3 that, for fixed n, the expected width or the expectation of upper CL remains the same with increasing m. In some cases (e.g., n = 40 and ρ ≥ 0.7 in Table 2 ), we see some improvements. Table 1 Bias and MSE (in parenthesis) of  ρ =  σ 12 / √  σ 11  σ 22 based on n complete pairs and m additional observations on the first component. Table 2 Expected widths of CIs for ρ based on n complete pairs and of those based on n complete pairs and m additional observations on the first component. Table 3 Expectations of 95% upper CLs based on n complete pairs and of those based on n complete pairs and m additional observations on the first component. However, on an overall basis, we see that additional data on one of the components does not offer noticeable improvement in estimating correlation coefficient. Note that comparison of expected widths indicates that the power properties of the test based only on complete pairs, and those of the test based on incomplete samples should be similar.
To judge the accuracy of the GV procedure for comparing two dependent overlapping correlation coefficients, we estimate the coverage probabilities of the generalized CIs by Monte Carlo simulation. The estimated coverage probabilities of 95% CIs for ρ 21 − ρ 31 based on a monotone sample of the form
are given in Table 4 for some values of (ρ 21 , ρ 31 , ρ 32 ) and sample sizes range from small to large. The estimated coverage probabilities in Table 4 are close to the nominal level 0.95, except for a few cases where they are between 0.93 and 0.94. Overall, the GV approach for constructing CIs for the difference between two dependent correlation coefficients seems to be very satisfactory.
We also evaluated expected widths of CIs for ρ 21 − ρ 31 based on (a) incomplete samples (i.e., all sample observations in (23)), (b) pairwise deletion (i.e., monotone pattern (23) with x 1n 2 +1 , . . . , x 1n 1 removed), and (c) subjectwise deletion Table 5 Expected widths of 95% CIs for ρ 21 − ρ 31 based on (a) incomplete samples, (b) pairwise deletion and (c) subjectwise deletion.
(ρ 21 , ρ 31 , ρ 32 ) (n 1 , n 2 , n 3 ) (i.e., based only on data matrix 3 × n 3 ). These estimated expected widths are given in Table 5 . Comparison of expected widths in Table 5 indicate that use of additional data does not offer appreciable improvement in precision. For instance, in the case of (n 1 , n 2 , n 3 ) = (30, 20, 10) in Table 5 , we see that the expected width based on 10 complete cases is 0.69 while the one based on 20 additional observations on the first component and 10 additional observations on the second component is 0.68; the reduction in expected width due to 30 additional observations is not appreciable.
Examples Example 1.
To illustrate the methods of estimating correlation coefficient, we shall use the data given in [6, Example 9.3] . The data represent erythrocyte adenosine triphosphate (ATP) levels in youngest and oldest sons in 17 families. For easy reference, the data are given in Table 6 . The ATP level is important because it determines the ability of the blood to carry energy to the cells of the body.
For this example, the correlation coefficient based on all 17 cases is r = 0.597. Using the GV approach, Krishnamoorthy and Xia [11] have computed the 95% CI for the population correlation coefficient ρ as (0.156, 0.827). For the purpose of illustration, let us assume the observations marked by * in Table 6 are missing so that n = 11 and m = 6. The (0.293, 0.927). The 95% CI for ρ based on 11 complete pairs, and additional 6 observations on the x component (that is, cases 12-17) is (0.307, 0.920). Note that the latter CI is slightly shorter than the one based only on complete pairs, and they are in agreement with our earlier conclusion that they are expected to have approximately the same width. All CIs were computed using simulation with 100,000 runs.
Example 2.
To illustrate the GV approach for constructing a CI for the difference between two dependent correlation coefficients, we simulated a sample of 30 observations from a trivariate normal distribution with the correlation matrix as given in Table 7 . A monotone sample is created by assuming that the data marked by * are missing. Note that 20 observations on X 3 and 10 observations on X 2 are missing. We shall find 95% CI for the difference ρ 31 −ρ 21 based on (i) all 30 observations, (ii) monotone sample with n 1 = 30, n 2 = 20 and n 3 = 10, and (iii) based on the sample after subjectwise deletion, that is, based only on the first 10 subjects for whom no observation is missing.  .
The 95% CI for the difference ρ 31 − ρ 21 is (0.222, 1.36).
To compute the 95% CI for ρ 21 − ρ 31 based on the sample after subjectwise deletion, that is, based only on the first 10 subjects, we evaluated that the correlation coefficients based on s 3 are r 21 = 0.3609, r 31 = 0.8951 and r 32 = 0.3467. Using these sample correlation coefficients and the GV procedure in [11] , we found the 95% generalized CI for ρ 31 − ρ 21 CI as (0.010, 1.19).
We observe from the above results that the CI based on all 30 observations (0.360, 1.03) is narrower than the CI (0.222, 1.36) based on incomplete monotone samples, and the latter one is barely shorter than the CI (0.010, 1.19 ) based on the sample after subjectwise deletion. Nevertheless, all CIs lead to the same conclusion that ρ 31 is significantly larger than ρ 21 .
Discussion
In this article, we have developed exact methods for testing hypotheses and computing CIs for a simple correlation coefficient based on incomplete samples. Computationally the methods based on complete data or incomplete samples are similar, but use of additional data does not offer noticeable improvement in estimating or testing a simple correlation coefficient. Thus, even though additional data on one of the components are useful to find efficient estimate or test for a mean vector or for a variance-covariance matrix, they are not much useful in simple correlation analysis. Our Monte Carlo simulation studies also indicate similar results for comparing two dependent overlapping correlations.
The proposed methods can be readily extended to compare two independent correlation coefficients based on incomplete samples. Specifically, the GPQ for ρ 1 − ρ 2 , where ρ 1 and ρ 2 are correlation coefficients associated with two independent bivariate normal distributions, is given by
Expressions for G ρ 1 and G ρ 2 can be obtained from (4) . The CIs for the difference ρ 1 − ρ 2 based on the GPQ are not exact, but very satisfactory in terms of coverage probabilities. However, simulation studies (not reported here) indicated that the GV procedures based on incomplete samples and those based on complete cases are very similar, like those for the one-sample problem in Section 3.
The GV approach proposed in this article can be applied to other related problems of comparing two dependent nonoverlapping correlation coefficients ρ 12 and ρ 34 . This problem has been addressed by [14, 15, 11] for the case of complete samples. A GPQ for any ρ ij based on incomplete monotone samples can be obtained using the expression for the MLE of Σ described in [20] , and following the lines of [11, Section 2] . However, obtaining generalized inference based on a monotone sample is quite involved because it is difficult to express the GPQs for ρ ij 's explicitly in terms of observed statistics and other random variables whose distributions are free of parameters. The percentiles of the GPQ for ρ 12 − ρ 34 can be obtained by simulating monotone samples (with the missing pattern of the observed samples) from a multivariate normal distribution with µ = 0 and Σ = I. However, based on the simulation results of this article, we expect that the improvement due to the additional data could be negligible.
Appendix
Note that the generalized p-value for testing H 0 : η ≤ η 0 vs. H a : η > η 0 , where η 0 is a specified value of η = θ 21 /θ 22 = ρ/  1 − ρ 2 , is given by Recall that s is an observed value of S and q is an observed value of Q , and so if we show that then the probability integral transform implies that the generalized p-value follows a uniform (0, 1) distribution, and so the generalized test is exact.
To prove (A.1), let T be the Cholesky factor of S and θ be the Cholesky factor of Σ. Furthermore, let R be the Cholesky factor of a W 2 (n − 1, I) matrix so that R ij 's are independent with Since T is distributed as θR, we have T ii ∼ θ ii R ii , i = 1, 2, and T 21 ∼ θ 22 (R 21 + ηR 11 ). Writing S ij in terms of T ij , and using the distributional results of T ij , we see that 
