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Rotation dynamics of eigenvectors of modular network adjacency matrices under random pertur-
bations are presented. In the presence of q communities, the number of eigenvectors corresponding
to the q largest eigenvalues form a “community” eigenspace and rotate together, but separately
from that of the “bulk” eigenspace spanned by all the other eigenvectors. Using this property, the
number of modules or clusters in a network can be estimated in an algorithm-independent way. A
general argument and derivation for the theoretical detectability limit for sparse modular networks
with q communities is presented, beyond which modularity persists in the system but cannot be
detected. It is shown that for detecting the clusters or modules using the adjacency matrix, there
is a “band” in which it is hard to detect the clusters even before the theoretical detectability limit
is reached, and for which the theoretically predicted detectability limit forms the sufficient upper
bound. Analytic estimations of these bounds are presented, and empirically demonstrated.
I. INTRODUCTION
Networks have community structure, i. e., groups of
nodes with significantly higher internal link density than
the density of links joining the groups. Community detec-
tion, the problem of correctly estimating the number of
communities and their constitution, has attracted signifi-
cant attention in physics, applied mathematics and com-
puter science [1, 2]. Accurate solutions enhance the un-
derstanding of the relationships between network struc-
ture and dynamics.
Spectral methods, employing the eigenvectors and
eigenvalues of the adjacency, Laplacian, and modular-
ity matrices [1–8], are widely used to identify communi-
ties. While the behaviour of eigenvalues is widely stud-
ied [1, 2, 5–7, 9, 10], there is less work on understand-
ing how eigenvectors behave under variations in network
structure, even though it is the eigenvector properties
that are used to perform community detection. In the
present paper, the focus is on the behaviour of the eigen-
vectors of the adjacency matrix and the relationship of
this behaviour to gaps between eigenvalues of the adja-
cency matrix. It is to be expected that similar results
will hold for Laplacian and modularity matrices also.
A related problem is the algorithm-independent deter-
mination of the number of communities, a parameter that
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many detection methods need as input. Other methods
estimate this number, but several runs of the same algo-
rithm on even the same data set can return different num-
bers and constitutions of communities. The performance
of several algorithms in determining this number has
been measured [11], and its a priori knowledge improves
their performance significantly. Algorithm-independent
techniques and analytic understanding of systems to de-
termine this number are thus beneficial.
One algorithm-independent way of determining the
number of modules is to count the number of eigenvalues
q separated from the bulk eigenvalues of a suitable ma-
trix representation [7, 9, 10, 12]. However, for networks
with broad distributions of node degree, and numbers
and sizes of communities, the eigenvalues can show highly
variable behaviour. For example, large eigenvalues can
reflect both high degree nodes as well as the number of
modules. Further, as mentioned above, even though the
formal identification of modules is performed based on
the properties of the corresponding eigenvectors [1, 2, 5],
the overall behaviour of eigenvectors under variations in
network structure is much less understood than that of
the eigenvalues [1, 2, 9, 13]. Therefore, this warrants
further attention onto the structure of eigenvectors.
A. Contributions
We investigate rotations of eigenvectors of the adja-
cency matrix when the network is randomly perturbed:
this rotation behaviour is dependent on the gaps between
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FIG. 1. [Color online] Eigenvector rotation angles under perturbation and their relationship to eigenvalue gaps. (a) Mean
angles of rotation under perturbation for eigenvectors corresponding to the 100 largest (absolute) eigenvalues, for stochastic
block models with N = 10000, q = 16, µin = 10, µout = 1. Points are averages over 10 networks, each perturbed 300 times.
(b)-(e) Spectrum for A showing bulk eigenvalues, red line shows x1, green lines are z2:q and black lines show their lower bound
[bl] and upper bound [b], N = 4096, q = 8, µin = 10, and µout = 1, 2, 3.5 (just before the detectability limit), and 4 (just after
the detectability limit), respectively.
eigenvalues of the adjacency matrix and contains accu-
rate community structure information. The first main
result of the paper is that in the presence of q communi-
ties, the number of eigenvectors corresponding to the q
largest eigenvalues form a “community” eigenspace and
rotate together, but separately from that of the “bulk”
eigenspace spanned by all the other eigenvectors. Us-
ing this property, the number of modules or clusters in
a network can be estimated in an algorithm-independent
way. We investigate this behaviour right to the theoreti-
cal detectability limit, beyond which modularity persists
in the system but cannot be detected [7, 9]. The sec-
ond contribution of the paper is that we present a gen-
eral derivation of the theoretical detectability limit for
q communities, using arguments about upper and lower
bounds on the eigenvalues, that was previously shown for
the q = 2 case [9]. Third, again using the same bounds,
we show that for detecting the clusters or modules us-
ing the adjacency matrix, there is a “band” in which it
is hard to detect the clusters even before the theoretical
detectability limit is reached, and for which the theoreti-
cally predicted detectability limit forms the upper bound.
Analytic estimations of these bounds are presented, and
empirically demonstrated.
II. BACKGROUND
A symmetric adjacency matrix A represents an undi-
rected graph G with N nodes, with Aij = 1 if an edge
exists between nodes i and j, and 0 otherwise. A random
Bernoulli perturbation E, by definition, is a matrix with
half of its entries set to +1 and half to −1. E can be
either symmetric or asymmetric, but for this paper, we
assume a symmetric form: since A is symmetric (undi-
rected graph), so we would like A+ E to be symmetric.
Since A is a simple undirected graph (i.e., no self-loops),
we also have the diagonal of E set to 0. E is scaled by
a small number ǫ to control the size of the perturbation,
and we construct the perturbed matrix A+ ǫE. In prac-
tical implementations, we have used a range of values for
ǫ, varying it from 0.01 to 0.2 (the figures show results
at ǫ = 0.05, for example). The only care to take while
choosing ǫ would be that the noise should not be so large
as to override the signal. With this condition satisfied,
these results hold for any chosen ǫ. We study the rota-
tion of eigenvectors under perturbation; i.e., the angles
between an eigenvector of A and the corresponding one
in A+ ǫE.
The eigenvalues of A, are arranged as z1 ≥ z2 ≥ . . . ≥
zN to define gaps ∆i = zi − zi+1. The Davis-Kahan-
Wedin theorem [13–15] imposes an upper bound on the
sine of the angle between v1 and v
′
1
sin 6 (v1, v
′
1) ≤
2ǫ||E||
∆1
, (1)
where v1 and v
′
1 are the first eigenvectors of the original
and perturbed matrices respectively, and ||E|| is the spec-
tral norm. When ∆1 ≤ 2ǫ||E||, the theorem is trivially
true, as the sine function is bounded above by 1. Thus,
∆1 > 2ǫ||E|| for all non-trivial results. If E is symmetric,
with mean 0 and unit variance, ||E|| = 2√N [16].
A critical point to note before moving ahead is that
the behaviour of the angle between the eigenvectors of
A and those of A + ǫE could be discontinuous and are
dependent principally on the gaps between eigenvalues of
A. Consider this small example [15]. Let
A =
[
1 + ǫ 0
0 1− ǫ
]
(2)
and let
ǫE =
[−ǫ ǫ
ǫ ǫ
]
, (3)
in which case we get
A+ ǫE =
[
1 ǫ
ǫ 1
]
. (4)
Now, it is easy to see that while the eigenvalues of A and
A + ǫE are the same, 1 + ǫ and 1 − ǫ, the eigenvectors
of A are [0, 1] and [1, 0], but the eigenvectors of A + ǫE
3are [1/
√
2, 1/
√
2] and [1/
√
2,−1/√2], regardless of how
small ǫ is. Thus, it turns out that the behaviour of the
eigenvectors under perturbation, and the identification of
the number of communities, are dependent on the gaps
between the eigenvalues. If these gaps are very small, the
rotations could be discontinuous and large.
Recently these bounds were improved for matrices of
low rank [13, 15, 17]. The intuition is that if A has low
rank structure, the action of E on A will also occur in a
lower rank subspace. Thus, ||E|| = O(√N) [Eq. (1)] can
be replaced by a dependence on the rank q of A because
q < O(
√
N), leading to tighter bounds on the rotation
of eigenvectors as measured by the sine. If a network
has q communities, a lower rank matrix of rank q is a
suitable representation of the original network matrix.
The improvements in [13, 15, 17] show that with high
probability,
sin 6 (v1, v
′
1) ≤ C0
(√
q
∆1
+
ǫ||E||
z1
+
ǫ2||E||2
z1∆1
)
. (5)
The improvements also provide a bound on the largest
principal angles between subspaces V = {v1, . . . , vj} and
V ′ = {v′1, . . . , v′j}, for 1 ≤ j ≤ q, defined as
sin 6 (V, V ′) = max
v∈V ;v 6=0
min
v′∈V ′;v′ 6=0
sin 6 (v, v′). (6)
The bound on subspaces is given by
sin 6 (V, V ′) ≤ C1
(√
q
∆j
+
ǫ||E||
zj
+
ǫ2||E||2
zj∆j
)
. (7)
These improvements [13, 15, 17] provide a tighter bound
on the angles than the Davis-Kahan bounds.
III. RESULTS
We construct A using a stochastic block model (SBM),
following [6, 9, 18], with q communities of s nodes, yield-
ing a total number of nodes N = sq. Each node i has
a community label gi ∈ [1, . . . , q]. Edges are then gener-
ated independently based on a q×q probability matrix p,
with Pr[Aij = 1] = pgigj . In the simplest case, pab = pin
if a = b and pab = pout if a 6= b, with pin > pout. For
the sparse case, we define cin = Npin and cout = Npout,
or equivalently µin = spin and µout = spout, with cin
and cout constant in the limit N → ∞. Thus, A is par-
titioned into q2 blocks of size s × s, with q blocks along
the diagonal and q(q − 1) off-diagonal.
We have empirically shown distributions of eigenvalues
and resulting detection of modularity for a distribution of
unequal module sizes in previous work [6, 18], where the
eigenvalues formed clusters based on the distributions of
module sizes. Here, results are presented for all commu-
nities of the same size, since we also explore the rotation
behaviour up to the theoretical detectability limit.
A. The theoretical detectability limit
In this section we discuss the behaviour of eigenvalues
when, keeping probability of connections inside a module
or community constant (µin, pin, or cin), we increase the
probability of connections between modules (i.e., steadily
increase µout, pout, or cout).
Now, we can write A = A¯+X , where A¯, the ensemble
average matrix, is also partitioned into q2 blocks of size s,
with q diagonal blocks with all entries equal to pin, and
q(q− 1) off-diagonal blocks with all entries equal to pout.
The fluctuations around the averageX , by definition, has
mean 0 and finite variance. As mentioned before, the
eigenvalues of A are denoted by {z1 ≥ z2 ≥ . . . ≥ zN}.
Let us denote the eigenvalues of A¯ by {λ1 ≥ λ2 ≥ . . . ≥
λN} and the eigenvalues of X by {x1 ≥ x2 ≥ . . . ≥ xN}.
Since A, A¯, and X are all symmetric, we use the Weyl
inequalities which imply that spectrum of a symmetric
(Hermitian in the general case) matrix will be stable to
small perturbations [22]:
zi+j−1 ≤ λi + xj , (8)
with i, j ≥ 1 and i + j − 1 ≤ N . We are particularly
interested in the following cases, that give us lower and
upper bound estimates for z1 and z2:q:
z1 ≤ λ1 + x1, i, j = 1, (9)
z2:q ≤ λ2:q + x1, i = 2 : q, j = 1. (10)
This shows that when there are no fluctuations around
the mean, then z1 = λ1, and z2:q = λ2:q, but as fluctua-
tions around the mean increase, z1 and z2:q increase, but
are still bounded by the inequalities [9] and [10]. Thus,
the lower bound on zi of A is bl = λi, the upper bound
is bu = λi + x1.
Thus, the actual zi lie anywhere between these upper
and lower bounds. This implies an argument for detect-
ing the modules, that is when the mean of these bounds
b = (bl + bu)/2 = (λi + λi + x1)/2 = λi + (x1/2) is sub-
sumed into the bulk distribution, and is equal to x1, it
will no longer be possible to detect all the modules (as it
is to be reasonably expected that at least one or some of
the eigenvalues would have passed into the bulk by the
time the mean passes into the bulk). As we will see, this
provides us with the generalised theoretical detectability
limit, that was proved for 2 communities in [9].
Now we compute the eigenvalues of A¯ and X . The
eigenvalues of A¯ can be easily calculated [6]. The first
eigenvalue is the largest, with
λ1 = s[pin + (q − 1)pout], (11)
λ1 =
1
q
[cin + (q − 1)cout], (12)
where λ1 can also be expressed in terms of cin and cout,
4with N →∞. Similarly, the next q − 1 are
λ2:q = s(pin − pout), (13)
λ2:q =
1
q
[cin − cout], (14)
where λ2:q implies eigenvalues from 2 to q, while the re-
maining eigenvalues are zero
λq+1:N = 0. (15)
We now derive the eigenvalue distribution for the ma-
trix X , which is symmetric, has a mean of 0, and
finite variance. By Wigner’s semicircle law [16], all
the eigenvalues of X will be contained in the interval
[−2σA
√
N, 2σA
√
N ], where σA represents the standard
deviation of entries in the matrix A. For our case, this
implies that the eigenvalues of X are spread around 0
but its largest one is 2σA
√
N .
We now derive the variance σ2A.A has only 0 and 1
entries. The mean expected value ofA isM = 1
q
[pin+(q−
1)pout], thus the number of 1 entries, columnwise, is NM ,
and the number of 0 entries, columnwise, is N(1 −M).
Calculating variance by its definition,
σ2A = [NM(1−M)2 +N(1−M)(0−M)2]/N, (16)
=M(1−M)2 +M2(1−M), (17)
=M(1−M), (18)
=
1
q
[pin + (q − 1)pout]− (1
q
[pin + (q − 1)pout])2.
(19)
The variance for each column is the same, so, the variance
for the whole of A is as shown in Eq. [19]. Further, as N
grows, M(1−M) ≈M , thus we can say σA ≈
√
M .
Now, following [16], the largest eigenvalue of X can be
computed using 2σA
√
N as
x1 = 2
√
NM = 2
√
λ1. (20)
Using Eqs (9) and (10), the z2:q fall between the lower
and upper bounds of bl = λ2:q and bu = λ2:q + x1, with
b = λ2:q+(x1/2) . Since λ2:q provide the lower limit, one
threshold is attained when
λ2:q = 2
√
λ1. (21)
This provides the lower threshold [demonstrated in
Fig. 1(b-e)]
λ2:q > 2
√
λ1, (22)
s(pin − pout) > 2
√
s(pin + (q − 1)pout, (23)
qs(pin − pout) > 2
√
q2s(pin + (q − 1)pout, (24)
cin − cout > 2
√
q[cin + (q − 1)cout]. (25)
This also implies the condition λ1 > λ2:q > 2
√
λ1. Since
λ2 is the lowest possible value of z2, this is the low-
est limit, that is, it is ensured that if this condition is
satisfied, then the modules will be detected absolutely.
This threshold marks the beginning of the “hard” phase,
where even though the actual z2:q still sit outside the
bulk, it gets progressively harder to detect them as cout
increases further, see Fig. 1(b-e) for demonstration.
Further, let us now consider the eigenvalues z2:q: when
these eigenvalues move into the bulk, it will provide the
upper bound for the detectability, since once all or some
of them move into the bulk, it will no longer be possible to
detect the communities. As already mentioned, since the
eigenvalues zi are bounded by bl and bu, a condition for
not detecting all the modules is when b becomes equal to
the largest eigenvalue of the bulk distribution, x1. When
we set b equal to the largest eigenvalue of the bulk x1, as
before, we get
1
2
[2λ2 + 2
√
λ1] = 2
√
λ1, (26)
λ2 =
√
λ1, (27)
which will give us the general detectability limit for q
communities, as stated in previous works and derived for
q = 2 [7, 9], and demonstrated in Fig. 1(b-e),
cin − cout =
√
q[cin + (q − 1)cout]. (28)
This “hard” phase also shows that it will be hard to
detect the modules even before the absolute detectabil-
ity limit. For the stochastic block model demonstrated
in Fig. 1, the actual zi are smaller than b and as the
value of cout is increased, it becomes impossible to detect
the modules or their number even before the threshold is
reached. For example, at a cout value of 3.5, which is just
below the detectability threshold (3.9), it is already not
possible to clearly detect the modules, Fig. 1(d). This be-
haviour has also been empirically reported in [7]. With
the analytic insight provided here, we establish that the
detectability properties begin to deteriorate in a “hard”
phase of detection that is characterised by the bounds.
For theoretical interest, if we push the same idea to
its other extreme limit, that is the point where the up-
per limit λ2 + x1 become equal to x1, we will see that
λ2 goes to zero: this implies no modularity in the sys-
tem, only the bulk. If cout increases even further, we can
hypothesise that the 〈z2:q〉 will move towards and out
of the other end of the bulk, and the groups would be
distinguishable again. They would not be communities,
though, but anti-communities, as they will be much more
connected with other groups than they are internally.
The general detectability limit provides the condition
on the gaps between eigenvalues that governs the pertur-
bation behaviour of the eigenvectors, used to detect the
numbers and compositions of modules, as shown in the
next section.
5B. Detecting number of communities through
rotation of eigenvectors under perturbation
The first eigenvalue of A¯ is the largest, λ1 = s[pin+(q−
1)pout], the next q−1 are λ2:q = s(pin−pout), where λ2:q
implies all eigenvalues from 2 to q, while the remaining
eigenvalues are λq+1:N = 0. Of particular interest here
are the following gaps, where we consider the limit b as
an estimate for the value 〈zi〉:
δ1 = λ1 − λ2:q = Npout, (29)
∆1 = 〈z1〉 − 〈z2:q〉 = δ1, (30)
δ2 = λ2:q − 2
√
λ1, (31)
∆2 = 〈z2:q〉 − 2
√
λ1 = λ2:q −
√
λ1, (32)
δ3 = 2
√
λ1 − λq+1:N = 2
√
λ1. (33)
We now perturb A with ǫE, getting A+ ǫE = (A¯+X)+
ǫE = A¯ + X ′, where once again X ′, by definition, has
mean 0 and finite variance. Thus, A¯ is a rank q matrix,
with q < N . We then substitute 〈zi〉 and ∆i into the
new improved bounds [Eqs(5) and (7)].
First, for v1, substituting the values of 〈z1〉 and ∆1 into
Eq. (5), if we fix q, pin, and pout, all three terms decrease
as N grows. Thus, the rotation of the first eigenvector is
bounded to a small angle, as seen in Fig. 1(a).
Second, eigenvectors 2 . . . q span a subspace and rotate
together. Defining the subspace V = {v2, . . . , vq} and
V ′ = {v′2, . . . , v′q}, the largest principal angle between
all pairs of vectors is governed by ∆2. Substituting the
values of 〈z2:q〉 and ∆2 into Eq. (7), with q, pin, and pout
fixed, again implies that all three terms decrease as N
grows. Thus, the rotation of eigenvectors 2, . . . , q are also
bounded to a small angle, Fig. 1(a). Since ∆1 and 〈z1〉
are larger than ∆2 and 〈z2〉, the sine of the angle between
V and V ′ is larger than that between v1 and v
′
1, but still
bounded to a small angle with high probability governed
by ∆2. Figure 1(a) shows that eigenvectors v2:q indeed
have this behaviour: they rotate as a group, showing that
the subspace V behaves as one, and is different from the
subspaces v1 and V
′′ = {vq+1, . . . , vn}. We call V the
community eigenspace and V ′′ the bulk eigenspace, for
which applying the same theorems will lead to the largest
angles of rotation with the sine approaching 90◦.
The results in Fig. 1(a) show a clear sharp separa-
tion between the community eigenspace and the bulk
eigenspace, revealing the correct number of modules in
the network. This behaviour changes as we approach the
detectability limit for sparse modular networks, a thresh-
old beyond which modularity exists in the network, but
cannot be detected.
Figure 1(b)-(e) shows how the zone between λ2:q and
λ2:q + x1/2 gradually moves into the bulk as cout or µout
are increased, keeping cin or µin constant. ∆2 gradually
decreases as λ2:q +x1/2 moves towards the bulk, and be-
comes equal to x1, providing the detectability threshold.
Figure 2 shows the differences between the mean angles
of rotation of the first eigenvector of the bulk [the (q +
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FIG. 2. [Color online]. Difference between mean angles of
rotation of the (q + 1)th and of the top 50 eigenvectors of
stochastic block models under perturbations, Dq+1 −Di, i =
2 : 50 as µout is varied from 0 to 10, keeping µin = 10. (a)
N = 4096, q = 8 and detectability threshold µDout = 4. (b)
N = 10000, q = 16 and detectability threshold µDout = 2.7.
Each point is an average over 10 networks, each perturbed 300
times. Rotation lines for eigenvectors 2nd and qth in black,
all other community eigenvectors in green, the middle one
between the 2nd and the qth in red, bulk eigenvectors in blue.
1)th, though choosing any vector for this plot would still
reveal q due the structure in Fig. 1(a)] and of all the other
eigenvectors of A, Dq+1 − Di, i = 2 : N , for µout = 0
to 10 keeping µin = 10. This difference brings out the
behaviour of the two subspaces clearly: for eigenvectors
2 to q, Dq+1−Di decreases as µout is increased, whereas
for the eigenvectors of the bulk the behaviour is different.
At the detectability threshold (vertical line), this dif-
ference is the smallest for all the vectors, after the thresh-
old it starts to expand again, for both the community
and the bulk eigenvectors. The larger this difference, the
clearer the separation between the community and the
bulk eigenspaces, and the easier it is to detect the num-
ber of groups.
Note that once the “hard” phase of detection sets in,
there is a steep drop and a near zero gap to the detectabil-
ity limit, even before the exact limit is reached. At the
detectability threshold, the rotation angles of the com-
munity and the bulk eigenspace merge into one. If µout
increases further, we can hypothesise that the 〈z2:q〉 will
move towards and out of the other end of the bulk, and
the groups would be distinguishable again. They would
not be communities, though, but anti-communities, as
they will be much more connected with other groups than
they are internally.
In addition to the above results, we also empirically
observe an oscillatory behaviour that is not explained by
the theorems above: the pairing up of eigenvectors cor-
responding to “mirrored” eigenvalues in both the com-
munity and bulk eigenspaces. For example, in Fig. 1(a),
with 16 modules, the angles of rotation under perturba-
tion for the first 16 eigenvectors are separated from the
bulk. The angles of rotation of the community eigenvec-
tors, e.g., the 2nd and the 16th, the 3rd and the 15th,
and so on, and those of the bulk, e.g. the 17th and the
10000th, and so on, are similar. We observed this be-
haviour across a large range of parameters and networks.
The angles of rotation first increase for the first half of
the eigenvectors, and then decrease again for the last half
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FIG. 3. [Color online] Symmetric distribution of eigenvalues
as basis for “pairing up” of eigenvectors under rotation. (a)
Eigenvalue distribution for a network generated by a stochas-
tic block model with N = 10000, q = 16, µin = 10, µout = 1.
Black markers show mean eigenvalues for the community and
bulk eigenspaces. (b),(c). Distance matrix W for bulk and
community eigenspaces, respectively.
of the eigenvectors in the subspace, resulting in a sym-
metric pairing up of eigenvectors from the two halves.
Figure 3(a) shows the distribution of eigenvalues in the
community and bulk eigenspaces along with the mean
eigenvalue of each eigenspace. We characterise the dis-
tribution of eigenvalues in the two eigenspace distribu-
tions by defining deviations of each eigenvalue from the
mean of the eigenvalues in each space. These are de-
fined as wi = |z2:q − 〈z2:q〉|, i = 2 : q, and wi =
|zq+1:N − 〈zq+1:N 〉|, i = q + 1 : N . Over m networks,
we get vectors wi ∈ ℜm, i = 1 : N , where each wi is
a measure of the deviation from the mean eigenvalues
for the groups defined above. We compute a distance
matrix W with Wij equal to the Euclidean distance be-
tween the vectors wi and wj , with i, j = 1 to N . Fig-
ures 3(b) and (c) showW for the bulk and the community
spaces, respectively. The main diagonals in both show
that the eigenvalues successively close to each other are
at very low distance, but the main cross-diagonal shows
the same low-distance relationship for pairs of eigenval-
ues symmetrically disposed about the mean eigenvalue of
the eigenspace, showing self-similar behaviour in both the
bulk and in the community eigenspace; i.e., Fig. 3(c) is
simply a blow up of the bottom-right corner of Fig. 3(b).
Since the gaps between eigenvalues govern the rotation
behaviour, we empirically relate observations on the dis-
tributions of eigenvalues, gaps between them, and their
symmetric distribution around the means: not only the
rotation angles depend on the gaps, but the pairing of
eigenvectors in each eigenspace seems to be related to the
pairing of eigenvalues via their symmetric distributions
around the mean eigenvalue in that eigenspace. This be-
haviour is lost at the detectability limit, where the two
spaces merge to become one, as shown both by the eigen-
value gaps [Fig. 1(b-e)] and the rotation of eigenvectors
under perturbation (Fig. 2).
C. Tests on real and benchmark networks
Finally, the SBM, while very useful for deriving analyt-
ical results, does not accurately represent the structure of
real world networks. Therefore, we tested the approach
on Lancichinetti-Fortunato-Radicchi (LFR) benchmark
graphs [19] that can be used to generate networks that
have some properties of real world networks such as broad
degree and community size distributions and benchmark
real world networks with known community structure.
We generated a number of these networks, parametri-
cally defining a complex mix of parameters such as a
high number of very small communities with differing
sizes and varying degree.
In Fig. [4](a) and (b), we use LFR networks with 1000
nodes and 24 and 43 communities, respectively, and vary
the mixing parameter µ, expressing the ratio between the
external degree of a node and its total degree. The num-
ber of communities is correctly estimated by the rotation
of eigenvectors under perturbation.
The plot in Fig. 4(a) shows the community and bulk
eigenspaces, respectively, with the community eigenspace
defined by the first 24 eigenvectors corresponding to
the 24 largest eigenvalues, respectively, and the bulk
eigenspace defined by the rest. We note that not only
is there a sharp separation gap between the 24th and
25th eigenvectors, there is also the corresponding oscilla-
tory behaviour in the community and bulk eigenspaces,
revealing exactly the 24 communities. Exactly the same
reading holds for Fig. 4(b), showing an LFR network
with 43 communities. These communities can then be
detected by using any algorithm, but most obviously, by
using a lower dimensional space defined by 28 (or 43)
eigenvectors in each case and defining each vertex as a
point in 28 or 43-dimensional space and using cosine or
K-means clustering to detect the modules accurately [5].
The gap is less prominent in Figure 4(b) because µ is
higher and communities are more mixed and harder to
detect.
We also apply the approach to some real world bench-
mark networks. Figure 4(c) and (d) show the American
college football network [20] and the network of political
books [21]. The American College Football network [20]
is a network of American football games between college
teams during a regular season (Fall 2000). Teams are or-
ganised into conferences, with each conference containing
around 8-12 teams. Games are more frequent between
teams of the same conferences than between teams of dif-
ferent conferences. This results in communities. The net-
work of political books [21] is a data incorporating books
about recent US politics sold by the online bookseller
Amazon.com. Edges between books represent frequent
co-purchasing of books by the same buyers. The net-
work was compiled by V. Krebs and is unpublished, but
can found on Krebs’ web site. Two main communities ex-
ist, representing two main political party divisions, since
members supporting one party are more likely to pur-
chase books representing that party’s ideology. In both
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FIG. 4. [Color online] Number of communities (red circles)
detected in LFR and real networks by eigenvector rotations.
Each network is perturbed 300 times, the eigenvector index
vind is plotted against its angle of rotation Dv . (a) LFR
network with N = 1000, q = 24, 〈k〉 = 25, kmax = 60,
µ = 0.3. (b) LFR network with N = 1000, q = 43, 〈k〉 = 25,
kmax = 60, µ = 0.4. (c) American college football network:
q = 13, N = 115 [20]. (d) Political books network: q = 2,
N = 105 [21] (see Appendix).
cases, the correct number of communities is predicted,
and lower dimensional spectral detection can similarly
be employed to detect the communities accurately.
IV. CONCLUSIONS AND DISCUSSION
We presented the dynamics of rotation of eigenvec-
tors of adjacency matrices of modular networks under
random perturbations. In the presence of q communi-
ties, the number of eigenvectors corresponding to the q
largest eigenvalues form a “community” eigenspace and
rotate together, but separately from that of the “bulk”
eigenspace spanned by all the other eigenvectors. Us-
ing this property, the number of modules or clusters in
a network can be accurately estimated in an algorithm-
independent way. Results are shown to hold to a point
where a “hard” phase of detectability sets in before the
theoretical detectability limit for sparse modular net-
works. Analytic insight is presented into the bounds of
this hard phase, using which a general derivation of the
detectability threshold is presented for q communities,
using arguments based on these bounds. This is con-
sistent with previous results, and a proof of which was
previously provided for 2 communities. A plausibility ar-
gument is presented for the observed symmetric pairing
up of eigenvalues and eigenvectors in the two eigenspaces.
The approach presented demonstrates that the rotation
behaviour of the eigenvectors of the adjacency matrix
under perturbations reveals information about the com-
munity structure of a network.
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