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Abstract 
Because use is the critical link between information technology (IT) investments and organizational 
performance, IS researchers have focused attention on the post-adoption phase—after organizational 
IT are installed and used by employees in their work. To that end, recent theoretical work introduced 
IT identity—representing the strength of individuals’ self-identification with an IT—as a means to 
explain richer, post-adoption, IT use behaviors. Utilizing multiple methods and surveys, and focused 
on use of two different technologies, this study develops theory-based measures to establish IT 
identity’s utility for expanding the understanding of post-adoption use. Results show IT identity 
predicts different IT use behaviors and richer forms of use. Further, IT identity maintains its 
predictive validity when embedded in a model with other predictors. Given the importance of such 
value-creating behaviors in today’s multi-functional-platform based IT environments, our findings 
suggest future research consider IT identity an instrumental part of models seeking to explain IT use 
in post-adoption contexts. 
Keywords: Post-Adoption Use Behaviors, IT Identity, Measurement, IT Use, Extended IT Use, 
Exploratory IT Use 
Andrew Hardin was the accepting senior editor. This research article was submitted on January 27, 2018 and underwent 
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1 Introduction 
IS research is replete with illustrations suggesting that 
the underutilization of IT by individuals prevents 
organizations from earning expected benefits from IT 
investments (Devaraj & Kohli, 2003; Maruping & 
Magni, 2015; Venkatesh & Goyal, 2010). Because IT 
use represents the critical link that connects IT 
investments to enhanced organizational performance 
(Devaraj & Kohli, 2003), IS researchers have focused 
on how firms can reap value from IT after it has been 
adopted by employees (Jasperson, Carter, & Zmud, 
2005; Maruping & Magni, 2015). These studies 
underscore that organizational performance 
improvements neither begin nor end with technology 
acceptance. Rather, improved performance requires 
individuals to acquire the knowledge and skills 
necessary to engage in the selective use of features and 
match application features with work task 
requirements as appropriate (Jasperson et al., 2005).  
Since IT use occurs in concert with work systems and 
organizational action (Jasperson et al., 2005), 
enhancing richer IT use behaviors, such as an 
employees’ use of more features or innovative use of 
technology, could allow more value (output, creativity, 
impact) to be derived from IT (Dutton & Thomas, 
1984). One potential determinant of richer IT use 
behaviors is the concept of IT identity—defined as the 
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extent to which some individual views use of an IT as 
integral to his or her sense of self (Carter & Grover, 
2015). IT identity represents the strength of 
individuals’ self-identification with IT whereby those 
with stronger IT identities are posited to engage in 
richer IT use behaviors in embedded social contexts, 
including the workplace (Carter & Grover, 2015). 
Building on Carter and Grover (2015), this study 
evaluates IT identity’s utility to IS research in the post-
adoption context by evaluating its predictive validity 
with regard to lean and rich measures of IT use (as 
characterized by Burton-Jones & Straub, 2006) while 
controlling for these established antecedents. Although 
existing studies that examine IT use in the contexts of 
adoption, acceptance, and post-adoption, have 
identified performance expectancy, facilitating 
conditions, and habit as direct antecedents of lean-IT 
use behaviors like frequency and duration (Venkatesh, 
Thong, & Xu, 2016), much less is known about drivers 
of richer forms of IT use. 
As a boundary condition, this study also tests whether 
IT identity and other antecedents’ influences depend 
on the type of technology used. Carter and Grover 
(2015) propose that while IT with broad application 
(e.g., multi-use, portable, feature-rich, networked IT) 
are most amenable to IT identity construction, 
individuals can also develop IT identities through 
repeated interactions, with IT having narrower scope 
(e.g., single-use, static, IT). Thus, this research 
considers whether IT identity has explanatory power 
when controlling for other explanations for IT use and 
whether its influence varies based on the richness of IT 
use measured and/or type of technology. Specifically, 
we examine the following questions:  
• How should we measure IT identity?  
• What are the effects of IT identity on different IT 
use behaviors in different technology contexts?  
To address our questions, this study pursues three 
objectives. First, we conceptualize and develop a 
measure of IT identity. Second, we evaluate IT 
identity’s influence on different measures of IT use 
while controlling for established predictors. Third, we 
test IT identity’s predictive validity in two technology 
contexts: desktop computing and mobile devices. In 
doing so, this research contributes to theory and 
practice. For theory, developing a measure of IT 
identity and examining its ability to predict IT use, 
relative to established IS constructs, extends the initial 
work of Carter and Grover (2015) and creates new 
opportunities to understand individuals’ interactions 
with IT in the post-adoption context. For practice, this 
study’s findings enrich the understanding of how to 
design managerial interventions that encourage 
individuals to use IT in deeper or more innovative 
ways in their work.  
The rest of the paper unfolds as follows. Section 2 
offers a brief conceptual overview of IT identity and 
describes a qualitative, exploratory study that provided 
empirical evidence of the construct in the context of 
mobile phones. Section 3 uses the results of the 
qualitative study and a review of the identity literature 
to develop measures for an IT identity scale. Section 4 
evaluates the construct’s predictive validity while 
controlling for established antecedents of IT use. 
Section 5 discusses the implications of our findings as 
well as opportunities for future research.  
2 IT Identity 
2.1 A Conceptual Overview of the Self 
and Identity 
To understand the role of identities in guiding 
individuals’ interactions with IT, it is helpful to 
demarcate concepts relating to the self, self-concept, 
and identity. The self can be defined as: “an interactive 
system of thoughts, feelings, identities, and motives 
that (1) is born of self-reflexivity and language, (2) 
people attribute to themselves, and (3) characterizes 
specific human beings” (Owens, 2003, p. 206). This 
broad definition encompasses notions of the self as 
both a subject and an object. As a subject, the self 
refers to the “I” or a “mental presence” that “registers 
a person’s experiences, thinks their thoughts, and feels 
their feelings” (Leary & Tangney, 2005, p. 7). As an 
object, the structure and content of the self is 
represented by the self-concept. The self-concept 
contains the totality of meanings people hold about 
themselves—including their identities and their 
feelings of self-esteem (Stets & Burke, 2005).  
The self-concept emerges over time as individuals 
learn the meanings and expectations associated with 
social categories from others and from the cultures in 
which they exist (Burke, 2004). Identities form as 
individuals internalize these shared meanings and 
expectations with regard to their own behaviors (Stets 
& Burke, 2005). Thus, identity is a set of shared 
meanings and expectations that a person internalizes 
about who she or he is and how she or he should act, 
relative to others—in a social group (e.g., as a member 
of an organization), in a role (e.g., as a parent), or as a 
person (e.g., as a moral person) (Freese & Burke, 
1994).  
Considerable variation exists in conceptualizations of 
identity; however, in psychological and sociological 
approaches to social psychology, most work centers on 
three major types (Stryker & Burke, 2000). Social (or 
collective) identity reflects “we, as a group” such as an 
organization (Kreiner & Ashworth, 2004). Role 
identity reflects “me, as a role,” such as a work role 
(Stryker & Burke, 2000). Person (or personal) identity 
reflects “me, independent of others” (Burke & Stets, 
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2009). Where social identities define people in terms 
of the social groups to which they belong, and role 
identities define them in terms of what they do, person 
identities are values and characteristics (e.g., honest, 
risk-taking, or creative) that individuals claim in order 
to define themselves as distinct entities (Burke & Stets, 
2009). Less studied, but attracting increasing attention, 
are identities tied to material objects (Carter & Grover, 
2015; Vignoles, Schwartz, & Luyckx, 2011). Material 
identities reflect “me, interacting with a material 
object” whereby some object—for example, an 
information technology (Carter & Grover, 2015)—
becomes and remains part of the self to the extent that 
a person exercises control over it (Pierce, Kostova, & 
Dirks, 2003).  
As individuals interact with the world around them, 
they develop many identities. A key aspect of identities 
is that—whether they relate to groups, roles, the 
person, or material objects—they act as “benchmarks” 
or standards for how people behave (Burke & Stets, 
2009; Clayton, 2003). Indeed, identity research offers 
strong evidence that identity is the primary motivator 
for repeated behaviors (Stets & Biga, 2003). Studies 
have validated this relationship in different contexts 
including continuing in college (Biddle, Bank, & 
Slavings, 1987), voting (Granberg & Holmberg, 1990), 
exercise (Theodorakis, 1994), food choice (Armitage 
& Conner, 1999; Dennison & Shepherd, 1995; Sparks 
& Guthrie, 1998; Sparks, Shepherd, Wieringa, & 
Zimmermanns, 1995), and household recycling 
(Sparks & Guthrie, 1998; Sparks et al., 1995). 
Identities that are more important to the self and salient 
across situations have greater potential to influence 
behavior than identities that are less important and/or 
less salient (Stets & Biga, 2003). 
The many identities claimed by individuals reflect 
their personal cognitive schemas of the social 
structures in which they are embedded (Stryker & 
Serpe, 1994). Social structures are “the cultural and 
normative expectations that [individuals] hold about 
each other’s behavior,” as well as the social networks 
of relationships and roles that are defined by these 
expectations (Lopez & Scott, 2000, p. 3). As such, 
identities help people understand how to engage with 
and adjust their behaviors to the demands of different 
social situations. For example, if Elizabeth is 
employed as a teacher, she will likely interact with the 
children she teaches at school differently than she 
interacts with her children at home as a parent. 
Through observing and interacting with the world 
around her, Elizabeth has internalized (as identities) 
different expectations for performing her teacher and 
parent roles. In this way, identities mediate the 
influence of the larger social context on individuals’ 
cognitions and behaviors (Burke & Stets, 2009). 
Consequently, identity theorists assert that 
incorporating identity into models of behavior can 
result in greater explanatory power than models that 
disregard the social context or conceptualize its effects 
narrowly (e.g., social influence) or at high levels of 
abstraction (e.g., facilitating conditions) (Charng, 
Piliavin, & Callero, 1988). 
2.2 What is IT Identity? 
In recent years, identity has received increasing 
attention in IS research (Carter et al., 2020). In this 
stream, most research has focused on relationships 
between IT and (social, role, and/or person) identity as 
discrete entities (Carter & Grover, 2015). However, this 
focus disregards that information technologies such as 
mobile devices and social media have become social 
objects with shared cultural and normative expectations 
surrounding their use. Because people learn and 
internalize shared expectations as identities, Carter and 
Grover (2015) assert the potential for individuals to 
develop identities with regard to technologies they 
interact with regularly. The authors draw on structural 
symbolic interactionist identity theories to 
conceptualize IT identity as the extent to which a person 
views the use of a hardware device, software 
application, or software application environment as 
integral to his or her sense of self. Because IT identity 
results from interacting with IT as a material social 
object, the construct is a material identity (Dittmar, 
2011).  
IT identity is motivated by a need to expand the self “in 
the sense that [individuals] seek to enhance their 
potential efficacy by increasing physical and social 
resources, perspectives, and identities that facilitate 
achievement of any [personal] goal that might arise” 
(Aron, Aron, & Norman, 2003, p. 478). Self-expansion 
suggests that, as IT use becomes increasingly important, 
an overlapping of boundaries between personal 
resources/characteristics and IT capabilities can extend 
the boundary of a person’s self-concept such that the 
individual experiences IT capabilities as personal 
resources (Carter & Grover, 2015). Nevertheless, IT 
identity, as formulated, does not attempt to find 
correspondence between attributes of IT and attributes 
of the individual, nor is the construct an answer to the 
question, “Who am I, through use of [some] IT?” Prior 
work has noted that attempts to find such 
correspondence have likely resulted in research 
considerably underestimating “the extent to which 
[material objects are incorporated into the self]” (Belk 
1988, p. 140). Thus, instead of uncovering the content 
of IT identity—the specific meanings that people 
internalize as they interact with IT—the construct 
focuses on self-identification (or self-disidentification) 
as a manifestation of identity processes (Carter & 
Grover, 2015). From this perspective, a strong IT 
identity represents positive self-identification—“use of 
the [target IT] is integral to my sense of self (who I 
am)”—and a weak IT identity represents self-
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disidentification—“use of the [target IT] is unrelated to 
my sense of self (who I am).” Carter and Grover propose 
that these manifestations are reflected in individuals’ 
emotional responses (relatedness, emotional energy, and 
dependence) when thinking about themselves in relation 
to the IT with which they interact. This proposition is 
consistent with IT identity’s theoretical roots in self-
expansion (Aron et al., 2003) and the use of affective 
meaning to measure identity (Osgood, May, & Miron, 
1975; Osgood, Suci, & Tannenbaum, 1957).  
The first dimension of IT identity, relatedness, refers to 
the “blurring of boundaries between the self and an IT” 
that results from incorporating capabilities afforded by 
the IT into the self-concept as one’s own capabilities 
(Carter & Grover, 2015, p. 945). Relatedness maps to 
Aron et al.’s (2003; 1992) connectedness in that as this 
blurring occurs, it manifests as feelings of 
connectedness with the IT. With regard to emotional 
energy and dependence, self-expansion (Aron et al., 
2003; Aron et al., 1992) indicates that as a person 
experiences an increasing sense of connectedness with 
an IT, that person will express positive emotions and 
energy in relation to the IT, as well as reliance upon the 
IT to maintain/enhance self-esteem (Carter & Grover, 
2015).  
Similarly, affective meaning is viewed as an important 
component of identity in psychological and sociological 
perspectives. In psychology, social identity includes an 
attitudinal dimension reflecting a person’s positive 
evaluation of the group (Hogg & Abrams, 1988; Hogg 
& Hardie, 1992). In sociology, the three universal 
dimensions of affective meaning—evaluation, activity, 
and potency (Osgood et al., 1975; Osgood et al., 
1957)—have been used to examine role identities 
(Burke & Cast, 1997; Burke & Reitzes, 1981; Burke & 
Stets, 1999) and material identities (Stets & Biga, 2003). 
Evaluation captures whether the self (in relation to some 
social object that one identifies with) evokes positive 
feelings, activity is the extent to which the self is 
energetic, and potency focuses on whether the self is 
strong vs. weak in relation to the social object. This 
implies that for interactions with IT to result in a strong 
IT identity that influences future behaviors, a person 
should view those interactions as emotionally 
significant and valued (Clayton, 2003). 
Consistent with these theoretical foundations, Carter 
and Grover (2015) define emotional energy as, “a 
person’s enduring feelings of emotional attachment and 
enthusiasm in relation to an IT” (p. 945). Emotional 
energy maps to evaluation and activity in that it captures 
the positive emotions, energy, and enthusiasm that 
people attribute to themselves based on their personal 
histories of interacting with an IT. Dependence, which 
maps to potency, captures a person’s sense of reliance 
on interacting with an IT as a source of personal well-
being (Carter & Grover, 2015). Potency reflects the 
power one party (A) has over another (B) as an outcome 
of B’s dependence on A. Prior literature has identified 
dependence as an important dimension of individuals’ 
positive self-identification with non-human objects 
(e.g., Clayton, 2003; Stets & Biga, 2003). This potential 
has long been acknowledged in IS research: for 
example, Schwarz and Chin (2007) suggest that as 
people become emotionally attached to the IT they 
interact with, they may yield authority “to the IT object 
... to the point it becomes part of his/her identity” (p. 
236).  
With their focus on the self, rather than attributes of IT, 
individuals’ expressed levels of emotional energy, 
relatedness, and dependence are technology agnostic. 
Further, these emotional responses—as reflections of 
positive self-identification and self-disidentification—
make IT identity comparable (measurable) across 
individuals and applicable to different technologies 
(Carter & Grover, 2015). 
Sociological identity theories (Stets & Biga, 2003) 
suggest that the stronger a person’s IT identity is in 
relation to a particular IT, the greater its potential to 
influence his or her behaviors. This follows because 
people actively seek out opportunities to engage in 
activities that reinforce identities that are integral to the 
self (Swann, Rentfrow, & Guinn, 2005). In much the 
same way that a person who identifies with the natural 
environment will engage in environmentally friendly 
behaviors, such as recycling, using less water, buying 
energy-saving appliances, or taking the bus, an IT 
identity holder will think to use an IT to address any 
number of life’s situations.  
Theory on IT identity (Carter & Grover, 2015) proposes 
that IT with broad application across social situations 
(e.g., smartphones, tablets) are most likely to foster IT 
identity. Such IT reinforce individuals’ ties to the social 
structures that guide and shape their behaviors, through 
enabling synchronous exchange and shared patterns of 
coordinated behavior (Dennis, Fuller, & Valacich, 2008, 
pp. 25-26), as well as connectivity, accessibility, 
reachability, and portability (Basole, 2004). Further, the 
many situations in which these technologies can be 
applied present numerous opportunities to embed an IT 
within a person’s personal social and technological 
networks (Carter & Grover, 2015). 
Still, it is also possible to view the use of static, single-
use IT as integral to the self (Charng et al., 1988). While 
IT with broader applications present more opportunities 
to foster IT identities, single-use technologies encourage 
repeated interactions with a relatively unchanging set of 
available features. As repeated interactions become 
integrated into a person’s sense of self, they become an 
important part of maintaining the self-concept, 
particularly when these interactions demonstrate 
mastery and control of an IT’s feature set (Carter & 
Grover, 2015).  
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Since people interact with multiple IT, often 
simultaneously, Carter and Grover (2015) suggest it is 
possible to develop one or many IT identities, each tied 
to a place in an individual’s personal social and 
technology networks that is significant to the person. 
The potential for individuals to develop distinct IT 
identities for different IT can be evaluated through 
their influence on behaviors in different technology 
contexts.  
2.3 Empirical Evidence of IT Identity 
(Study 1) 
To understand IT identity and how we might define (and 
later measure) the construct, we performed a qualitative, 
exploratory study. We investigated IT identity in the 
context of mobile phones by examining what meanings 
young adults construct through interacting with these 
devices. Specifically, we asked college students enrolled 
in undergraduate level management information systems 
courses to construct narrative accounts about their mobile 
phone use and non-use. We partnered with college 
students because this group has grown up during a period 
of accelerated growth and use of the devices. Thus, 
mobile phones are a particularly salient source of social 
expectations that young adults internalize about who they 
are and how they should behave. Moreover, while young 
adults have already begun to “build lifetime patterns of 
use,” their memories of early interactions remain 
relatively fresh (McMillan & Morrison, 2006, p. 76).  
2.3.1 Data Collection Procedures 
During a single semester, 72 student participants 
engaged in three separate activities and provided 
narrative accounts of their experiences. In the first 
activity, participants kept journals documenting three 
24-hour periods of mobile phone use and non-use. In 
period one, participants logged their mobile phone 
usage. In period two, students handed their devices 
over to the research team and logged the emotions they 
experienced when unable to use their devices and 
identified their use of alternative technologies. In 
period three, the students documented their reactions 
to getting their devices back. In the second activity, 
participants logged their normal mobile phone use for 
five days. Finally, in the third activity, students wrote 
retrospective essays reflecting on their experiences 
with and without their mobile devices.  
 
1 It is useful to note that the definition of IT Identity is the 
extent to which a person views the IT unit (hardware, software) 
as integral to his/her sense of self. Therefore, content validity 
for this construct could be achieved by identifying attributes of 
each individual and assessing the degree to which the IT unit 
is integral to each attribute. Alternatively, by assessing the 
2.3.2 Analysis and Results 
We analysed 216 narratives from the three activities to 
uncover patterns in students’ observations and 
interpretations of their experiences. Data were analyzed 
using a multistep process. In the first step, we analyzed 
the data using Leximancer v.3.5., a text analytic tool that 
extracts semantic and relational meaning from 
collections of documents. We automatically generated 
key categories and terms from the dataset. Following 
prior IS studies (Indulska, Hovorka, & Recker, 2012; 
Indulska & Recker, 2010), the resulting thesaurus was 
edited to protect anonymity and remove concepts that 
did not add meaning (e.g., page numbers). This process 
resulted in seven key categories (i.e., features used, 
patterns of use, where, when, who, with phone, and 
without phone) of open codes. In the second step, we 
identified relationships between categories (e.g., the 
relationships between being with or without a mobile 
phone, range of student-researchers’ mobile phone use, 
and the meanings attributed to that use). Finally, in 
consultation with the literature on self-expansion (Aron 
et al., 2003) and affective meaning (Osgood et al., 1975; 
Osgood et al., 1957), we integrated categories, patterns, 
and relationships from our thematic analysis to develop 
a qualitative conceptualization of an instance of IT 
identity—specifically, mobile phone identity. Mobile 
phone identity reflects individuals’ positive self-
identification with mobile phones, resulting from their 
personal histories of mobile phone use.  
As we developed measures of IT identity, we maintained 
theoretical consistency with Carter and Grover’s (2015) 
conceptual definition of the type of property (positive 
self-identification with IT) that IT identity represents. 
Specifically, we found evidence that IT identity can be 
measured using three dimensions reflecting the strength 
of positive self-identification with an IT. 1  These 
dimensions are: (1) positive emotional energy 
(measuring one’s enthusiasm and energy in relation to an 
IT); (2) relatedness (measuring one’s feelings of 
connectedness in relation to an IT); and (3) dependence 
(measuring one’s feelings of reliance in relation to an IT). 
We found support for Carter and Grover’s (2015) 
conceptualization in literature on self-expansion (Aron et 
al., 2003), as well as Osgood et al.’s (1975; 1956) 
evaluation-potency-activity (E-P-A) dimensions of 
affective meaning, which have been used in prior identity 
research. Figure 1 presents a schematic of the domain 
space for IT identity, containing the initial item pool.
extent to which a person is related, emotionally values, and is 
dependent on, the IT gets directly at how integral the IT unit is 
to the person. The latter is a superior approach that can be 
compared across people for a given IT unit, while the former 
is idiosyncratic to the person. 
IT Identity: A Measure and Empirical Investigation 
 
1318 
 
Figure 1. The Domain Space of IT Identity 
3 Development of a Measurement 
Model for IT Identity (Study 2) 
3.1 3.1. Identifying Items to Measure IT 
Identity 
Using the results of the qualitative study and a review 
of the identity literature, we followed a multistage 
process to develop measures for an IT identity scale 
(see Table 1). In Stage 1, consistent with recommended 
practices, we assessed face and content validity using 
a verbal protocol (Churchill, 1979; Malhotra & 
Grover, 1998). In this step, four undergraduate 
students that participated in the qualitative study and 
four individuals in full-time employment assessed the 
clarity of construct definitions and the items used to 
measure the constructs. Items were refined and 
modified through two card-sorting exercises (Stages 2 
and 3). 
In the pilot studies (Stage 4 and 5), two independent 
samples of full-time employees who used smartphones 
in support of their work roles were used to evaluate the 
IT identity items via web-based surveys. Data from the 
first pilot study were used to identify measurement 
items that best represented the domain of IT identity 
(Churchill, 1979). This study resulted in developing a 
scale of 12 items among the three dimensions of IT 
identity developed in the qualitative study: 
dependence, emotional engagement, and relatedness. 
In the second pilot study, we evaluated two different 
methods (i.e., Likert vs. semantic differential scales) 
for measuring IT identity. Results of confirmatory 
factor analysis-based multi-trait multi-method 
(MTMM) analysis (Byrne, 2006), supported the 
conceptualization of IT identity as a higher-order 
construct, reflecting three distinct but highly correlated 
dimensions. MTMM also established that IT identity 
was measurable using either a Likert scale or semantic 
differential scale. Yet inspection of trait and method 
loadings provided strong evidence that the Likert scale 
was a better measure of IT identity than the semantic 
differential scale. Details about this study and analysis 
are available in Carter’s study (2013). The measures of 
IT identity developed as a result of Stages 1-5 are 
identified in Table 2.
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Table 1. Description of Measure Development Activities for Study 2 
Stage Activity Participants 
(number) 
Purpose of activity Outcomes 
1 Verbal protocol Undergraduate 
students (4);  
Full-time employees 
(4) 
Initial validation of the IT identity 
items, screen out redundant, 
inapplicable items, and generate 
additional items 
Initial item pool reduced from 34 
to 27 items 
2 Initial card-
sorting exercise 
Undergraduate 
students (6) 
Assessment of content validity of 
items using a card-sorting 
exercise, screening out of 
ambiguous items 
Item pool reduced to 24 items 
3 Second card-
sorting exercise 
MBA students (34) Assessment of content validity of 
items using a card-sorting 
exercise, screening out of 
ambiguous items 
Item pool reduced to 21 items 
4 Pilot study 1 Full-time employees 
(190) 
Reduce items. Refine survey 
instrument.  
177 valid responses 
 
Item pool reduced to 12 items.  
5 Pilot study 2 Full-time employees 
(211) 
Refine survey instrument 197 valid responses 
 
Likert-scale approach determined 
to be most appropriate. 
6 Full study 2 Full time employees 
(245) 
Confirm approach for survey 
instrument 
245 valid responses in two 
contexts: smartphones and MS 
Excel 
Table 2. Items for IT Identity 
Earlier we asked about your use of (MS Excel/smartphone) for work. In these questions, we are interested to know 
more about how you view yourself in relation to (MS Excel/smartphone). 
Please indicate the extent to which you agree or disagree with the following statements. 
Strongly Disagree, Disagree, Somewhat disagree, Neutral, Somewhat agree, Agree, Strongly Agree 
Dependence (DEP) 
DEP1 Thinking about myself in relation to (MS Excel/my smartphone), I am reliant on my (MS Excel/my 
smartphone). 
DEP2 Thinking about myself in relation to (MS Excel/my smartphone), I am needing (MS Excel/my 
smartphone). 
DEP3 Thinking about myself in relation to (MS Excel/my smartphone), I am dependent on (MS Excel/my 
smartphone). 
DEP4 Thinking about myself in relation to (MS Excel/my smartphone), I am counting on (MS Excel/my 
smartphone). 
Emotional energy (EE) 
EE1 Thinking about myself in relation to (MS Excel/my smartphone), I feel energized. 
EE2 Thinking about myself in relation to (MS Excel/my smartphone), I feel confident. 
EE3 Thinking about myself in relation to (MS Excel/my smartphone), I feel pumped up. 
EE4 Thinking about myself in relation to (MS Excel/my smartphone), I feel enthusiastic. 
Relatedness (REL) 
REL1 Thinking about myself in relation to (MS Excel/my smartphone), I am in coordination with (MS Excel/my 
smartphone). 
REL2 Thinking about myself in relation to (MS Excel/my smartphone), I am linked with (MS Excel/my 
smartphone). 
REL3 Thinking about myself in relation to (MS Excel/my smartphone), I am close with (MS Excel/my 
smartphone). 
REL4 Thinking about myself in relation to (MS Excel/my smartphone), I am connected with (MS Excel/my 
smartphone). 
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3.2 Testing Measures of IT Identity  
3.2.1 Data Collection 
To evaluate how well the measure of IT identity 
performs in multiple contexts, we conducted a full 
study to assess the measurement properties of the IT 
identity items using the 12-item, three-dimensional 
scale shown in Table 2 in two technology contexts: 
desktop computing (i.e., a static context) and mobile 
devices (i.e., a broad, multi-use context). For the 
desktop computing context, we chose MS Excel, a 
pervasive, established technology with a relatively 
unchanging feature set, often studied in prior IS 
research (Burton-Jones & Straub, 2006). For mobile 
devices, which are more dynamic and emergent, we 
examined smartphones in an IT consumerization 
context (i.e., employees’ use of consumer technologies 
in the workplace for work-related purposes—Harris, 
Ives, & Junglas, 2012) because this represents typical 
use of contemporary IT in today’s digital 
environments. Studying these contrasting technologies 
adds to the robustness of our findings and further 
examines the question posed by Carter and Grover 
(2015) seeking to identify whether IT identity is 
applicable to different forms of IT. 
We chose these contexts for two reasons: First, while 
Carter and Grover (2015) concede that IT with broader 
applications are more likely to foster IT identity, they 
argue—with supporting evidence from identity 
research—that people can self-identify with IT with a 
narrower application “if a major portion of their time 
is spent interacting with them. To the extent that use of 
an IT is beneficial in situations that are highly 
significant to a person, identity research shows that 
repeated behaviors can become integrated into a 
person’s sense of self” (p. 941). As a static, single-use 
technology, MS Excel encourages repeated 
interactions with a relatively unchanging set of 
available features. As these repeated interactions 
become integrated into a person’s view of who she or 
he is as an individual, they become an important part 
of maintaining the self-concept. This, in turn, should 
encourage the person to seek out more opportunities to 
interact with the IT and explore new ways of using it 
as a means of expanding the self.  
Second, because dynamic multi-use technologies like 
smartphones can be applied in many situations, these 
IT afford more opportunities to expand the self than 
static single-use technologies. As such, Carter and 
Grover (2015) argue that IT identities related to 
dynamic IT are more likely to be salient and to exert a 
stronger influence on behaviors than those tied to static 
IT. However, IT identity develops over time as use of 
an IT’s existing features becomes integrated into a 
person’s self-concept (Carter & Grover, 2015). 
Rapidly changing feature sets—resulting from 
upgrades and new software applications—create 
opportunities for self-expansion and disturb identity 
processes as individuals adjust their cognitions and 
behaviors to resolve discrepancies between meanings 
held in the existing IT identity and technological 
changes, with the result that a person may be unwilling 
to explore an expanded feature set if it conflicts with 
meanings held in an existing identity (Burke & Stets, 
2009). Thus, an alternate proposition to Carter and 
Grover’s is that IT identity will be less predictive of 
use for dynamic, multi-use technologies than for static, 
single-use, technologies. Consequently, examining IT 
identity’s predictiveness in these contrasting 
technology contexts adds to the robustness of our 
findings and should shed light on IT identity’s 
applicability for different forms of IT. 
We used a market research company to recruit and 
administer the online survey to a representative sample 
of individuals who use smartphones and MS Excel in 
their work within an organizational context. Among 
those sent the survey, 277 individuals matched the 
target sample frame and completed the survey. We 
screened the data for unusual responses (e.g., “straight-
lining”) and rejected 13 responses. We conducted 
preliminary analysis on the remaining data, including 
tests for outliers, non-response bias, skewness, and 
kurtosis (Tabachnick & Fidell, 2007). Univariate 
outliers were assessed based on standardized residuals. 
Mahalanobis distance values were used to evaluate 
multivariate outliers; 19 outliers were found leaving a 
usable sample of 245 cases. The sample of respondents 
comprised 49% women; 63% were between the ages 
of 22-44 and 72% had earned a bachelor’s degree or 
higher. 
3.2.2 Analysis and Results 
To examine how well IT identity performed as a 
multidimensional construct with dimensions of 
dependence, emotional energy, and relatedness, we 
performed a factor analysis (principal axis factoring) 
with oblique rotation (i.e., direct oblimin), using SPSS 
26.0. In our initial analysis, the four items for 
dependence loaded on the appropriate dimension for 
both smartphones and MS Excel. For emotional 
energy, EE2 (confident) loaded more strongly on 
relatedness than its theorized dimension. EE4 
(enthusiastic) loaded on the appropriate dimension for 
MS Excel but cross-loaded with relatedness for 
smartphones. REL3 (close) loaded poorly on its 
dimension for both technologies. Additionally, 
communalities for EE2 and REL3 were lower than 
other items within their respective dimensions. Based 
on these results, we determined that EE2 and REL3 
should be excluded from further analysis.  
Removing these two items created an unequal number 
of items for each of the dimensions of IT identity. As 
Ringle et al. (2012) note (based on work by Lohmöller 
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(1989) this is not ideal: “Otherwise, the interpretation 
of the relationships between the lower and the higher 
order components must account for the bias of unequal 
numbers of indicators in the lower order components” 
(p. S5). Thus, to avoid bias, we examined a variety of 
factors, including communalities, reliability, and 
wording, to identify which item measuring dependence 
would have the least impact on construct validity if 
removed. After careful consideration, we removed 
DEP2 (needing). Nine items—three for each 
dimension—were retained for further analysis. Then, 
we performed the factor analysis again: all items 
loaded on their appropriate dimension for both 
technologies. Table 3 presents the results of the factor 
analysis for IT identity using principal axis factoring 
with direct oblimin rotation. 
Next, we used EQS 6.4 to perform a confirmatory 
analysis of IT identity as a multidimensional construct. 
Model 1 (M1) represents IT identity as a 
unidimensional construct with the remaining items 
loading on a single factor. Model 2 (M2) is a first-order 
dimension set in which the dimensions of dependence, 
emotional energy, and relatedness are represented as 
three freely correlated factors and the respective items 
are associated with each factor (Polites, Roberts, & 
Thatcher, 2012). Model 3 (M3) is a superordinate 
second-order construct that incorporates a second-
order factor, IT identity, with the reflective dimensions 
of dependence, emotional energy, and relatedness 
(Polites et al., 2012). Table 4 compares a 
unidimensional model, first-order factor model, and 
second-order model of IT identity for each technology. 
Given that our data were non-normal, we used Robust 
methods within EQS when analyzing the model and 
results. M1 exhibited poor fit for both smartphones and 
MS Excel. The first-order factor model (M2) and the 
second-order model (M3) offer a considerable 
improvement in fit statistics over the unidimensional 
model in both technologies. For M2 and M3, all items 
had standardized loadings on their respective 
dimensions at a level of 0.776 or higher for 
smartphones and MS Excel. Finally, the fit statistics 
for M2 and M3 suggest a close fit, with similar results 
for each model. 
Correlations among each of the factors for 
smartphones (0.624, 0.860, and 0.758) and MS Excel 
(0711, 0.886, and 0.820) were less than the 
recommended threshold of 0.90 (Bagozzi, Y., & 
Phillips, 1991). Further, we noted that correlations 
among the factors were less than the square root of 
each factor’s Cronbach’s alpha, which further 
demonstrates that the three dimensions of IT identity 
are discriminant (Churchill, 1979). 
Table 3. Factor Analysis Results for IT Identity 
 Smartphones MS Excel 
Mean SD DEP EE REL Mean SD DEP EE REL 
DEP1 5.67 1.15 0.906 0.012 0.004 5.32 1.39 0.892 -0.046 -0.017 
DEP3 5.52 1.22 0.878 0.031 0.023 5.16 1.43 0.930 -0.056 0.046 
DEP4 5.77 1.09 0.648 0.026 -0.263 5.44 1.33 0.641 0.064 -0.339 
EE1 5.18 1.26 0.088 0.767 -0.082 4.62 1.50 -0.056 -0.961 -0.065 
EE3 4.85 1.30 0.047 0.963 0.088 4.49 1.55 0.083 -0.958 0.092 
EE4 5.41 1.22 -0.078 0.534 -0.389 4.82 1.48 -0.005 -0.850 -0.129 
REL1 5.61 1.03 0.000 0.117 -0.696 5.20 1.30 -0.014 -0.035 -0.898 
REL2 5.67 1.08 0.092 -0.061 -0.877 4.98 1.38 0.230 -0.092 -0.639 
REL4 5.78 1.04 0.123 0.029 -0.762 5.12 1.41 0.029 -0.074 -0.853 
Table 4. Summary of Fit Indices for Model Comparisons 
Smartphones 
Model Χ2, df Χ2/df CFI NNFI RMSEA RMSEA 90% CI 
M1: Unidimensional  264.135, 27 9.783 0.664 0.552 0.190 0.169, 0.210 
M2: First-order  40.387, 24 1.683 0.977 0.965 0.053 0.021, 0.080 
M3: Second-order  41.016, 24 1.709 0.976 0.964 0.054 0.023, 0.081 
MS Excel 
Model Χ2, df Χ2/df CFI NNFI RMSEA RMSEA 90% CI 
M1: Unidimensional  430.052, 27 15.928 0.694 0.593 0.247 0.226, 0.268 
M2: First-order  44.533, 24 1.856 0.984 0.977 0.059 0.031, 0.086 
M3: Second-order  44.933, 24 1.872 0.984 0.976 0.060 0.032, 0.086 
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Table 5. Assessment of Discriminant Validity 
Smartphones 
Model comparisons ΔΧ2 Df Sig. ΔCFI 
M2 (first-order) vs. M4 (DEP-EE correlation constrained to 1)  5.080 1 p < 0.05 0.007 
M2 (first-order) vs. M4 (DEP-REL correlation constrained to 1) 6.885 1 p < 0.05 0.010 
M2 (first-order) vs. M4 (EE-REL correlation constrained to 1) 7.315 1 p < 0.01 0.011 
MS Excel 
Model comparisons ΔΧ2 Df Sig. ΔCFI 
M2 (first-order) vs. M4 (DEP-EE correlation constrained to 1)  3.846 1 p < 0.05 0.002 
M2 (first-order) vs. M4 (DEP-REL correlation constrained to 1) 4.412 1 p < 0.01 0.002 
M2 (first-order) vs. M4 (EE-REL correlation constrained to 1) 6.773 1 p < 0.01 0.002 
To further assess the convergent and discriminant 
validity among the three dimensions of IT identity, we 
performed a chi-square difference test (Venkatraman, 
1989). For this analysis, we ran additional models in 
which each pair of factors (DEP-REL, EE-REL, and 
EE-DEP) had a correlation constraint of 1.0 (M4). 
Adding this constraint implies that the items measure 
the same factor. Each additional model was compared 
to M2 (first-order model). A significant chi-square 
difference between the χ2 provides statistical evidence 
of discriminant validity. When robust methods are 
used, a correction must be performed to conduct a chi-
square difference test and this was the approach 
performed for the analysis provided in Table 5 (Bryant 
& Satorra, 2012). The results further confirm that the 
dimensions of IT identity are discriminant. 
We note that the first-order and second-order models 
of IT identity, as shown in Table 4, are equivalent 
statistically; however, the models have different 
representations theoretically (Petter, Rai, & Straub, 
2012). The first-order model would suggest that the 
three dimensions are a set of conceptually distinct 
variables (i.e., dependence, emotional energy, and 
relatedness) that would exhibit their own effects on one 
or more dependent variables. The second-order model 
implies that a single, superordinate construct, IT 
identity (with three reflective dimensions of 
dependence, emotional energy, and relatedness) 
influences one or more dependent variables. Since the 
first-order and second-order models have nearly 
identical fit statistics, but M3 is more theoretically 
consistent with our definition of IT identity, we prefer 
M3 over M2. 
To evaluate the ability of IT identity to perform as a 
superordinate, second-order construct, we followed 
Churchill’s (1979) recommendations and examined IT 
identity’s convergent, discriminant, and concurrent 
validity relative to other constructs that are expected to 
have a positive correlation with IT identity. Consistent 
with Carter (2013), we calculated the latent correlation 
matrix comprised of IT identity and four other latent 
constructs used in information systems to predict use 
behaviors: habit (Limayem, Hirt, & Cheung, 2007); 
continuance intention (Bhattacherjee & Premkumar, 
2004); performance expectancy (Venkatesh et al., 
2003); and intention to explore (Nambisan, Agarwal, 
& Tanniru, 1999). The average variance extracted 
(AVE) exceeded 0.50 for all constructs, and the square 
roots of the AVEs were higher than the off-diagonal 
correlations. This provided support for convergent and 
discriminant identity (Fornell & Larcker, 1981). IT 
identity also positively correlated with each of the 
other constructs, demonstrating support for concurrent 
validity (Churchill, 1979). Table 6 shows the latent 
correlation matrix using the second-order construct for 
IT identity for smartphones and Excel. The square root 
of the AVE is provided along the diagonal. 
We also performed Lagrange multiplier tests with EQS 
6.4 for each of the second-order models to determine 
whether correlated error terms or other items may have 
affected the model fit. For the second-order model for 
MS Excel, tests identified ten parameter pairs, which, 
if the parameters were correlated, would improve the 
chi-square test statistically. For the second-order 
model of smartphones, we identified six parameter 
pairs that would improve the chi-square statistic. Two 
of the identified parameter pairs were consistent for 
smartphones and MS Excel: the error terms for DEP1 
and DEP3 and the error terms for EE1 and EE3. We 
allowed these error terms to correlate and the model fit 
of the second-order models further improved. The 
correlations for the error terms were 0.338 and 0.427 
for smartphones and 0.327 and 0.372 for MS Excel. 
Table 7 compares the fit statistics of the original 
second-order model (M3) to the second-order model 
with the two pairs of correlated error terms (M3’). 
With covariance-based structural equation modeling 
(CB-SEM), a model must be identified to obtain 
results. One way to identify a multidimensional model 
is to constrain the variance of the second-order 
construct (usually to 1.0) or constrain one of the paths 
from the second-order construct to a first-order 
construct (usually to 1.0). 
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Table 6. Latent Correlation Matrix for the Second-Order IT Identity Construct 
Smartphones 
Construct AVE ITID HAB CONT PU ITX 
IT identity (ITID) 0.756 0.869     
Habit (HAB) 0.733 0.584 0.856    
Continuance intention (CONT) 0.864 0.573 0.813 0.930   
Perceived usefulness (PE) 0.785 0.609 0.825 0.714 0.886  
Intention to explore (ITX) 0.775 0.532 0.557 0.465 0.549 0.880 
MS Excel 
Construct AVE ITID HAB CONT PU ITX 
IT Identity (ITID) 0.819 0.905     
Habit (HAB) 0.720 0.788 0.849    
Continuance intention (CONT) 0.833 0.552 0.738 0.913   
Perceived usefulness (PE) 0.806 0.779 0.848 0.766 0.898  
Intention to explore (ITX) 0.795 0.775 0.587 0.455 0.613 0.892 
Table 7. Comparison of Fit Indices for Second-Order Models 
Smartphones 
Model Χ2, df Χ2/df CFI NNFI RMSEA RMSEA 90% CI 
M3: Second-order model 41.016, 24 1.709 0.976 0.964 0.054 0.023, 0.081 
M3’: Second-order model with correlated 
error terms 
20.459, 22 0.930 1.000 1.004 0.000 0.000, 0.049 
MS Excel 
Model Χ2, df Χ2/df CFI NNFI RMSEA RMSEA 90% CI 
M3: Second-order model 44.933, 24 1.872 0.984 0.976 0.060 0.032, 0.086 
M3’: Second-order model with correlated 
error terms 
31.864, 22 1.448 0.993 0.988 0.043 0.000, 0.073 
Either approach creates equivalent models in which fit 
statistics are the same. In M3 (Table 4), the approach 
used to generate the statistics was to set the variance of 
the second-order construct, IT identity, to 1.0. 
However, since the goal was to use the IT identity 
construct in other models, and it is unlikely that 100% 
of the variance would be explained by the factors, we 
constrained one of paths from the second-order 
construct to the first-order construct to 1.0 to identify 
the variance correction required. For smartphones, the 
variance in the second-order construct was 0.763, and 
for MS Excel, the variance for the second-order 
construct was 0.990. It is advisable to use these 
variances when modeling IT identity as a second-order 
construct rather than the default value in CB-SEM, 
which is 1.0. 
4 Examining the Predictive 
Validity of IT Identity (Study 3) 
Having found evidence to support IT identity’s 
measurement as a superordinate, second-order, 
multidimensional construct, we turned to establishing 
its predictive validity. Because IT identity develops 
based on individuals’ personal histories of interacting 
with information technologies (Carter & Grover, 
2015), we did so in the post-adoption context—i.e., 
“after an [IT] has been installed, made accessible to the 
user, and applied by the user in accomplishing his/her 
work activities” (Jasperson et al., 2005, p. 531). Post-
adoption research seeks to understand how and why 
individuals use IT to their fullest potential in the 
workplace (Chin & Marcolin, 2001), often with the 
goal of preventing users from resisting IT over time 
(Popovič, 2017). 
4.1 Post-adoption Use of Information 
Systems 
To facilitate testing IT identity’s predictive validity, 
we drew on existing measures of post-adoption use 
(classified in terms of richness of use (Burton-Jones & 
Straub, 2006). Burton-Jones and Straub characterize 
lean measures as those that “reflect usage alone,” such 
as frequency or duration. The first, frequency of use 
(Igbaria, Iivari, & Maragahh, 1995; Igbaria, 
Parasuraman, & Baroudi, 1996), questions how often 
individuals use a technology for a given purpose (e.g., 
never, monthly, weekly, daily). The second, percent of 
use, is a variation on duration, which captures 
individuals’ self-reports of the time spent using a target 
technology (Saga & Zmud, 1994). While still 
relatively lean, percent of use measures the average 
percent of time in a work day that individuals use a 
target technology to complete work-related tasks. 
Because it references the context of use (i.e., work-
related tasks), percent of use is a somewhat richer 
measure than duration.
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Table 8. Measures of IT Use Behaviors 
Richness of 
measures 
Measures of behavior Operationalization 
Lean 
Frequency (Igbaria et al., 1995; 
Igbaria et al., 1996) 
Self-reported measure of how often an individual has used a 
target technology in the past <n> weeks 
 
Percent of use (adapted version of 
duration (Saga & Zmud, 1994) to add 
richness to the measure (Burton-Jones 
& Straub, 2006) 
Self-reported measure of the percentage time an individual uses a 
target technology to complete work-related tasks 
Rich 
Extent of use (Lucas Jr. & Spitler, 
1999) 
The extent to which an individual reports having employed a 
number of different features of a target technology to complete 
work-related tasks 
Trying to innovate (Ahuja & 
Thatcher, 2005) 
The extent to which an individual reports having made behavioral 
attempts to find new ways of using a target technology in support 
of a work role 
While lean forms of use are commonly found in post-
adoption models (Venkatesh et al., 2016), recent work 
has called for new concepts and theoretical 
perspectives that extend the understanding of richer 
forms of IT use (Nevo, Nevo, & Pinsonneault, 2016; 
Robert Jr & Sykes, 2017; Schmitz, Teng, & Webb, 
2016). Thus, this study goes beyond testing IT 
identity’s predictiveness of usage alone to examine its 
explanatory power regarding individuals’ use of 
different IT features and attempts to innovate with IT 
in support of a work role. Measures that reflect richer 
forms of use focus on how a user engages with 
technology features or how a technology supports 
specific tasks or activities (Burton-Jones & Straub, 
2006). To that end, our third measure, extent of use 
(Lucas Jr. & Spitler, 1999) captures the range of use of 
a target technology across various subtasks or features 
(Burton-Jones & Straub, 2006). Individuals reporting 
high levels of extent of use incorporate more features 
of a technology when accomplishing work tasks. Some 
studies measure similar behaviors but employ different 
variable names, such as deep structure use (Thatcher 
et al., 2018) or simply, use (Venkatesh, Thong, & Xu, 
2012). Finally, our fourth measure, trying to innovate 
(Ahuja & Thatcher, 2005), captures the extent to which 
individuals actively explore novel uses of an IT in 
support of a work role. Table 8 summarizes the four 
types of post-adoption IT use examined in this study 
4.2 IT Identity as a Predictor of Post-
Adoption Use  
In our third study, we examined how well IT identity 
predicted the four lean to rich measures of IT use while 
controlling for variables that have been shown to exert 
direct influences on IT use in initial use and post-
adoption contexts. IT use, in itself, does not indicate 
that a person has an IT identity (Carter & Grover, 
2015). There may be many reasons why people use IT 
frequently or for long periods of time that are not 
identity related (e.g., an organization may mandate the 
use of an enterprise resource planning system or a 
parent may insist their child carries a mobile phone 
with them). In work-related contexts, where use of an 
IT is likely mandated by the employing organization, 
we might reasonably expect other explanations for 
leaner forms of use (e.g., frequency and/or percent of 
use). For example, perceived availability of 
organizational and technical support (i.e., facilitating 
conditions), beliefs about the extent to which using an 
IT could enhance job performance (i.e., performance 
expectancy), and/or automaticity (i.e., habit) have all 
been shown to directly influence leaner forms of use. 
Thus, it is important to control for these variables when 
examining IT identity’s predictive validity. 
In contrast, richer forms of use are “always voluntary” 
(Jasperson et al., 2005, p. 532) because they reflect an 
individual’s willingness to invest in using a technology 
to its fullest potential. This follows because, even when 
use of IT is mandated by others, individuals have 
discretion over how they actually use an IT’s feature 
set (Jasperson et al., 2005). In this instance, recent 
works suggest that leveraging a wide range of features 
and/or applying IT features in novel ways are 
behavioral manifestations of IT identity (Carter & 
Grover, 2015; Carter et al., 2020).  
IT identity influences feature usage through the 
identity verification process whereby people seek out 
activities aimed at keeping their perceptions of how 
others view them congruent with their self-perceptions 
(Burke & Stets, 2009). IT identity is verified—and 
self-esteem is protected or enhanced—when a person 
demonstrates mastery over (a subset of) features within 
an IT’s feature set (Carter & Grover, 2015). Recent 
work demonstrates the importance of protecting 
individuals’ self-esteem regarding the use of IT (Craig, 
Thatcher, & Grover, 2019). Enhanced self-esteem 
motivates further attempts at identity verification 
(Burke & Stets, 1999; Cast & Burke, 2002); thus, as 
long as IT identity holders perceive that they are 
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demonstrating mastery, they will actively look for 
opportunities to apply IT to situations and/or problems 
that arise. Because an IT becomes and remains part of 
the self to the extent that a person exercises control 
over it (Carter et al., 2020), IT identity holders are 
likely to embrace as many features of an IT’s overall 
feature set as they can, as extensively as they can (i.e., 
extent of use). Further, it has been asserted that those 
with IT identities are most likely to explore new 
features of an IT and find additional situations in which 
to apply a technology (Carter & Grover, 2015). 
Consequently, when opportunities arise—for example, 
the introduction of new IT features or encountering a 
new project or situation that cannot be addressed 
through routine use—we would expect IT identity 
holders to look for novel ways to apply an IT in their 
work (i.e., trying to innovate). 
We also controlled for performance expectancy, 
facilitating conditions, and habit when testing IT 
identity’s predictive validity of richer forms of use. 
Some have suggested that performance expectancy is 
related to richer use in situations where IT has the 
potential to enhance job performance (Saeed & 
Abdinnour-Helm, 2008). Similarly, individuals’ 
willingness to use a wide range of IT features or 
explore novel uses of an IT at work may be influenced 
by the extent to which they perceive that organizational 
and technical resources exist to support such behaviors 
(Robert Jr & Sykes, 2017; Workman, 2014). It is also 
important to control for experience. Research suggests 
that relevant past behaviors, such as habit, can affect 
individuals’ behavioral choices independent of their 
beliefs about performing a behavior (e.g., performance 
expectancy or facilitating conditions) or their sense of 
self (e.g., IT identity) (Limayem et al., 2007). 
Additionally, other work has found that assumed 
relationships can attenuate over time (Liao, Palvia, & 
Chen, 2009), suggesting that experience (in general) 
with a target technology may be an important 
determinant of behavior. Finally, we control for the 
effects of age and gender differences. These have been 
shown to affect initial use (Venkatesh et al., 2003) and 
may impact individuals’ post-adoption feature usage 
and attempts to innovate with IT.  
4.2.1 Data Collection 
We conducted two separate data collection efforts: one 
survey focused on individuals’ use of smartphones in 
the workplace, while the other focused on the use of 
MS Excel in the workplace. We chose to keep the 
technology consistent with Study 2 to reduce the 
potential number of confounds in our assessment of IT 
identity. We used a market research company to assist 
in the process of collecting the data. To participate in 
the survey, respondents had to pass screening 
questions to ensure they were employed and either 
used smartphones or MS Excel in the workplace at the 
time of data collection.  
Using a priori calculation for statistical power, we 
identified the minimum sample required assuming 
statistical power was 0.80 (i.e., β = 0.80) for the most 
complex model we intended to examine in our model. 
Given the intended approach to examine each model, 
we assumed α = 0.01. The calculation revealed we 
would need a minimum sample size of 483 to ensure 
we had sufficient power to detect small effect sizes 
(i.e., 0.2).  
After removing responses that were problematic 
because of straight-lining or answering questions more 
quickly than expected, our final samples consisted of 
509 responses for the smartphone survey and 506 
responses for the MS Excel survey. We also performed 
tests for outliers, skewness, and kurtosis (Tabachnick 
& Fidell, 2007). The respondents for smartphones 
tended to be more heavily weighted towards women 
and those with more advanced degrees than those that 
responded to the MS Excel survey. Table 9 presents 
the characteristics of respondents across both surveys. 
The items used in the survey are consistent with prior 
measures from the literature. Table 10 identifies the 
items measured in Study 3 along with their 
measurement and the source that informed the items 
for the construct. 
Performance expectancy, facilitating conditions, habit, 
and trying to innovate were measured reflectively. IT 
identity was measured as a multidimensional 
construct, consistent with Study 2 results. Following 
previous work, frequency and percent of use were 
single-item measures (e.g., Compeau, Meister, & 
Higgins, 2007; Kim, Jahng, & Lee, 2007). Given the 
variation in percent of use (which has a scale of 0- 
100%), we converted this item to a standardized 
measure. Consistent with Venkatesh et al. (2012), 
extent of use was an index based on individuals’ self-
reports of the extent to which they used a number of 
smartphone or MS Excel features.  
In creating the items for extent of use, we attempted to 
be as thorough as possible in identifying a 
comprehensive set of tasks or features that individuals 
may use with smartphones or MS Excel in the course 
of work. There was a wide range in the average 
frequency of use for each of the factors. For 
smartphones, the mean frequency for features ranged 
from 0.75 (i.e., present slideshow) to 5.74 (i.e., 
emails). With MS Excel, the means ranged from 0.32 
(i.e., cube) to 4.45 (i.e., numeric/mathematical). We 
created a factor score for smartphones and MS Excel 
for extent of use, and these scores explain 37.3% and 
37.6% of the variance, respectively. Later, in our 
analysis of the structural model, we incorporated the 
variance explained as the variance for the extent of use 
construct. 
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4.2.2 Measurement Model Analysis 
We reanalyzed the measurement model of IT identity 
prior to analyzing the measurement model for the other 
constructs in this study and the structural model. A 
detailed discussion of Study 3’s measurement model 
analysis of IT identity is provided in the Appendix. 
The control variables, performance expectancy, 
facilitating conditions, and habit were measured 
reflectively. Trying to innovate was also measured as 
a reflective construct. Using SPSS 26.0, we performed 
a principal components analysis with varimax rotation 
to ensure that items loaded appropriately on their own 
constructs and to ensure sufficient discriminant 
validity between these reflective constructs. One item, 
FC3, was problematic for both smartphones and MS 
Excel. This item had cross-loadings and did not load at 
a level of 0.707 or higher on its own construct. As a 
result, FC3 was removed from further analysis. Table 
11 provides the mean, standard deviations, and factor 
loadings for each of the reflective measures within the 
model.  
Table 9. Demographics for Study 3 
Variable Value 
Smartphones MS Excel 
Frequency % Respondents Frequency % Respondents 
Gender Man 254 50.1 184 36.6 
Woman 248 48.9 316 62.8 
Transgender 2 0.4 2 0.4 
I do not identify as a man, 
woman, or as transgender 
1 0.2 0 0.0 
Prefer not to say 2 0.4 1 0.2 
Age 
 
21 and under 1 0.2 0 0.0 
22 to 34 116 22.9 113 22.5 
35 to 44 136 26.8 102 20.3 
45 to 54 117 23.1 135 26.8 
55 to 64 119 23.5 122 24.3 
65 and older 18 3.6 31 6.2 
Experience with 
Technology (MS 
Excel or 
Smartphones) 
 
< 6 months 3 0.6 5 1.0 
>=6 months and < 1 year 18 3.6 3 0.6 
>=1 year and < 2 years 32 6.3 9 1.8 
>=2 years and < 3 years 42 8.3 16 3.2 
>= 3 years 412 81.3 470 93.4 
Education Less than high school 0 0.0 1 0.2 
High school 26 5.1 19 3.8 
Some college 81 16.0 84 16.7 
Associate’s degree 38 7.5 41 8.2 
Bachelor’s degree 197 38.9 257 51.1 
Professional degree 141 27.8 98 19.5 
Doctorate 23 4.5 3 0.6 
Total subjects 507 503 
Table 10. Study 3 Measurement Items 
Construct Item Item description Source 
Performance 
expectancy 
7-point Likert 
scale ranging 
from Inaccurate 
to Accurate  
PE1 Using (a smartphone/MS Excel) in my job enables me to accomplish 
tasks more quickly. 
Venkatesh et al., 
2003 
PE2 Using (a smartphone/MS Excel) improves my job performance. 
PE3 Using (a smartphone/MS Excel) in my job increases my productivity. 
PE4 Using (a smartphone/MS Excel) enhances my effectiveness on the job. 
Facilitating 
conditions  
7-point Likert 
scale ranging 
from Inaccurate 
to Accurate  
FC1 I have the resources necessary to use (a smartphone/MS Excel) for work 
purposes.  
Venkatesh et al., 
2003 
FC2 I have the knowledge necessary to use (a smartphone/MS Excel) for 
work purposes.  
FC3 (A smartphone/MS Excel) is compatible with other systems I use. 
FC4 I have the support necessary to use (a smartphone/MS Excel) for work 
purposes. 
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Table 10. Study 3 Measurement Items 
Construct Item Item description Source 
Habit 
7-point Likert 
scale ranging 
from Inaccurate 
to Accurate 
HAB1 Using (a smartphone/MS Excel) for work has become automatic to me. Limayem et al., 
2007 HAB2 Using (a smartphone/MS Excel) in my job is natural to me. 
HAB3 Using (a smartphone/MS Excel) is an obvious choice for me. 
HAB4 Using (a smartphone/MS Excel) in support of my work role is a habit 
for me. 
IT identity 
7-point Likert 
scale ranging 
from Strongly 
Disagree to 
Strongly Agree 
 
ITID_D1 Thinking about myself in relation to (my smartphone/MS Excel), I am 
dependent on (the smartphone/MS Excel). 
Developed in 
Study 2 
ITID_D2 Thinking about myself in relation to (my smartphone/MS Excel), I am 
reliant on (the smartphone/MS Excel). 
ITID_D3 Thinking about myself in relation to (my smartphone/MS Excel), I am 
counting on (the smartphone/MS Excel). 
ITID_E1 Thinking about myself in relation to (my smartphone/MS Excel), I am 
energized. 
ITID_E2 Thinking about myself in relation to (my smartphone/MS Excel), I am 
enthusiastic. 
ITID_E3 Thinking about myself in relation to (my smartphone/MS Excel), I am 
pumped up. 
ITID_R1 Thinking about myself in relation to (my smartphone/MS Excel), I am 
in coordination with (the smartphone/MS Excel). 
ITID_R2 Thinking about myself in relation to (my smartphone/MS Excel), I am 
connected with (the smartphone/MS Excel). 
ITID_R3 Thinking about myself in relation to (MS Excel/my smartphone), I am 
linked with (the smartphone/MS Excel). 
Frequency 
5-point scale 
ranging from 
Never to Daily 
FREQ Please indicate how often you have used (a smartphone/MS Excel) for 
work purposes in the past 3 weeks 
 
Igbaria et al., 
1995; Igbaria et 
al., 1996 
Percent of use 
Slider scale 
ranging from 0%-
100% 
PCNT In the past 3 weeks, what percent of your time did you spend using (a 
smartphone/MS Excel) for work-related activities on a typical work 
day? 
adapted version 
of duration from 
Saga & Zmud, 
1994 
Extent of use  
7-point Likert 
scale ranging 
from Extremely 
Light to 
Extremely Heavy 
that is developed 
into an index 
 
 
EX_SP 
 
 
 
 
 
 
 
 
EX_XL 
 
 
 
 
 
 
For each feature that you selected, please evaluate the extent of your use 
during the past 3 weeks, on a scale of 1-7: 
Voice Calls, Text Messaging/MMS, Emails, Instant Messaging, 
Browser/Search Engine, Calendar, Intelligent Assistant, Address Book, 
Task List, Calculator, Camera/Video, Music, Podcasts, Location-Based 
Services, Social Networking, News, Clock, Social Networking, Third- 
Party Software Applications, Audio Recording, Attend Meeting, Edit 
Documents/Note Taking, Present Slideshow 
 
For each feature that you selected, please evaluate the extent of your use 
during the past 3 weeks, on a scale of 1-7: 
Numeric/Mathematical, Statistical, Text, Conditional, Financial, 
Lookup/Reference, Date & Time, Conversion, Charts & Graphs, Pivot 
Tables, Database, Add-In or 3rd-Party Apps, VBA Macros, Pictures 
and Drawing, Cube, Web, Engineering, Information, Logical 
Lucas Jr & Spitler 
1999 
Trying to 
innovate 
7-point Likert 
scale ranging 
from Strongly 
Disagree to 
Strongly Agree 
TRY1 I tried to find new uses of (the smartphone/MS Excel). Ahuja & 
Thatcher, 2005 TRY2 I tried to identify new applications of (the smartphone/MS Excel). 
TRY3 I tried to discover new uses for (the smartphone/MS Excel). 
TRY4 I tried to use (the smartphone/MS Excel).in novel ways. 
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Table 11. Principal Components Analysis Results for Control Variables and Trying to Innovate 
 Smartphones MS Excel 
  Mean SD PE FC HAB TRY Mean SD PE FC HAB TRY 
PE1 5.70 1.30 0.748 0.313 0.269 0.234 5.88 1.18 0.740 0.371 0.350 0.081 
PE2 5.47 1.38 0.846 0.211 0.238 0.204 5.75 1.27 0.813 0.233 0.344 0.173 
PE3 5.58 1.41 0.825 0.222 0.290 0.171 5.91 1.20 0.838 0.257 0.318 0.097 
PE4 5.66 1.35 0.788 0.240 0.354 0.115 5.85 1.17 0.826 0.238 0.308 0.119 
FC1 6.05 1.16 0.255 0.815 0.286 0.040 6.01 1.15 0.283 0.794 0.268 0.020 
FC2 6.24 1.05 0.235 0.767 0.313 0.000 5.96 1.15 0.238 0.712 0.414 0.098 
FC4 5.93 1.25 0.253 0.808 0.250 0.045 5.66 1.31 0.294 0.807 0.198 0.086 
HAB1 6.12 1.25 0.284 0.225 0.850 0.066 5.80 1.39 0.318 0.292 0.837 0.092 
HAB2 6.09 1.21 0.254 0.383 0.799 0.089 5.66 1.42 0.286 0.295 0.827 0.127 
HAB3 6.08 1.26 0.219 0.375 0.739 0.060 5.77 1.36 0.474 0.185 0.745 0.119 
HAB4 6.01 1.31 0.366 0.164 0.809 0.066 5.80 1.33 0.363 0.287 0.797 0.120 
TRY1 3.72 1.85 0.129 0.026 0.038 0.938 3.57 1.67 0.075 0.071 0.077 0.919 
TRY2 3.73 1.84 0.158 0.034 0.114 0.870 3.19 1.61 0.093 0.053 0.028 0.899 
TRY3 3.62 1.83 0.139 0.027 0.035 0.911 3.47 1.65 0.097 0.067 0.061 0.925 
TRY4 3.62 1.75 0.109 0.031 0.044 0.877 3.41 1.62 0.092 0.020 0.178 0.853 
Table 12. Reliability Results for Reflective Control Variables and IS Use Behaviors 
 Smartphones MS Excel 
Construct 
reliability 
Cronbach’s 
alpha 
Average 
variance 
explained 
Construct 
reliability 
Cronbach’s 
alpha 
Average 
variance 
explained 
Performance expectancy 0.878 0.927 0.644 0.880 0.940 0.648 
Facilitating conditions 0.839 0.859 0.635 0.815 0.838 0.596 
Habit 0.877 0.919 0.640 0.878 0.945 0.643 
Trying to innovate 0.944 0.932 0.809 0.944 0.931 0.809 
We further examined reliability for each reflectively 
measured construct and found strong reliability for the 
measures. The results are presented in Table 12. Table 
13 provides the correlation matrices for the entire 
model and shows the square root of the average 
variance extracted (AVE) along the diagonal. The 
AVE is 0.50 or higher for all constructs, with the 
exception of the IT identity dimension of relatedness 
for MS Excel. The square roots of the AVEs are higher 
than the off-diagonal correlations, with the exception 
of relatedness with the other dimensions of IT identity 
for smartphones. This provides further support for 
convergent and discriminant identity (Fornell & 
Larcker, 1981). Given that correlated error terms 
between relatedness and dependence were accounted 
for when using covariance-based SEM (using 
correlated error terms), we proceeded with analyzing 
the structural model. 
To reduce the threat of common method bias, we 
incorporated elements of good survey design, such as 
avoiding grouping like items together within the 
survey (Podsakoff et al. 2003). Post hoc, we examined 
the threat of common method bias within our dataset 
through the use of a marker variable, comprising a set 
of items created specifically for this purpose (Chin, 
Thatcher, Wright, & Steel, 2013). For the marker 
variable, respondents were asked about their 
preference for the color blue. Consistent with the 
approach advocated by Malhotra et al. (2006) and 
Lindell and Whitney (2001), we examined the revised 
correlations among the constructs after correcting the 
correlations for the marker variable. In choosing which 
marker variable correlation to use for the correction 
factor, the more conservative approach is to correct the 
correlations using the second smallest correlation 
among the marker variable. After correcting for the 
marker variable, the significance of the correlations of 
the variables for smartphones and MS Excel did not 
change. These results suggest that common method 
bias is not a likely explanation for the correlation 
among the variables within our model. 
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Table 13. Correlation Matrices for Smartphones 
Smartphones 
 DEP EE REL PE FC HAB FREQ PRCT XTNT TRY 
ITID: DEP 0.858          
ITID: EE 0.638 0.861         
ITID: REL 0.760 0.760 0.707        
PE 0.525 0.525 0.626 0.802       
FC 0.434 0.433 0.517 0.662 0.797      
HAB 0.526 0.526 0.626 0.708 0.734 0.800     
FREQ 0.152 0.152 0.181 0.273 0.253 0.314 n/a    
PRCT 0.318 0.318 0.379 0.347 0.172 0.253 0.083++ n/a   
XTNT 0.410 0.410 0.489 0.386 0.187 0.285 0.088+ 0.232 n/a  
TRY 0.416 0.416 0.496 0.380 0.119 0.192 0.061++ 0.247 0.318 0.899 
MS Excel 
 DEP EE REL PE FC HAB FREQ PRCT XTNT TRY 
ITID: DEP 0.857          
ITID: EE 0.551 0.874         
ITID: REL 0.684 0.620 0.686        
PE 0.592 0.537 0.667 0.805       
FC 0.517 0.470 0.583 0.742 0.772      
HAB 0.607 0.551 0.684 0.784 0.758 0.802     
FREQ 0.356 0.323 0.401 0.417 0.390 0.459 n/a    
PRCT 0.425 0.385 0.478 0.340 0.251 0.352 0.226 n/a   
XTNT 0.400 0.636 0.451 0.247 0.162 0.229 0.184 0.326 n/a  
TRY 0.437 0.396 0.492 0.273 0.208 0.257 0.204 0.351 0.383 0.899 
Notes: +correlation significant at p < 0.05; ++correlation not significant; all other correlations are significant at p < 0.001 
4.2.3 Structural Model Analysis 
For the structural model, we first examined how well 
IT identity performed as a predictor for four different 
types of IT use behaviors: frequency, percent of use, 
extent of use, and trying to innovate. In the smartphone 
context, the variance of IT identity was constrained to 
0.763 (instead of 1) based on the variance explained 
for smartphones in Study 2. For MS Excel, the variance 
of IT identity was constrained to 0.990 (instead of 1) 
based on the results of Study 2. 
As demonstrated in Table 13, correlations among most 
of the dependent variables are significant at a p-value 
of 0.001 or less. We did not want correlations among 
the dependent variables to unnecessarily influence our 
model. Thus, we analyzed the structural models 
separately for each dependent variable, rather than 
including all four IT use behaviors in the same model. 
Still, given that we were considering multiple models, 
which creates more opportunity for error, we take a 
more conservative approach to determining statistical 
significance (i.e., p < 0.01) and report the p-values of 
our analysis.  
To examine how well IT identity performs in a 
nomological network of other predictors of IT use 
behaviors, we used a hierarchical regression approach. 
The first step was a structural model in which only IT 
identity was included within the structural model. The 
second step was the inclusion of the control variables 
to examine if the control variables improved the 
predictiveness of the model. Table 14 summarizes 
hierarchical regression analysis for smartphones, 
including the structural model coefficient for each 
model, p-values for each coefficient, and model fit 
statistics. Alone in a model, IT identity predicts all four 
IT use behaviors, yet IT identity has little explanatory 
power for the leanest measure of IT use frequency. 
When control variables are added, IT identity is no 
longer predictive and habit is the strongest determinant 
of frequency. 
To understand IT identity’s predictive power with 
regard to smartphones, we calculated the effect size of 
the change in R2 when including control variables in 
the model, using procedures identified by Chin (1998) 
and consistent with Thatcher et al. (2018). We then 
compared the effect size of the change in R2  to Cohen’s 
(1988) interpretation of effect sizes whereby 0.02-0.15 
suggests a small effect size, 0.15-0.35 suggests a 
medium effect size, and values greater than 0.35 
suggest a large effect. Including control variables had 
only a small impact on effect size (ΔR2 frequency = 
0.094; ΔR2 percent = 0.039; ΔR2 extent = 0.040; ΔR2 
trying = 0.092). We performed the same hierarchical 
regression analysis with MS Excel. Table 15 shows the 
results for MS Excel. Consistent with the pattern for 
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smartphones, IT identity predicts each IT use behavior 
if alone in the model; however, when control variables 
are included, IT identity no longer predicts frequency 
and habit offers the most explanatory power. 
Similar to smartphones, we calculated the effect size of 
the change in R2 when we included the control 
variables within the model. All control variables 
offered a small change in effect size for R2 (ΔR2 
frequency = 0.125; ΔR2 percent = 0.023; ΔR2 extent = 
0.024; ΔR2 trying = 0.026). 
Table 14. Hierarchical Regression Analysis for IT Identity for Smartphones 
 Frequency Percent Extent of use Trying to innovate 
 Step 1 Step 2 Step 1 Step 2 Step 1 Step 2 Step 1 Step 2 
IT identity 0.161** 
(0.007) 
-0.098 
(0.100) 
 0.323*** 
(0.000) 
0.198*** 
(0.001) 
0.539*** 
(0.000) 
0.432*** 
(0.000) 
0.456*** 
(0.000) 
0.465*** 
(0.000) 
Performance 
expectancy 
 0.114 
(0.137) 
 0.256*** 
(0.000) 
 0.279** 
(0.002) 
 0.342*** 
(0.000) 
Facilitating 
conditions 
0.035 
(0.379) 
-0.100 
(0.071) 
-0.15 
(0.054) 
-0.177** 
(0.008) 
Habit 0.272* 
(0.015) 
0.026 
(0.363) 
0.001 
(0.495) 
-0.211** 
(0.002) 
         
R2 0.026 0.110 0.104 0.138 0.291 0.318 0.208 0.275 
         
Chi-square 
(df) 
60.791 
(28) 
312.220 
(173) 
72.510 
(28) 
318.741 
(173) 
71.755 
(28) 
313.246 
(173) 
155.856 
(57) 
430.510 
(235) 
CFI 0.984 0.970 0.980 0.970 0.980 0.971 0.975 0.970 
NFI 0.974 0.963 0.968 0.964 0.981 0.965 0.965 0.965 
RMSEA 0.048 0.040 0.056 0.041 0.056 0.040 0.059 0.041 
RMSEA 
confidence 
interval 
0.031, 
0.065 
0.033, 
0.047 
0.040, 
0.072 
0.034, 
0.048 
0.040, 
0.071 
0.033, 
0.047 
0.048, 
0.069 
0.034, 
0.046 
Notes: ***p < 0.001; **p < 0.01; *p < 0.05 
Table 15. Hierarchical Regression Analysis for IT Identity for MS Excel 
 Frequency Percent Extent of use Trying to innovate 
 Step 1 Step 2 Step 1 Step 2 Step 1 Step 2 Step 1 Step 2 
IT identity 0.355*** 
(0.000) 
0.058 
(0.224) 
0.436*** 
(0.000) 
0.398*** 
(0.000) 
0.512*** 
(0.000) 
0.610*** 
(0.000) 
0.495*** 
(0.000) 
0.636*** 
(0.000) 
Performance 
expectancy 
 
0.103 
(0.154) 
 
0.075 
(0.171) 
 
0.071 
(0.253) 
 
-0.007 
(0.464) 
Facilitating 
conditions 
0.069 
(0.231) 
-0.121* 
(0.050) 
-0.143 
(0.089) 
-0.067 
(0.208) 
Habit 0.285** 
(0.003) 
0.100 
(0.132) 
0.082 
(0.242) 
-0.135 
(0.067) 
         
R2 0.126 0.223 0.190 0.208 0.263 0.280 0.245 0.264 
         
Chi-square 
(df) 
138.771 
(28) 
414.494 
(173) 
115.043 
(28) 
417.405 
(173) 
108.915 
(28) 
407.588 
(173) 
155.986 
(57) 
520.398 
(235) 
CFI 0.952 0.958 0.963 0.958 0.965 0.959 0.974 0.961 
NFI 0.923 0.949 0.94 0.949 0.944 0.96 0.965 0.955 
RMSEA 0.089 0.053 0.079 0.053 0.076 0.052 0.059 0.049 
RMSEA 
confidence 
interval 
0.074, 
0.103 
0.046, 
0.059 
0.064, 
0.094 
0.047, 
0.060 
0.061, 
0.091 
0.045, 
0.058 
0.048, 
0.070 
0.043, 
0.055 
Notes: ***p < 0.001; **p < 0.01; *p < 0.05 
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5 Discussion  
5.1 Implications for Research 
The study offers both theoretical and empirical 
contributions. On the theoretical front, the study draws 
from structural symbolic interactionist identity 
literature in psychology and sociology to conceptualize 
IT identity and its dimensions. Importantly, the study 
extends Grover and Carter (2015) by delineating the 
dimensions of identity (relatedness, emotional energy, 
and dependence) and theorizing their ability to 
facilitate positive self-identification with non-human 
objects like IT. Since IT identities are reflective of a 
history of individual interactions with IT in social 
contexts, they incorporate normative expectations of 
behavior that people have in their social settings. As 
people seek to reinforce their IT identities, we contend 
that the construct offers superior treatment of social 
influences on a wide variety of IT use behaviors. Of 
particular interest are predictions that go beyond lean 
IT use and explain the more innovative behaviors 
needed to better leverage evolving technologies in 
organizational contexts. Extant research on IT use 
captures social aspects using narrowly conceived 
constructs (like social influence) and largely studies 
lean forms of use (such as frequency or duration). We 
evaluate IT identity’s predictiveness with broad use 
and narrow use technologies in order to assess the 
robustness of our conceptualization. 
On the empirical front, we demonstrate that IT identity 
is a robust predictor of richer IT use behaviors that 
create greater value from organizations’ IT 
investments through encouraging the use of more IT 
features as well as innovative use of corporate 
technologies. These are important findings because if 
organizations are to reap benefits from their 
technology investments, it is necessary to understand 
factors that encourage employees’ application of more 
IT features and/or innovative use of IT in their work. 
In this regard, incorporating IT identity into models of 
post-adoption use can help shift the focus of research 
from thinking about “if, when, and how much” IT use 
to the nature of IT use. Rather than focusing on the 
quantity of use, research can transition into 
investigating specific forms of IT use that create or 
diminish value for individuals and organizations. For 
instance, IT identity may shed new light on how we 
repurpose existing new technologies for new 
applications (Burleson et al., 2014) or why we continue 
to use technologies that evoke technostress (Tams, 
Thatcher, & Grover, 2018). Such a shift is essential 
because, as noted by Jasperson et al. (2005), IT use 
represents a range of behaviors, which, “not only 
intensify, but may also diminish over time, as the 
various features of an IT application are resisted, 
treated with indifference, used in limited fashion, 
routinized within ongoing work activities, 
championed, or extended” (p. 527).  
IT identity’s predictive ability for IT use behaviors 
may result from identities’ connection to individuals’ 
cognitive schemas of the social structures in which 
they are embedded (Stryker & Serpe, 1994). Because 
enacting identities necessarily requires considering 
external factors that facilitate or inhibit performance of 
behavior (Carter et al., 2020), incorporating IT identity 
into post-adoption models may help control for 
variation in how individuals perceive the social context 
and the opportunities for feature use and/or exploratory 
or innovative use of IT. In this way, IT identity may 
serve as a better predictor of voluntary IT use than 
alternatives that disregard the larger social context 
(performance expectancy, habit) or conceptualize its 
effects at a high level of abstraction (facilitating 
conditions) (Charng et al., 1988). Additionally, as 
computer self-efficacy has been used to control for 
individual beliefs about ability (e.g., Galluch, Grover, 
& Thatcher, 2015), so too can IT identity enhance the 
explanatory potential of post-adoption models by 
controlling for how people see themselves in the social 
positions they occupy. To investigate this suggestion, 
researchers should examine IT identity’s predictive 
power in organizations where the social context of use 
is highly salient (e.g., in healthcare or education) 
versus those where it is less so (e.g., engineering or 
administration).  
Another fruitful area of inquiry would be exploring 
how, once embedded, individuals’ identities in relation 
to the IT they currently interact with influence their 
attitudes and behaviors toward using new or switching 
to alternative technologies. Identity theories suggest 
that the extent to which an individual has previously 
invested in an identity is the primary determinant of 
how integral the identity is to that person’s current self-
concept (McCall & Simmons, 1978). As a result, 
individuals who have a strong IT identity may be 
inhibited from paying attention to technological 
changes external to the technology, may be more 
resistant to exploring new or alternative IT, or may 
simply not be mindful of changes in technology. This 
occurs because the stronger an IT identity is, the more 
interacting with a target technology reflects what is 
preferable or desirable from an individual’s point of 
view (Stryker & Serpe, 1994). While research has 
investigated how IT may threaten a person’s role 
identities (Craig et al., 2019), we have much to learn 
about how IT identity may magnify such identity 
threats and consequently increase resistance to new or 
alternative technologies. For example, where flip 
phones simply constituted a substitution of a 
traditional phone with a mobile device, smartphones 
have capabilities beyond calling, such as location 
tracking. For people used to working autonomously, 
the introduction of location tracking may constitute a 
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threat to their role identities, whereas the smartphone 
itself may constitute an opportunity for self-expansion. 
Given that businesses invest heavily in enterprise 
systems and devices, understanding the interplay 
between IT identity and the willingness or resistance to 
adopting new technologies is an important area for 
future research because could shed light on how IT 
becomes (or does not become) embedded in 
individuals’ behavioral routines and organizational 
processes. 
Researchers may also be interested in exploring 
whether the explanatory power of IT identity depends 
on the rate and extent of technological change. We 
found that the magnitude of the parameter estimates for 
IT identity tended to be lower for smartphones and that 
R2 also tended to be lower, especially for lean 
measures of use. This could indicate that a dynamically 
changing feature set places limits on the construct’s 
explanatory power. While dynamic technologies, such 
as smartphones, create more opportunities for identity 
formation, it is possible that changing feature sets may 
give rise to identity threats. When feature sets are 
expanded, individuals must adjust their cognitions and 
behaviors to resolve discrepancies between meanings 
held in existing IT identities and technological 
changes. If a discrepancy is manageable—e.g., a 
person has existing skills to build on or learning new 
features presents an enjoyable challenge—then it may 
prompt richer use behaviors (Carter et al., 2020). 
However, if a discrepancy is too large, an individual 
may be unwilling to explore new features, if doing so 
conflicts with meanings held in an existing identity 
(Burke & Stets, 2009).  
Finally, it would be interesting to investigate IT 
identity and individual differences. Given that some 
control variables were significant in some contexts 
(e.g., experience inhibits innovative behaviors for 
static technologies, while age inhibits feature use for 
dynamic, multi-use, technologies), IS researchers 
could investigate the interplay among IT identity, 
individual differences, and technology characteristics. 
For example, we do not know enough about the 
interplay between IT identity and age. Where existing 
literature assumes that age is an impediment to use, we 
are approaching a point at which most users in Western 
industrialized societies have only lived in IT-enabled 
environments. Evidence from practice is replete with 
illustrations of older users adopting technologies such 
as Facebook, smartphones, and more to manage their 
social relationships. Thus, it is possible that resistance 
attributed to age may instead be a function of 
identifying with an outdated technology as opposed to 
declines in cognition or recall. Teasing out the 
underlying dynamics of the relationships between 
identity, technology, and cognition may advance the 
understanding of the so-called “paradox of the active 
user” (Caroll & Rosson, 1987), where individuals who 
are more experienced with IT (and therefore more 
likely to act as effective sources of behavioral 
innovation) are also less likely to engage in innovative 
behaviors (Jasperson et al., 2005; Limayem et al., 
2007; Nambisan et al., 1999).  
5.2 Implications for Practice 
IT identity helps extend the understanding of how to 
harness the potential of IT for practice. Given IT 
identity’s strong positive relationships with the extent 
of use of IT features and attempts to innovate, 
identifying its antecedents, as well as their relative 
influences, is relevant to designing organizational 
mechanisms that promote richer forms of IT use 
among employees. Studies on self-expansion suggest 
that individuals’ willingness to invest in interacting 
with IT is motivated by the extent to which they 
believe that doing so presents an opportunity to 
increase their personal and social resources, and 
depends on their ability to redirect significant attention 
and resources (e.g., by exploring the many features and 
situations in which an IT can be used) to pursuing this 
goal (Aron et al., 2003). Thus, organizations may 
promote IT identity by creating opportunities for 
employees to use IT in new contexts, providing users 
with access to upgrades, and by implementing policies 
that support and reward attempts to innovate.  
It is important for managers to understand that while 
IT identity is important, interventions cannot be 
designed without reference to how a new technology 
may conflict with meanings contained in employees’ 
other salient identities. Individuals interact with IT in 
situations where there exist behavioral decisions 
aligned with multiple identities (Stryker & Burke, 
2000); thus, understanding the interplay between IT 
identity and other workplace identities is critical to 
understanding long-term IT use. For example, when a 
work role identity is highly salient and IT identity is 
unformed, this may be highly relevant in predicting 
adoption and initial use of corporate technologies 
(Carter & Grover, 2015).  
While making clear divisions between IT identity and 
other workplace identities is somewhat arbitrary (Gal 
& Kjærgaard, 2009), Carter and Grover’s (2015) 
conceptualization of how IT identity is constructed 
implies that organizations should employ different 
strategies to foster IT identity in relation to different 
types of information technologies. For dynamic multi-
use IT, which have broad application across a wide 
range of groups, roles, and situations, providing 
individuals with support and opportunities to explore 
the many features and situations in which the 
technology could be used may foster IT identity 
through enabling self-expansion. In contrast, 
individuals’ thinking and behaviors toward static, 
single-use IT are more likely to be influenced by role 
and social identities that are supported by use of these 
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technologies. IS research has demonstrated how 
introducing new IT into organizations can negatively 
impact employees’ role and social identities through 
challenging their feelings of competency and 
relatedness to the employing organization (e.g., 
Alvarez, 2008; Barrett & Walsham, 1999; van 
Akkeren & Rowlands, 2007). In these instances, 
fostering IT identity may require interventions focused 
on changing meanings contained in a prominent role or 
social identity, rather than on fostering positive 
attitudes toward the IT itself.  
Finally, in situations where employees already 
strongly identify with existing IT, organizations may 
need to employ mechanisms that weaken employees’ 
IT identities prior to or during the implementation of a 
new system. Such mechanisms may include but are not 
limited to removing or changing normal cues for IT use 
behaviors (e.g., by implementing new policies, 
procedures), disallowing behaviors that verify an 
existing IT identity, or creating situations where only a 
new, desired, identity can be verified (e.g., creating 
sustained changes in employees’ social environment 
and/or roles). To help organizations overcome 
potential resistance, it is necessary to identify and 
evaluate mechanisms that can effect change in 
individuals’ self-relevant meanings in a situation to 
incorporate self-meanings in relation to the new IT. 
5.3 Limitations 
Limitations of this study should be acknowledged. In 
one of our technology contexts (i.e., smartphones), we 
measured IT identity at the device level, while 
measures for extent of use and trying to innovate were 
operationalized at the level of the software application 
(i.e., MS Excel). Since a person can hold many IT 
identities in relation to devices and specific 
applications (Carter & Grover, 2015), it raises the 
possibility that an individual may not have a 
smartphone IT identity but may hold strong IT 
identities in relation to a subset of its applications. In 
such cases, measuring IT identity at the device level 
could make the construct appear less predictive of 
behaviors than is the case. Even so, this study found 
that IT identity was a consistent predictor of rich IT use 
in the context of smartphones. Future work may 
investigate whether it is possible to discriminate 
between IT identity at different levels when IT identity 
relates to a platform technology as well as to software 
applications used on that platform. If so, what is the 
nature of the relationship between IT identity (at the 
platform level) and IT identity (at the application level) 
and do interaction effects exist? Additionally, does IT 
identity have greater explanatory power if behaviors 
are also operationalized at the device level? It is also 
possible that the strength of IT identity’s effects varies 
according to the level of technology (e.g., IT in 
general, IT as a platform, IT as software application). 
If so, this would place additional boundaries on the 
utility of IT identity as originally formulated and may 
involve conceptualizing IT identity as different and 
distinct constructs at different levels.  
A related limitation is that measuring IT identity for 
one device or one software application does not take 
into account that, if a person holds many IT identities, 
these identities may be linked in the sense that IT use 
behaviors that verify (or do not verify) one IT identity 
(e.g., a smartphone identity) may involve verifying one 
or more other IT identities (e.g., self-identification 
with an application environment, like Google, and self-
identification with an app, like Google Maps). While 
IT identity research is nascent and this limitation 
equally applies to any research on identity, since the 
self-concept contains many identities, its 
acknowledgment is warranted. As the research stream 
matures, studies that develop the understanding of 
these multiple IT identities offer opportunities to 
extend the understanding of the multilevel and 
multifaceted nature of IT use. 
In the measurement of items, we note that some are 
anchored within a work or task context (e.g., habit, 
frequency of use) while others relate more generally to 
one’s self (e.g., IT identity and trying to innovate). 
Some constructs are more focused on perceptions of IT 
or IT behaviors in a specific context, while others are 
more general. Further research could examine how 
anchoring items (e.g., self, self in relation to work, self 
among others) affects their measurement and results. 
Another potential limitation of our study is the 
variation in approaches used to measure different IT 
use behaviors. Two measures are single items (i.e., 
frequency and percent of use), one measure is an index 
measure (i.e., extent of use), and one measure is a 
reflective construct (i.e., trying to innovate). We used 
measurement approaches consistent with the literature 
for each of these constructs. Furthermore, for our index 
measure (i.e., extent of use), we incorporated the 
variance of index within our structural model. Each 
dependent variable of IT use is included in its own 
structural model; therefore, we reduced the potential 
threat of differences in measuring each of the 
dependent variables affecting other models. However, 
future research might explore whether IT identity’s 
predictive capabilities are affected by the measurement 
of the dependent variable. 
6 Conclusion  
Use of IT by individuals is the critical link between IT 
investments and enhanced organizational performance 
and the identities that individuals claim are primary 
motivators of their behaviors. Against this backdrop, 
this work developed and empirically tested a theory-
based set of measures, informed by the theoretical 
work by Carter and Grover (2015), that extends the 
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understanding of how IT identity influences IT use 
behaviors. Our results show that individuals who view 
use of IT as integral to their sense of self are more 
likely to engage in feature use and exploratory IT use. 
At the same time, dominance analysis reinforced 
findings in prior IS research, indicating that well-
understood predictors of technology acceptance may 
not be so powerful in the post-adoption context. These 
findings imply that managerial interventions aimed at 
promoting and managing extended and/or innovative 
use of IT should direct attention to the meanings that 
individuals attach to themselves in relation to the IT 
with which they interact (i.e., Who am I, through my 
use of this technology?) rather than on the meanings 
that they attach to the outcomes of interacting with IT 
(i.e., What can this technology do for me?). By 
operationalizing and demonstrating the utility of IT 
identity as a predictor for richer post-adoption IT use 
behaviors, this study opens the door for future research 
to investigate not only how much, but in what ways, 
individuals extract value from IT in their social 
relationships, employing organizations, and society.
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Appendix 
To examine the measurement model for IT identity, we first performed a factor analysis (principal axis factoring) with 
an oblimin rotation using SPSS 26.0 to examine how well IT identity performed as a multidimensional construct with 
the dimensions of dependence, emotional energy, and relatedness for each technology. All items loaded on their own 
construct for smartphones and MS Excel. Table A2 presents the results of the reliability analysis for the dimensions of 
IT identity. The construct reliabilities and Cronbach’s alphas had values of 0.720 or higher. However, the average 
variance extracted was below the threshold of 0.5 for MS Excel. 
Table A1. Factor Analysis Results for IT Identity 
 Smartphones MS Excel 
Mean SD DEP EE REL Mean SD DEP EE REL 
DEP1 5.07 1.52 0.868 0.011 -0.014 4.89 1.42 0.857 0.003 0.016 
DEP2 5.36 1.38 0.930 -0.025 -0.042 5.06 1.36 0.965 0.069 -0.067 
DEP3 5.39 1.35 0.724 -0.024 0.148 5.30 1.29 0.589 -0.061 0.341 
EE1 4.68 1.34 0.041 -0.964 -0.069 4.49 1.25 -0.006 0.797 0.093 
EE2 4.94 1.29 0.057 -0.767 0.071 4.47 1.31 0.102 0.939 -0.076 
EE3 
4.41 1.40 
-0.049 -0.845 0.059 
3.96 1.38 
-0.069 0.835 0.078 
REL1 5.09 1.25 -0.020 -0.183 0.644 4.72 1.30 0.030 0.061 0.668 
REL2 5.27 1.34 -0.009 -0.015 0.871 4.73 1.28 0.037 -0.035 0.884 
REL3 5.06 1.39 0.094 0.076 0.865 4.37 1.33 -0.007 0.148 0.713 
 
Table A2. Reliability Analysis Results for IT Identity 
 Smartphones MS Excel 
Construct 
reliability 
Cronbach’s 
alpha 
Average 
variance 
explained 
Construct 
reliability 
Cronbach’s 
alpha 
Average 
variance 
explained 
ITID: Dependence 0.893 0.902 0.736 0.892 0.901 0.735 
ITID: Emotional energy 0.896 0.912 0.741 0.907 0.913 0.764 
ITID: Relatedness 0.748 0.876 0.500 0.720 0.850 0.471 
To further analyze the measurement model, we used EQS 6.4 to perform a confirmatory analysis of IT identity as a 
multidimensional construct. Model 1 (M1), represents IT identity as a unidimensional construct with all ten items 
loading on a single factor. Model 2 (M2) is a first-order, multidimensional construct in which the dimensions of 
dependence, emotional energy, and relatedness are represented as three freely correlated factors and the respective 
items are associated with each factor. Model 3 (M3) is a superordinate second-order construct that incorporates a 
second-order factor, IT identity, with the reflective dimensions of dependence, emotional energy, and relatedness. 
Table A.2 compares a unidimensional model, first-order factor model, and second-order model of IT identity for each 
technology. Consistent with Study 2, we used robust methods within EQS when analyzing the model and results 
because our data is non-normal. Model 1 exhibited a poor fit for both smartphones and MS Excel. The first-order factor 
model and the second-order model offer a considerable improvement in fit statistics over the unidimensional model in 
both technologies. For the first-order and second-order models for smartphones and MS Excel, all items had 
standardized loadings on their dimensions at a level of 0.709 or higher. Given that the model fit for the second-order 
model was worse than the first-order model for smartphones and MS Excel, we ran Lagrange multiplier tests with EQS 
6.4 for each of the second-order models to determine if there might be correlated error terms or items that may be 
affecting the model fit. For the second-order model of smartphones, there were thirteen parameter pairs that would 
improve the chi-square statistic significantly. For the second-order model for MS Excel, there were seventeen 
parameter pairs, in which, if the parameters were correlated, would improve the chi-square test statistically. There were 
four pairs of error correlations that were consistent among smartphones and MS Excel. Consistent with Study 2, the 
error term for DEP1 and the error term for DEP3 are correlated. We also noted that for Study 3, the following error 
terms are also correlated: DEP1 and DEP2; DEP1 and REL2; and DEP1 and REL1. We ran each of the second-order 
models again and included correlations among these error terms and the model fit further improved. The correlations 
for the error terms were 0.338 and 0.427 for smartphones and 0.327 and 0.372 for MS Excel. We noted that each of 
the pairs of correlated error terms for this dataset include DEP1. For smartphones, including the correlated error terms 
did not improve the model fit over and beyond the first-order construct, and for MS Excel, the most of model fit 
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statistics are slightly improved for the second-order construct with correlated error terms. However, since IT identity 
is conceptualized as a multidimensional construct theoretically, we continued our analysis by considering IT identity 
as a second-order construct. Table A3 compares the fit statistics of the unidimensional model, first-order model, and 
second-order models without and with correlated error terms. 
To examine whether the IT identity constructs maintained convergent and discriminant validity among the three 
dimensions of IT identity, we examined models in which each pair of factors (DEP-REL, EE-REL, and EE-DEP) had 
a correlation constraint of 1.0 (similar to our approach in Study 2). Each model was compared to a first-order model 
with no constraints. A significant chi-square difference between the χ2 provides statistical evidence of discriminant 
validity. However, because robust methods are used, a correction must be performed to conduct a chi-square difference 
test, which was the approach performed for the analysis provided in Table A4 (Bryant & Satorra 2012). For 
consistency, we performed this analysis with no correlated error terms between the constructs. 
Reviewing the results in Table A4 for smartphones, only dependence and emotional energy displayed discriminant 
validity; for MS Excel, dependence and emotional energy and dependence and relatedness demonstrated discriminant 
validity. However, the correlations among each of the factors for smartphones (0.487, 0.817, and 0.745) and MS Excel 
(0.588, 0.861, and 0.794) are less than the recommended threshold of 0.90 (Bagozzi et al., 1991). Since the results of 
the tests for discriminant validity obtained through the constraint of the constructs were less than ideal, we had concerns 
that the correlated error terms may be the reason that the constructs did not exhibit discriminant validity with this test. 
Therefore, we performed the same analysis of discriminant validity in which we compared a freely correlated first-
order model with a first-order model in which a correlation was constrained to 1.0 with correlated error terms. Table 
A5 provides these results. 
With the correlated error terms, the dimensions of IT identity for smartphones do not demonstrate discriminant validity 
at a level of p < 0.05 with this particular test; however, for MS Excel, the dimensions demonstrate strong discriminant 
validity. The correlations among each of the factors for smartphones (0.513, 0.825, and 0.770) and MS Excel (0.488, 
0.776, and 0.752) with the correlated error terms are less than the recommended threshold of 0.90 (Bagozzi et al., 
1991). Although there were some concerns with discriminant validity, particularly for smartphones, we continued our 
analysis of the remaining measurement model and structural model by considering IT identity as a second-order 
construct. 
 
Table A3. Summary of Fit Indices for Model Comparisons 
Smartphones 
Model Χ2, df Χ2/df CFI NNFI RMSEA RMSEA 90% CI 
M1: Unidimensional  581.0747, 27 21.521 0.726 0.634 0.201 0.187, 0.215 
M2: First-order  45.461, 24 1.936 0.989 0.984 0.042 0.023, 0.060 
M3: Second-order 60.648, 24 2.527 0.982 0.973 0.055 0.038, 0.072 
M3’: Second-order with 
correlated error terms from Study 
2 
52.296,22 2.377 0.985 0.975 0.052 0.034, 0.070 
M4: Second-order with 
correlated error terms from Study 
3 
46.795, 20 2.334 0.987 0.976 0.051 0.032, 0.071 
MS Excel 
Model Χ2, df Χ2/df CFI NNFI RMSEA RMSEA 90% CI 
M1: Unidimensional  700.439, 27 25.942 0.679 0.571 0.223 0.209, 0.237 
M2: First-order  123.188, 24 5.133 0.953 0.929 0.091 0.075, 0.107 
M3: Second-order  130.951, 24 4.456 0.949 0.923 0.094 0.079, 0.110 
M3’: Second-order with 
correlated error terms from Study 
2 
109.897,22 4.995 0.958 0.931 0.089 0.073, 0.106 
M4: Second-order with 
correlated error terms from Study 
3 
96.837, 20 4.842 0.963 0.934 0.087 0.070, 0.105 
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Table A4. Assessment of Discriminant Validity 
Smartphones: Study 3 
Model comparisons ΔΧ2 df Sig. ΔCFI 
First-order vs. DEP-EE correlation constrained to 1 6.083 1 p<0.05 0.004 
First-order vs. DEP-REL correlation constrained to 1 0.416 1 p>0.05 0.002 
First-order vs. EE-REL correlation constrained to 1 1.142 1 p>0.05 0.002 
MS Excel: Study 3 
Model comparisons ΔΧ2 df Sig. ΔCFI 
First-order vs. DEP-EE correlation constrained to 1 4.375 1 p<0.05 0.003 
First-order vs. DEP-REL correlation constrained to 1 5.388 1 p<0.05 0.003 
First-order vs. EE-REL correlation constrained to 1 3.576 1 p>0.05 0.002 
 
Table A5. Assessment of Discriminant Validity with Correlated Error Terms 
Smartphones: Study 3 
Model comparisons ΔΧ2 df Sig. ΔCFI 
First-order vs. DEP-EE correlation constrained to 1 2.966 1 p<0.10 0.000 
First-order vs. DEP-REL correlation constrained to 1 0.148 1 p>0.05 0.000 
First-order vs. EE-REL correlation constrained to 1 0.625 1 p>0.05 0.001 
MS Excel: Study 3 
Model comparisons ΔΧ2 df Sig. ΔCFI 
First-order vs. DEP-EE correlation constrained to 1 18.566 1 p<0.01 0.008 
First-order vs. DEP-REL correlation constrained to 1 5.987 1 p<0.05 0.002 
First-order vs. EE-REL correlation constrained to 1 4.561 1 p<0.05 0.002 
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