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Abstract Reactive Halogen Species (RHS) can have a large impact on tropospheric
chemistry. Already small concentrations in the marine boundary layer (MBL) can have
a significant impact on the global budget of ozone and other trace-gases.
Shipborne measurements of BrO and IO were conducted in the MBL from 70◦S to 90◦N
to obtain a global picture of their distribution over several years. A focus were upwelling
regions, which can provide large amounts of precursor substances for RHS in the MBL,
of which some were measured simultaneously by project partners. Measurements in the
tropical Atlantic showed BrO concentrations below 2 ppt in agreement with previous
observations. IO was detected with concentrations of up to 1 ppt, its distribution was
found to correlate with surface water iodide concentrations. In the Peruvian upwelling
region MAX-DOAS and CE-DOAS measurements showed agreeing surface VMR of up
to 1.4 ppt. The MAX-DOAS retrieval agreed with previous satellite observations of IO
in this region. For polar measurements, background concentrations of IO of 0.2–0.4 ppt
during the respective summer period were observed. An additional source of reactive
bromine in the MBL was observed for the first time from the ground: Polar air-masses
were observed south of the Azores yielding BrO concentrations of 4–6 ppt. Glyoxal was
not found in the remote MBL of the tropical Atlantic and Pacific above a detection limit
of 35 ppt. Relative water vapour absorption band strengths in the wavelength interval
from 400-480 nm were analysed systematically and correction factors from 0.5–2 were
found, leading to improvements of the spectral retrieval. Vibrational Raman scattering
of N2 and O2 was quantified for the first time in MAX-DOAS measurements, yielding a
reduction of up to 30% of IO measurement errors.
Zusammenfassung Reaktive Halogenverbindungen (RHV) ko¨nnen einen großen Ein-
fluss auf die tropospha¨rische Chemie haben. Schon kleine Konzentrationen in the mari-
nen Grenzschicht (MBL) ko¨nnen das globale Budget von Ozon und anderen Spurengasen
signifikant beeinflussen. Schiffsgestu¨tzte Messungen dieser Spurengase wurden u¨ber
mehrere Jahre von 70◦S bis 90◦N in der MBL durchgefu¨hrt um ihre globale Verteilung
zu bestimmen. Ein Fokus waren Auftriebsgebiete, da diese große Mengen Vorga¨nger-
substanzen emittieren ko¨nnen, die von Projektpartnern gemessen wurden. Messungen
in der tropischen MBL ergaben weniger als 2 ppt BrO wie schon vorherige Beobachtun-
gen. IO Konzentrationen bis zu einem ppt wurden gemessen, die mit der Oberfla¨chen-
wasseriodidkonzentration korrelierten. Im peruanischen Auftriebsgebiet zeigten MAX-
DOAS and CE-DOAS u¨bereinstimmende IO-Konzentrationen von bis 1.4 ppt. MAX-
DOAS Messungen stimmten mit vorhergehenden Satellitenbeobachtungen u¨berein. Po-
lare Hintergrundkonzentrationen im Sommer von 0.2-0.4ppt IO wurden beobachtet. Eine
zusa¨tzliche Bromquelle fu¨r die MBL durch Transport von polarer Luft wurde su¨dlich der
Azoren beobachtet und fu¨hrte dort zu BrO Konzentrationen von 4–6 ppt. Glyoxal wurde
weder im tropischen Atlantik noch Pazifik oberhalb der Nachweisgrenze von 35 ppt ge-
funden. Um die Nachweisgrenzen von RHS zu minimieren, wurden relative Wasserdamp-
fabsorptionsbandensta¨rken analysiert und Korrekturfaktoren von 0.5–2 gefunden. Die
Gro¨ße des Einflusses von Vibrationsramanstreuung an N2/O2 auf MAX-DOAS Messun-
gen wurde bestimmt und fu¨hrte zu einer Reduktion des Messfehlers von IO von bis zu
30%.
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0. Motivation
The atmosphere of the Earth protects the biosphere by absorbing harmful radiation
and it is furthermore responsible for maintaining an average temperature on the surface
above the freezing point of water by the natural greenhouse effect. This allows for a
complex evolution of life.
Stable and long-lived systems are usually found in a type of equilibrium, allowing for
small perturbations without significant consequences. To some extent, this is also the
case for the atmosphere. Understanding the stabilizing feedback mechanisms requires
knowledge of all relevant driving factors. Once the unperturbed system is understood,
the influence of changing boundary conditions of the system can be evaluated, such as
the influence of anthropogenic emissions and/or climate change.
For instance, ozone plays a central compound in atmospheric chemistry, both in the
stratosphere, where it protects Earth from UV radiation in the ozone layer, as well as
in the troposphere, where it has a major influence on the overall oxidation capacity.
It acts as a tropospheric greenhouse gas and is a major source of OH radicals, which
react with many pollutants and other trace gases. But the ozone concentration itself is
also influenced by other trace gases. Among these, halogen containing compounds and
halogens itself play an important role. They can take part in auto-catalytic destruction
mechanisms, i.e. large amounts of ozone can be destroyed before the halogen species
itself are deposited.
The release processes of halogen compounds and their respective strengths are not well
understood, neither is their global distribution well known. Due to their high reactiv-
ity, already small background concentrations can have a significant influence on ozone
chemistry.
Both, bromine and iodine can influence cloud-condensation nuclei production in the
marine boundary layer and can therefore modify the radiative forcing of the MBL.
One of the sources of halogen compounds is the Ocean. Due to its vast surface area, small
fluxes can have a significant influence on ozone chemistry. Halogen compounds can be
directly emitted at the sea surface by sea spray particles, produced from precursor gases
and reactions at the sea surface. Hotspots on a global map for emissions of halogens are
upwelling regions, which can emit large amounts of halogenated hydrocarbons. Nutrient-
rich deep water arrives here at the ocean’s surface and induces a high bio-productivity. A
product of the metabolism of certain phytoplankton and macro-algae can be halogenated
hydrocarbons, which are eventually photolysed after their release to the atmosphere.
Their photochemical degradation leads to the production of reactive halogen species
(RHS), of which measurements in the troposphere are presented in this thesis. Due to
their high reactivity it is necessary to measure them directly within the atmosphere by
in-situ or remote-sensing techniques.
Previous measurements in the MBL were conducted at different locations, several on
XI
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Cape Verde in the tropical Atlantic. The location for measurements of BrO and IO
on Cape Verde was chosen since it it was assumed that this location is representative
for open ocean conditions. Diurnal cycles of several ppt1 of BrO and 1-2 ppt IO were
observed by Read et al. [2008b], who estimated the total ozone loss due to halogens
during the day to contribute up to 50% of the total ozone loss in that region. Similar
measurements performed by Tschritter [2013] confirmed the clear detection of BrO in
the MBL with a distinct diurnal cycle agreeing with chemistry models [Mahajan et al.,
2010a], but could not detect IO at the previously reported concentrations. Furthermore
halocarbon measurements on Cape Verde showed a significant difference to open ocean
conditions. The observation that the observed chemistry on Cape Verde islands might
not be representative for the tropical MBL implied the need for further investigations
concerning the global distribution of these trace-gases.
The following measurements were performed:
1. MAX-DOAS measurements on R/V Polarstern, covering all latitudes on the At-
lantic. These were performed by an automated instrument, requiring only a mini-
mal amount of supervision.
2. Dedicated research cruises within the SOPRAN project, to obtain a more complete
picture of marine halogen emissions combining different measurement techniques
for a series of different trace gas species, within the MBL and within the Ocean.
These campaigns were conducted in cooperation with project partners from SO-
PRAN and SHIVA.
3. Combination of measurements with cavity-enhanced and MAX-DOAS techniques
to reduce uncertainties: Comparison of simultaneous measurements by both tech-
niques. This allows to obtain reliable information of the vertical distribution of
RHS in the troposphere.
4. Measurements outside the MBL for the identification of systematic evaluation dif-
ficulties: During a campaign in Mainz no significant amounts of tropospheric re-
active halogen species were expected due to NOx-chemistry. This allowed to test
the spectral retrieval of these trace gases and identify systematic problems. Un-
derstanding and solving these issues improved the overall detection limits of RHS.
Due to the low concentrations of the respective compounds in the MBL, it is neces-
sary to identify and minimize error sources, during the measurements as well as during
evaluation. Previous studies indicated a possible influence on the data analysis from
insufficiently accurate literature cross-sections for water vapour and the O2-O2 collision
complex O4 and additional restrictions due to insufficiently modelled inelastic scattering
in the atmosphere were observed. These influences were quantified to allow for a reliable
spectral retrieval of several trace-gases.
The campaign on R/V Maria S. Merian (2011) and on R/V Meteor M91 (2012) [Bange,
2013] were organized within the Surface Ocean Processes in the Antropocene (SOPRAN)
1parts per trillion (1 : 1012)
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project2, a joint project funded by the Bundesministerium fu¨r Bildung und Forschung
(BMBF) and the German national branch of the internal Surface Ocean Lower Atmo-
sphere Studies (SOLAS) programme. DOAS measurements on-board R/V Polarstern
since 2009 complemented these measurement campaigns to obtain a better overview
about the latitudinal distribution of reactive trace gases along the Atlantic from the
Arctic to Antarctica. Data from TransBrom [Kru¨ger and Quack, 2013] was also in-
cluded in some plots, provided by Katja Großmann [Großmann et al., 2013]. It was
partly funded by the national WGL project TransBrom. The ship campaign on R/V
Sonne was supported by the BMBF (German Federal Ministry of Education and Re-
search) through grant 03G0731A and supported by the SOPRAN and SHIVA projects.
0.1. Outline
The relevant and basic mechanisms of atmospheric chemistry and physics are discussed
in chapter 1 with an emphasis on Reactive Halogen Specie (RHS) (here: iodine and
bromine monoxide) as well as other reactive trace gases which can have an influence on
the chemistry within the Marine Boundary Layer (MBL).
The chemistry within the MBL interacts strongly via heat and trace-gas fluxes with
the Ocean, therefore chapter 2 treats some properties of the Oceans with a focus on
upwelling regions. These can have a large influence on atmospheric chemistry due to
their high bio-productivity and trace-gas fluxes.
In chapter 3 the Differential Optical Absorption Spectroscopy (DOAS) measurement
technique is described, which was used for measurements presented in this thesis. Meth-
ods for measurement error analysis and estimation are presented.
In this thesis no new DOAS-instrument was built, therefore chapter 4 only briefly cov-
ers the instruments used during different measurement campaigns and the necessary
technical modifications.
Because trace gases in the MBL are typically found at low concentrations and are there-
fore difficult to detect at all, chapter 5 discusses a series of influences on the results
of analysing measurement spectra. Possible absorption cross-sections which are not ac-
counted for by currently known absorption cross-sections are discussed and the accuracy
of literature cross-sections estimated. In addition, the influence of Vibrational Raman
Scattering (VRS) on MAX-DOAS measurements as a known effect from Raman spec-
troscopy is estimated and for the first time actually identified in measurement data.
During this thesis, a number of measurement campaigns not only in the MBL were
conducted, using different DOAS instruments. Chapter 6 gives an overview over their
respective locations, dates and employed instruments.
The measurement campaign SOPRAN M91 is presented in chapter 7. During this cam-
paign different measurement techniques were combined to prove their consistency. Fur-
thermore this campaign allows to characterize properties of the upwelling system and
compare it to previous observations in other upwelling regions (MSM18, P399) and also
Polarstern observations like ANT XXVIII:
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0. Motivation
The measurement campaign MSM18 took place in the subtropical and tropical Atlantic
showing the most significant detection of bromine monoxide throughout all cruises within
this thesis. The measurements presented in chapter 8 can be used furthermore to derive
typical background concentrations in the tropical marine boundary layer for iodine and
bromine oxide.
Chapter 9 shows MAX-DOAS data on the Polarstern transect ANT XXVIII along the
Atlantic from Germany to South-Africa. These measurements allow for the estimation
of the latitudinal variability of the measured trace-gases and aerosol optical densities.
The Cape Verde Atmospheric Observatory is located close to the cruise track, allowing
for the comparison with previous long-term observations.
Measurement data from the Arctic are shortly discussed in chapter 10 and measure-
ments during the Multi Axis Doas - Comparison campaign for Aerosols and Trace
gases (MAD-CAT) campaign in Mainz are shown in chapter 11. The measurement data
from this campaign was primarily used to compare it to measurements in the MBL to
identify systematic limitations of the spectral retrieval of trace-gases from MAX-DOAS
measurements.
The combined overall obtained measurements of the global distributions of certain gases
are presented in chapter 12, compared to previous measurements. Their implications for
tropospheric chemistry are discussed.
The results are summarized in chapter 13, together with an outlook on further develop-
ments, possibilities and measurement campaigns.
A short description of the SHIVA campaign was moved to the appendix as Chapter
B, since the MAX-DOAS measurements failed due to technical problems and the CE-
DOAS measurements did not achieve the necessary precision to gain information about
the iodine monoxide concentration in the coastal MBL in South-East Asia.
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1. Atmospheric Chemistry
Atmospheric chemistry is closely related to transport processes in the atmosphere. While
the Planetary Boundary Layer (PBL) is well mixed in most cases, due to convection and
turbulence, the stratosphere on the other hand side is more isolated, since its temperature
profile inhibits mixing processes. This subdivision of the atmosphere separates layers,
which then, due to their characteristic properties, also show characteristic behaviours
regarding their dominant chemical reactions.
1.1. Structure of the Atmosphere
One way to subdivide the atmosphere into layers is according to the vertical temper-
ature profile. Starting at the Earth’s surface, it is divided into the troposphere, the
stratosphere, the mesosphere and the thermosphere. Each of those is characterized by
a gradient in temperature. Their boundaries are defined by extrema in the temperature
profile.
In the troposphere the temperature decreases at a rate of 6 − 10◦C/km, depending on
the air’s humidity, mainly due to adiabatic expansion or compression. The dynamics of
the troposphere are driven by the warming of the Earth’s surface during the day and by
radiative cooling of its upper part above ≈ 8km. A temperature minimum is reached at
about 16 km in the tropics at ≈ −80◦C and at about 8 km in Polar Regions at ≈ −90◦C,
the tropopause.
The stratosphere contains the ozone layer and is thus heated by solar UV radiation. The
temperature rises with 2−5◦C/km in heights starting at 8−18 km to the stratopause in
a height of ≈ 50 km. This temperature inversion strongly reduces air exchange of differ-
ent heights and makes the stratosphere a stable layer with low convection and mixing.
It is also dry, since water vapour already condenses at low temperatures at the lower
end of the stratosphere / upper troposphere.
Above the stratopause, the mesosphere exhibits again a temperature decrease of 3◦C/km
in heights of ≈ 50 km to ≈ 85km, because despite high amounts of UV radiation ozone
production is significantly lower than in the stratosphere due to lower pressure.
The pressure profile can be approximated by a simple Boltzmann distribution, neglecting
temperature variations and assuming a constant gravitational constant over height.
p(z) = p0e
(−z/z0) with z0 =
kBT
mmolg
(1.1)
with p0 being the surface pressure and z0 the scale height of about 8.3 km at which the
pressure dropped to 1/e of its surface value. g is here the gravitational acceleration, kB
the Boltzmann constant and mmol the average molar mass.
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Even though different molecules have different masses, the main part of the atmosphere
is well-mixed (at least its long-lived constituents) and no separation can be observed.
This shows that at large scale transport processes are dominant over kinetic processes
of single molecules. Above ≈ 100km, separation can be observed.
In tropical regions mixing can occur between the troposphere and the stratosphere via
deep convection, a phenomenon which occurs when high clouds in tropical regions reach
the tropopause. Due to this mechanism an exchange of lower stratospheric air with
upper tropospheric air is possible. This allows for transport of various trace gases such
as water vapour [Fueglistaler et al., 2005] into the stratosphere and also the transport of
stratospheric ozone into the troposphere. E.g. about one percent of the total produced
ozone from the stratosphere is transported to the troposphere, which is about 1.25 · 109
t/a [Roedel, 1992]. (Anthropogenic CO2 emissions 2012 were about 10
10 t C/a. )
1.1.1. Boundary Layer
The troposphere can then again be subdivided into the free troposphere and the Plane-
tary Boundary Layer (PBL). The PBL characterized by being influenced by the Earth’s
surface, whereas the free troposphere is independent. Turbulence due to convection,
wind and surface roughness leads to a mixing of the boundary layer. The height of the
boundary layer varies depending on the solar energy input and the surface roughness
between 50 m for Polar Regions and up to 2 km for tropical conditions.
Mainly two different types of boundary layer exist, the convective and the stable bound-
ary layer. Whenever the underlying surface is colder than the air, the boundary layer
becomes stratified and stable. For oceanic conditions typically to a stable, convective
boundary layer during the day, limited in its height by an inversion layer, showing a
positive gradient of potential temperature.
The limit of the boundary layer is object to various meteorological definitions and can be
defined by an inversion layer on top of the boundary layer, a decrease in humidity or by a
threshold of the bulk Richardson number, which describes the proportion of kinetic and
potential energy. The measurement data for these calculations (Temperature, humidity,
pressure) is usually provided by radiosondes as in Fuhlbru¨gge et al. [2013].
On the open ocean typical convective boundary layer heights in tropical regions are
found around 1 km. In upwelling areas also stable boundary layers are observed with
heights of less than 200m [Fuhlbru¨gge et al., 2013].
1.2. Composition and Distribution of Constituents
The atmosphere surrounding Earth consists mainly of nitrogen and oxygen, the other
1% is composed by gases listed in Table 1.1. Their overall mixing ratios are low, but
their impact on atmospheric physics and chemistry can be important. Some of them,
like carbon dioxide, methane and nitrous oxide, show absorption properties making them
important factors in the overall radiative balance in the atmosphere. Others (e.g. ni-
trogen dioxide, OH-radical, chlorine radical) influence atmospheric chemistry already at
low mixing ratios due to their high reactivity. These radical molecules or atoms are
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responsible for effects like the polar ozone holes, smog, acid rain etc. and are less ho-
mogeneously distributed in the atmosphere as the main constituents of the atmosphere
and the less reactive ones.
Name Mixing ratio by volume
Nitrogen 78.1%
Oxygen 20.9%
Argon 0.93%
Carbon dioxide 400 ppm
Neon 18 ppm
Helium 5 ppm
Methane 1.7 ppm
Krypton 1.1 ppm
Hydrogen 0.55 ppm
Nitrous oxide 0.3 ppm
Xenon 0.09 ppm
Ozone 0 – 0.07 ppm
Nitrogen oxides 0.1 – 50 ppm
Sulphur compounds 0.1 – 100 ppb
Carbon monoxide 0.05 – 0.2 ppm
... ...
Table 1.1.: Some constituents of the lower atmosphere.
Table 1.2 shows a number of substances which are usually called Very Short-Lived Sub-
stance (VSLS) in the context of global change. These can contribute up to 25% of the
total bromine input to the stratosphere via convection, but can also contribute to con-
centrations of reactive halogens the troposphere. In the ’Scientific Assessment of Ozone
Depletion’ by the World Meteorological Organisation [WMO, 2007] VSLS are defined as
follows:
Very short-lived substances (VSLS) are defined as trace gases whose local
tropospheric lifetimes are comparable to, or shorter than, tropospheric trans-
port time scales, such that their tropospheric distributions are non-uniform.
In practice, VSLS are considered to have atmospheric lifetimes of less than
6 months. We consider only halogenated VSLS. [...]
These compounds can be precursors for reactive halogen species, once they are oxidized
or photolysed in the atmosphere.
Especially interesting for atmospheric chemistry, but also for DOAS measurements are
the compounds which absorb in the UV/VIS range (see also chapter 3). Due to their
absorptions they can be excited or photolysed, enabling them to take an active part
in atmospheric chemistry. Within the scope of this thesis the chemical reactions of the
reactive halogen species BrO and IO and their influence on tropospheric ozone chemistry
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Compound tropospheric lifetime source typ. trop. conc.
[ppt]
CH3I about 5 days Rasmussen et al. [1982] 0.3-0.6
CH3I several days V. Rattigan et al. [1997]
CH2I2 several minutes Yokouchi et al. [2014]
CH2ClI several hours V. Rattigan et al. [1997]
C2H5I several days V. Rattigan et al. [1997]
CF3I one day V. Rattigan et al. [1997]
CHBr2Cl 50 days Bilde et al. [1998] 40-50
CHBr3 26 days Organization [2003] 7-8
CH2Br2 120 days Organization [2003] 1-3
CH2Br2 47 days Mo¨ssinger et al. [1998]
CH3Br 0.5-1.5
CHBrCl2 60 days Bilde et al. [1998]
CHCl3 6 months Khalil et al. [1983] 6
CH2BrI 30 minutes Mo¨ssinger et al. [1998] 2(?)
CH2I2 5 minutes Mo¨ssinger et al. [1998]
Table 1.2.: Some halogenated compounds and their approximate tropospheric lifetimes.
Preliminary average atmospheric mixing ratios from SHIVA (Appendix B)
are listed if available [Elliot-Atlas, SHIVA-data server] as examples for con-
centrations of the these compounds in a tropical coastal environment. (see
also subsection 7.1.5).
are relevant for interpreting observations. They can interact with NO2, HCHO and
glyoxal. These can also be used as indicators during the observations of reactive halogen
species for the influence of anthropogenic and biogenic emissions of various trace-gases.
1.2.1. Atmospheric Ozone
The main part of atmospheric ozone is found in the stratosphere, where its concentration
is governed by the Chapman-cycle described in section 1.4, but also influenced by strato-
spheric trace gases, which modify this cycle, such as NO2, halogens and water vapour.
The stratospheric ozone layer protects Earth from UV radiation below 320 nm, which
is harmful to most organisms. It is therefore important to observe and understand the
evolution of the stratospheric ozone layer in a changing environment.
The maximum in stratospheric ozone partial pressure is found between 15–30 km height
(see figure 1.1), depending on latitude and season. The typical total vertical ozone col-
umn is 3mm thick under standard conditions. This is defined as 300 DU, corresponding
to 8 · 1018 molec cm−2.
Tropospheric ozone is important since it influences the oxidation capacity of the tro-
posphere. Via the production of OH radicals the removal of a series of trace gases in
the troposphere is affected. Tropospheric ozone acts also as a greenhouse gas and can
have a negative impact on the biosphere when present at high concentrations. It can
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Figure 1.1.: Stratospheric ozone profiles from the WMO Ozone Assessment 2006 [WMO,
2007]: Normally the largest amount of ozone is found in a height of 20-
30km, protecting the Earth from UV radiation. During polar spring-time
stratospheric ozone depletion events (ozone holes) were observed, mainly
caused by anthropogenic emissions of CFCs combined with extremely cold
temperature at those heights.
e.g. cause irritation of the respiratory system of mammals [Miller et al., 1978]. Tropo-
spheric ozone levels vary typically between typically 20-30 ppb in remote areas, but can
reach higher values due to NOx(NO2+NO) and VOC chemistry in urban environments.
Increasing NOx emissions and concentrations contributed to an increase in tropospheric
ozone concentrations [IPCC AR5, 2013](Figure 1.2). Due to the slightly higher NOx
concentrations in the northern hemisphere [Hilboll et al., 2013], also larger ozone con-
centrations are observed [Lelieveld et al., 2004]. The spatial distribution of tropospheric
ozone is nevertheless not constant and can vary from year to year depending on a num-
ber of factors as observed for tropospheric ozone in the equatorial Atlantic by Winkler
[1988], see also Figure 1.3. Halogen compounds can have a significant influence on ozone
deposition [Read et al., 2008b, Ganzeveld et al., 2009]. For tropical marine air ozone
loss due to halogen compounds can contribute up to 50% to the total diurnal ozone loss.
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Figure 1.2.: Increasing tropospheric ozone
concentrations were observed,
partly due to an increasing
NOx background. [IPCC
AR5, 2013] In the southern
hemisphere typically lower
values are observed, due to a
lower NOx background.
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Figure 1.3.: Latitudinal ozone distribution do not need to show the same concentrations
for each year and can vary significantly. [Winkler, 1988] This variation can
also have an impact on release processes of RHS to the MBL, e.g. the release
of iodide from seawater to the atmosphere. (see also subsection 1.4.3.1.
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1.2.2. NO2
NO2 is a toxic trace gas, which can be produced at high temperatures, i.e. combustion
processes, biomass burning and lightning, but can also be produced during nitrification
or denitrification processes in soils. The largest emission sources are anthropogenic.NO2
affects ozone chemistry throughout the atmosphere, a larger NOx background can lead
to enhanced ozone concentrations (see figure 1.2). It can react with halogens and act as
a sink, but it can also enhance the release of reactive halogen species by acidification of
salt particles due to nitric acid at NO2 mixing ratios of more than 1 ppb [Bleicher et al.,
2014]. The effective tropospheric lifetime of NO2 during daylight is of the order of several
hours [Beirle et al., 2011], concentrations on the open ocean are therefore expected to
be low. [e.g. Lee et al., 2010, 15 ppt on average on Cape Verde during RHaMBLe]
1.2.3. Formaldehyde
Formaldehyde (HCHO) is the smallest aldehyde and belongs to the family of Oxygenated
Volatile Organic Compounds (OVOCs). It is emitted to the atmosphere by incomplete
fossil fuel combustion, but it also has natural sources, such as the oxidation of methane
and Non-Methane Volatile Organic Compounds (NMVOCs). These can be of biogenic
origin, such as isoprene. The oxidation of methane by OH is responsible for the main
part of background formaldehyde, which has been measured at the surface between 0-
500 ppt [Riedel et al., 1999, Mahajan et al., 2010b] and on the remote Pacific [Peters
et al., 2012] at concentrations of 300 ppt. On Cape Verde typically 500 ppt HCHO were
observed during the HaloCaVe campaign 2011, see figure 1.6.
Enhanced mixing ratios of HCHO have been found due to biomass burning [Anderson
et al., 1996], due to biogenic emissions over forests [MacDonald et al., 2012], shipping
emissions [Marbach et al., 2009] and other anthropogenic emission. Satellite data for
HCHO and glyoxal as proxies for VOC oxidation has been used to model global emission
strengths of NMVOC, e.g. isoprene [Stavrakou et al., 2009b].
The fate of atmospheric formaldehyde is governed by reaction with OH and wet de-
position. These sinks lead to an atmospheric lifetime of only several hours, making it
suitable as a tracer for emissions observed from satellite [Marbach et al., 2009].
1.2.4. Glyoxal
Glyoxal is the smallest α-dicarbonyl organic compound and a product of oxidative Non-
Methane Volatile Organic Compound (NMVOC) chemistry [Grosjean et al., 1990] and
was observed due to anthropogenic emissions in Mexico City by Volkamer et al. [2005b],
but also in not as polluted environments at the MIT in Cambridge and in the Gulf of
Maine on a ship by Sinreich et al. [2007]. Furthermore measurements of this compound
were reported from open ocean MAX-DOAS measurements by Sinreich et al. [2010] in
the tropical eastern Pacific with mixing ratios of up to 140 ppt clearly above detection
limit. Different measurement campaigns with different DOAS instruments in the ma-
rine boundary layer compiled in Mahajan et al. [2014] show in general lower values of
tropospheric glyoxal Differential Slant Column Densitys (dSCDs). No conclusions were
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Figure 1.4.: Global vertical column densities from the OMI HCHO data prod-
uct (BIRA-IASB v13), averaged for 2011. [De Smedt et al. [2012],
http://h2co.aeronomie.be/]
drawn whether the reason for this discrepancy is seasonality, a special property of the
Eastern Pacific Ocean or if evaluation uncertainties have introduced a large bias in the
published data. Also in forested environments glyoxal was detected by Laser-Induced
Phosphorescence (LIP) measurements [Huisman et al., 2011] (mostly <100 ppt) and by
DOAS measurements [MacDonald et al., 2012] (close to detection limit, around several
hundred ppt). An overview can be found in Table 5.14.
On the open ocean Sinreich et al. [2010] reported dSCDs in the range from 1.0·1015 molec cm−2
to 2.5 ·1015 molec cm−2 at elevation angles ≤ 3.8◦ corresponding to 140 ppt or an optical
density of 1.4 · 10−3, thus clearly significantly above the instrumental capabilities of the
MAX-DOAS setup. Recent measurements during the Torero campaign in the equatorial
Pacific showed glyoxal mixing ratios of 30-60 ppt [Sean Coburn, DOAS Workshop 2013,
pers. comm.]. The lower values were observed during the day, when photolysis of glyoxal
and the reaction with OH is limiting its lifetime.
Predominant precursors are terpenes, isoprene of biogenic origin and biomass burning in
the tropics. These sources are continental and were sufficient to reproduce continental
observations of glyoxal from space using chemical transport models [Stavrakou et al.,
2009a]. The relatively short lifetime in the marine boundary layer due to photolysis,
reaction with OH and HO2, formation of secondary aerosol and deposition, imply that
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observations of glyoxal on the open ocean require an additional source. The total average
atmospheric lifetime for glyoxal for tropical noon conditions can be estimated to be about
2.5 hours. (see also Figure 1.5)
During Polarstern cruise ANT XXVII/4 from Cape Town to Bremerhaven van Pinxteren
and Herrmann [2013] found 200ng/l glyoxal in the marine surface micro layer (SML).
This converts into cwater ≈ 3.4 nmol/l = 3.4 nM in water. Given a Henry’s law constant
H = 360000 M−1 atm−1 [Zhou and Mopper, 1990], this would result in equilibrium in
a negligible atmospheric concentrations cwater/H. Observations of atmospheric glyoxal
[Sinreich et al., 2010, Zhou and Mopper, 1990] are in the range of 100 ppt. Thus either
the main production of glyoxal is within the Surface MicroLayer (SML) or the gas
transfer into the water is limited e.g. by surfactants. The same discrepancy has been
also observed for formaldehyde [Zhou and Mopper, 1990].
However, recent CE-DOAS measurements on the Pacific during the Torero campaign
indicated lower mixing ratios of 30-40 ppt [S. Coburn, pers. comm.].
Global measurements from satellite by Wittrock et al. [2006] and Lerot et al. [2010] were
retrieved from SCIAMACHY and GOME2 data, respectively. Over the oceans these
measurements need to be evaluated with care, due to the overlaying effects of liquid
water absorption and scattering, which is not known very precisely (see section 5.5),
vibrational Raman scattering (see subsection 5.2.2.2 and Peters [2013], Dinter [2005]) as
well as absorption by phytoplancton [Sadeghi et al., 2012].
Figure 1.5.: Glyoxal SCD from GOME-2 by Lerot et al. [2010]. The distribution of
retrieved glyoxal column densities looks similar to the distribution reported
for water vapour by Noe¨l et al. [2005].
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1.2.5. Chlorine compounds
Compared to bromine and iodine, chlorine is even more reactive. Direct tropospheric
measurements of reactive chlorine compounds are rare, since Cl can react fast with tro-
pospheric methane and NMVOC forming HCl which is removed quickly. However, there
are indirect Cl-measurement techniques such as ’hydrocarbon-clock’ techniques, which
make use of these reactions to determine the Cl-concentration. 15 ppt ClO were detected
on a salt lake in Utah [Stutz et al., 2002]. Tropospheric OClO was detected in volcanic
plumes [Gliß, 2014]. Stratospheric OClO was already observed in the stratosphere e.g.
by Ku¨hl et al. [2004]. Chlorine can be brought into the atmosphere by seasalt aerosol
which has been acidified by sulfuric or nitric acids. Organic compounds containing chlo-
rine are mostly of anthropogenic origin. Only CH3Cl is produced biologically in large
amounts and by biomass burning and represents 1/6 of the total tropospheric chlorine
burden.
If any ClO or OClO is present, the cross-reaction of ClO and BrO (1.17) can contribute
to the total ozone destruction [Buxmann, 2012].
1.2.6. Bromine compounds
Outside the marine boundary layer BrO can be observed in polar regions [Barrie et al.,
1988, Frieß et al., 2011, Po¨hler et al., 2010], above salt lakes [Hebestreit et al., 1999,
Holla, 2013], volcanic plumes [Bobrowski and Giuffrida, 2012] and the stratosphere Dorf
et al. [2006], WMO [2007]. Measurements in the free troposphere indicate also a BrO
concentration of 0.3 ppt above the marine boundary layer in tropical regions [R. Volka-
mer, DOAS WS 2013 pers. comm].
In the marine boundary layer BrO was observed by Longpath Differential Optical Ab-
sorption Spectroscopy (LP-DOAS) measurements on the Cape Verde Atmospheric Ob-
servatory (CVAO) with concentrations of up to 3 ppt by Read et al. [2008b] and also
Tschritter [2013], in the Mauritanian upwelling by Martin et al. [2009] and Tschritter
[2013] locally restricted with concentrations up to 20 ppt. On the open Atlantic this
compound was detected by Leser et al. [2003], who observed significant amounts of BrO
(2.5 ppt) during a cruise from Bremerhaven to Cape Town only north of the Canary
Islands and close to Cape Verde. Due to the vast surface area of the ocean already
small BrO concentrations significantly influence ozone destruction [Read et al., 2008b],
enhance the speed of oxidation of Dimethyl sulfide (DMS) [Boucher et al., 2003, Breider
et al., 2010] and possibly mercury deposition [Ariya et al., 2004, Dibble et al., 2012].
Bromine compounds can also be found in the stratosphere [Dorf et al., 2006], where its
main precursor substances are halons and brominated hydrocarbons.
1.2.7. Iodine compounds
The role of iodine compounds in the ocean and its processing by the marine ecosystem is
not well understood, neither is their distribution. Databases for halogenated compounds
have been recently established for a few species [Ziska et al., 2013] and the distribution
of inorganic iodine in seawater is observed, but still far from covering the globe [Chance
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Figure 1.6.: Diurnal mixing ratios of BrO, O3 and HCHO during the HaloCaVe campaign
on Cape Verde 2011 [Tschritter, 2013] [D. Po¨hler, pers. comm.]
et al., 2014]. Furthermore, the release processes to the atmosphere as well as the removal
mechanisms from the atmosphere for iodine compounds remain uncertain, but of high
importance, since iodine plays an important role for the diet of humans and other mam-
mals. It is a constituent of hormones produced in the thyroid and in small amounts also
needed by other organs. A typical daily ratio is around 150µg for an adult (WHO/FAO
recommendation). Radioactive iodine which enters the human food-chain is of special
importance, since it can be enriched in the thyroid and its radiation can cause thyroid
cancer.
Together with bromine, atmospheric iodine can contribute to ozone destruction by in-
creasing the ozone depletion rate of bromine already at low concentrations as shown in
[Mahajan et al., 2010c] for Arctic spring-time BrO concentrations of several ppt BrO.
According to [O’Dowd et al., 2002a, and references therein], global emissions can be
subdivided into emissions from macro-algae, phytoplankton and other sources yielding
total iodine emissions which are estimated to be around 1011 − 1012g/yr−1, with small
contributions from macro-algae of 107−107g/yr−1 and phytoplankton 109−1010g/yr−1.
The dominating source to explain global measurements of mixing ratios of IO in the
boundary layer and the free troposphere is therefore still missing. This missing source
could be the O3-mediated release iodide in form of I2 and HOI directly at the sea surface
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the above values were calculated for a single measurement
without any averaging. This analysis shows that the IO de-
tection limit for a single SCIAMACHY ground scene lies
close to and in some cases below the IO amounts observed
by ground-based measurements. For these cases, positive de-
tection of IO from satellite can be expected if the spatial ex-
tent of the area of enhanced IO amounts is of the order of a
satellite ground-pixel.
6 Results
DOAS retrievals of IO were undertaken on SCIAMACHY
measurements using the procedure and assumptions de-
scribed above. Typical fitting residuals exhibit rms values of
around 1–2×10−4 in terms of optical depth for a single mea-
surement. Two examples are shown in Fig. 3 for different
amounts of detected IO slant columns. This figure displays
the total differential absorption spectrum, the fits of NO2,
the Ring effect and IO from the measurement including in
each case the residual noise in direct comparison with the
scaled reference absorption cross section, and finally the fit
residual. Assuming that a trace gas becomes detectable if its
differential absorption structures are larger than the rms of
the respective residual, an experimental detection limit of 5–
10×1012 molec/cm2 results for a single measurement. This
limit is only slightly higher than the theoretically achievable
limit discussed in the previous section. As a result of averag-
ing the detection limit for the monthly mean drops to smaller
values dependent on the square root of the number of mea-
surements available for a specific location. This number is
highly variable, ranging from no measurements at all close
to the winter pole to up to five measurements a day, at high
latitudes in summer. As a consequence, the detection limit in
the monthly mean can improve by up to a factor of 5 or more.
Global IO slant columns averaged over the months of
September to November 2005 are shown colour coded on a
global map in Fig. 4. The highest values in the monthly aver-
age amount to about 8×1012 molec/cm2 and are detected in
a widespread area close to Antarctica off the coast, especially
in the Weddell Sea.
Surprisingly, enhanced IO amounts are also observed on
the Antarctic continent. This is interesting, as these regions
are situated at some distance from suspected sources of IO.
Possible explanations for this unexpected finding are dis-
cussed in Sect. 8.
Other regions with enhanced values are seen e.g. over the
tropical Pacific west of Central America. It is interesting to
note these small amounts of IO retrieved over up welling re-
gions and biologically active oceans. However, in these re-
gions, the signal-to-noise ratio of the retrieval is poorer and
the results for IO columns are therefore more sensitive to fit
settings. For example, a slight change in the fitting window
can change these features strongly. Consequently, these val-
ues have to be treated with caution and their significance will
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Fig. 4. Iodine oxide slant columns as retrieved from SCIAMACHY
nadir measurements averaged over three months (September to
November 2005). The highest values are found close to Antarctica,
especially in the Weddell Sea.
require careful validation. In contrast, the maximum close to
the Antarctic continent is stable with respect to the changes
in the fit settings.
Closer inspection of the figure also reveals areas with neg-
ative IO columns, mainly over the “ocean deserts” where the
water is clear and the penetration of solar radiation signif-
icant. This interference is attributed to incompletely com-
pensated vibrational Raman scattering in water and/or weak
water absorption in the water. This behaviour has been iden-
tified also in the retrievals of other trace gas products in these
regions. A more detailed modelling of the water-leaving ra-
diance is expected to improve the fitting results.
There is no unambiguous indication from the results for
enhanced IO columns in regions such as the Irish or Britannic
coast, where ground-based measurements detected IO at high
concentrations. This is probably the result of the larger de-
tection limit at mid-latitudinal coastal sites and the spatially
and temporally confined nature of the sources such as the
fields of algae, which emit mainly during times of low tide
along the coast. For the regions outside Antarctica, an up-
per limit for monthly and spatially averaged IO is estimated
to lie around 3×1012 molec/cm2, while higher values within
shorter time scales or locally might very well be present nev-
ertheless. The results around Antarctica have been further
analysed and the seasonal means of the IO differential slant
column are plotted in Fig. 5 for the Southern Hemisphere.
From this series of measurements, a seasonal variation of
the Antarctic IO values is found. A regionally widespread
maximum of IO values during springtime occurs throughout
the Weddell Sea, in the Ross Sea and along some coastlines.
In December, the IO amount drops to values around and be-
low 5×1012 molec/cm2 remaining close to this value for the
polar summer and peaking slightly again during the autumn
period around March. In this period, a higher amount of scat-
ter is seen in the data for yet unknown reasons. In winter,
there are no measurements from SCIAMACHY close to the
www.atmos-chem-phys.net/8/637/2008/ Atmos. Chem. Phys., 8, 637–653, 2008
Figure 1.7.: Scho¨nhardt et al. [2008], for a zoom-in plot showing the Peruvian upwelling
region see figure 7.19.
explained below and in subsection 1.4.3.1.
First observations of atmosp eric IO report d by Alicke et a . [1999] in M ce He d,
Ireland, show significant IO mixing ratios, but seem to be dominated by locally restricted
coastal iodine sources [Seitz et al., 2010]. For coastal measurements also the correlation
with halocarbon concentrations was observed at the French coast in Brittany [Peters
et al., 2005]. After having detected IO in Tasmania (≈ 0.5 ppt) under measurement
conditions which were dominated by air from the southern ocean, Allan et al. [2000]
suggested a differentiation between high concentrations of IO caused by macro algae
and background levels of about 1 ppt. The measurements on Tenerife also by Allan
et al. [2000] agree roughly with volume mixing ratios of 1–2 ppt by Read et al. [2008b]
for tropical environments. Furthermore it was detected above Spitsbergen by Wittrock
et al. [2000], in Alert/Canada [Zielcke et al., 2014] and in Antarctica [Frieß et al., 2001,
Frieß et al., 2006, Atkinson et al., 2012]. Saiz-Lopez et al. [2007b] observed IO throughout
Antarctic summer, with a maximum daily average during summer of 7 ppt.
IO column densities were re rieved from data f the satellite instrumen Scannin Imag-
ing Absorption Spectrometer for Atmospheric CHartographY (SCIAMACHY) by [Saiz-
Lopez et al., 2007a, Scho¨nhardt, 2009, Scho¨nhardt et al., 2012] and recent improvements
by [Peters, 2013] concerning liquid water absorption. The m in abu dances ere ob-
served over Antarctica and the Peruvian upwelling, but also seasonal variations in IO
column densities were observed close to Spitsbergen.
In the MBL widespread abundance of IO with levels around 1–2 ppt have been report d
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for the western [Großmann et al., 2013] and eastern [Mahajan et al., 2012] Pacific Ocean,
on the atmospheric measurement station on Cape Verde in the north-eastern Atlantic
by [Read et al., 2008b] and further north on Tenerife by Puentedura et al. [2012]. IO
also seems to be abundant in the free troposphere, as reported by Dix et al. [2013] and
Puentedura et al. [2012].
Saiz-Lopez et al. [2006] reported night-time I2 values for air-masses from the open ocean
in Mace Head, interpreting these as the result of an open-ocean iodine source.
For coastal environments other release processes seem to dominate, forming so-called
’hot-spots’ at coasts with specific algae, sometimes achieving concentrations of IO at
which the self reaction is sufficient to create cloud condensation nuclei [Seitz et al., 2010,
O’Dowd et al., 2002b].
Still, the halogenated volatile organic compounds were found to be not sufficient to
explain the observed concentrations of IO in the MBL Mahajan et al. [2010a]. A possible
inorganic pathway by the emission of I2 and HOI has been described and underlined by
measurements in Carpenter et al. [2013] and would explain the source of I2 which has
been postulated in modelling studies Großmann et al. [2013], Mahajan et al. [2010a].
Bluhm et al. [2010] reported values for iodide of 80-180 nM for the Mauritanian upwelling
region, which agree with modelled iodide concentrations observed by Truesdale et al.
[2000] and inferred from nutrient distributions by Ganzeveld et al. [2009]. Atkinson
et al. [2012] reported iodide levels of >100 nM for the topmost 5 cm of an ice core from
the Wedell sea while observing significant amounts of IO and surprisingly high values
for I2.
LP-DOAS measurements during the HALogens On Cape Verde (HaloCaVe) campaign at
CVAO by Tschritter [2013] detected no significant amounts of IO in the marine bound-
ary layer over a period of several weeks, which contradicts the measurements by Read
et al. [2008b] and potentially MAX-DOAS measurements by Tschritter [2013] himself.
The diagreement of MAX-DOAS and LP-DOAS measurements during HaloCaVe is not
completely clear, since together with uncertainties of the radiative transfer modelling,
the detection limit of the LP-DOAS and the values obtained from Multi AXis Differential
Optical Absorption Spectroscopy (MAX-DOAS) might still agree.
A similar problem exists for data from Antarctica, where CE-DOAS and LP-DOAS
measurements [Friess et al., 2013] could not confirm the observations by MAX-DOAS by
Frieß et al. [2001], Frieß et al. [2010] and other LP-DOAS measurements by [Saiz-Lopez
et al., 2007b].
OIO A product of the IO self reaction is OIO, which can then lead to the production
of even larger molecules leading to the creation of Cloud Condensation Nuclei (CCN).
Observations are reported by Allan et al. [2001] in Tasmania close after sunset, up to
2 ppt and by Saiz-Lopez et al. [2006] for Mace Head/Ireland with several ppt OIO during
the night. Hebestreit [2001] detected up to 7 ppt OIO in Mace Head, while Seitz et al.
[2010] could not detect it in a similar field campaign. Stutz et al. [2007] detected daytime
OIO with LP-DOAS and MAX-DOAS instruments in the Gulf of Maine with mixing
ratios of 30 ppt close to fields of macro-algae.
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Typical concentrations in the marine boundary layer are expected to be in the sub-ppt
range during daytime [Mahajan et al., 2010a].
1.2.8. Sulphur compounds
The main source of reactive sulfur compounds found in the marine boundary layer are
marine organisms, which can emit Dimethyl sulfide (DMS) [von Glasow et al., 2004,
Zindler et al., 2013].
DMS can be oxidized by OH to SO2 or methyl sulfonic acid (CH3SO3H). SO2 has the
potential to produce CCN and can thus influence the radiative budget. [Platt and Stutz,
2008] Oxidation of DMS to Dimethyl sulfoxide (DMSO) by halogen oxides can reduce
the CCN production potential of DMS via H2SO4, since DMSO will be deposited on
aerosol and thus increases the size of already existing CCN or can be converted into
methyl sulfonic acid [Mahajan et al., 2010a]. A concentration of 1 ppt BrO contributes
with about 25% of the dominating oxidation pathway of DMS by OH.
Capaldo et al. [1999] reports ambient SO2 mixing ratios of 0.01-0.2 ppb on the open
ocean, mostly due to shipping activity.
1.3. Origins of trace gases containing halogens
1.3.1. Gaseous emissions from the ocean
The average flux of RHS from the ocean is regarded to be small, but the surface size of
the Oceans can compensate easily for 2-3 orders of magnitude of RHS flux compared to
coastal areas or even more for salt-lakes.
Halogenated hydrocarbons can be metabolic products of phytoplancton and seaweeds
and can have an effect on the troposphere as well as on the stratosphere, depending on
their respective atmospheric lifetime (compare Table 1.2). The specific source strengths
of these compounds is not well known, neither is their total global budget. [Ziska et al.,
2013] Some compounds listed in Table 1.2 can already undergo photolysis within the
surface water layer. Photolysis of CH2I2 can lead to production of CH2ICl, which have
an average lifetime in seawater of minutes and hours, respectively [Martino et al., 2005,
Jones and Carpenter, 2005]. This photolytical destruction can reduce the flux into the
atmosphere. On the other hand side, also production of iodinated halocarbons in the
uppermost ocean is possible from DOM and iodide, leading to increased emission rates.
The reaction of ozone with iodide leads to the production of HOI which can react with
DOM to CH3I, but also CH2I2 and CHClI2 [Martino et al., 2008].
As pointed out in detail in subsection 1.4.3.1 iodine can be release directly from ocean
water to the atmosphere, making the large reservoir of iodine in ocean water ’accessible’
for atmospheric chemistry.
Surfactants can reduce exchange rates between ocean and atmosphere, but can also be
a source of VOCs in the troposphere, which themselves can act as sinks for halogen
species.
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1.3.1.1. Release from marine Aerosol
The marine aerosol load is, if not dominated by import of large amounts of dust from
deserts, dominated by sea salt aerosol [D O’Dowd and De Leeuw, 2007]. This can
be created by bursting air bubbles reaching the surface or along coastlines. Sea salt
aerosol dominates with respect to total mass, while sulphate aerosols, mostly from DMS
oxidation, dominate in terms of number density.
Marine aerosol can be divided into primary and secondary aerosol: The primary aerosol is
emitted directly and brought into the atmosphere, e.g. by sea salt ejected from seawater
or dust storms in deserts. It’s iron content can contribute significantly to the fertilization
of ocean water, once deposited. It is estimated that within one year about 140Tg of dust
from Africa are deposited in the Atlantic Ocean [Kaufman et al., 2005].
Secondary aerosol is formed within the atmosphere. The self-reaction of iodine can lead,
for the case of high iodine concentrations, to bursts of aerosol particles (subsection 1.2.7),
but also the photolysis of DMS (see figure 1.2.8) and oxidation of isoprene and other
compounds can lead to the formation of aerosol particles.
For the chemistry of RHS, aerosols are important due to two reasons: They provide
large amounts of chlorine and bromine to the MBL and furthermore provide surface
area on which heterogeneous chemical reactions can take place, as e.g. needed for the
recycling mechanisms of RHS (see also subsection 1.4.3) [Kerweg, 2005]. If the pH of
the aerosol is low enough (< 6.5, see Fickert et al. [1999], Buxmann [2012], Bleicher
[2012]), the bromine explosion mechanism can lead to emissions of Br2. The typical pH
of seawater is found between 7.5 and 8.4, therefore seasalt aerosol needs to be acidified
first to contribute to the release of RHS via this pathway.
1.3.2. Continental sources
Continental sources of RHS can also be divided into abiotic and biotic source processes.
Volcanoes can emit large amounts of chlorine and bromine [Kutterolf et al., 2013, Bo-
browski and Giuffrida, 2012], while emissions of iodide have not been observed so far Gliß
[2014]. Furthermore salt lakes can emit large amounts of bromine and iodine [Hebestreit
et al., 1999] with concentrations of up to several 10 ppt of BrO Holla [2013].
As emissions of precursors of RHS have been observed in the marine biosphere, also
plants on the continents have the potential to emit halogenated hydrocarbons. These
emissions can be directly from a living plant Yokouchi et al. [2002], Weinberg et al. [2013]
or e.g. due to biomass-burning Rudolph et al. [1995].
Anthropogenic emissions can also play a role for atmospheric chemistry, as did the
emissions of long-lived CFCs followed by their transport to the stratosphere and the
following observations of stratospheric ozone holes, which led to a larger interest in
atmospheric halogen chemistry. For bromoform the anthropogenic emissions Quack and
Wallace [2003] make up about 3% of total emissions, which are dominated by marine
sources.
For polar regions the mechanisms are different and the direct emissions of bromine from
aerosol and/or ice and frostflowers dominate. For iodine the role of polar sources and
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their spatial extend is unclear, satellite retrievals indicate large amounts of IO over
Antarctica, but less or none in Arctic regions.[Scho¨nhardt et al., 2008] Large air masses
with high BrO concentrations can be regularly observed in polar regions during spring
[Frieß et al., 2011, Scho¨nhardt et al., 2012, Sihler, 2012] and aerosol samples also show
high concentrations of bromine during springtime and enhanced iodine concentrations
during summer [Barrie and Barrie, 1990] (see also Figure 1.8). While the spring-time
peak might be caused by the same mechanisms as those of bromine, the late-summer peak
might be connected to iodide release of phytoplancton as described in subsection 1.4.3.1
due to the time of the year or direct biogenic production and/or transport of iodinated
compounds. Yokouchi et al. [2014] detected larger CH3I concentrations at Alert during
winter, which was interpreted as long-range transport of this iodine containing compound
in the absence of photolysis.
Figure 1.8.: Aerosol speciation data from Barrie and Barrie [1990]. The spring-time
maximum in bromine coincides with with a maximum in iodine, which shows
another maximum in late summer.
16
1.4. Ozone chemistry
1.4. Ozone chemistry
Ozone is one of the central trace gases in the Earth’s atmosphere: Due to its absorption
cross-section it absorbs a large part of UV-A and UV-B radiation below 315 nm already in
the stratosphere and therefore protects life on Earth from the influence of UV radiation.
But it also plays an important role in the troposphere, were it influences the oxidative
capacity of the troposphere by photolytically producing OH radicals.
1.4.1. Stratospheric Ozone chemistry
Stratospheric ozone is produced by photo dissociation of molecular oxygen, but it also
is destroyed by photolysis. The net production depends on the available photons for
photolysis of O2 and O3 as well as on the ambient pressure. This equilibrium has been
first described by Chapman [1930], the so called Chapman-cycle:
O2 + hν −→ 2 O(3P ) λ < 242 nm (1.2)
O(3P ) +O2 +M −→ O3 +M (1.3)
O3 + hν −→ O2 +O(1D) λ < 320 nm (1.4)
O(1D) +M −→ O(3P ) +M (1.5)
O3 + hν −→ O2 +O(3P ) λ < 1180 nm (1.6)
2 O(3P ) +M −→ O2 +M (1.7)
O(3P ) +O3 −→ 2 O2 (1.8)
Here 1.2 is the main ozone production mechanism, needing an additional collision part-
ner M for momentum conservation. The other reactions contribute to loss of of ozone,
balancing the total amount of stratospheric ozone. The total ozone loss is further in-
creased by catalysts destroying ozone, such as H, OH, NO, Cl and Br, listed as e.g. in
1.13 and following.
1.4.2. Tropospheric Ozone chemistry
But ozone can also be found in the troposphere, even though practically no UV radiation
below 242nm is available for photolysis of O2. This is especially the case at high NOx
concentrations combined with high VOC mixing ratios: NO2 is photolysed by photons at
lower energies, producing NO and O(3P ), which can form O3 again after reaction with
O2. Since NO can also destroy O3, an equilibrium is eventually established. The ratio
between NO2 and NO has been described by Leighton [1961] and their ratio is therefore
called the Leighton ratio:
NO2 −→ NO +O(3P ) (1.9)
L =
[NO2]
[NO]
=
[O3] · kNO+O3
JNO2
(1.10)
17
1. Atmospheric Chemistry
Whenever a compound enters this equilibrium removing the NO, the equilibrium will be
shifted towards higher ozone levels. This can be observed for higher concentrations of
peroxy radicals, e.g. HO2, CH3O2, which can be formed by OH radicals and methane,
e.g.:
LHO2 =
[NO2]
[NO]
=
[O3] · kNO+O3 + [HO2] · kNO+HO2
JNO2
(1.11)
The photolysis frequency JNO2 for reaction 1.9 can be calculated from the integral over
the product of the actinic flux and the cross-section of the compound:
J(A) =
∫
σ(λ)φ(λ)ζ(λ)dλ (1.12)
Here σ(λ) is the cross-section of the compound, φ(λ) the quantum efficiency and ζ(λ)
the actinic flux at the wavelength λ. Typical photolysis frequencies are 0.004-0.009s−1
for NO2, 0.01-0.04 s
−1 for BrO and 0.10-0.2s−1 for IO depending on the solar zenith
angle (values from Bleicher [2012] and references therein).
1.4.3. Reactive Halogen Species
Reactive Halogen Species (RHS) affect the tropospheric as well as the stratospheric ozone
chemistry by introducing another ozone destruction mechanism and having potentially a
large impact on the HO2/OH ratios. This can then also lead to changes in the Leighton
ratio. In the stratosphere model calculations showed the need of further ozone destruc-
tion mechanisms when it was discovered that the ozone concentration is only half as high
as expected. This difference led to calculations on the influence of NOx on stratospheric
ozone concentrations by Johnston [1971] and Crutzen [1970] and further to the discovery
of the influence of chlorine by Molina and Rowland [1974], bromine, water vapour, and
other compounds.
The term RHS denotes compounds containing chlorine, bromine and iodine. Astatine is
virtually absent on Earth and Fluorine does not play a role in tropospheric chemistry,
since it reacts very rapidly to HF. Chlorine is highly reactive towards hydrocarbons,
bromine reacts with some hydrocarbons as e.g. HCHO, methanol and DMS and iodine
can react with ozone but also shows a strong self-reaction leading to the production of
larger molecules. In the following X and Y will represent Cl, Br and I, if not noted
otherwise.
RHS can destroy ozone catalytically via the following reactions:
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X2 + hν −→ X +X (1.13)
XO + hν −→ X +O (1.14)
X +O3 −→ XO +O2 (1.15)
Y +O3 −→ Y O +O2 (1.16)
XO + Y O −→ X + Y +O2 (1.17)
−→ OXO + Y (1.18)
−→ XY +O2 (1.19)
(+M) −→ XY O2 (1.20)
While reactions 1.15 and 1.16 depend linearly on the concentration of X and Y, reaction
1.17 depends on the product of their volume mixing ratios and thus becomes more
important for high concentrations. For low concentrations also the reaction with HO2
radicals is important to recycle the halogen radicals:
XO +HO2 −→ HOX +O2 (1.21)
HOX + hν −→ X +OH (1.22)
OH + CO +O2 −→ HO2 + CO2 (1.23)
X +O3 −→ XO +O2 (1.24)
HO2 +O3 −→ OH +O2 (1.25)
This is the dominant ozone destruction cycle in remote marine environments [Read et al.,
2008b].
Photolysis of OXO produced in reaction 1.18 to XO and O(3P) can reduce the efficiency
of ozone destruction, because it produces an O(3P) radical which can then form ozone
again as in reaction 1.3. For the case of iodine an additional reaction from OIO to O2 and
I exists which increases the ozone destruction potential of reactive iodine [Go´mez Mart´ın
et al., 2009]. The existence of the reaction and and its influence on the potential for
ozone destruction has been a topic of active discussion.
HOX can also enter the liquid phase. For the case of HOBr, if there is bromine available
in the liquid phase and the pH of the solution is low enough (< 6.5), this can trigger the
so called ’bromine explosion’ [Platt and Lehrer, 1997, Buxmann, 2012]. This describes
an exponential growth of gas phase bromine and a method of very effective ozone de-
struction, which can be then the limiting factor for bromine emissions if virtually all
ozone is destroyed e.g. in polar regions [Simpson et al., 2007, Sihler, 2012].
Due to its solubility HOBr can enter the liquid phase around an aerosol particle or on
an ice surface. The reaction with Br– and H+ consumes H+, which is the reason why
an acidic environment is needed. In seawater this reaction is not possible, due to the
buffering of the seawater acidity by the carbonate system. Typically the seawater pH is
found around 7.5-8.4. Once Br2 is formed, it can be emitted to the atmosphere. It is
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eventually photolysed yielding 2 highly reactive bromine atoms which can participate in
atmospheric chemistry, especially ozone destruction. BrO can react with HO2, forming
again HOBr, which can then continue in this reaction cycle. Because two bromine atoms
are released for one molecule of HOBr, this can lead to an exponential growth of gas
phase bromine, as long each of the necessary substances is available. In polar regions and
volcanic plumes the available amount of ozone can be the limiting factor. The reaction
cycle is shown as a diagram in figure 1.9.
Figure 1.9.: A simplified diagram
of the bromine ex-
plosion mechanism,
adapted from Simp-
son et al. [2007]. The
path marked in red
can lead to an ex-
ponential increase of
atmospheric reactive
bromine.
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net: CO+ O3 → CO2 + O2
In this scheme, a key reaction is XO+HO2, which is very fast
(several times 10−11 cm3 molec−1 s−1, Knight and Crowley,
2001). An analogous reaction of XO+CH3O2 is also likely
to ultimately produce HOX (Aranda et al., 1997). The above
sequence oxidizes CO to CO2, but other reactions similar
to R7 involving hydrocarbons may be substituted for Reac-
tion (R7).
All three of these types of reaction cycles, self reaction
(XO+XO), cross reaction (XO+YO), and XO+HO2 catalyt-
ically destroy ozone at times when halogen atoms and halo-
gen oxides are present in the atmosphere. However, these cy-
cles do not increase the reactive stock of halogen atoms and
halogen oxides (X and XO). A special sequence of chemical
reactions, often known as the “bromine explosion” reaction
sequence, can theoretically produce reactive halogen gases.
This sequence is thought be the source of the majority of
reactive halogens during ozone depletion events (Fan and Ja-
cob, 1992; McConnell et al., 1992; Platt and Lehrer, 1996;
Tang and McConnell, 1996; Wennberg, 1999). The bromine
explosion reaction sequence is
HOBr+ Br− + H+ mp→ H2O+ Br2 (R8)
Br2 + hν → 2Br (R9)
Br+ O3 → BrO+ O2 (R1)
BrO+ HO2 → HOBr+ O2 (R5)
net: H+ + Br− + HO2 + O3 mp,hν→ Br+ H2O+ 2O2
In this sequence, graphically depicted in Fig. 4, reactive
bromine is produced by HO2 oxidizing bromide (Br−), most
often from sea salt and present in solution or on ice sur-
faces. The multiphase reaction involvement is shown in Re-
action (R8) by the shorthand “mp”, highlighting its impor-
tance. If we consider the reactions to be occurring in liq-
uid brine solution, then Reaction (R8) would consist of three
sub-steps, HOBr gas uptake, reaction in brine solution, and
degassing of dissolved Br2 gas. The sequence is autocat-
alytic, meaning that the product is a reactive halogen species
that then acts as a catalyst, further speeding up the reaction.
It is important to remember that this reaction consumes HOx,
bromide (Br−) and protons (acidity), all of which are critical
to subsequent discussions in this paper.
Another equivalent method to consider the bromine explo-
sion chemistry is to not view the net reaction above, but in-
stead consider an inventory of inactive (e.g. Br−) and reac-
tive bromine species. Reaction (R8) consumes one reactive
bromine species (HOBr) but produces Br2, the precursor of
two reactive bromine species (two Br atoms). Therefore, ef-
fectively, one BrOx molecule is converted into two by ox-
idizing bromide at the surface e.g. of brine or dry sea salt
on sea ice or aerosol. This process leads to an exponential
growth of the BrO concentration in the atmosphere, which
led to the term bromine explosion (Platt and Janssen, 1995;
Fig. 4. A simplified set of bromine explosion reactions. The blue
area at the bottom is meant to represent the condensed phase (liquid
brine or ice surface).
Platt and Lehrer, 1996; Wennberg, 1999). Recent laboratory
investigations have shown that the above heterogeneous re-
action is efficient and thus this sequence can produce BrOx
in the troposphere (e.g. Kirchner et al., 1997; Abbatt, 1994;
Abbatt and Nowak, 1997; Fickert et al., 1999; Huff and Ab-
batt, 2000, 2002; Adams et al., 2002).
The actual mechanism of R8 has been the subject of a
number of laboratory studies (Fickert et al., 1999; Huff and
Abbatt, 2000, 2002; Adams et al., 2002). These studies con-
sidered the source of the halides (Cl− and Br−) to be sea
salt. In sea salt the Cl−/Br− ratio is about 650, but in experi-
ments the Cl−/Br− ratios were varied to elucidate the mech-
anism. When the concentration of Br is decreased below
the sea salt ratio, an increasing fraction of BrCl is produced,
while at high relative Br/Cl ratios, Br2 is the preferred prod-
uct (Adams et al., 2002). The following sequence was first
suggested by Vogt et al. (1996) and later laboratory experi-
ments (Fickert et al., 1999) were consistent with this mecha-
nism.
HOBr+ Cl− + H+ mp→ H2O+ BrCl (R10)
BrCl+ Br− aq Br2Cl− (R11)
Br2Cl−
aq
 Br2 + Cl− (R12)
net: HOBr+ Br− + H+ mp→ H2O+ Br2 (R8)
Field evidence supporting this scheme comes from the ob-
servation that both BrCl and Br2 are produced from the snow
pack (Foster et al., 2001). Additionally, the Br−/Cl− ratio in
snow has been found to be very variable possibly due to these
reactions removing bromide from snow and gas-phase HBr
adding Br− back (Simpson et al., 2005). When all bromide
is used up and the forward Reaction (R11) cannot proceed,
BrCl can escape from the surface. It is then photolysed to
produce reactive chlorine atoms, which then typically react
www.atmos-chem-phys.net/7/4375/2007/ Atmos. Chem. Phys., 7, 4375–4418, 2007
Interhalogen reactions leading to the formation of BrI or BrCl can modify the speed of
the release processes and ozone destruction. A chemistry-modeling study by [Mahajan
et al., 2010c] reported a significant increase in ozone depletion rates in the presence of
reactive iodine.
HOBr −→ HOBraq (1.26)
HOBraq +Br
− +H+ −→ Br2,aq +H2O (1.27)
Br2,aq −→ Br2 (1.28)
Br2 + hν −→ 2Br (1.29)
Br +O3 −→ BrO +O2 (1.30)
BrO +HO2 −→ HOBr +O2 (1.31)
1.4.3.1. Release of iodine from seawater
The total iodine content of seawater is relatively constant at ≈ 0.42 − 0.48 nmol l−1,
this is ≈ 30 times less than bromine or even ≈ 20000 times less than chlorine (see also
section 2.2). Therefore this huge reservoir of the RHS iodine can play a significant role,
once it can be released to the marine boundary layer. Most of the iodine in seawater is
present in the form of IO3
–, which cannot be directly released. Iodine can be processed
and rel ased as a metabolic product from phytoplankton and macro algae. They can
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release halogenated hydrocarbons which are eventually photolysed and RHS can be
formed (see table 1.2 for lifetime of several compounds), or the iodine is emitted directly
in the form of I2 [McFiggans et al., 2004] or HOI or as iodide I
– into the water.
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Fig. 7. THAMO box model results for four simulations. BASE (halocarbons only): black solid line. FLAT (constant I2 flux): red dashed line.
PHOTO (enhanced daytime I2 source): dotted blue line. HOI (added flux of HOI): green solid line. Average I2 and IO observations plotted as
circles with one standard error bars. The upper limit daytime I2 observations are plotted as open circles. Dark shading represents nighttime
hours.
agreement between the lab-estimated fluxes and the observa-
tional data supports the idea that sea surface-derived HOI is
the major source of gas phase inorganic iodine at CVAO. This
is likely true for all ocean regions not impacted by strong
local emissions such as macroalgae beds. The photolytic I2
source considered in the PHOTO case would require novel
chemistry and complex kinetics to generate the peculiar diur-
nal cycle required (Fig. 6). While this remains a possibility,
the HOI flux is clearly a more straightforward explanation.
Similarly, a direct biological source of I2 is not precluded by
the observations, but it would also require very strong diurnal
variability. The seawater ozonolysis source of HOI appears to
be sufficient to explain most of the flux of inorganic I to the
atmosphere at this site and is clearly the more straightforward
explanation.
Both the PHOTO and HOI cases generate at least
3 pmol mol−1 of ICl at night. This is a consequence of HOI
uptake in particles followed by reaction with Cl−. ICl was
not detected either in 2007 or in 2009, despite monitoring
the relevant mass transitions for several days in each case.
There is no reason to suspect that the instrument was not sim-
ilarly sensitive to ICl as to I2, despite the lack of a specific
calibration standard for ICl. Similarly, BrCl has not been ob-
served at CVAO despite evidence for active bromine cycling
(Lawler et al., 2009; Read et al., 2008). These observations
strongly suggest that current models overpredict the conver-
sion of HOBr and HOI to the interhalogens BrCl and ICl in
aerosols. It remains unclear whether all hypohalous acids (in-
cluding HOCl) undergo significant losses to organic species
in particles, or whether the equilibrium reactions among the
various dissolved halogen species need to be reexamined.
7 Conclusions
We report the first MBL I2 observations in marine air that
is not impacted by coastal macroalgal emissions or sea ice
chemistry. The data clearly demonstrate that the very high
I2 levels previously reported for coastal air are not repre-
sentative of open ocean conditions. The very low observed
nighttime levels provide an upper bound for I2 production
by reaction of O3 on the surface ocean in this region. The
“dark” processes producing I2 at night are too slow to ex-
plain the levels of IO observed in the daytime, given known
iodine recycling mechanisms. The sea-air flux of HOI gen-
erated by ozonolysis of seawater and recently proposed by
Carpenter et al. (2013) could explain the observations. If this
is the case, then IO levels similar to those at CVAO should
occur over most of the world oceans. O3-stimulated release
of iodine from the sea surface induces catalytic ozone de-
struction, limiting the lifetime of O3 over the oceans. The
impacts of this chemistry on the evolution of continental out-
flow in the marine boundary layer should be investigated fur-
ther. The apparent lack of significant levels of ICl at CVAO
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Figure 1.10.: THAMO box model results for four simulations (from Lawler et al. [2013]):
BASE (halocarbons only): black solid line. FLAT (constant I2 flux): red
dashed line. PHOTO (enhanced daytime I2 source): dotted blue line. HOI
(added flux of HOI): green solid line. IO observations from Read et al.
[2008b] are plotted as circles with one standard error bars. Dark shading
represent nighttim hours.
Modelling studies (e.g. Mahajan et al. [2010a]) have found that only half of the iodine
observed e.g. on the Pacific by Großmann et al. [2013] or on the Atlantic by Read
et al. [2008b] can be explained by photolysis of halogenated hydrocarbons (compare
Fig re 1.10). Another pathway of iodine release in the context of ozone destruction was
s ggest d already by Garland and Curtis [1981] who showed that ozone causes ’iodine
vapour’ to be released from the sea surface. Laboratory studies by Hayase et al. [2010]
which showed the reaction of iodide (I–) in solution with ozone and its release to the gas
phase. Modelling studies to estimate the effect of iodine on dry ozone deposition in a
global context by Ganzeveld et al. [2009] led together with the previous studies to further
laboratory measurements by Carpenter et al. [2013], which showed the dependence of the
emission flux on the ozone concentration and iodide cont nt f the water. The reaction
mechanism converts the I– in the surface layer of the ocean with O3 into HOI which might
react further to I2, both of which can be released into the gaseous phase. The reaction
is not significantly temperature dependent as shown in MacDonald et al. [2013], but the
iodide surface concentrations show a correlation with Sea Surface Temperature (SST)
due t simul aneou difference in mixed-layer depths and/or bioproductivity [Chance
et al., 2014].
H+ + I− +O3 −→ HOI +O2 (1.32)
H+ +HOI + I− ⇀↽ I2 +H2O (1.33)
This reaction mechanism is similar to the bromine explosion mechanism, but does not
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need explicitly a heterogeneous reaction cycle. Furthermore it was observed to work at
a pH of 8, increasingly fast at lower pH [Carpenter et al., 2013].
Since the iodine flux via this pathway is proportional to tropospheric ozone concentra-
tions according to Carpenter et al. [2013], a increase of anthropogenic NOx emissions and
thus an increase in tropospheric background ozone levels could increase iodine emissions,
which itself has the potential to destroy ozone.
In the liquid phase, a fraction of the HOI might react with Dissolved Organic Matter
(DOM) and form Iodinated Volatile Organic Compound (IVOC) [Martino et al., 2008],
which can later be photolysed in the gaseous phase and form RHS.
DOM +HOI +H+ −→ H2O + IV OC (1.34)
Großmann et al. [2013] estimated an additional flux of I2 to be around 1·108 molec cm−2 s−1
for the tropical Western Pacific. This would correspond, if extrapolated constantly to
half of the total ocean surface on Earth, to 2.4 · 1012 g yr−1. This agrees with the up-
per limits given by [O’Dowd et al., 2002a, and references therein] on the total iodine
flux to the atmosphere. The contribution of macro-algae is four, the contribution of
phytoplankton emissions two orders of magnitude smaller.
Lawler et al. [2013] did first field measurements of I2 in the marine boundary layer
presumably in absence of large amounts of macro-algae at Cape Verde and measured I2
concentrations in agreement with previous modelling studies. It was shown that night-
time concentrations of I2 are usually below 1 ppt for the tropical Atlantic, during daytime
the concentrations of I2 were close to the detection limit of 0.2 ppt. The night-time I2
was three times higher in May 2007 compared to May 2009, which indicates the high
variability of released iodine.
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1.4.4. Sinks of reactive halogen species
Due to the background of methane in the troposphere the lifetime of ClO is about a few
hours during daytime for low BrO concentrations and only several minutes at high BrO
concentrations of e.g. 30 ppt in polar regions. BrO lifetimes on the other hand are often
longer, since Br only reacts only with aldehydes, alkenes and HO2 [Simpson et al., 2007].
HO2 is produced to a large extend by oxidation of methane via Cl atoms, together with
HCHO.
OH + CH4 −→ ·CH3 +H2O (1.35)
Cl + CH4 −→ ·CH3 +HCl (1.36)
In semi-polluted environments a possible sink for reactive halogen species is the forma-
tion of halogen nitrates. This cycle does not contribute to ozone destruction, but via
deposition of the halogen nitrates on aerosol this can represent a sink for RHS.
XO +NO −→ X +NO2 (1.37)
X +NO2 +M −→ XONO2 (1.38)
XONO2 + hν −→ X +NO3 (1.39)
XONO2 + hν −→ XO +NO2 (1.40)
XONO2,liq +H2O −→ HOX +HNO3 (1.41)
NO3 +O2 + hν −→ NO2 +O3 (1.42)
X +O3 −→ XO +O2 (1.43)
These reactions with NO/NO2 are also important for remote areas, because due to the
relatively large reaction constant (see Table 1.3) of reaction 1.38, already a few ppt are
sufficient to reduce the amount of reactive halogens compounds significantly. A hint
that this is indeed the case are observations, that the strongest ozone destruction was
observed e.g. during RHaMBLe [Lee et al., 2010] on the days with the lowest NO2
mixing ratios of around 1 ppt.
On the other hand it was shown that NOx can enhance the bromine and chlorine explo-
sion mechanism (Bleicher et al.2014) by acidification of aerosol particle surfaces and the
following reactions via HOX, but additionally by direct release of XNO2 and XONO2
also at night-time.
1.4.4.1. Sinks for reactive bromine
The dominating sink for bromine in the tropical MBL is reaction with VOCs to form
HBr. HBr can contribute to particle growth [Simpson et al., 2007], but it can be also
recycled in the aqueous phase on the particles in the presence of HOBr for a pH<6.5.
HBr can also be converted by OH in the gas phase into H2O and Br, but the lifetime
of HBr with respect to OH is of the order of days, whereas the lifetime of BrO is of the
order of minutes or hours. Therefore HBr effectively acts as a sink for Br.
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Compound kBr kBrO typ. conc. loss rate
[ cm
3
molec·s ] [
cm3
molec·s ] (CVAO) ppt/h
(via kBr/kBrO)
Ozone 1.1 · 10−12 30 ppb
NO2 1.8 · 10−11 10-30 ppt 2.4-6.9
HCHO 1.16 · 10−12 1.5 · 10−14 300 pptv 4.5 / 1.2
CH4 3.6 · 10−14 < 1.6 · 10−14 1.8 ppbv 0.9 / < 7.8
CH3CHO 3.49 · 10−12 200–800 pptv 9–36
Ethane 3 · 10−19 < 1.66 · 10−14 500–1500 pptv < 10−5/< 2− 6
Acetone 500–1500 pptv
Methanol 2.67 · 10−12 500–2000 pptv 15-60
CH3O2 1.6− 6 · 10−12 15 ppt 0.3-1.2
Isoprene 7.4 · 10−11 4-20 pptv 4-20
Propane 4 · 10−17 40 pptv* < 10−5
Butane 0.2− 4.8 · 10−10
DMS 4 · 10−13 10-400 pptv
HO2 2 · 10−12 3.5 · 10−11 1− 2 · 108
Table 1.3.: Typical reaction rates and calculated loss rates for typical concentrations at
CVAO for various compounds assuming a BrO concentrations of 1 ppt. Con-
centration values from Lucy Carpenter [Talk during CVAO/CVOO meeting,
2012, pers. comm.]. Reaction rates from kinetics.nist.gov. *(SHIVA, Elliot-
Atlas)
BrO lowers the average tropospheric lifetime of DMS from typically one day to about
10h [Read et al., 2008a] for a BrO concentration of 3 ppt. But since the reaction does
not lead to a net reduction of Br, it cannot be regarded as a sink mechanism for BrO,
as long as there is enough ozone.
BrO +DMS −→ Br +DMSO (1.44)
Br can react with HCHO at a reaction rate similar to the one of the reaction of ozone
and bromine atoms. Additionally also BrO can directly react with HCHO forming HOBr
and CHO [Hansen et al., 1999].
BrO +HCHO −→ HOBr + CHO (1.45)
Br +HCHO −→ HBr + CHO (1.46)
While at CVAO methanol mixing ratios of 500–2000 ppt were found [L. Carpenter, Talk
in 2012 on CVAO/CVOO meeting, Mindelo], Yang et al. [2014] reported 500–600 ppt
for the tropical Atlantic.
Br + CH3OH −→ HBr + CH3O (1.47)
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Example for HCHO: For a situation comparable to the atmospheric conditions on the
CVAO/Cape Verde, we assume a BrO VMR or 3 ppt, 30 ppb O3, 0.5 ppb of HCHO and
a marine boundary layer height of 500m. With J(BrO)=0.04s−1 and kBr+O3 [O3] =
0.8s−1 the ratio BrO/Br can be approximated by 0.840.04 = 21 and thus [Br] ≈ 3/21 ppt.
With kBr+HCHO from Table 1.3 and a well mixed marine boundary layer at least until
500m (compare LP-DOAS measurements by Tschritter [2013]), this then results in a flux
of Br of 2.6 · 109 molec cm−2 s−1 = 156nmol m−2 h −1. This does not include recycling
of HBr on aerosol particles, which would require lower pH than standard seawater and
would reduce the necessary flux to maintain atmospheric BrO concentrations of 3 ppt.
Maximum fluxes of Br have been reported to be around 18nmol m−2h−1 for CHBr3 and
3nmol m−2h−1 for CH2Br2 in Hepach et al. [2013] which is together about 7.5 times
smaller and was found in the Mauritanian coastal upwelling, where also higher BrO
values were observed [Martin et al., 2009, Tschritter, 2013]. Together with the small
spatial extend and the relatively long lifetime of CHBr3 and CH2Br2 this indicates that
source of BrO during those events are other halocarbons and/or direct emissions of
bromine from aerosol.
1.4.4.2. Sinks for reactive iodine
High IO mixing ratios in the troposphere can lead via the self reaction of IO to the
formation of new particles by polymerisation. Due to the nature of the self reaction,
this process dominates for high IO mixing ratios and has been observed e.g. at the Irish
coast [O’Dowd et al., 2002b, O’Dowd and Hoffmann, 2006] over fields of macro algae
showing a high flux of organic iodine compounds and/or I2. Burst of ultra fine particles
of 3-10nm size have been observed simultaneously to high IO mixing ratios [Seitz et al.,
2010].
For the case of IONO2, Vogt et al. [1999] does not regard this as a sink process, since
IONO2 and INO2 will eventually hydrolyse on aqueous aerosol to HOI, which can then
again be released again via I2, ICl or IBr. Vogt et al. [1999] assumed therefore that the
largest iodine sink will be iodate.
The iodine content of aerosol in marine aerosol was found to be 60-600 fold of the
seawater iodine content and is therefore a candidate of a major iodine sink [Baker et al.,
2000, Baker, 2004]. Assuming a deposition velocity of aerosol of 1cm s−1 [Jickells and
Spokes, 2001] and an aerosol iodine content of 10-60 pmol m−3 for the tropical Atlantic
[Baker, 2004], this results in a iodine deposition rate of 0.6 − 3.6 · 107 molec cm−2/s.
Typical fluxes from methyl iodide are 8.3 ·106 molec cm−2 s−1 (tropical Atlantic, Hepach
et al. [2013]), from CH2ClI according to Varner et al. [2008] 7− 42 · 106 molec cm−2 s−1.
A short overview of iodinated halocarbon fluxes can be found Großmann et al. [2013].
They estimated an additional flux of I2 to be around 1 · 108 molec cm−2 s−1 to explain
the observed IO mixing ratios. It is thus significantly higher than the estimate for the
aerosol sink. HOI can also on aerosols react to IVOCs in the presence of DOM [Martino
et al., 2008]. Iodine can then not be released any more by emission of I2,IBr or ICl.
This could also explain the high concentration of organoiodine compounds in rainwater
samples.
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Connected to aerosols, rainfall is consequently another possible sink for atmospheric
iodine. In rainfall samples iodine was detected. Measurements by Gilfedder et al. [2007]
show that its main iodine constituents are light organic iodine containing compounds
(56%) and iodide (27%), while the fraction of iodate is below 10%. This contradicts the
assumption by Vogt et al. [1999] that most of the iodine is removed from atmospheric
recycling by conversion to iodate.
Like BrO, IO also reacts with DMS to I and DMSO, but at a rate which is 30-times
slower. Since I is released again, this is not actual net sink.
First order loss rates for IO according to Sommariva et al. [2012] assuming a set of volume
mixing ratios for the respective trace gases is shown in Figure 1.11. Here the dominant
loss pathway is HO2, which converts IO into HOI, which can either be transferred to
the liquid phase or photolyse again. The reaction rate of CH3O2 with IO is unclear and
varies as shown also in Figure 1.11.
An important pathway for removal of reactive iodine from the atmosphere is the self-
reaction of IO and subsequent particle formation, at least for high atmospheric con-
centrations of reactive iodine. These can, at least in coastal environments which large
locally restricted iodine sources, dominate CCN production [D O’Dowd and De Leeuw,
2007]. Seitz et al. [2010] showed simultaneous measurements of particle formation events
with large IO concentrations over fields of macro-algae at the Irish coast. However, es-
timations for the total contribution of iodine to CCN production under open-ocean
conditions with 0–1 ppt of IO are rare. Particle creation events were only observed for
high iodine concentrations e.g. at the Irish coast and lab experiments were also con-
ducted at significantly higher IO mixing ratios [D O’Dowd and De Leeuw, 2007, and
references therein].
IO + IO ⇀↽ I +OIO (1.48)
OIO + IO ⇀↽ I2O3 (1.49)
To estimate the effect of the self-reaction of IO (Equation 1.48) on the formation of CCN,
it can be compared to the oxidation of H2SO4 [Scho¨nhardt, 2009]: Given the reaction
constants kIO+IO = 8·10−11 cm3 molec−1 s−1 and kSO2+OH = 2·10−12 cm3 molec−1 s−1
for an OH concentration of 0.04 ppt, a SO2 concentration of 100 ppt [Capaldo et al.,
1999] and a typical IO mixing ratio of 1 ppt (see e.g. subsection 7.2.4), the ratio of the
formation rate of sulphate particles and larger iodine compounds yields the following
estimate for an OH concentration of 0.04 ppt and 100ppt of SO2:
α =
kIO+IO(1 ppt)
2
kSO2+OH100 ppt 0.04 ppt
= 10 (1.50)
Even though I2O3 from 1.49 is an important step to iodine particle formation according
to Kaltsoyannis and Plane [2008], this estimate in 1.50 overestimates the actual rate,
since the intermediate OIO can be photolysed, before it reacts with another IO molecule
to I2O3. Therefore the details of this mechanism need to be studied in a chemistry model
to estimate the effect of the IO self-reaction on the total CCN production in the MBL.
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Figure 1.11.: First order IO loss rates and OIO production rates based on model cal-
culations for typical MBL conditions (ClO = 2 ppt, BrO = 0.6 ppt, HO2
= 15 ppt, NO = 12 ppt, NO2 = 24 ppt, CH3O2 = 15 ppt, O3 = 30 ppb).
For open ocean concentrations of IO below 2 ppt the self reaction is not
dominant. (from Sommariva et al. [2012])
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2.1. Global circulation system
2.1.1. Upwelling systems
Upwelling is an oceanographic phenomenon which leads to upward transport of cold
and often nutrient rich, deep water to the surface. This transport is a motion of water
masses which results from wind-driven currents, Coriolis forces and Ekman transport.
Upwelling areas can often be identified by cold surface water temperatures and high
amounts of Chlorophyll-a (Chla) at the surface due to the large input of nutrients.
Upwelling areas can be found in the Atlantic at the coast of Mauritania as well as
further south at the coast of Namibia. On the eastern border of the Pacific Ocean
also upwelling areas exist, e.g. the upwelling system connected to the Humboldt current
transporting cold and nutrient rich waters from the Southern Ocean into tropical regions
[Bakun and Nelson, 1991]. Upwelling systems can be divided into three main categories:
The coastal upwelling (Mauritania, Peru, ...), equatorial upwelling (Atlantic and Pacific)
and upwelling in the Southern Ocean. While the coastal upwelling is wind-driven and
the Coriolis force acting on the (usually) southward moving waters to the east (the
other way around on the southern hemisphere) enables cold deep water to rise to the
surface close to the coast. The equatorial upwelling is also wind-driven, but despite the
absence of a coastline and the coriolis force, the currents resulting from the steadily
blowing trade winds result in upwelling just along the equator. The third upwelling
system in the southern ocean is a coastal upwelling, but driven by strong westerly winds
effectively driving the water masses northwards. This leads to upwelling of nutrient rich
water around Antarctica, feeding an extensive ecosystem. These water masses leading
on average to the maximum surface water nitrate concentration values [Levitus et al.,
2010] represent one significant difference between the Arctic and the Antarctic in the
properties of the water masses surrounding polar regions. The only larger upwelling
region on an eastern shoreline is the Somalian upwelling, the ’Great Whirl’ [Beal and
Donohue, 2013].
Due to varying wind and trade wind conditions, the upwelling system show seasonal-
ity effects in upwelling strength, but also in Chla concentrations, which are both not
necessarily directly linked, but also affected by stratification, nutrient or light limita-
tions [Echevin et al., 2008]. The Peruvian and the Mauritanian upwelling is strongest
in the respective winter period. The maximum of Chla concentrations in the Peruvian
upwelling is usually found in summer, when enough light is available.
Furthermore the strength of the upwelling is modulated on the scale of several years by
effects of other oscillations. For the Peruvian Upwelling these are called ’El nin˜o’ and
’La nin˜a’: El nin˜o is a weakening of the cold Humboldt current in the eastern Pacific,
which has a strong impact on the continental weather systems of South America and
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Figure 2.1.: The global oceanic circulation system. [Pidwirny, 2006] The largest up-
welling regions can be found along the western coasts of Africa, North- and
South-America, along the Antarctic coast and in the Arabian Sea.
leads via a weakening of the effective coastal upwelling due to a lower thermocline to a
decrease in bioactivity. The opposite effect is observed for ’La nin˜a’.
The upwelling does not only have an effect on available nutrients of surface waters:
Sedimentation of the biomass produced in surface waters transports this biomass to
into deeper waters, where it is processed, consuming oxygen. As the oxygen levels drop
significantly, severe changes in the ecosystem can occur. It limits the habitat of certain
species [Stramma et al., 2012], alters microbial processes and can lead to enhanced
emissions of trace gases, such as the greenhouse gas N2O [Bange et al., 2010], but also
N2 [Zehr, 2009]. Also chemical balances can be changed, as pointed out below for iodide
and iodate.
2.2. Seawater
Seawater contains a large number of different compounds, of which the main part is salt,
contributing ≈3.5% of the total weight [Millero et al., 2008](see Table 2.1). For seawater
with a salinity of 35 (so called standard seawater), the ratio of Cl:Br:I is 650:1:0.032.
Typically the seawater pH is found around 7.5–8.4. As an example, during SOPRAN
M91 in the Peruvian upwelling (chapter 7) it varied between 7.7–7.8 for water in depths
of more than 20–30m and 8.1-8.4 in surface water samples.
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Substance [mol/kg] Reference
H2O 53.6
Cl– 0.546
Na+ 0.469
Mg2
+ 0.0528
SO4
2– 0.0282
TOC 0.0161 Sugimura and Suzuki [1988]
Ca2
+ 0.0103
K+ 0.0102
TIC 0.00206
Br– 0.000844
BTotal 0.000416
Sr2
+ 0.000091
F– 0.000068
... ...
(I–+IO3
+) (0.42− 0.44) · 10−6 Truesdale et al. [2000]
CHBr3 0− 50 · 10−9 Ziska et al. [2013]
CH3OH 5.4 · 10−6 Beale et al. [2011]
Table 2.1.: The main constitutents of seawater according to Dickson and Goyet [1994],
if not stated otherwise.
2.2.1. Iodine in seawater
Dissolved iodine in seawater is predominantly present in the form of iodide I– and iodate
IO3
– [Winkler, 1916]. Iodinated compounds, which might play a role in atmospheric
chemistry when photolysed in the troposphere or especially when transported to the
stratosphere [WMO, 2010], but which are only responsible for a small part of the total
dissolved iodine in seawater. Usual concentrations of methyl iodide in seawater are of the
order of 0-15 pmol l−1 and atmospheric concentrations of 0–3 ppt [Ziska et al., 2013]. To
compare it to atmospheric iodine concentrations, an atmospheric layer of 1 km thickness
containing 1 ppt of IO corresponds to the total iodine content of about 1 mm of seawater.
The total iodine content of seawater is relatively constant at ≈ 420− 480 nmol l−1 and
does not show a distinct latitudinal dependence [Tsunogai and Henmi, 1971, Truesdale
et al., 2000, Bluhm, 2010]. Still, the partitioning of iodide and iodate changes, in the
tropical Atlantic the minimum of iodate and thus the maximum of iodide is found in
the surface layer waters, from 0-30m [Tsunogai and Henmi, 1971, Truesdale et al., 2000].
This effect is emphasized when the water column is stratified as in tropical waters which
prevents mixing of surface layer water with deeper waters [Jickells et al., 1988]. In anoxic
conditions iodide can even dominate the amount of total dissolved iodine, as it is the
case for the black sea and layers in the Arabic sea [Farrenkopf and Luther III, 2002].
These conditions can also be found in upwelling areas were biomass from the upper
layers of the ocean sinks to the ground and consumes oxygen below the euphotic zone.
This leads to a distinct Oxygen Minimum Zone (OMZ) e.g. in the Peruvian upwelling
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Figure 2.2.: Modelled surface water iodine concentrations from Ganzeveld et al. [2009]
based on Truesdale et al. [2000] and nutrient distributions. The distribution
is similar to Figure 2.5, but does usually not include coastal effects. The
Iodide/Nitrate correlation was observed to be high in general, but lower for
the region around the Cape Verdian islands due to upwelling. Nitrate data
was used as a proxy to obtain a map of iodide. On the right a typical depth
profile of iodide and iodate in the tropical Atlantic [Bluhm, 2010]. In the
upper seawater layers a significant part of the total iodine content can be
found as iodide.
region [Garcia et al., 2014].
Dissolved iodine in deep sea water is dominated by iodate with a small contribution of io-
dide, e.g. from 0-10nmol l−1 for Antarctic waters [Bluhm et al., 2011]. The same applies
for tropical deep water, due to the transport processes of the thermohaline circulation.
Iodate can be reduced to iodide e.g. in cold water diatoms as reported by Chance et al.
[2007], Wong et al. [2002]. Different sort of algae have different capabilities in reducing
iodate, ranging from 0.01-0.3 nmol l−1µg chl-a−1 day−1. Bluhm [2010] made similar
observations, but connected the iodide production to growing behaviour of the phyto-
plancton: No iodide was produced during the exponential growth phase, but started
later during the stationary phase and peaked during senescent growth phase. The typi-
cal lifetime of diatoms is 2 months. A fast pathway for reduction of iodate to iodide is the
reaction with bisulphide under anoxic conditions [Jia-Zhong and Whitfield, 1986], which
has also been observed for profile measurements of iodide in the anoxic layers of the
Black and Arabian Sea. It was observed that this reaction was faster whenever anoxic
and oxic water masses were mixed. This might represent a contribution to enhanced
surface water iodide concentrations in upwelling areas around Cape Verde and off the
Peruvian coast, where Oxygen Minimum Zones (OMZs) are found below depths of 50-
100m also exhibiting increased levels of iodide [pers. comm. P. Croot, data from Meteor
expedition M77-1 in the Peruvian upwelling, [Croot et al., 2014, in prep.]] down to more
than 300m and around 500 nmol l−1. Normally the iodide concentration maximum is
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Figure 2.3.: Oxygen concentration in ml/l in a depth of 200m during December. From
the World Ocean Atlas 2013 [Garcia et al., 2014].
found close to the surface. Deep iodide maxima in oxygen depleted waters have not been
observed at the Mauritanian upwelling [Bluhm, 2010]: Maybe because the OMZ in the
eastern tropical Pacific has a larger extend. Furthermore both areas are characterized
by their upwelling characteristics, which is a pathway of iodide to surface waters. There
it can be volatilized and released into the MBL. According to [Martino et al., 2008] this
release has a pathway via enhanced emissions of halocarbons, which can be formed from
iodide and DOM, apart from direct volatilization of iodide mentioned above.
Truesdale et al. [2000] observed a correlation of surface water iodide and nitrate concen-
tration, which rises the question if there is a connection between the reduction processes
for nitrate and for iodate. For the reduction of iodate via nitrate reductase the results
are contradictory [Bluhm, 2010]: no direct connection was found by Waite and Truesdale
[2003] at least for one type of phytoplancton (I. Galbana), while Tsunogai and Henmi
[1971] suggested a pathway of iodate reduction via nitrate reductase based on the ob-
served relation of nitrate and iodate/iodide concentrations (as used e.g. in Ganzeveld
et al. [2009] and observed in [Truesdale et al., 2000, Chance et al., 2014]).
Reduction mechanisms via zooplancton activity, reaction with glutathione (an important
antioxidant found in plants, animals, fungi and some bacteria and archaea) and reaction
with Mn(II) in sediments were observed, but their rates are unknown. [Bluhm, 2010]
While the path from iodide to iodate has been studied, the reaction mechanism for
the opposite direction from iodide to iodate is still unclear. Photochemical processes
which can oxidize iodide to iodate are too slow to explain e.g. the low levels of iodide
in deep waters. There are hints that this might be possible via enzymatic reactions
in phytoplancton as well. A possible pathway of oxidation would be via atmospheric
chemistry.
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The dissolved iodine itself can act as a sink for tropospheric ozone [Garland and Curtis,
1981, Ganzeveld et al., 2009, Hayase et al., 2010] and can lead to emissions of I2 and HOI
which in turn are eventually photolysed to I and oxidized to IO. The above mentioned
measurements have been partly repeated and published in Carpenter et al. [2013] (see
subsection 1.4.3.1).
Using ambient ozone mixing ratios of 10-20 ppb for the remote western Pacific and a typ-
ical tropical iodide surface water concentration of 100 nmol l−1. The plot (Figure 2.4)
shown in Carpenter et al. [2013] yields similar estimations of the additional I2 flux of
1 − 2 · 108 molecules cm−2s−1 postulated by Großmann et al. [2013] and Sommariva
and von Glasow [2012], given ozone concentrations of 10-20 ppb and typical iodide con-
centrations for the Western Pacific during the TransBrom cruise. It is unclear from
these measurements which role HOI plays at realistic ozone mixing ratios and iodide
concentrations.
In contrast to Ganzeveld et al. [2009] who derived iodide concentrations based on nitrate
as shown in Truesdale et al. [2000], MacDonald et al. [2013] inferred ocean surface
iodide concentrations from sea surface temperature measurements. They showed that
the release process itself seems not to be significantly temperature dependent and that
in case of moderate winds the observed IO concentrations on the open ocean could be
reproduced by this model. The model failed for low wind speeds and was based only on
modelled ozone mixing ratios.
Chance et al. [2014] compiled a first overview of data for the world-wide surface water
iodide distribution and found for their data set of iodide and iodate measurements a
correlation of iodide with nitrate as well as with temperature.
Figure 2.4.: I2 flux and ozone concentrations, plot adapted from from Carpenter et al.
[2013]. Extrapolating the linear fit of the measurements marked in red
(100 nmol l−1 iodide) representative for tropical surface water iodide con-
centrations and using an ambient ozone concentration of 10-20 ppb results
in an I2 flux comparable to the one postulated in Großmann et al. [2013]
(1− 1.8 · 108 molecules cm−2s−1). Note the double-logarithmic plot.
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2.3. Coastal waters
For open ocean conditions the iodide content of seawater does not depend on salinity and
of the Chla-concentrations [Chance et al., 2014], whereas in coastal water the freshwater
input and other estuarine processes can be important for the iodine content in brackish
water and are leading to strongly varying iodide concentrations. Low-oxygen zones are
common in coastal areas and can increase the reduction of iodate and sedimentation can
play a bigger role, leading to a larger influence of reactions within the sediment.
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highest iodide concentrations (greater than 100 nM) are 
observed at low latitudes and lower iodide concentrations (less 
than 50 nM) at latitudes greater than about 40 degrees north or 
south (Figs. 2A, 3). Iodide concentrations were significantly 
correlated with absolute latitude (Tables 2 and 3). The increase 
in iodide concentrations with decreasing latitude is particularly 
pronounced between about 50o and 20o, while at tropical 
latitudes there is a slight indication of a levelling, or even a dip, 
in iodide concentrations moving toward the equator (Fig. 3). 
Iodate has an approximately opposite distribution to iodide 
(Fig. 2B), with highest levels typically observed at high 
latitudes.  This large-scale latitudinal gradient in iodine 
speciation has been demonstrated during transects of the 
Atlantic13, 48 and Pacific62. Elevated iodide concentrations are 
typically also found in coastal waters (Figs. 2 and 3; e.g. 
Truesdale, 1978; Wong and Zhang, 1992)41, 47 
 In order to separate the effects of latitude and coastal 
proximity on iodide distribution, the data set was sub-divided 
into coastal and open ocean regions, where coastal data points 
were defined as those falling into coastal biogeochemical 
provinces76, plus Bermuda inshore waters which fall within an 
open ocean province (NAST-W) but are on the Bermuda  
Figure 2.5.: Compilation of surface water iodide (A) and iodate (B) measurements.
[personal communication T. Jickells and R. Chance, publication in prep.
Chance et al. [2014]]. A plot of all data points over latitude is shown in fig-
ure 12.3. Surface water iodide concentrations during M77 in the Peruvian
upwelling region indicated surface water iodide concentrations of round
500 nM [Croot et al., 2014, in prep.].
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A well established measurement technique for atmospheric trace gases is the DOAS
method [Platt and Stutz, 2008]. It can be used for a variety of trace-gases: aromatics,
OH, SO2, O3, HCHO, BrO, HONO, O4, NO2, NO3, OClO, IO, glyoxal, H2O, OIO, I2,
O2 and others in the ultra-violet/visible region, but also for CH4 and CO2 in the near
infrared.
DOAS measurements can be divided into active and passive DOAS measurements: Ac-
tive measurements use an artificial light-source and measure absorptions along a defined
light-path (Long-Path-DOAS, e.g.) or within a resonator (Cavity-Enhanced-DOAS).
Passive DOAS applications use direct or scattered sun- or moonlight for measurements
on the ground, in the air or on satellites. Using different measurement geometries allows
to retrieve height information of atmospheric absorbers (e.g. MAX-DOAS).
Within this thesis, mostly ground-based passive MAX-DOAS measurements were con-
ducted in the marine boundary layer. During two campaigns, these were complemented
by CE-DOAS measurements, allowing to
A detailed overview over different DOAS measurement techniques can be found in Platt
and Stutz [2008].
3.1. The DOAS Method
The Differential Optical Absorption Spectroscopy (DOAS) method [Platt and Stutz,
2008] introduced by Perner and Platt [1979] is an application of the Beer-Lambert law. It
is typically used to measure concentrations of trace-gas absorbtions along an absorption
light-path. It relies on quantifying absorbers by their narrow-band, differential part of
the absorption spectra and neglecting the broad-band part. This has the advantage that
broadband absorption processes such as Mie and Rayleigh scattering with absorption
cross-sections such as σ(λ) ∝ λκ can be left out. Technically, the broad-band part of the
optical density is often represented by a polynomial or removed by binomial filters.
The Beer-Lambert law in its differential form describes the relation between incoming
light and its attenuation due to a number of absorbers i of concentration ci. This
approximation holds as long as there is no emission of light by absorbers, due to black-
body radiation, fluorescence or other effects.
dI(λ) = −
∑
i
σi(λ)cidx (3.1)
Integration gives then the well-known exponential relationship between a measured in-
tensity I after a distance L and the original intensity I0
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I(λ) = I0(λ) exp
(
−
∫ L
0
∑
i
σi(λ)ci(l)dl
)
(3.2)
In experiments, L, I and I0 are determined. From the two spectra the optical density τ
averaged over L is calculated:
τ(λ) = − ln I
I0
= +L
∑
i
σi(λ)ci (3.3)
The optical density is separated into a broad-band τb and a differential part τ
′. The
same applies to the absorption cross-sections σi = σb,i + σ
′
i.
Having measured a sufficient number of wavelengths simultaneously and knowing the
absorption cross-section from previous measurements or from literature allows then to
determine all ci simultaneously. Usually, the column densities Si := Lci are determined
and later converted into concentrations. Typically the term ’Slant Column Density
(SCD)’ is used for evaluations using a fixed, often extraterrestrial Fraunhofer reference,
as in the case of satellite measurements. ’Differential Slant Column Density (dSCD)’
is used for the column densities obtained by a spectral retrieval using a ground-based
reference spectrum. ’Vertical Column Density (VCD)’ denotes the vertical integral over
the respective concentration.
3.1.1. Saturation and I0 effect
Both, the saturation and I0 effect are caused by the fact that Beer-Lambert law does not
commute with the convolution operation, which is needed to convert the cross-sections
into the instrument’s resolution [Wenig et al., 2005]. The saturation effect can be
observed for absorbers of which parts have high optical densities and are not constant
over the width of the instrument function H(λ, λ0). Then the linear operation of the
convolution does not commute anymore with the exponential of the absorption law, since
the high optical densities might effectively appear smaller after convolution. For weak
absorbers exp(−S ∗ σ) ≈ 1− S ∗ σ holds and therefore no saturation effect is expected.
By using a column density or obtaining it from a previous fit, the convolution can be
modified to account for the saturation effect:
σ∗Sat(λ) =
1
S
ln (exp(−S · σ(λ))⊗H) (3.4)
Similarly to the saturation effect, the I0 effect [Platt et al., 1997] is most prominent
for highly structured cross-sections. This effect denotes the effective weighting of the
absorption cross-section, if the light source is highly structured itself, such as the Sun.
Therefore this needs to be corrected in MAX-DOAS measurements only, while the light
sources of LP/CE-DOAS systems have usually broader structures than the absorbers
itself. The zeroth order I0 correction does therefore not rely on the optical densities of
the absorber, but often it is corrected together with the saturation effect according to
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[Aliwell et al., 2002] and Vogel et al. [2013] for a fixed dSCD. Here the corrections were
calculated using the Kitt Peak solar flux atlas [Chance and Kurucz, 2010].
The I0 effect can be estimated by calculating the absorption of an absorber σ(λ) with a
column density S at high spectral resolution. The resulting spectrum is then convoluted
with the instrument function, as is the spectrum of the light source. From these convo-
luted spectra the effective optical density is calculated and the corrected cross-section
is obtained by rescaling the optical density. For the case of S → 0 the pure I0 effect is
corrected, for a realistic S this also corrects for the saturation effect.
σ∗I0(λ) =
1
S
ln
(
I0 exp(−S · σ(λ))⊗H
I0 ⊗H
)
(3.5)
From the side of the technical implementation the problem of limited numerical precision
needs to be adressed when choosing S to be very small. In this case, ln(x) and exp(x)
need to be replaced by separate implementations of ln(1 + x) and exp(x) − 1, since
the fixed number of digits of a floating point number might lead in this case to large
numerical effects on the calculated cross-section1.
If the column density is chosen iteratively for one DOAS fit, S will converge sufficiently
after 1-2 iterations according to Lehmann [2014]. If strongly varying dSCD are expected,
a possible approximation is the linearisation of the correction: Including additionally
the difference of convoluted cross-section for different column densities S in Equation 3.5
can be used to avoid time-consuming re-convolutions for each DOAS fit. Furthermore,
these linearised correction spectra can be used to determine if the correction itself is
correct, relevant at all, or even introducing larger errors. The I0 and the saturation
effect correction depend on the accuracy and resolution of the trace gas cross-section, as
well as on the actual high resolution solar reference spectrum. Therefore care needs to be
taken for each of the corrected cross-sections, since a shift in the literature cross-section
leads to an error in the I0 correction, which cannot be compensated for by a shift in the
DOAS fit.
3.1.2. Additive components of spectra
Corrections for effects taking place in intensity space, such as the influence of Raman
scattering (see also section 5.2), are usually done by using a Taylor expansion of the
optical density:
1Based on an article from http://www.codeproject.com/Articles/25294/Avoiding-Overflow-Underflow-
and-Loss-of-Precision the functions double SpecMath::ExpMinusOne(double x) and double Spec-
Math::LogOnePlusX(double x) have been tested in MATLAB and were implemented in DOASIS.
SpecMath::ConvoluteI0SaturationCorrected ext makes use of these functions, but is not used by de-
fault.
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τ = − ln
(
I +
∑
i Ii,add
I0
)
(3.6)
= − ln
(
I
I0
(
1 +
∑
i
Ii,add
I
))
(3.7)
≈ − ln
(
I
I0
)
+
∑
i
Ii,add
I0
+O(Ii) (3.8)
This correction is typically also used to compensate for instrumental problems, such as
the influence of a constant intensity offset due to stray-light within the spectrometer.
This is often diffusely reflected on the walls of the spectrometer and therefore creates an
intensity offset which is often approximated by a constant.
Whenever the Ii,add(λ) are smooth and do not show strong structures, the effectively
fitted spectra
Ii,add
I0
will look similar and thus they can compensate each another. This
appears to be sometimes the case for the stray-light compensation and the liquid water
Raman spectrum, since the liquid water Raman response is several nanometers broad and
creates a smooth Raman spectrum. This is also the reason which makes the identification
of structures caused by vibrational rotational Raman scattering (VRS) on N2 and O2
difficult, since often the straylight term included in several fits already compensates for
at least half of the effect. It leaves differential structures, though.
Another source for potential residual structures is the O(Ii) term in equation 3.8: 10%
constant additional offset to the intensity can be compensated by using the approxima-
tion given above of 1/I0 to the accuracy of a peak-to-peak optical density of 4 · 10−5 in
the BrO wavelength range, which is so far below typical instrumental capabilities. Using
1/S0, the reciprocal high resolution solar spectrum, and convolving it afterwards as it
has been done e.g. in some cases for VRS in liquid water, this results in a peak-to-peak
optical density of 10−4, since division and convolution do not commute.
Another possibility is to calculate the Raman spectrum (RRS or VRS) from a solar atlas
and divide it by the reference spectrum. Since this does not include quantum efficiency
of the CCD and the grating efficiency, these effects do not cancel out and can create
additional residual structures [Lu¨bcke, 2014]. Using the same solar atlas to convolute
the denominator2, these effects will cancel out if they do not change significantly within
the wavelength shift caused by the Raman scattering. Strong absorbers like ozone and
water vapour might need to be considered separately when calculating Raman correction
spectra from a solar atlas, since the ring signal can be as large as 2% of the original
intensity.
3.1.3. Deconvolution of cross-sections recorded at low spectral resolution
If a cross-section to be used within a fit has been recorded at a resolution which is of
the same order of magnitude as the spectral resolution of the DOAS instrument, either
2This was e.g. the recommended setting for Ring spectra during the CINDI and the MAD-CAT
Campaign 2013 where a Raman spectrum and a solar spectrum were provided.
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the cross-section can be deconvolved and then convoluted with the correct instrument
function. Or the measured spectra and all but this cross-section need to be additionally
convoluted with the instrument function, which was used to record the low-resolution
cross-section. The latter approach reduces the spectral resolution as well as it makes the
interpretation of the fit error more difficult, because adjacent pixels cannot be regarded
as independent anymore. Therefore deconvolution of cross-sections is the favourable way
to go, but it cannot be done, since the information for the high resolution spectrum is
not available. In combination with the convolution to the instrument function with lower
spectral resolution, it is possible. Unfortunately, the instrument function is usually not
given in publications of literature cross-section, therefore often a Gaussian shape has to
be assumed.
In the frequency domain a convolution with a constant point-spread function is trans-
formed into a simple multiplication. Thus, a deconvolution with the instrument func-
tion of the literature cross-section l(λ) and the convolution with the respective instru-
ment function of the DOAS instrument h(λ) can be implemented as multiplication with
h˜(ν)/l˜(ν) , where˜denotes the respective Fourier transformed spectra. Filtering is nec-
essary because |l˜(ν)| can be close to zero.
The results of deconvolution were comparable for different tested methods:
1. Formulation of convolution as matrix operation C, singular value transformation,
removal of degenerate eigenvalues and reconstruction of an inverse operation on the
non-degenerate subspace S, having chosen the regularization value γ appropriately:
C = TDT−1
DS,ii =
{
0 if Dii ≤ γ
Dii otherwise
C−1S = TSD
−1
S T
−1
S
2. Deconvolution using Lucy-Richardson method [Richardson, 1972] using the given
resolution and a gaussian shape, implemented in MATLAB3
3. Blind deconvolution using a Gaussian instrument function as default value, imple-
mented in MATLAB
4. QDOAS 4, which has an implementation of Fourier-based deconvolution/convolution
An example for the approaches 2. and 4. is shown in figure 3.1.
3.1.4. The relation of fit error and measurement error
The DOAS fit (e.g. in the software DOASIS[Kraus, 2006]) estimates a fit error based
on the non-linear and the linear part of the problem J = Xβ for each of the parameters
3Negative values will be zero after deconvolution using ’deconvlucy’ in MATLAB, therefore adding an
offset before deconvolution might be necessary.
4 Homepage: http://uv-vis.aeronomie.be/software/QDOAS/
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Figure 3.1.: The effect of deconvolution shown for the O4 cross-section by Thalman and
Volkamer [2013]. Here the deconvolved O4 cross-sections were created using
the ’deconvlucy’ function from MATLAB and the deconvolution routine
from QDOAS. Above the total absorption cross-section is shown, below the
difference between the convoluted cross-section and the convolution of the
deconvolved cross-section. Typical dSCDs are 4·1043 molec2 cm−5, therefore
this effect is negligible.
in β based on the covariance matrix Θ = σˆ2[XTX]−1. ∆βi is then the square root
of the diagonal entries
√
Θii, with σ as an estimate for the error for each pixel in the
spectrum J . Thus, effectively the diagonal entries of the covariance matrix are used to
indicate the error propagation from the residual to the fitted values. XTX contains the
scalar products of each of the fitted spectra, therefore their squared lengths are found on
the diagonal entries. Possible similar-shaped absorption cross-sections e.g. for different
temperatures can introduce significant non-diagonal entries and should be avoided or
orthogonalized, if their absolute value is of interest. For the error calculations these
non-diagonal entries will result in larger diagonal entries in the inverse, thus increasing
the fit error of the respective parameter. The fit error from the Levenberg-Marquardt
algorithm is added quadratically.
This procedure can lead to an underestimation of the measurement error of the respective
quantity, since this estimate for the error based on the residual might be misleading. The
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fit error does not take into account any systematic structures in the residual, since the
estimate for the error of the individual pixel Ji is derived from the overall residual
spectrum. An absorption which is not included in the fit can be compensated by one of
the fitted absorbers, thus the residual will underestimate the actual error.
The fit error underestimates the measurement error typically by a factor of two, depend-
ing on how structured the residual spectra are. In cases where the residual spectra are
dominated by shot noise due to photon statistics, this factor can be even smaller than
one [Vogel et al., 2013]. For a random residual spectrum the Monte-Carlo calculations
presented in Stutz and Platt [1996] give an estimate on the size of the correction factor
C(τ,W ), given the absorption structure width τ of the absorber and the residual spec-
tra W , respectively. For measurements where a constant concentration of an absorber
is expected, comparing histograms of the distributions of measured quantities allows for
an alternative estimate of this correction factor.
Figure 3.2.: Diagram to estimate the correction factor C(τ,W ) to obtain the measure-
ment error from the fit error. It depends on the width of the absorption
structures τ and the width of the residual structures W . [Stutz and Platt,
1996]
In reality, however, the assumption that the structures in the residual spectra are ran-
dom, is usually not true. The fact that neighbouring pixels are related and thus residual
structures are created, points towards a systematic problem in the data evaluation.
If several non-Gaussian error sources exist, the resulting distribution of the measured
quantity might then indeed look Gaussian again. The above-mentioned estimation of
the correction factor from histograms will give reasonable results, but the information
of the dependency of the measured quantity on possibly recurring residual structures
is lost and cannot be observed. An analysis of residual spectra allows to disentangle
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residual structures, quantify them and compare them to any quantity of interest. Using
this approach, hidden correlations and possible hints for improving the spectral analysis
can be obtained. This analysis provides the possibility to quantify the impact on each
of the retrieved trace gases. Three methods to analyse residual spectra are introduced
in section 3.3
As an example the ubiquitous residual structure observed in the spectral evaluation range
of BrO (subsection 5.1.1.2) might look at first as any other slightly structured residual
spectrum. But correlating it to O4 dSCDs reveals a strong correlation and furthermore
also higher BrO dSCDs are observed whenever this structure is large. Since both, the
residual structure and the retrieved absorption of BrO are of comparable size, this gives a
new and better upper limit on the detection limit of tropospheric BrO. Due to overlaying
shot noise and other factors deteriorating the residual, this connection would have not
been possible to be seen without analysing residual spectra and could have led e.g. to
the belief of observations of significant BrO during ARK27 (section 10.3), where actually
the reason for the apparent BrO looks as it is an interference correlated with the O4
dSCD and thus with some tropospheric absorber not correctly accounted for in the fit.
In subsection 3.3.2.3 an approach to analyse residual spectra is described, which can
allow for a better estimate of the fit error.
3.2. Experimental realisation
In experiments, a light-path needs to be realized, which is long enough to detect the
trace gas of interest at given instrumental noise limitations and providing enough light
to reduce noise due to photon statistics. For Long-path-DOAS measurements (subsec-
tion 3.2.2) the absorption light path is established between telescope and retro-reflector,
typically placed in a distance of 1–10 km. Cavity-enhanced (CE-DOAS) measurements
(subsection 3.2.5) the light-path is folded in between two highly reflective mirrors at
a distance of typically 10–200 cm obtaining an effective light-path of 1–5 km. Pas-
sive DOAS applications use light from the Sun or the Moon instead of an artificial
light-source. Zenith-sky measurements of scattered sunlight can be used to retrieve in-
formation about atmospheric absorbers using measurements at different Solar Zenith
Angle (SZA). To obtain a higher sensitivity for tropospheric absorptions of trace gases,
spectra of scattered light at different telescope elevation angles are obtained, so-called
MAX-DOAS measurements (subsection 3.2.3). Passive measurements of scattered sun-
light have a variable absorption light path, which needs to be estimated or modeled
explicitly (subsection 3.2.4.1).
Furthermore, a number of issues need to be addressed:
• Instrument-specific corrections of the measured spectrum
• Detector pixels need to be mapped to wavelengths, see section 3.4
• Instrumental instabilities
• The response function of the spectrometer has a characteristic shape and is of finite
width, i.e. it has a finite resolution
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• The measured quantities, wavelengths as well as intensities, are quantized
• No I0 spectrum might be available
For each measurement, the measured raw spectra need to be corrected for dark-current,
offset and in some cases non-linearity of the detector. The dark current spectrum is a
measurement of the leakage current of each element of the CCD due to random formation
of electron/hole pairs in the detector. It is proportional to the exposure time. The offset
spectrum is an electronic offset added to each readout operation before A/D-conversion
to operate the A/D-converter in its linear range and is therefore proportional to the num-
ber of readouts, also called ’scans’. The non-linearity of the detector response relative
to the incident intensity can be caused by readout process or during the measurement
itself, since each measured photon also changes the potential within the CCD element.
The corresponding wavelength for each detector pixel needs to be determined, using
calibration spectra or sunlight, see section 3.4.
Drifts in the pixel to wavelength mapping of the spectrometer can be compensated by
allowing a shift of the cross-section when calculating the column densities Si from the
optical density. This step makes the fitting process non-linear, which implies the need
for a different fit routine. This is normally done by alternatingly solving the linear and
non-linear problem [Platt and Stutz, 2008] using the Levenberg-Marquardt [Levenberg,
1944, Marquardt, 1963] algorithm, which is a combination of gradient decent and Gauss-
Newton algorithm. However, for small shifts the whole procedure can be linearised [Beirle
et al., 2013] to save computing time.
3.2.1. Instrument function
The instrument function is defined as the response of the spectrometer to monochromatic
light with a wavelength λ0. In practice, this situation is approximated in most cases
by observations of mercury, neon or krypton emission lines. An example of the high
resolution structure of a mercury line is shown in figure 3.3. The instrument function
H(λ0, λ) is used to calculate how a high-resolution literature absorption cross-section
σLit of a trace-gas looked like if they would have been measured with this instrument.
This operation is in fact a convolution of the cross-section with the instrument function.
σ(λ) = H ⊗ σLit :=
∫
H(λ0, λ)σLit(λ0)dλ0 (3.9)
H(λ0, λ) is usually not constant over λ0 due to optical properties of the spectrometer.
Therefore, these changes over wavelength need to be simulated, fitted from measured
spectra [Lehmann, 2014] or approximated from surrounding lines [Frieß, 2001, Yilmaz,
2012] or can in most cases be approximated to be constant over a certain wavelength
interval.
For drifts of the wavelength calibration of the instrument, often shifts are allowed for in
the fit. To clearly identify a position of an absorption line, a width of the instrument
function of at least 5px is needed. Otherwise aliasing effects can occur, since the signal
is not anymore well-defined by the points sampled according to the Nyquist theorem.
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In Chance et al. [2005] a detailed mathematical analysis and a possibility to calculate
correction spectra is presented. Usage of spectrometers with an instrument function
of Gaussian shape with a width of 4.5-6.5px is therefore important. Furthermore, the
shape of the lines itself is important, since an instrument with an instrument function
of rectangular shape but a width of 6px will as well suffer from under-sampling effects.
Figure 3.3.: High resolution spectrum of a mercury emission line. The single different
lines are emissions by different mercury isotopes, which are separated due to
their hyperfine structure. Above a spectral resolution of 20pm the emission
can be treated as a single emission peak for most DOAS applications. (from
Sansonetti and Reader [2001])
Convolution is a linear operation and the exponential of the Beer-Lambert law is not,
therefore they do not commute. This effect can be observed for strong absorptions and
is called saturation effect. Furthermore, structured I0 spectra might effectively lead to a
weighted sum of the literature cross-section over the width of the instrument function, an
effect usually called I0-effect. The correction for these effects is shown in subsection 3.1.1.
3.2.2. Long-Path-DOAS
The most simple DOAS system is the Long-Path-DOAS, which basically consists only of
a light-source and a spectrometer, measuring absorbers along a defined absorption path.
In practice, light-source and spectrometer are located at the same site, allowing for direct
measurements of the light-source spectrum to obtain absolute concentrations and folding
the light-path from a telescope back via a retro reflector. Typical LP-DOAS systems
allow for recording of background spectra to avoid the influence of scattered/reflected
sunlight.
LP-DOAS measurements have the advantage, that their light-path is well-defined, there-
fore concentrations can easily be calculated. During this work no LP-DOAS measure-
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ments were performed, but measurements from the HaloCaVe campaign [Tschritter,
2013] were used together with MAX-DOAS observations to identify systematic devia-
tions of water vapour absorption band strengths (see also section 5.3).
3.2.3. Multi-Axis-DOAS
342 9 Scattered-light DOAS Measurements
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Fig. 9.8. Geometry of Multi-axis DOAS (MAX-DOAS) and a sketch of the associ-
ated radiation transport in the atmosphere. As in the case of ZSL-DOAS, there is
an inﬁnite number of possible light paths
and 1/ cos α, respectively. We further introduce the tropospheric and strato-
spheric vertical column densities, VCDT and VCDS, which integrate the ver-
tical trace gas concentration proﬁle from the ground to the scattering altitude
and from the scattering altitude to the edge of the atmosphere, respectively.
After these simpliﬁcations, we ﬁnd that the SCD can be described by:
S(α, ϑ) = VT ·AT (α) + VS ·AS(ϑ) = VT
cosα
+
VS
cosϑ
. (9.13)
The SCD, therefore, depends both on the SZA, which controls the contribu-
tion of the stratospheric column, and the elevation angle, which controls the
contribution of the tropospheric column.
While this equation illustrates the dependence of the SCD and the total
AMF on the SZA, the elevation angle, and the vertical trace gas proﬁle, it
is highly simpliﬁed. In the case of low elevations, which are often used to in-
crease the tropospheric path length, multiple scattering events, curvature of
the earth, and refraction become signiﬁcant (see Fig. 9.8). In addition, the
higher levels of aerosols in the troposphere make Mie scattering an important
process that must be included in the determination of AMF. To consider all
these eﬀects, a detailed radiative transfer model is required. A short descrip-
tion of such models will be given in Sect. 9.2.
9.1.4 AMFs for Airborne and Satellite Measurements
Airborne and satellite DOAS measurements have become an important tool
to study atmospheric composition on larger scales. These measurements are
Figure 3.4.: Schematic of a MAX-DOAS m asurement s tup [Platt and Stutz, 2008]:
Scattered sunlight is measured at different elevation angles α, yielding a
higher sensitivity for tropospheric absorbers than zenith-sky measurements
only. Typically spectra at elevation angles between 1-90◦ are recorded.
Lower elevation angle provide more information about th height distribu-
tion of troposphe ic absorbers, therefore typically more than half of the mea-
sured spectra are recorded at elevation angles below 10◦. From zenith-sky
measurements of scattered sunlight information of stratospheric absorbers
can be obtained by observations at different SZA θ.
The method of Multi-Axis DOAS (MAX-DOAS) measurements was first described by
Ho¨nninger and Plat [2002] and uses scattered sunlight collected by a telescop pointing
towards the sky at different elevation angles from 1◦ to 90◦ (relative to the horizon). Each
elevation has a different sensitivity for absorptions in different heights of the atmosphere.
Low elevation angles have a high sensitivity to absorbers close to the surface, because
the difference in the corresponding light path compared to a zenith spectrum is mostly
located within the lowermost layers of the atmosphere [Ho¨nninger et al., 2004].
From the MAX-DOAS measurements differential slant column densities (dSCDs) can be
calculated for each fitted trace gas: A Fraunhofer reference spectrum is chosen from one
of the measur ment spec ra and the dSCD ∆S(α) = S(α) − Sref is obtained from the
DOAS fit for each elevation angle α relative to the Fraunhofer reference. The DOAS fit
includes the convoluted cross-sections listed in section 5.6. By choosing references close
to the measurement pectrum the influence of th instrumental instabilities on the result
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can be minimized and the influence of stratospheric absorbers cancels out. The SCD is
defined as the integral over the concentration along the light path and is hence given in
units of molec cm−2.
As Fraunhofer reference spectrum either a current, a noon or a fixed reference spectrum
is used. For the current reference the two closest 90◦ spectra are averaged to mini-
mize shot-noise and the effective time difference to the measurement spectrum recorded
in between. This has the advantage that instrumental instabilities cancel out, since
both spectra are recorded at a similar time. Furthermore, also stratospheric influence
is mostly automatically removed from the measured Optical Density (OD), since the
stratospheric Air Mass Factor (AMF) changes only slowly in time. Nevertheless it is
important to estimate the stratospheric influence due to this change and eventually in-
clude stratospheric absorbers at their respective temperature in the fit scenario. A fixed
or a noon Fraunhofer reference is used whenever stratospheric absorption is of interest.
As shown by Lu¨bcke [2014] for the case of SO2, a high-resolution solar reference spectrum
[e.g. Chance and Kurucz, 2010] can be used as a Fraunhofer reference spectrum. This
requires to compensate large stratospheric absorptions of ozone, which can lead to larger
residual structures due to variations in the instrument functions (especially for variable
spectrometer temperatures) or imperfections of I0/Saturation-correction and/or of the
literature cross-sections for ozone. Furthermore the detector’s quantum efficiency needs
to be known.
To obtain actual concentration profiles from MAX-DOAS measurements it is necessary
to convert the measured dSCDs into concentrations: This can either be done by sim-
ple geometric approximations or more sophisticatedly by using an inverse modelling
approach based on a radiative transfer model.
3.2.4. Error estimation for non-linearity of the CCD-detector
For Avantes spectrometer a non-linear behaviour between incident intensity and mea-
sured intensity was observed, as for the CE-DOAS setup during M91 and SHIVA (subsec-
tion 4.4.1) and the MAX-DOAS during MAD-CAT. This can introduce apparent optical
densities which will be structured according to the measured spectrum and can increase
the residual of the fit and/or result in wrong column densities. CE-DOAS measurements
are prone to larger effects of this non-linearity, since spectra were measured at a constant
exposure time. MAX-DOAS measurements need to cover a larger range of intensities,
therefore the exposure time is normally adapted automatically to record spectra at a
fixed maximum saturation value to minimize instrumental noise.
But even for one telescope elevation, a spectrum consists typically of the sum of 600
individual spectra with an exposure time of 100 ms each, the mean relative intensity
change within one minute is already 10% during a cloudy day and even more for a
broken cloud-cover (Figure 3.5). Correcting the summed spectrum will only correct the
average and can therefore create systematic structures. Applying the non-linearity p(I)
for a MAX-DOAS measurement spectrum I and calculating the apparent optical density
for an intensity change of 5%, τ = ln(p(I)/p(0.95 · I) results in a residual spectrum with
an amplitude of 3 − 6 · 10−4 peak-to-peak when only fitting a polynomial, using the
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Figure 3.5.: Total intensity and relative intensity change within one minute for a series
of spectra recorded at 90◦ elevation with 8Hz on a day with full cloud cover.
After the first hour of measurements thicker clouds arrived.
measured non-linearity relation shown in figure 4.5. The size of the residual structure
also depends the saturation of the measured spectrum in the fit range. Most of the
residual is actually compensated in typical fit scenarios by the offset polynomial, leading
to effective residuals which are one order of magnitude smaller. Nevertheless these
residual structures might become relevant when summing several elevation sequences
and/or interpreting the stray-light compensation term of the DOAS fit.
3.2.4.1. Radiative Transfer
Within this thesis SCIATRAN [Rozanov et al., 2005] has been used together with an
IDL program written by Yilmaz [2012] to invert measurement data to obtain aerosol
and/or tracegas profiles. Instead of SCIATRAN, the Monte-Carlo based Model McArtim
[Deutschmann et al., 2011, Deutschmann, 2014] was used for case studies, e.g. for the
wavelength dependency expected for water vapour dSCDs in subsection 5.3.1.1.
3.2.4.2. Profile Inversion
The aim of the profile inversion in remote sensing observations is to obtain profiles from
a series of measurements which have probed the region of interest using each a different
measurement geometry, thus containing information about the amount and the location
of the quantity of interest. A model function F (~x), in this case a radiative transfer
model, can then be employed to reproduce the measured quantities ym (Intensities, O4
dSCD, trace-gas dSCD or Ring signal) with an error σ,m given the spatial information
about the trace gas or aerosol distribution, represented by a state vector ~x. Because the
radiative transfer equation does not have an analytical solution, this problem is usually
solved iteratively minimizing a cost function:
49
3. Differential Optical Absorption Spectroscopy
χ2(~x) =
M∑
m=0
(
Fm(~x)− ~ym
σ,m
)2
(3.10)
This problem can only be solved if the information content of the measurements is higher
than the information content of the retrieved quantities. Since this is normally not the
case for MAX-DOAS measurements, additional information is needed or the state vector
needs to be parametrized in a suitable way. One way to constrain the model to reasonable
results is to introduce an a-priori ~xa with a certain error ~σa. This information is often
taken from climatologies.
χ2(~x) =
M∑
m=0
(
Fm(~x)− ~ym
σ,m
)2
+
N∑
n=0
(
xn − xa,n
σa,n
)2
(3.11)
or rewritten with the matrices S and Sa for the errors given for measurements and
a-priori:
χ2(~x) = [F (~x)− ~y]′ S−1 [Fm(~x)− ~ym] + [~x− ~xa]′ S−1a [~x− ~xa] (3.12)
A solution xˆ can be found for ∇xχ2(~ˆx) = 0. If F (~x) is linear in ~x, F (~x) = K~x, the
solution can be found analytically. For the general situation where F (~x) is not linear
in ~x, F (~x) can be linearized F (~x) = F (~x) + K|x0(~x − ~x0) + O(~x − ~x0)2 and a solution
can be found iteratively using a gradient descent, the Gauss-Newton method or more
generally the Levenberg-Marquardt method [Levenberg, 1944, Marquardt, 1963]. Often
the weighting function matrix K is then not calculated for each iteration step to save
computation time. Details for these calculations can be found in Rodgers [2000] and for
the case of MAX-DOAS in Yilmaz [2012].
Normally the atmosphere is modelled for MAX-DOAS applications in one dimension,
assuming homogeneous layers. Therefore clouds can lead to misleading results in the
interpretation of the outcome of radiative transfer modeling due to their limited size.
When trace gas concentration profiles are retrieved, this influence needs to be considered
and eventually data needs to be masked according to cloud cover. A possible cloud
detection scheme for MAX-DOAS measurements has been suggested by Wagner et al.
[2013a] based on relative intensities at two different wavelengths and O4 dSCDs. Clouds
can also lead to spectral interferences, since more light will reach the telescope at low
elevation angles which has already been reflected at the ground when the sky is covered
with clouds. This can lead to enhanced liquid water absorption, which can have an effect
on the retrieval of trace-gases, see also section 5.5.
3.2.4.3. Characteristic Retrieval Properties
The properties of the retrieval can be characterized by the weighting function matrix K,
the a-priori covariance matrix Sa and the measurements error S. For a system which
could be solved without having to introduce a-priori information, the so called retrieval
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gain function matrix G would be just K ′. It describes the sensitivity of the retrieval
result, a state vector, with respect to the measured quantities. In the other direction,
K describes the sensitivity of potential measurements on the state vector. Including the
influence of the a-priori, the gain function can be written as
G =
∂~ˆx
∂~y
= (S−1a + K
′SK)−1K′S−1 (3.13)
The dependence of the retrieved state vector ~ˆx on the real state vector ~xt is expressed
by the averaging kernel matrix A
A =
∂~ˆx
∂~xt
=
∂~ˆx
∂~y
∂~y
∂~xt
= GK = (S−1a + K
′SK)−1K′S−1 K (3.14)
This means that the retrieved state vector can be written as
~ˆx = ~xa + A(~xt − ~xa) (3.15)
which signifies, that under ideal conditions the averaging kernel matrix is the identity
matrix. Under real conditions, the averaging kernel matrix does not have full rank, since
the problem is usually not overdetermined. This leads to the definition of the number
of degrees of freedom of the retrieval ds := tr(A) [Rodgers, 1996]. Typical values for
ground based measurements for ds are 2-4.
An example for an averaging kernel matrix can be seen e.g. in figure 7.6. It cannot only
be used to estimate the information content of the measurement, but also the height
resolution of the retrieval.
3.2.4.4. Retrieval errors
Since the a-priori or regularization criteria introduce an effective smoothing of the fi-
nal state vector, the total error of the final profile is not only the propagation of the
measurement error, but a part is also introduced by the so-called smoothing error.
According to Rodgers [2000] the smoothing error is given by
Ss = (A− I)Sa(A− I)′ (3.16)
Since A→ I for ideal conditions, in which the retrieved state vector is equal to the true
state vector (see Equation 3.15), the smoothing error approaches zero for this situation.
The retrieval noise part of the overall error and the connected covariance matrices is
obtained by error propagation using the gain function matrix:
Sm = GSG
′ (3.17)
and the total covariance matrix then yields
Sˆ = Ss + Sm (3.18)
For a detailed error analysis see [Yilmaz, 2012].
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3.2.5. Cavity-Enhanced-DOAS
For broadband Cavity-Enhanced Differential Absorption Spectroscopy (CE-DOAS) the
setup also consists of a light source and a spectrometer. In between the light passes
through two highly reflective mirrors, which act as a resonator and thus effectively
provide a long light path which is necessary to archive low detection limits. A schematic
setup is shown in figure 3.6.
Figure 3.6.: Schematic of an open-path CE-DOAS setup as used during SHIVA and
SOPRAN M91. [M. Horbanski, pers. comm.]
For the case of no absorption, the length of the lightpath L depends on the mirrors’
reflectivity R(λ). If absorbers are present, the effective length of the lightpath will
decrease due to their absorption. This leads to an effective lightpath Leff , which needs
to be corrected for.
Given the incoming intensity from the light source I0 there are losses on each of the
mirrors and additionally within the cavity R, due to Rayleigh and Mie scattering and
absorbers, named L. Thus the light coming out from the resonator will have contributions
from each pair of reflections [Fiedler et al., 2005]:
I = I0(1−R)(1−R)(1− L) + (3.19)
I0(1−R)(1− L)R(1− L)R(1− L)(1−R) (3.20)
+... (3.21)
= I0(1−R)2(1− L)
∞∑
n=0
R2n(1− L)2n (3.22)
Since R(1− L) < 1 this geometric series converges and can be written as
I = I0
(1−R)2(1− L)
1−R2(1− L)2 (3.23)
Since 3.23 is not straightforward to solve for L, another approach to evaluating measure-
ment spectra from broadband CE-DOAS measurements is made in Platt et al. [2009]:
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The change for each traverse of the cavity is
− dIin(n)
dn
= I0((1−R) + (1− L)) (3.24)
Even though n is the number of traverses of the light throught the cavity, the assumption
can be made that this relation is true for any n, which allows to integrate Equation 3.24
over n. This then yields:
Iin(0)
Iin(n)
= n((1−R) + (1− L)) (3.25)
Combining the cavity losses R and the Rayleigh contribution to the losses Rd0 to ρ0 =
(1−R) + Rd0 (since the pathlength is usually determined for the air-filled cavity) and
naming the remaining losses τ , Equation 3.25 will yield
Iin(0)
Iin(n)
= n(ρ0 + τ) (3.26)
The average number of traverses through the cavity is defined as n¯ = 1ρ0+τ , the length
L¯ = n¯d0 after which the intensity is 1/e of the original intensity. The lightpath
L0 = d0/ρ0 can be determined by comparing overall intensities for gases with differ-
ent Rayleigh cross-sections, such as helium and air, whose Rayleigh cross-sections differ
by two orders of magnitude. Another possibility is to observe the development of the
measured intensity behind the resonator for a pulsed light-source, the so called ring-
down time, e.g. [O’Keefe and Deacon, 1988]. This measurement principle can be ap-
plied for different wavelengths of the incident light, allowing for the measurement of
the wavelength-resolved reflectivity of the mirrors. This approach is less sensitive to
disturbances and can be easily applied during measurement campaigns. Furthermore
the shape of the measured path-length can be obtained from fitting a known absorber
with several absorption features within the wavelength range of interest, such as NO2.
Then the absorption length needs only to be determined for one wavelength to obtain
the total effective absorption length during measurements.
The optical absorption DCE observed by the spectrometer is
DCE = ln
(
Itot,0
Itot
)
(3.27)
with
Itot =
∫ ∞
0
Iin(n)dn (3.28)
and Itot,0 for cavity filled with clean air and Itot for the measurement. Since any ab-
sorption will contribute to the losses within on traverse as shown in 3.24, the effective
lightpath L¯eff will decrease. This decrease will be insignificant whenever ρ0  τ , but
needs to be corrected for otherwise. L¯eff is determined in Platt et al. [2009] by compar-
ing the optical density to a system in which the light-path is constant, which yields
L¯eff =
DCE
(eDCE − 1)ρ0 · d0 =
DCE
(eDCE − 1) · L¯0 (3.29)
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Using the rescaled observed optical density α = DCE
L¯eff
yields together with 3.29 a corrected
optical density
Deff = e
DCE − 1 =
(
Itot,0
Itot
)
− 1 (3.30)
which can be decomposed into the different contributions from different absorbers by
the DOAS fit in the common way as if the lightpath would be constant.
3.2.5.1. Strong absorbers
The main application of CE-DOAS within this thesis is to measure IO concentrations
in the marine boundary layer in tropical regions. Here one of the main absorbers in
the spectral region where IO is usually evaluated is water vapour. Water vapour with
a mixing ratio of 0.02 in the marine boundary layer corresponds to a concentration of
c = 5.5 · 1017cm−3. With a maximum OD at 442.72 nm of d0 · c · σmax = 1.1 · 10−4
this corresponds to a loss from one mirror to the other for d0 = 200cm of τ = 1.1 ·
10−4. The mirror reflectivity itself is about R0 = 0.9998 at 445 nm according to the
manufacturer and calibration measurements comparing intensities of measurements in
air and in helium. The lightpath within the absorption peaks of water vapour is therefore
significantly smaller and the effective cross-section σeff will be distorted. The correction
for the effective lightpath presented in Platt et al. [2009] does not compensate for those
effects, since it is based on the measured spectra and therefore cannot account for effects
caused by the finite resolution of the spectrometer.
In figure 3.7 an example of such a situation is shown. The optical density is calculated at
a resolution of 1pm and then convoluted with the instrument function, whereas the cross-
section in the fit is convoluted normally. A constant effective reflectivity R = 0.9996
has been assumed, including the losses due to Rayleigh scattering. The intensity was
calculated using the geometric series in Equation 3.23. The resulting residual has a peak-
to-peak size of 2 · 10−4 for a water vapour optical density of 1.2 · 10−2. Also the cases
for R = 0.9996, 0.9990, 0.9980 are shown. Therefore this effect will be only noticable
for situations with low aerosol load within the resonator and ideally clean mirrors. The
shape of the correction does not change by more than 10% from R=0.9998 to R=0.9980
and might therefore be included in the fit scenario, if considering to include the water
vapour absorption at 442 nm in the fit range. For M91 and SHIVA the effective path-
length during measurements was mostly around 50-60% of the purge air measurements.
Therefore this effect was not observed. Furthermore other effects apparently play a more
important role (see subsection 5.7.1). Correcting for those by night-time measurement
directly also compensates for this effect.
For closed path system the problem can be solved iteratively when there is no aerosol
present within the lightpath, see Horbanski [2010].
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Figure 3.7.: Effect of pathlength reduction of highly resolved features of a cross-section
on the shape of the apparent cross-section, shown is a fit to an artificial
spectrum (using Equation 3.23) only containing water vapour when fitting a
normally convoluted water vapour cross-section. These residual spectra have
been calculated with a constant reflectivity, in reality however where the
reflectivity is significantly smaller at 416 nm than at 445 nm, the left peak
would have been suppressed. The shape of the correction does not change
by more than 10% from R=0.9998 to R=0.9980. During M91 the lightpath
during measurements was typically 3km, resulting in Reff ≈ 0.9994
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3.3. Methods for analysing residual spectra
Figure 3.8.: Residual spectra for an evaluation of SOPRAN M91 CE-DOAS data. In this
representation recurring features in the residual spectra are often already
easy to identify.
The DOAS-fit does not only provide information on the abundance of certain absorbers
within the light path of the measurement, but there is another source of information,
and that is the absorptions that are not assigned to any absorber. These optical densities
called residual spectra might be originating from instrumental issues [Lampel, 2010], by
hot-pixels on the Charge-Coupled Device (CCD) sensor, by left-out absorbers, insuffi-
ciently saturation-corrected absorption cross-sections [General, 2013] or other factors.
Ideally the residual spectra consist only of noise, i.e. each pixel is independent of each
other and their values show a Gaussian distribution around zero. In practice, this is
not the case: optical absorption structures introduce correlations between neighbouring
pixels and instrumental effects are usually also not independent for each pixel. Thus,
the residual spectra from a normal DOAS evaluation contain some more information.
Manually examining thousands of residual spectra of one measurement campaign alone
is no viable solution, therefore the process of evaluating residual spectra needs to
be automatic, fast and easy to use.
Quantifying the amount of information available from these spectra is a first step and
useful to compare the quality of fits according to their residual structures. A simple
approach would be to calculate the Shannon-Entropy of the dataset and compare it
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to artificial noise spectra/randomized residual spectra5. For biometric information an
approach has been suggested e.g. in Adler et al. [2006] to estimate the amount of
information newly available by biometric features of a single person compared to a
reference dataset. The dominant factor within the residual spectra is (hopefully) shot
noise (which contains ’more information’ than structured spectra), thus an approach
to quantify information in the residual spectra could be entropy. This is tested in
subsection 3.3.2.2.
The residual spectra themselves will be denoted by Rij , where i denotes the row and
j denotes the column. Plotting this matrix colour-coded sometimes intuitively shows
correlated features as horizontal lines, see figure 3.8.
Correlation of residuals with already known possibly influencing factors is suggested in
subsection 3.3.1 (Multiple linear Regression) and two methods for the analysis of resid-
uals without prior knowledge are presented in subsection 3.3.2 (Principal Component
Analysis (PCA)) and a possible alternative in subsection 3.3.3 (Independent Compo-
nent Analysis (ICA)).
3.3.1. Multiple linear regression
Additionally to the residual spectra the respective column densities and other parameters
obtained by the fit and during the measurement itself are available. An incorrect dark-
current will produce residual features proportional to the exposure time, an incorrectly
convoluted NO2 cross-section creates residual structures correlated with the NO2 column
density.
To estimate their respective effects on the residual, a system of linear equations can
be formulated, using the residuals as the desired outcome, the respective independent
variables as factors and one vector assigned for each variable to represent its effect within
the set of residual spectra.
This can be done by constructing a matrix V containing the coefficients of column
densities and other measured parameters as vectors, the corresponding vectors ~x1, ~xa, ~xb,
... correspond to the coefficients and the residuals are known from the DOAS fit.
Ax+  =

1 a1 b1 · · ·
1 a2 b2 · · ·
1 a3 b3 · · ·
...
...
...
. . .
1 an bn · · ·
 ·

~x1
~xa
~xb
· · ·
+  =
 ~R1~R2
· · · ~Rn
 (3.31)
This usually overdetermined system of linear equations Ax = R can be solved e.g. using
a least square method. Possible effects of outliers are discussed in Chatterjee and Hadi
[1986] and need therefore to be filtered out manually (e.g. by the RMS of the respective
fit) before applying the linear regression or so called ’robust’ variants of linear regression
algorithms have to be used. The correlation coefficient (’Pearson’s R’ ) can be calculated
5Randomizing the actual residual spectra is an easy way to obtain residuals of the same size and
intensity distribution as the original data.
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and used for estimation of the significance of each of the spectra obtained corresponding
to each parameter.
R(X,Y ) :=
cov(X,Y )
σXσY
(3.32)
Another possibility is to calculate errors of the correlation coefficients and test if they
are within their error equal to zero. Special care needs to be taken for collinear or almost
collinear regressors. For MAX-DOAS applications this might be trace gases with similar
height profiles which are in some cases rather constant over time, as e.g. water vapour,
O4 and iodine monoxide.
An example of how such an approach can be used is shown in subsection 5.2.3.4 to
identify the effect of VRS on spectral retrievals.
3.3.2. Principle Component Analysis
Principal Component Analysis (PCA) is a method which is applied in various fields
for dimensionality reduction without previous knowledge. It can be used for processing
images for automatic control of fabrication processes, it is used for pattern recognition
such as face detection and motion detection in surveillance applications in varying en-
vironmental conditions [Hastie et al., 2001]. It is often used to characterize a subspace
of background values for a series of measurements. Deviations from these background
values can be easily detected and further investigated. For DOAS applications it can
be used to retrieve atmospheric SO2 [Li et al., 2013a] or to characterize the variability
of the Ring spectrum [Vountas et al., 2003]. It is then useful whenever one is looking
for residual structures of unknown origin, in situations were a relation to other fit pa-
rameters is not clear or not yet known. If a clear connection is suspected, the linear
regression approach discussed in subsection 3.3.1 can provide information on the causes
of residual spectra more specifically. The remaining residual structures which could not
be attributed to certain fit parameters can then be used for a PCA anyway.
DOAS residual spectra have been analysed using the PCA method for the first time in the
work of Ferlemann [1998] to analyse the residuals of ballon-borne DOAS measurements.
This approach has been first described in Pearson [1901] to find a set of planes describe
an ensemble of points in the best way. In figure 3.9 an example can be seen: The task
is to find a coordinate system which can best describe the position of each point. Best
description means in this case to reduce the Root Mean Square (RMS) of the residual
when reducing the data to a limited number of dimensions. This Ansatz leads to an
alternative derivation which is also shown below.
Mathematically seen, there are correlations between each of the components i describing
an n-dimensional element Ri. A matrix can be calculated describing these, the so called
covariance matrix:
Cij :=
1
n+ 1
< Ri − R¯i|Rj − R¯j > (3.33)
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Figure 3.9.: PCA and ICA analysis of an artifically created 2D dataset based on two
non-orthogonal vectors.
Its diagonal elements describe the respective variances of the respective components,
the off-diagonal elements the covariances. Since this matrix is by definition real and
symmetric, it can be diagonalized, yielding a transformation matrix T and a diagonal
matrix D:
C = TDT−1 (3.34)
In the new basis, all covariances are zero by definition. This way, a new basis is ob-
tained in which the data can be described by only a few parameter. Additionally the
variance of each component can be interpreted for normalized base vectors as a measure
of information content for each component.
The diagonal matrix contains by definition on the diagonal the variances of the compo-
nents, which correspond itself to the respective vectors in the new basis. This gives an
idea about the importance of each vector. In plot 3.10 an example is shown of how these
variances are distributed for a real dataset.
To compare these variances to a set of spectra of the same size consisting of noise, i.e.
the ideal case, a set of noise spectra was created with the same RMS as the residual
data. In the case of the real residual spectra the dominating structures can be clearly
identified by their variances. For the noise spectra, as expected, the variances approach
a constant for a high number of residual spectra. If the number of channels in a residual
spectrum exceeds the number of residual spectra, the remaining diagonal entries will be
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zero. These degenerate features can be removed without significant loss of information.
The fact that these eigenvalues are not zero in typical calculations and a few orders of
magnitude smaller than the other eigenvalues is caused by numerical rounding effects.
In figure 3.9 a problematic aspect of a PCA decomposition can be observed: Due the
diagonalization process itself, the resulting set of vectors is a basis, i.e. the vectors
are orthogonal (or even orthonormal). In this example the creating vectors of the two-
dimensional dataset were not orthogonal and can therefore not be reproduced. This
means that the PCA basis does not necessarily represent the nature of the problem and
might limit the possibilities of how base vectors can be interpreted. A structure which
is not dominating and for example the third principle component, might be difficult to
identify, since the vector describing it is by construction orthogonal to the first two base
vectors. An approach to overcome this limitation is described in subsection 3.3.3.
For DOAS applications there is a-priori knowledge that it is possible to distinguish be-
tween optical and non-optical properties of the residual spectra by using the instrument
function: convolving the residuals each with a given Hg-line-spectrum, we obtain the
’optical’ part6. The difference might have been introduced by problems with the elec-
tronics e.g., but also by incompletely modelled/measured instrument functions. (see
figure 3.10)
An equivalent alternative approach to PCA is described in Hastie et al. [2001]: The
overall aim of the process is dimensionality reduction, that means we are looking for a
sequence of best linear approximations of our n-dimensional dataset. The rank q < n
linear model can be written as
f(λ) = µ+ Vqλ (3.35)
where µ is a vector in Rn, Vq is a n×q matrix with q orthogonal unit vectors as columns
and λ is a q-dimensional vector of parameters. This represents an affine q-dimensional
hyperplane. Since we want to find the best linear approximation, we are looking for a
minimum of the reconstruction error :
min
µ,λi,Vq
N∑
i=1
‖xi − µ− Vqλi‖2 (3.36)
This yields then for the solution µ̂, λ̂i
µ̂ = x¯ (3.37)
λ̂i = V
T
q (xi − x¯) (3.38)
which means that the following minimum needs to be found:
min
Vq
N∑
i=1
∥∥xi − x¯− VqV Tq (xi − x¯)∥∥2 (3.39)
This is again the eigenvector problem described above.
6approximately, at least. Since the convolution with the instrument function ⊗H is not a projection,
i.e. ⊗H 6= ⊗H⊗H, the step of convolving residuals is only an approximation to the actual operation.
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3.3.2.1. Application of PCA on a set of residual spectra
Applying PCA to residual spectra of Differential Optical Absorption Spectroscopy (DOAS)
fits can be used as a tool to identify problems in the spectral retrieval. It creates usually
a projection of the residual onto a small number of significant variables which can then
be analysed manually.
Since the ideal residual spectra would be distributed as Gaussian noise around zero, it
makes sense to calculate the covariance matrix assuming an average residual of zero,
which is then just C = RR′. If no robust or error weighted version of PCA is used, it is
usually necessary to filter the residuals by RMS. Filtering by RMS is usually sufficient
to remove outlier.
The diagonal matrix D = T−1CT contains as eigenvalues the variances of each of the
new base vectors (for a unitary T). Sorting them by size gives an overview over significant
and insignificant contributions to the total size of the residuals (see figure 3.10).
The distribution of the eigenvalues approaches a constant value for noise-only residuals
for a high number of residual spectra. If the number of residual spectra is finite, also the
randomized dataset will give a slightly non-constant set of eigenvalues. If the number of
residual spectra is even below the number of channels of the spectra, some eigenvalues
would be theoretically zero, since each spectrum can be theoretically assigned to one
of the new base vectors whereas a subspace is left undetermined. In practice these
eigenvalues will be small, but not zero due to numerical accuracy. They are usually at
least five orders of magnitude smaller than the smallest non-degenerate eigenvalue and
can be clearly distinguished from the non-degenerate eigenvalues.
Using the matrix T , all residual spectra can be transformed to the new base:
S = T−1R (3.40)
S contains the residual spectra in the new basis. Looking at the coefficient corresponding
to the largest eigenvalue gives a time series of this component of the residual spectra.
Correlating these coefficients with other information available for the measurements
allows to restrict the source of the structure observed in the residual. For MAX-DOAS
applications the dependence on the elevation angle of a certain structure might hint
towards a missing or incorrect cross-section, or a clear correlation with the Ring signal
can identify the influence of inelastic scattering on the spectral retrieval. An example
can be found also in subsection 5.3.5.
3.3.2.2. PCA, Entropy and Information
A question which arises from the analysed spectra is if this procedure also provides a
measure for how ’good’ a set of residual spectra is. A common way to test this is to
sum residual spectra and observe if the size of the sum of spectra increases proportional
to
√
N due to the Poisson statistics of the photon shot noise and instrumental noise.
Another way to test the compare the residuals in the context of PCA is to calculate their
Kullback-Leibler distance relative to a noise dataset, in analogy to Shannon entropy or
entropy in general [Adler et al., 2006]:
61
3. Differential Optical Absorption Spectroscopy
100 101 102
10-4
10-3
base vector #
E
i g
e n
v a
l u
e
Variances (non-normalized)
 
 
all
optical
non optical
randomized
-0.15
-0.1
-0.05
0
0.05
F:/m91/cedoas/eval/nlIt1 12 hdpath 7 sp2ref 10nrs dhd2std3nio testlp1000/results raw/ppbFitresult.dat
4 6
 %
-0.15
-0.1
-0.05
0
0.05
1 1
 %
-0.1
0
0.1
 6
 %
425 430 435 440 445 450 455 460
-1
0
1
x 10-3
m
e a
n  
r e
s i
d u
a l
Figure 3.10.: Eigenvalues and eigenvectors (for the optical part of the residual spectra)
for a set of 3190 residual spectra from CE-DOAS measurements during
SOPRAN M91. To compare to a dataset which contains of noise only, the
original data has been permuted channel-by-channel for each spectrum.
Furthermore the residuals were divided into their ’optical’ and their ’non-
optical’ part by convolution with the instrument function. For the mean
residual both vectors are shown: the unfiltered average residual and the av-
erage of the filtered residuals. The amplitude of the principal components,
the new base vectors, is arbitrary and depending on the decomposition,
but typically |vi|2 = 1.
D(p||q) = p(x) log p(x)
q(x)
(3.41)
q(x) would be constant when comparing to noise, yielding the Shannon-entropy. shot
noise has here the highest entropy, whereas a set of spectra which contains structures
yields less. The entropy of noise should be close to the number of channel of the spectra
minus the degrees of freedom of the fit. Depending on the number of residual spectra this
behaviour can be seen in figure 3.12. The gap between the maximum entropy of noise
spectra, the number of channels, and the actual value from measurements is actually a
quality measure for our set of residual spectra.
Since the relation of fit error and measurement error is depending on the residual struc-
tures as described in subsection 3.1.4, the average size of the residual or the fit error
itself together with the entropy of the residual spectra allows for a fast estimate of the
quality of a spectral evaluation. Often only an example for a DOAS fit is given in typical
publications, not allowing the reader to estimate the quality of the complete data set.
Summing spectra will reduce the noise of the residuals, but not systematic residual struc-
tures, relative entropy will decrease, but the overall RMS as well. Therefore information
on both quantities is necessary when evaluating a set of residual spectra.
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Figure 3.11.: Total RMS of the residual spectra from a standard fit containing only the
convoluted cross-sections for NO2, O4, H2O and IO. It shows also the
calculated RMS after removing 1-4 eigenvectors. In this case it can be seen
that in most cases the RMS can be minimized by the first PCA component
while other components contribute insignificantly. The highest RMS values
can be found in situations with a short lightpath due to fog, therefore the
RMS is limited by instrumental noise and photon shot noise. (Same data
as in figure 3.10, for fit errors see figure 5.43)
3.3.2.3. Fit error and residual structures
The fact that residual structures can lead to an underestimation of the measurement error
by the fit error has been analysed in depth in Stutz and Platt [1996]. To estimate the
factor with which the obtained fit error has to be multiplied to obtain the measurement
error, the structure width of the respective absorber τ and of the residuals W has to
be known (see also subsection 3.1.4). The latter is not easy to estimate and is not easy
to quantify. Often these parameters are guessed and therefore the determination of the
measurement error depends on the experience of the user.
Entropy can be used to estimate the width of the running mean which has been assumed
in Stutz and Platt [1996] to create spectra from noise with similar structure width as
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Figure 3.12.: (left) In analogy to Shannon-entropy the entropy of the PCA analysed data
is plotted versus the number of samples. For a small number of samples
the information content cannot be bigger than the number of spectra, for
a higher number of samples the total information content is limited by the
number of independent variables, which is here the number of channels
of each spectrum. (right) To obtain the structure width of the residual
as needed for the application of Stutz and Platt [1996] this plot can be
used to estimate the structure width from the relative entropy loss derived
from the difference in entropy of the residual data set and the theoretical
maximum value, without the need to ’guess’ residual structure widths.
observed in residual spectra. If the residuals are indeed pure noise, then their information
content is, for a large number of residual spectra, close to the number of channels used for
the fit (compare figure 3.12) reduced by the number of fit parameters. Model calculations
can show the relationship between loss of information and the width of the running mean.
This creates the possibility to calculate the width of the running mean which is needed
to obtain the correction factor from the relationship of structure width of the residual,
of the cross-section one looks for the correction factor for the fit error.
It has to be noted, that different smoothing algorithms create different relationships
between smoothing width and entropy. Furthermore the most prominent correlated
structures in residuals of real measurements are usually caused by errors in convoluted
absorber cross-sections, air mass factor related effects and/or instrumental problems and
cannot be reproduced by smoothing noise spectra (compare e.g. residual structures in
the BrO evaluations in subsection 5.1.1.2 and imperfections of the water vapour cross-
section in figure 5.36).
A typical BrO evaluation as discussed e.g. in subsection 5.1.1.2 shows an entropy of
the residuals of 254 for a channel number of 357. This means that the entropy is 30%
lower than for pure noise, which in turn is equivalent for a running mean applied to the
residuals of two channels. This can then be used to estimate the correction factor to
convert the fit error into a measurement error as given in Stutz and Platt [1996]. From
the distribution of the measured BrO dSCD from days without significant amounts of
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BrO a measurement error is estimated which is less than two times as large as the fit
error (compare subsection 7.2.3). This is in agreement with the estimations from Stutz
and Platt [1996]. The IO MAX-DOAS evaluation for the M91 data (subsection 7.2.4.2)
shows even only a loss of 10% of the maximum possible information content of the
residual spectra. Here no dominant systematic residual structure of the same size as in
the case of the spectral evaluation of BrO is found.
Due to technical differences the residuals from ANT28 for BrO using the same cross-
sections showed a loss of entropy relative to noise of 45%. This still translates to a
running mean of three. As for M91 this means again that the measurement error is
about two times the fit error. However, this estimate (Figure 3.2) applies only if the
residual noise is purely random, which is usually not the case, as can be observed using
the method of PCA. If an absorber of which the fit error has to be estimated is correlated
with any residual structure, this can increase the measurement error significantly.
For the evaluation of MAX-DOAS data for IO during M91 (subsection 7.2.4.2), the
entropy of all residuals was only 10% below the theoretical maximum.
3.3.3. Independent Component Analysis
The Independent Component Analysis (ICA) has been introduced in [Comon, 1994,
Hyva¨rinen and Oja, 2000] to solve the cocktail party problem: The voices of two persons
in a room are recorded by two microphones and the task is to distinguish both signals.
That means we have two recordings x1,2(t) and two signal sources s1,2(t) which are
related by a linear combination aij .
xi(t) =
∑
j
aijsj(t) (3.42)
The task is to obtain the factors aij to be able to reconstruct s1,2(t) given x1,2(t).
The assumption made is that both signals are statistically independent. Technically
two sets of variables y1, y2 are independent if their Probability Density Function (PDF)
are factorizable, i.e. p(y1, y2) = p(y1)p(y2). Having a number of PDF and regarding
the overall PDF, the overall PDF will approach a Gaussian shape, analogously to the
central limit theorem. This leads to the main principles of the ICA estimation, that non-
gaussianity is interpreted as statistical independence. Non-gaussianity itself can then be
measured in different ways, such as via kurtosis, negentropy, minimization of mutual
information and maximum likelihood estimations. Iteratively sj(t) can be found which
represent a maximum of being non-Gaussian.
For the two non-Gaussian signal sources shown in figure 3.9 ICA is able to reproduce
the original construction vectors quite accurately. PCA is by definition not able to
reconstruct these vectors, since they were not chosen to be orthogonal.
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3.3.3.1. Technical Implementation
So far, this algorithm has been tested on data using the FastICA software package 7.
FastICA implements a fixed-point iteration scheme for finding a maximum of the non-
gaussianity of a projection of the data onto a single vector w, w ·x and its generalization
for more than one vector. For details see Hyva¨rinen and Oja [2000].
High dimensional data needs to be preprocessed to allow for a convergence of the FastICA
scheme in reasonable computing time. This can be done by transforming the dataset
using a projection onto the first most important base vectors calculated from a PCA.
Furthermore the components might need to be whitened, i.e. all components should
have similar size, also to allow for a fast convergence of the iteration scheme. This can
be done be using the inverse of the diagonal matrix D = TCT−1 already calculated for
the PCA, this will transform all variance for all components to unity.
3.3.3.2. Example
Despite already good results from PCA for a data set of CE-DOAS OD spectra from
M91 shown in figure 5.43, the application of the FastICA package was not as successful
as expected. Either the algorithm did no converge on the dimensionality reduced dataset
(tested for 6, 10 and 20 dimensions), or the resulting vectors could not be unambiguously
connected to the absorption cross-sections of water vapour and/or NO2. Water vapour
absorption was usually found, but the NO2 cross-section was never recovered as good
as already by the PCA. The results from the PCA were easier to interpret. The reason
might be instrumental noise and/or artefacts from non-linearity correction, as shown in
figure 5.43 as third component, or the large differences in absolute size of the independent
absorptions, which is almost two orders of magnitude. The algorithm was run with and
without the whitening operation.
Since the result of the pathological example shown in figure 3.9 looked promising, these
expectation could not be transferred to real measurement data. If it would have worked,
the residual spectra would have been easier to interpret, even though certain features
would have been already compensated for by other absorbers during the DOAS fit,
leading to wrong concentrations of those. This was e.g. the case when identifying the
ODs caused by VRS(N2) in subsection 5.2.3.4.
7http://research.ics.aalto.fi/ica/fastica/index.shtml
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3.4. Pixel to Wavelength Mapping
After the actual measurement obtaining the intensities for each pixel of the detector,
and after the spectrum has been corrected for dark-current and offset contribution, a
wavelength needs to be assigned for each of the pixel at the beginning of the DOAS
evaluation. Four methods to obtain a polynomial which maps the channel number to
the according wavelength are presented here, two of which already need a pre-calibration
with does not differ more than about one nanometer from the correct mapping.
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Figure 3.13.: Comparison of different wavelength calibration methods presented here.
Lehmann is the method implemented in recent versions of DOASIS and
is described and developed in Lehmann [2014] and was used here without
including any absorbers, such as ozone. ’Lehmann’ and ’Windowshift’ need
precalibrated spectra to work, which are less than 1 nm off the correct
calibration.
3.4.1. Mercury Line Lamp Calibration
A simple way to determine the pixel-wavelength mapping of an unknown spectrometer
are mercury discharge lamps, whose spectrum contains various single lines, which can
easily be identified and which can be used to determine the wavelength at a certain
channel. The assumption made here is that the actual line width is significantly smaller
than the instrument’s resolution and can therefore be neglected. The width of a single
atomic line is about 2pm for mercury discharge lamps, which is broadened again by
different Hg-Isotopes. A list of emission lines can e.g. be found in the PenRay Manual
or within Sansonetti et al. [1996], Sansonetti and Reader [2001].
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As shown in figure 3.13, the line positions listed in the PenRay Manual and from San-
sonetti and Reader [2001] can differ by 6.5pm.
3.4.2. Solar Atlas fine tuning
The spectrum of a mercury discharge lamp contains only a very limited number of lines,
some of which are not separated well enough to be used for calibration purposes at the
spectral resolution of typical spectrometers used for DOAS applications. Compact spec-
trometer usually need a calibration polynomial of third degree to be able to reproduce
their projection properties sufficiently. Thus, if the polynomial has 4 degrees of freedom,
definitely more than four, unambiguously to be distinguished lines are needed to fit the
polynomial.
A well structured and omnipresent light source is the Sun itself. Using the instrument
function from a mercury lamp spectrum to convolute a high resolution solar spectrum
such as by Chance and Kurucz [2010] allows for creation of a spectrum similar to the
one measured.
An additional advantage is that this fine-tuning of the pixel-wavelength mapping can be
easily done unsupervised within an evaluation script, in case the wavelength calibration
changes often, e.g. due to temperature changes.
3.4.2.1. Algorithm
• Calibrate spectrum with polynomial λ = p(c) calculated from mercury lamp spec-
trum
– Convolute a high resolution solar spectrum with instrument function
– Use fit windows of sizes around 5-10 nm to calculate the shift between con-
voluted solar spectrum and measured spectrum in this region, accounting for
the Ring effect
– fit a polynomial q(c) to these shift values
– add the correction polynomial q(c) to the initial polynomial p(c)
• Iterate this procedure until max|q(c)| is below some threshold
By changing the calibration polynomial, also the width of the instrument function in
wavelength units changes, therefore there is the need for this iterative approach. In
the fit routine it can be necessary to include strong absorbers such as water vapour,
NO2 or ozone in the respective wavelength ranges to obtain stable and good results.
This depends on the used wavelength range. For the example spectrum used above in
figure 3.13, the difference between including or not including ozone was ¡5pm.
3.4.3. ’Rough’ precalibration using specific features in solar spectra
The purpose of the presented method for automatic wavelength calibration (’Autocalib’)
is to obtain preliminary wavelength pixel mapping of a sunlight spectrum without need-
ing calibration spectra. This can be done with the help of the solar radiation atlas by
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Chance and Kurucz [2010], which is a high-resolution sunlight spectrum from which at-
mospheric absorbers have been removed. The idea was to take the example of the human
sight which is capable of distinguishing various features of sunlight spectra. By hand
this can be relatively easily done by associating extrema of both spectra. Furthermore
it can be shown that an estimate of the instrument function width can be obtained and
used for a more accurate second iteration, which can then also be limited just to the
measured wavelengths.
The goal was to implement an algorithm which is robust enough to locate the wavelength
range of a sunlight spectrum within the range from 300-800 nm with only few assump-
tions concerning overall orientation of the spectrum and slit function width σk within
30-40%. Pairs of points from a measured sunlight spectrum with only channel informa-
tion and a convoluted high-resolution sunlight spectrum with known pixel-wavelength
mapping are found to create e.g. a polynomial to associate the pixel k with wavelength
λ = p(k). The challenge here is to rearrange possible pairs and exclude invalid pairs to
have a good overall result.
This method can be combined with subsection 3.4.2.1 for fine-tuning. The results are
shown in figure 3.13.
3.4.3.1. Background
Feature detection is a task which is frequently used e.g. in overlaying a series of images
to stitch panorama images. The Scale-Invariant Feature Transform (SIFT) algorithm
[Lowe, 2004] which is widely used has the ability to detect invariant features within
several images, independent of scaling and rotation. The resulting properties of those
obtained features can then be correlated using e.g. a robust fitting algorithm. RANdom
SAmple Consensus (RANSAC) [Fischler and Bolles, 1981] is an approach which selects
a subset of fitting points from a given set of feature descriptors and eventually choses
a subset which contains as little as possible outliers, features which were not correctly
associated with their respective counterpart.
The task to correlate features of a measured spectrum and the solar atlas is simpler
because both vectors are one dimensional, yet with the addition that the width of the
convolution kernel is also unknown. As an addition to RANSAC it might be desirable to
look for second-best correlated features, which can overall increase the number of con-
nected features and thus improve the stability and accuracy of the proposed algorithm.
3.4.3.2. Assumptions
To minimize the needed user input, only a few assumptions were made:
• the pixel wavelength mapping function λ = p(k) is monotonically increasing
• σk is known within 30-40% and the slit function is a single peak of approximately
Gaussian shape
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If the a-priori knowledge is more accurate or can be extended e.g. by a limitation of
the wavelength range possible, stability and speed of the algorithm can be drastically
improved.
For each of the extrema a set of properties describing the extrema itself are calculated.
Positions should be determined by interpolation to obtain sub-pixel accuracy. After
extracting the properties of the extrema, for all combinations of extrema the correlation
coefficient is calculated. Using the maximum of correlation coefficients to make the
first connections between the artificial and the measured spectrum, results in a both
wrong and right associations. To get a first pixel-to-wavelength mapping polynomial,
one assumes that the majority of the obtained best correlations are correct and therefore
also the polynomial obtained from fitting all correlating pairs (above a certain threshold
in terms of correlation coefficient) is close enough the correct result. Applying the below
described method selects (in most cases) the correct pairs of extrema and can eventually
even find new and correct pairs and improve the end result. Re-iteration after estimation
of the instrument function’s width and limiting the algorithm to the actually covered
wavelength range can then lead to further improvement of the accuracy of the polynomial
λ = p(k).
3.4.3.3. Algorithm
1. Prepare spectra
• Low-pass filtering of measured spectrum to remove noise
• convolute solar atlas spectrum with assumed slit function width
2. For both spectra:
a) Search for valid extrema
b) Calculate the following properties for each of the extrema
• Position
• Ratio of differences in intensity to neighbouring extrema on the left and
right
• Sum of differences in intensity to neighbouring extrema on the left and
right
• Ratio of difference in position to neighbouring extrema on the left and
right
• Second derivative (and thus if it’s a minimum or maximum)
3. Calculate correlation coefficients for all possible combinations of groups of extrema
(usually three extrema)
4. Find maxima in correlation coefficients to obtain a table linking channel numbers
from the measured spectrum with wavelengths from the convoluted solar atlas
spectrum
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5. Remove all associations with a correlation coefficient below a certain threshold
6. Iterate the following until fit residual is smaller than some threshold:
• Fit a straight line with positive slope using correlation coefficients as weights
• replace the association with the highest absolute difference to the fitted slope
with the second best choice. Remove old association.
7. Remove all associations with a correlation coefficient below a certain threshold
8. Iterate the following until fit residual is smaller than some threshold:
• Fit a 2nd degree polynomial using correlation coefficients as weights
• replace the association with the highest absolute difference to the fitted slope
with the second best choice. Remove old association.
9. Remove all associations with a correlation coefficient below a certain threshold
10. Fit final polynomial to remaining associations to obtain result
The group size in which the extrema and their properties are compared to each other
needs to be balanced: If the group only consists of one extremum, then the association
via correlation coefficients might not be as unique as for a larger group. On the other
side having a large group might introduce the problem of missing extrema in one of the
spectra due to differences in instrument function width, which then in turn implies the
need to handle this problem explicitly. Groups of three extrema turned out to be a good
compromise.
3.4.3.4. Estimation of Instrument Function Width
Once the wavelength interval of the measured spectra has been determined, a simple
method can be applied to estimate the instrument function width σk: for various slit
function widths the number of valid extrema within this interval is determined. Com-
paring this to the number of extrema in the measured sunlight spectrum then gives a
new estimate for the slit function width. (see figure 3.16)
Practically, the number of extrema n(σk) was calculated for a series of σk within an
interval also covering the actual width. A polynomial which was fitted to this data was
used then to calculate a new approximation of σk. Simple divide-and-conquer approaches
which might reduce the overall number of convolutions required do not necessarily suc-
ceed, since the function n(σk) is not necessarily monotonous.
3.4.4. Wavelength pixel mapping with absorbers
Within the work of Lehmann [2014], a fitting routine based on the Levenberg-Marquardt
algorithm for an unknown instrument function of the spectrometer was developed.
Within this procedure, it is also possible to obtain a new pixel to wavelength map-
ping while accounting for strong absorbers such as ozone and water vapour in the fitting
process.
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Figure 3.14.: Analysis of the performance of the presented auto-calibration routine using
a MAX-DOAS spectrum from SOPRAN M91 (324-467 nm) and varying
the end of the spectral range to be searched in (x-axis) and the assumed
FWHM of the spectrometer (y-axis, correct value: 0.45nm). The correct
calibration is found after two iterations whenever the wavelength range is
fully included in the solar atlas spectrum and the assumed FWHM is found
between 0.3-0.7nm.
3.4.5. Conclusions
To obtain an accuracy of the pixel-to-wavelength mapping of less than 20pm over the
complete spectrum of the spectrometer (i.e. typically 20% of the width of one pixel),
all calibration methods can be used, even the automatic calibration which needs only a
minimum of a-priori information on the spectrum and furthermore yields an estimate of
the width of the instrument function. The spectral stability of MAX-DOAS instruments
is typically in the same range, compare figure 4.3.
Solar atlas fine tuning needs a preliminary calibration, but is easy to implement in
DOASIS and has been used e.g. in Lu¨bcke [2014], Vogel [2012] to evaluate data from
spectrographs which were not temperature-stabilized. The same applies or the fit im-
plemented in Lehmann [2014]. The accuracy of the fit for the complete spectrum can be
deteriorated by not including the instrument’s spectrally resolved quantum efficiency, as
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Figure 3.15.: Two iterations of the presented algorithm: On the left the first iteration
with a slightly larger spectral range (300-500 nm) and an assumed FWHM
of the spectrometer of 0.7 nm. On the right the second iteration with
changed limits and the correct instrumental FWHM of 0.45 nm. In the first
row the initial step is shown, the connections with the largest correlation
coefficients. After the alorithm finished, the remaining connections between
extrema are shown in the second row. Finally at the bottom the residuals
of the final fit are shown. The colorcode is the correlation coefficient of the
respective connection.
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Figure 3.16.: Estimation of instrument function width. The correct FWHM is 0.45 nm.
it was observed in Lu¨bcke [2014] for SO2 retrievals using measurement spectra and the
solar atlas. When fitting over only a small retrieval window as for the fine-tuning, these
effects will be smaller than for a spectrum covering a larger wavelength range.
Emission line spectra of mercury, krypton or neon are still needed to obtain the instru-
ment function with the needed precision, but fitting the positions of each emission line
by hand is usually slower than using the automatic calibration on a sunlight spectrum.
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This chapter shortly describes the measurement instruments used within this thesis. All
instruments existed already from previous projects. However, improvements and modi-
fications as preparation for their deployment for measurements in the marine boundary
layer were necessary and are described after short overview for each instrument.
4.1. Polarstern MAX-DOAS
Figure 4.1.: The permanent MAX-DOAS instrument on R/V Polarstern. The spectrom-
eter is located inside, the inclination corrected telescope unit at the portside
railing.
The Polarstern MAX-DOAS instrument was built during a diploma thesis Lampel [2010]
and replaced at that time a setup using an Ocean Optics USB2000 covering a spectral
range from 285 - 425 nm using a ’Schwampel’-type telescope unit [Ibrahim, 2009]. Later
on during Niebling [2010] an instrumental straylight problem was discovered and also
fixed for the Polarstern MAX-DOAS in the course of modifying the setup from the
Schneefernerhaus [Jurgschat, 2012] for the same reasons. Therefore the first cruises of
the instrument installed in 2009 do not include UV data, which can be evaluated. More
than 10% of instrumental stray light were observed. Additionally the readout electronics
of both spectrometers were repaired in 2010 to fix stability issues as well as to minimize
the odd-even structures reported by Lampel [2010].
The Polarstern MAX-DOAS instrument consists of three parts, a telescope unit mounted
on the railing of the ship looking portside in a height of 28m above sea level, the spec-
trometers with a control computer located inside the ship and a fibre connecting them.
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The fibre consists of 19 fibres of 100µm diameter, leading to four connectors with one
and three times six linearly aligned fibres. The Newton telescope has a focal length of
76.2 mm and the light enters the telescope through a rotating prism within a quartz-glass
cylinder, which also contains a mercury discharge and a halogen lamp for automatic cal-
ibration during the night. The field of view of the telescope has a FWHM of 0.5◦.
The telescope unit has an inclinometer to correct the roll angle of the ship for elevation
angles close to the horizon. Its output is directly fed into the motor controller and can
correct the elevation angle at an accuracy of ≈ 0.5◦. Until the ship’s roll is less than
8◦, which is the case most of the time, since the ship itself is stabilized when sailing.
The two Czerny Turner-type spectrometers with a focal length of 60mm cover the spec-
tral region from 277-413 nm and 390-617 nm at a spectral resolution of 0.7 nm/9.5 px
(UV) and 0.9 nm/6.9 px (VIS) in the configuration since ANT XXVIII. The detectors
are peltier-cooled Hamamatsu S10141 back-thinned CCD-detectors at -6◦C with 2048
channels, while the optical bench is stabilized at 22◦C to avoid water condensation. The
readout-electronics of both spectrometers including the A/D converter is temperature
stabilized together with the optical bench, while the processing electronics is not temper-
ature stabilized. To minimize instrumental stray light, the UV spectrometer contains a
BG3 (blocking light between 470 and 700 nm) filter, the Vis spectrometer a BG40 filter,
blocking most of the incoming intensity above 640nm.
4.1.1. Instrumental stray light
The original OMT spectrometers were built by the manufacturer without considering in-
strumental stray-light. Therefore the respective blinds and light-traps were constructed,
tested and added later [Jurgschat, 2012]. The blinds built into the spectrometers were
partly based on those used in Schmitt [2011] which can be adjusted from the outside, al-
lowing for real-time observations of the signal of the spectrometer when adjusting them.
Additional light traps were constructed from cardboard to cover the walls, e.g. to catch
the light from the -1st order from the grating. The spectrometer’s grating had to be
adjusted in such a way that the zeroth order was placed between slit and grating, having
only very limited space for a light trap (see figure 4.2). As it turned out the stray light
above 380 nm could not be minimized sufficiently without losing too much light in total.
Therefore it is not advised to use the UV spectrometer above 380 nm, a spectral region
which is also covered by the VIS spectrometer.
All blinds shown in figure 4.2 were tested subsequently for their effect on the total stray
light and eventually modified. Following the main blinds mounted in the cover of the
spectrometer, the largest effect had the blinds on the sides of the grating, the cover of
the mirror mount and the cover of the brass-like housing of the CCD. All other light-
traps and blinds had only small effects: The light-trap for the -1st order lowered the total
ambient stray-light by 20%, but had no influence on the stray light intensity distribution
on the detector.
The total amount of stray light was measured with Schott GG filters, e.g. GG450
removing most intensity below 450 nm. When using the modified UV spectrometer
without any filters, the amount of stray-light in the UV region was about 1-2% when
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using a halogen lamp (normalized to the maximum intensity of the halogen lamp within
the spectral range). Before the modifications, with a BG3 filter, the relative contribution
to the total measured intensity was around 30%. After the modifications, the main part
of the stray light originated from the red spectral region. For measurements under more
realistic conditions with a halogen lamp and a BG3 filter the total stray light is about
0.5%. Still, sunlight is shifted towards shorter wavelength compared to the halogen lamp,
which has a high intensity also for wavelengths above 700 nm, which are not blocked by
the filter. This improves the overall stray light performance. Stray light measurements
with sunlight have not been done using the final setup.
Figure 4.2.: Inside view of the UV spectrometer before ANTXXVIII. Apart from the
blinds mounted in the cover of the spectrometer shown on the right, the
most efficient blinds were covering the grating from the outside, hiding the
metallic surface around the CCD detector and the light traps for -1st and
zeroth order reflections on the grating.
In the same way the visible spectrometer was optimized, lowering the amount of instru-
mental stray light by a factor of 3-4 to 0.2% (measured with a halogen lamp), similar as
for the UV spectrometer with BG3 filter.
4.1.2. Linearity
The linearity of the spectrometer was only investigated using a halogen lamp in Lampel
[2010]. Recent non-linearity tests showed that the stability of a halogen lamp is often
not sufficient to resolve the non-linearity of the spectrometer. Therefore this should be
done whenever the instrument will be the next time in Heidelberg for maintenance.
4.2. Ship MAX-DOAS
The Ship MAX-DOAS used during the campaigns on Maria S. Merian in 2011 (chap-
ter 8), during SHIVA along Malaysia in 2011 (Appendix B) and in the Peruvian upwelling
region during M91 (chapter 7) had been used before by Großmann et al. [2013] and with-
out elevation correction on land during the CINDI campaign [Piters et al., 2012] and in
Barrow, Alaska [Frieß et al., 2011, Sihler, 2012].
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Figure 4.3.: Spectral stability of the Polarstern MAX-DOAS (vis) during ARK XXV
for all recorded spectra measured at 90◦ elevation. The spectral shift has
been determined by fitting a measurement spectrum with Ring spectrum, a
DOAS polynomial of 3rd order and an additive polynomial of zeroth order in
the range from 395-435 nm. The incontinuities were most probably caused
by switching the instrument and thus the temperature control on and off in
ports, e.g. at the end of July 2010 in Reyjkjavik.
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The MAX-DOAS instrument consists of three main parts: A telescope unit mounted on
top of the respective ship, a temperature stabilized Acton spectrometer located inside
the lab and a PC to control the devices. The telescope unit has an inclinometer to
correct the ships roll angle similar to the Polarstern MAX-DOAS. The light from the
telescope is focussed via a lens onto 37 cylindrically situated fibres of 100µm diameter.
These fibres are then again used as the entrance slit of the spectrometer. To avoid the
influence of direct sunlight reflected in the entrance of the telescope, a 5cm long lens
hood was attached to the telescope. The field of view of the instrument is 0.5◦ (FWHM).
The spectrometer used was an Acton 300i which was temperature stabilized at 44◦C with
an Andor CCD Camera ’DU 440-BU’. The camera was used in imaging mode recording
256x2048 pixels. This setup covered a wavelength range from typically 324 nm to 467
nm. The full-width-half-maximum resolution was 0.45 nm or 6.5 pixels.
4.2.1. Calculating spectra from 2D-images
During the transport to MSM18/1 the original calibration from Heidelberg was lost and
due to organisational limitations not sufficient time for readjusting the spectrometer was
available. This resulted in an adjustment of the spectrometer which could have been
better. But since the imaging spectrometer records a spectrally resolved image of the
entrance slit/fibres, this problem was solved by rescaling the recorded image accordingly
before adding the single rows to one spectrum, which is then used in the spectral retrieval.
The total misalignment added up to four pixels over the whole illuminated height of
the detector. To compensate, each line was remapped onto the correct position using
spline interpolation. The correct position was determined by fitting gauss-functions to
each of the mercury emission peaks in each row. The shifts of these peaks in units of
pixel were then fitted with a polynomial of third order for each mercury emission peak.
For each row then a polynomial of second degree was fitted to each of the interpolated
HG emission peak positions. This procedure leads to smooth remapping polynomials
for each of the rows, which were finally used for the spline interpolation of the measured
intensities before summing all remapped rows.
This procedure led to an improvement of the spectral resolution of about 20% for
MSM18/1. For MSM18/3 and M91 the alignment of the spectrometer was good and
did not require this remapping.
4.3. Envimes MAX-DOAS
During the MAD-CAT campaign in Mainz a MAX-DOAS instrument based on a com-
pact ’Avantes’ ultra-low-straylight spectrometer ULS2048XL measured during June and
July almost continuously on the roof of the Max Planck-Institute for Chemistry (MPIC)
in Mainz. The spectrometer used was a UV spectrometer covering the spectral range
between 294–459 nm at a spectral resolution of 0.59 nm (6.8 px) with a focal length of
75 mm. The back-thinned detector with 2048 pixels was a Hamamatsu S11155 detector,
measuring in a temperature-stabilized housing at 20 ± 0.05◦C. The spectral stability,
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determined from fitting a fixed zenith sky spectrum with all other spectra in the wave-
length range from 380-420nm allowing for a shift, was better than 10pm within one
month.
The telescope head is controlled by measuring its orientation using a MEMS acceleration
sensor. This data was then used to set the correct elevation, also considering the slackness
of gearbox and motor. Due to an initial misalignment of the sensor an elevation offset
of -0.35◦ was determined after the measurement campaign. The FOV of the instrument
is 0.24◦ (FWHM).
As for all spectrometers with this CCD-chip, non-linearity of the spectrometer was ob-
served. Since all MAX-DOAS spectra were recorded at a similar saturation, the effect
was minimized, but the same argumentation for summing several individual spectra and
correcting then for the non-linearity applies as for the CE-DOAS in subsection 4.4.1 also
for MAX-DOAS. An estimate on the size of resulting residual structures in the DOAS
evaluation is given in subsection 3.2.4.
4.4. The open-path CE-DOAS Instrument
Figure 4.4.: The open-path CE-
DOAS setup dur-
ing SHIVA on R/V
Sonne in November
2011.
The open-path CE-DOAS setup used during the SHIVA campaign and the SOPRAN
M91 campaign has been largely modified for the use in field campaigns during the
diploma thesis of [Anthofer, 2013]. It was then modified for the requirements onboard a
ship.
The mirrors have a typical maximum reflectivity of 0.9996 at 446nm and are placed
at a distance of d0 = 1.925m, of which deff = 1.592m are outside the Teflon tubes
flushed with dried and filtered air protecting the mirrors from dust. Typical effective
path lengths within the resonator are 5-6km. For a RMS of the residual of the DOAS
evaluation of 1 · 10−4 this yields theoretical detection limits of ≈ 0.8ppt for IO, ≈ 64ppt
for NO2 and ≈ 46ppt for glyoxal for ideal conditions.
Modifications for the use on a ship:
• The pump for the air flow onto the mirrors and the purge air flow has been replace
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by two separate pumps, to avoid the problem of strong wind in the direction of the
cavity resonator, which could eventually lead to dust contamination of the mirrors.
• To reduce the consumption of desiccant, the purge air was cooled to about +1◦C
to remove humidity before drying the air again with silica gel during the SHIVA
campaign. The air was heated to ambient temperatures within the tubing leading
to the CE-DOAS setup.
• The spectrometer was replaced by an Avantes spectrometer to avoid instrumental
straylight problem. This was done by Horbanski [2014].
• To minimize thermal and mechanical stress on the spectrometer, a 4 mm-thick alu-
minium plate covering the complete spectrometer on the side of the Peltier-element
was added. The change of the overall measured intensity when heating the outside
heatsink to more than 50◦C was reduced to 1/10 compared to the original setup.
Before the modifications, the change in intensity was 3% for thermal equilibrium
and the maximum heating current of the peltier element (≈ 40W electrically).
Typical diurnal variations for the peltier cooling current during SHIVA were 1%
of the maximum peltier current.
• The temperature control of the LED as well as of the spectrometer was replaced
and optimized.
• After the SHIVA campaign, the 1W LED was replaced with a 3.5W LED.
4.4.1. Nonlinearity of Spectrometer
In the context of searching reasons for residual structures within the Drone-DOAS
project of Martin Horbanski, it turned out that the Avantes spectrometers have a sig-
nificant nonlinearity with respect to saturation, already at low saturation values.
The CE-DOAS setup included the same spectrometer in both campaigns, SHIVA and
SOPRAN M91. The spectrometer was characterized with respect to nonlinearity after
the M91 campaign. For M91, parts of intensity-correlated residual structures could be
removed, even though not all of them. A significant temperature dependence of the
linearity in the range of the used spectrometer temperatures (20-30◦C) has not been
observed.
To characterize the nonlinearity, spectra with different exposure times were recorded
for the closed resonator (without purge flow) and a temperature stabilized LED-light
source, as it is the case for the normal measurement setup during purge air reference
measurements. The intensities were normalized to the exposure time. Then the inten-
sities were normalized for each pixel of each spectrum of the measurement sequence to
30000 counts/scan. The contribution of the dark current to the non-linearity polynomial
was found to be insignificant.
In typical spectral data evaluations the respective spectra were corrected after offset and
background correction.
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Figure 4.5.: Characterization of the open-path CE-DOAS spectrometer’s non-linearity
after SOPRAN M91. Before correction the non-linearity amounts to up to
4%. The normalized intensity curve looks similar to those listed in the data
sheets of USB2000 spectrometers using a predecessor of the Sony ILX 554
chip used here.
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While retrieving the slant column density from two spectra according to equation 3.3
seems straight forward there are several parameters that leave space for interpretation.
The results might vary, depending on the employed cross-sections, the applied corrections
to them, the wavelength interval, cross-sensitivities and radiative transfer effects.
Which absorbers can be ignored and which effects need to be considered depends fur-
thermore on the measurements geometry as well as on the expected absorbers. As an
example, a MAX-DOAS evaluation using a noon reference as a Fraunhofer reference
needs to take special care for the large influence of ozone absorption. For an evaluation
of spectra that were recorded in close time proximity, this is less important.
In order to retrieve robust results from a DOAS evaluation, the following points need to
be considered:
• All significant types of scattering need to be included
• All significant absorbers need to be included
• Wavelength dependence of absorptions and scattering effects
• Saturation/I0 effect
• Changes in air mass factors due to absorption
• Errors in literature cross-sections
• Cross-sensitivities
All of these points depend additionally on the choice of retrieval wavelength interval and
become increasingly important closer to the detection limit of the absorber to retrieve.
This chapter shortly introduces retrieval interval mapping as a useful visualisation tech-
nique in section 5.1. In subsection 5.1.1 the choice of retrieval interval for BrO and
HCHO are discussed. Furthermore observations of residual structures in this spectral
range, which are currently setting limits for the detection limit in the retrieval of BrO
dSCDs in the MBL at concentrations of 1 ppt for MAX-DOAS observations, are pre-
sented and potential reasons are discussed. In subsection 5.1.2 the spectral retrieval of
IO and its limitations are shown. The influence of water vapour and NO2 absorption
on the retrieval of IO is evaluated. Two effects have an influence on any spectral re-
trieval especially in the blue wavelength range: Vibrational Raman Scattering (VRS),
which is described in section 5.2 and first observations of this effect in MAX-DOAS
measurements are presented. Water vapour absorption uncertainties are evaluated in
section 5.3, yielding correction factors for the strength of individual absorption band
strengths. Water vapour absorptions can also alter the overall radiative transfer, lead-
ing to corrections for absorption cross-sections. This effect is discussed in section 5.4
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for water vapour absorption at 442 nm. Liquid water absorption is shown in section 5.5
and the spectral retrieval settings for this thesis are listed in section 5.6. The retrieval
of trace-gas concentrations from CE-DOAS measurements is shown in section 5.7.
5.1. Choice of spectral retrieval settings
The choice of the wavelength range used for the DOAS retrieval can have a large impact
on the retrieved trace gas column densities. However, it can be difficult to determine
the best retrieval range. A tool to simplify, visualize and understand the implications
of choosing the wavelength interval for the retrieval of a specific absorber, the so called
’Retrieval Interval Mapping’ has been suggested by Vogel et al. [2013]. First it is only
the idea to plot column densities colour-coded on a plane whose axes represent the start
and the end wavelength of the respective retrieval interval. This allows to estimate
the overall variation, but also to identify problems, such as cross correlations between
different absorbers. Synthetic spectra, as presented in Vogel et al. [2013], can be used
to identify theoretical limitations and the influence of e.g. ozone and its accompanying
corrections such as I0 and saturation effect for different wavelengths. An example for
the case of HCHO is shown in figure 5.3.
These plots can thus be used to find borders of reasonable fit ranges for actual measure-
ment data due to chemistry or other a-priori knowledge: night-time data from LP-DOAS
measurements might help to select fit ranges, since for example BrO concentrations are
expected to vanish in darkness1 or SO2 dSCD should be small outside the plume of a
volcano [Vogel, 2012]. Together with conditions imposed on RMS and other factors and
conclusions obtained from synthetic spectra, this tool helps to chose a fit range. Using
only synthetic measurements can be misleading, since the result might be affected by
absorption of unknown absorbers or types of scattering which were not included in the
model creating the synthetic spectra.
Furthermore Retrieval Interval Mapping can be used to identify problems with literature
absorption cross-sections, as it has been the case for water vapour absorption described in
section 5.3. An example for an evaluation of measurement spectra is shown in figure 5.12.
5.1.1. BrO / HCHO
The intercomparison campaign analysed in Aliwell et al. [2002] with respect to the spec-
tral retrieval of BrO using a noon reference suggested a retrieval wavelength interval
from 345–358 nm to minimize the effects of large absorptions of stratospheric ozone,
especially during twilight. This wavelength interval yields reliable results for measure-
ments of stratospheric ozone, but since it does not encompass any large absorption of
HCHO and only includes relatively weak absorption lines of BrO, an extension of the
wavelength range towards shorter wavelengths is needed to reliably retrieve tropospheric
absorptions of BrO as well as HCHO.
1This has been applied for CVAO LP-DOAS data from the HaloCaVe 2010 campaign by Tschritter
[2013]
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Figure 5.1.: Overview: Absorption cross-sections in the wavelength range used to retrieve
BrO and HCHO absorption in the UV spectral range. SCDs are given in
molec cm−2 and are representative for typical tropospheric column densities
in the MBL when using the next zenith sky spectrum as Fraunhofer reference
of the retrieval. The absorption of water vapour is highly uncertain.
Extensive sensitivity studies on the spectral retrieval of BrO and thus also HCHO in the
same wavelength range were performed by [Vogel et al., 2013, Vogel, 2012] for ground-
based measurements and Sihler [2012], Theys et al. [2011] for satellite retrievals and thus
higher total ozone SCDs. Even though no influence of SO2 is expected within the scope
of this thesis, most limitations discussed in Vogel [2012] are ozone related and therefore
the same retrieval interval was applied here when using a Fraunhofer reference selected
from the same elevation angle sequence. When using a fixed Fraunhofer reference or a
daily noon reference, ozone absorption will limit the retrieval window due to its large
absorption on the side of shorter wavelengths. For MAX-DOAS measurements of HCHO
and BrO throughout the day, the evaluation settings suggested by Pinardi et al. [2013]
have proven to give reasonable results, e.g. in Peters et al. [2012]. Although for large
SZA the settings from Aliwell et al. [2002] need to be applied to avoid the strong influence
of large stratospheric ozone column densities on the retrieval of BrO.
A lower limit to the evaluation of MAX-DOAS measurements for BrO and HCHO might
be already posed by the O4 absorption measured by Salow and Steiner [1936] at 328.2 nm.
No cross-section data for O4 is available in this wavelength range, and therefore the
wavelength range < 331 nm has to be observed carefully.
The size of this absorption is according to Salow and Steiner [1936] ≈ 125 of the O4 ab-
sorption at 361 nm. Taking an absorption of 1.5% at 360 nm this results in an absorption
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Figure 5.2.: Comparison of O4 cross-sections by Hermans and Greenblatt to the O4 cross-
section published by Thalman. In the UV range the largest difference be-
tween Thalman and Greenblatt is a spectral shift, as can be seen from their
difference. When this shift is removed, the difference between the cross-
sections by Greenblatt and Thalman are actually smaller than the difference
of Thalman und Hermans (in the BrO evaluation range from 332–358 nm).
Figure from Thalman and Volkamer [2013].
of 6 · 10−4 at 328 nm. (see figure 5.4 and 5.5) Another hint, that there might be indeed
an absorption feature missing, is that typically higher formaldehyde dSCD are observed
when extending the retrieval wavelength window below 330 nm. The possible absorption
of O4 at 328 nm coincides with formaldehyde absorption in this region.
This absorption is small, but can have a significant influence on the retrival: For one day
(11/22/2011) of measurements during ANT XXVIII the difference in HCHO when eval-
uating spectra with a lower limit above and below 330 nm is 40% or ≈ 2·1015 molec cm−2
which translates to an optical density in this region of 1.5 · 10−4 (see also figure 5.3).
In this case the average O4 dSCD was 2.2 · 1043 molec cm−2 corresponding to an optical
density of 2.2 · 10−3 at 343 nm. According to Salow and Steiner [1936], the absorption
around 328 nm should be a factor of 6.7 smaller than the one at 343 nm, this would lead
to an estimate of the optical density of O4 at 328 nm of 3 · 10−4, which is a factor of
two larger compared to the estimate obtained from the observation of HCHO column
densities. But since the HCHO absorption at 328 nm shows a double peak structure in
the spectral region of the expected shape of an O4 absorption and formaldehyde shows
other absorption features in this spectral range (e.g. at 340 nm), this is still a valid hint
that there are indeed problems in this spectral region. Another reason for this effect
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could be water vapour absorption in the UV or any other absorber unaccounted for (see
subsection 5.1.1.2). This could also lead to an underestimation of the HCHO dSCD
when retrieved between 332–350 nm as compared to a fit wavelength interval starting
<330 nm when another absorption feature of formaldehyde is included.
Dedicated MAX-DOAS measurements with a good spectrometer (e.g. the SMAX-
DOAS) in clean air with a spectral range covering this spectral region at a high resolution
might be useful. Since all retrieved absorptions in this spectral range are potentially in-
fluenced by O3 absorption and also interferes with absorption of HCHO, it was not
possible to retrieve this absorption band separately to the other O4 absorptions when
estimating its position and shape based on the shape of the other absorption. Therefore
figure 5.4 should be regarded as a hint that there might be indeed some absorption, rather
than a proof for this absorption. The correlation shown in figure 5.5 shows that it is
not just an individual spectrum showing this absorption feature. Longpath-DOAS data
from S. Schmitt was analysed, but it was not possible to disentangle the expected ab-
sorption from other systematic residual structures in the measured data. High-precision
LP-DOAS measurements could provide more information about the actual shape and
size of the O4 absorption at 328 nm.
The most recent BrO cross-sections from different publications [Fleischmann, 2004,
Wilmouth et al., 1999] were found to be accurate: Even for data from Polarstern ANT
XXIX/6 with BrO dSCDs of more than 1015 molec cm−2 both cross-sections were almost
equivalent, Wilmouth et al. [1999] showed slightly (1-2%) but not significantly lower RMS
values. Also the corresponding dSCD in the wavelength range from 332 nm–358 nm var-
ied within less than 1%. The older cross-section by Wahner et al. [1988] is recorded at
a lower spectral resolution, leads to larger RMS and the wavelength calibration differs.
5.1.1.1. Choice of O4 cross-section
The spectral retrieval of BrO is significantly influenced by the choice of cross-section for
the absorption of O4. Cross-section data is available in sufficient resolution for DOAS
applications from Thalman and Volkamer [2013], Hermans et al. [1999] and Greenblatt
et al. [1990] at spectral resolutions of 0.32 nm, 0.025 nm and 0.6 nm respectively: The
choice which cross-section cannot be based on the overall fit RMS in the spectral region
normally used for BrO retrievals, since their RMS values do not differ significantly, while
the retrieved column densities may vary. Also the main residual structures are larger
than the differences caused by different O4 cross-sections, see subsection 5.1.1.2.
In the wavelength range from 332–358 nm the cross-sections by Thalman and Volkamer
[2013](starting at 335.6 nm) and Greenblatt et al. [1990] (shifted by 0.2 nm) differ only by
an optical density of ∆τ = 3·10−4 for a dSCD of 4·1043 molec2 cm−5 when also including
a third degree polynomial, whereas Thalman and Volkamer [2013] and Hermans et al.
[1999] differ by up to ∆τ = 7·10−4. For a direct comparison see figure 5.2. Extending the
wavelength range to larger wavelengths (above 358 nm) Greenblatt et al. [1990] shows
larger differences when compared to Thalman and Volkamer [2013] than Hermans et al.
[1999] at the 360.8 nm O4 absorption band.
Tschritter [2013] had found best agreement between LP-DOAS and MAX-DOAS mea-
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Figure 5.3.: Retrieval interval map for HCHO from UV MAX-DOAS data from ANT
XXVIII (chapter 9) during November 22nd, 2011 in the southern tropical
Atlantic, at 15◦S, 0◦W. 42 spectra were analysed separately. The dSCD
for selected wavelengths intervals is plotted below. For retrieval intervals
beginning below 330 nm, an stronger increase in HCHO dSCD is observed
for higher O4 dSCDs, which might give a hint for possible O4 absorption at
328 nm. Additionally the standard fit range used in this thesis is marked
(332–358 nm), the retrieval interval recommended by Pinardi et al. [2013]
for HCHO(336.5–359 nm) and the Aliwell et al. [2002]-interval for zenith-
sky BrO retrievals. The ’Aliwell’-interval is not suitable for the retrieval of
tropospheric HCHO, since it includes only one absorption band of HCHO.
This is also reflected in the larger variation throughout the day and the
larger fit error. For the size of the respective cross-sections see figure 5.1.
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Figure 5.4.: Using the shape of the O4 absorption at 343 nm to estimate the absorp-
tion structure at 328 nm (’Copy of O4’ ) using data from Polarstern ANT
XXVIII/1. The ratio of the optical densities at 328 nm and 343 nm is 6.5±3
(6.7 according to Salow and Steiner [1936]) and the width is 10% smaller
than the width of the peak at 343 nm, which in turn is also 20% smaller
than the one of the absorption at 361 nm. A correlation plot is shown in
figure 5.5.
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Figure 5.5.: Similarly as shown in figure 5.4, a correlation of the size of the absorption
structure at 328 nm with the O4 absorption at 343 nm with R=0.89 for
a data set recorded with a the same type of instrument as during MAD-
CAT (chapter 11). The obtained size of the absorption at 328 nm without
considering possible variations due to different air mass factors at 328 and
343 nm is 6.6±0.6, thus agreeing with Salow and Steiner [1936] who reported
a relative size of these absorptions of 6.7. The retrieval interval was 321–
358 nm.
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surements on the Cape Verde Atmospheric Observatory for spectral retrievals based
on the wavelength corrected Greenblatt O4 cross-section. However, during the time of
Tschritter [2013] the cross-section by Thalman and Volkamer [2013] was not yet avail-
able.
In MAX-DOAS data from ANT XXVIII and Meteor M91 a correlation of the BrO dSCD
and the O4 dSCD can be observed, depending on the choice literature cross-section for
O4. This has been also reported from HCHO retrievals by Pinardi et al. [2013]. Using
the O4 cross-section by Hermans et al. [1999] usually leads to negative BrO dSCD at low
elevation angles (retrieval interval: 332–358 nm and also 336.5–359 nm). A correlation
between BrO / O4 has been found with R = 0.8 and a slope of −3.7 · 1013 molec cm−2 /
4 · 1043 molec2 cm−5 ≈ −9 · 10−31molec cm3 for MSM18/1 for open ocean conditions.
The O4 cross-section by Greenblatt et al. [1990] on the other hand leads to a correlation
with a positive sign for those measurement campaigns ( MSM18/1: 1.5 ·1013 molec cm−2
/ 4 · 1043 molec2 cm−5 ), either indicating a constant background of ≈ 0.5 ppt BrO in
the MBL or again a problem with the cross-section.
The O4 cross-section by Thalman and Volkamer [2013] does not show a correlation of
O4 and BrO for open ocean conditions within measurement errors ( MSM18/1: 1 ·
1012 molec cm−2 / 4 · 1043 molec2 cm−5 ).
It is difficult to distinguish from the ship measurements which O4 cross-sections leads
to the most trustworthy results, therefore MAX-DOAS measurement data from a place
where no tropospheric BrO is expected might reveal further information. Already during
the CINDI campaign in the Netherlands negative tropospheric BrO dSCDs were observed
when using the Hermans cross-section, see Pinardi et al. [2013] (336.5–359 nm). Despite
large NO2 concentrations and usually significantly larger tropospheric HCHO concen-
trations, the MAD-CAT dataset measured in Mainz in 2013 was used as a reference
dataset. Mainz is surrounded by large sources of anthropogenic NO2, which makes it
unlikely that large amounts of BrO arrive from coastal areas or polar regions.
Spectra from the MAD-CAT campaign were evaluated using the different O4 cross-
sections in the BrO retrieval interval from 332–358 nm, including the absorbers listed in
table 5.12. The fit results from MAD-CAT were filtered to remove any measurements
with a large residual or a strong influence of NO2 absorption. The filter conditions were
a RMS of < 4 · 10−4 and a maximum NO2 dSCD of < 4 · 1016 molec cm−2 to avoid
the influence of strong absorption by NO2, which can led to strong residual structures.
About 20% of the total measurement data was used for the analysis. Furthermore the
HCHO dSCD during the MAD-CAT campaign were 10-20 times higher than on the
open ocean, up to 10 ·1016 molec cm−2 compared to values in the upper 1015 molec cm−2
range for measurements in the MBL. No correlation between HCHO dSCDs and BrO
dSCDs was observed when using the Greenblatt cross-section (< 1·1013 molec cm−2 BrO
/ 1017 molec cm−2 HCHO). Table 5.1 shows the resulting slopes for the correlation plots
with O4. Again, the cross-section by Hermans is found to be unsuitable for the BrO in
the retrieval interval from 332–358 nm. For MAD-CAT and MSM18/1 also the results for
Thalman and Greenblatt agree reasonably, indicating a background BrO concentration
of ≈ 3 · 10−31 molec cm−3 BrO/O4 for the subtropical open ocean measurements during
MSM18/1.
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Cross-section MAD-CAT MSM18/1
molec−1 cm3 molec−1 cm3
Greenblatt et al. [1990] 1 · 10−31 3.7 · 10−31
Hermans et al. [1999] −9 · 10−31 −10 · 10−31
Thalman and Volkamer [2013] −3 · 10−31 0.25 · 10−31
typical error 2 · 10−31 2 · 10−31
Table 5.1.: BrO / O4 dSCD ratios for different campaigns. The data had to comply with
a RMS limit of 4 · 10−4 and a maximum NO2 dSCD of < 4 · 1016 molec cm−2.
The retrieval interval was 332–358 nm and the shift and squeeze parameters
of all cross-sections were linked.
The average correlation between BrO and NO2 for this fit range during MAD-CAT was
4.1 · 10−5 molec cm2
molec cm2
, therefore the threshold used to filter data of < 4 · 1016 molec cm−2
would have introduced an additional systematic error of < 0.1 · 10−31 molec cm−3 to the
MAD-CAT BrO/O4 ratio and can be neglected.
The water vapour absorption line lists HITEMP and HITRAN2012 have shown hints
that there might be indeed water vapour absorption below the current experimental
validation measurements at 393 nm (see also subsection 5.3.3). The reported cross-
sections would lead to water vapour absorption signatures in the 10−4 range, which
could as well influence the spectral retrieval of small BrO dSCDs in tropical and mid-
latitude regions. Looking at water vapour dSCDs at 440 nm, MAD-CAT and MSM18/1
are comparable.
Also vibrational Raman scattering could have an effect on the retrieval of BrO, but as
for the water vapour absorption, it was not possible to detect it in this spectral range.
Furthermore, the remaining residual structures primarily correlated with the O4-dSCD,
i.e. roughly the effective tropospheric lightpath. A dominant correlation with the Ring
dSCD was not observed.
Temperature dependence of HCHO: Chance and Orphal [2011] performed an anal-
ysis of the temperature dependence of the formaldehyde cross-section based on the cross-
section measurements by Meller and Moortgat [2000] and Cantrell et al. [1990]. The dif-
ference in cross-section for the absorption around 340 nm corresponds to ∆σHCHO/K =
6 · 10−22cm2. This means for a dSCD of 3 · 1016 molec cm−2 the corresponding difference
in optical density for a temperature difference of 20K is ∆τ = 3.6 · 10−4. The absolute
differential absorption cross-section is larger for lower temperatures and the absorption
bands are not as broad. This improves the situtation from the spectral point of view
since most of the change is just a scaling effect and are ’just’ resulting in a false dSCD and
only a small part will be found in the residual if the cross-section has not been selected
appropriately. Taking this scaling by 6% into account, this yields for the absorption
bands around 340 nm δσHCHO = 1 · 10−22cm2 ≈ 16∆σHCHO for 20K temperature dif-
ference. To see this effect then with the current instruments, the temperature change
must be especially high or concentrations must be higher than usual western european
background values.
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5.1.1.2. Persistent residual structures
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Figure 5.6.: First principal component of the residual spectra of BrO fits for M91 using
different O4 cross-sections. In the upper plot this has been done for the
standard BrO wavelength range (332–358 nm) and below for an extended
wavelength range (332–392 nm). The strength of these structures is clearly
separated for different elevation angles, correlates with O4 and was also
observed during different campaigns, e.g. MAD-CAT and Polarstern data.
A Principal Component Analysis (PCA) (see subsection 3.3.2) was performed on BrO-
fit residuals from an evaluation against a current Fraunhofer reference. The analysis
revealed an elevation angle separated component accounting for optical depth of about
(3 − 4) · 10−4 (peak-to-peak) for low elevation angles as shown in figure 5.7. This was
observed for MAX-DOAS data from MAD-CAT (compact Avantes spectrometer, over
land), Polarstern ANT XXVIII and ARK XXVII (compact OMT spectrometer, measure-
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ments on the Atlantic and close to ice, 70◦S-80◦N), M77 (Ocean optics USB2000, eastern
tropical Pacific) and SOPRAN M91 (300 mm Acton spectrometer, Eastern Pacific).
BrO fit errors of about 3 · 1012 molec cm−2 corresponding to an optical density of 1 ·
10−4 (332–359 nm) for example during MSM18/1 demonstrate that the spectral retrieval
could be significantly improved, if this residual structure can be explained. Since it
furthermore shows a separation for elevation angles similar to any tropospheric absorber,
the absorption causing these residual structures might as well have an influence on BrO
dSCDs.
The structure correlates with the O4 dSCD and is almost independent of the choice of O4
cross-section. It is not dominantly related to the Ring dSCD, which excludes a possible
dominant influence of vibration Raman scattering. The residual structure was detected
during M91 on all days, thus suggesting absorption of a long-lived species which has not
been included in the fit scenario. The shape of the observed residuals do not match the
differences of saturation- or I0- correction of the O4 absorption.
The shape of the residual structure is similar for M91, MSM18 and MAD-CAT (compare
figure 11.2). For ANT XXVIII and ARK XXVII a structure correlated with O4 is found,
too, but the spectral shape is a different one. The reason might be the relative low spec-
tral resolution of 1 nm of the Polarstern UV spectrometer, thus different cross-sections
will compensate each other and the unknown residual structure in a different way. The
residual structure from M91 is also found in Polarstern data when it is convoluted to
the lower spectral resolution of the Polarstern instrument (see figure A.5). At 360 nm it
almost looks like the structure which is the difference of two slightly shifted Gaussian
distributions. However, the DOAS fit was not able to compensate the residual structure
when shift and squeeze of the O4 cross-section were allowed to vary during the fitting
process.
Potential reasons for the residual structure are briefly discussed here:
1. Since the structure is present for measurements over land and over the ocean, an
effect of light passing ocean water can be excluded. Furthermore testing for struc-
tures possibly related to vibrational Raman scattering and Brillouin scattering in
water [Xu and Kattawar, 1994, Peters, 2013] were not found and scattering on
phonons in air leads to wavelength shifts below one picometer. Example calcula-
tions for Brillouin scattering show that the obtained structures are too small and
their structure cannot explain the residuals. Chance and Spurr [1997] also reported
that these effects should be negligible for typical DOAS applications.
2. A comparison of the Ring spectrum calculated by DOASIS and a Ring spectrum
based on the work of Chance and Spurr [1997] showed a difference of about 5 ·
10−30, which would lead to similar sizes of residual structures for Ring dSCD of
≈ 5 · 1025 molec cm−2. On the other hand, the structure is not clearly related to
the Ring signal in the measurement data.
3. One potential candidate is, beside imperfections of the O4 cross-section, water
vapour absorption below 400 nm. It has been calculated e.g. in the BT2 line list
by Barber et al. [2006] and are partly included in HITEMP [Rothman et al., 2010]
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Figure 5.7.: Correlations of the dominant residual structure from MAX-DOAS BrO fits
from M91 data using the Greenblatt O4 cross-section. The first principal
component is shown in figure 5.6. The telescope elevation angle is colour-
coded, optical densities are given on the y-axis in 10−4.
(compare figure 5.30). The residual absorption structures do not resemble the
suggested shape of absorption, neither those from BT2 nor those from HITEMP.
The cross-section data itself is highly uncertain [pers. comm. J. Tennyson, UCL].
Furthermore MAX-DOAS measurements from Antarctic and Arctic regions also
show this absorption structure for high O4 dSCD.
4. An influence of a varying instrument function, a different shape of the instrument
function due to instrumental effects and/or an erroneous pixel-to-wavelength map-
ping can most probably be excluded, since the structure was found for different
spectrometers with focal lengths from 60–300 mm.
5. The structure is not caused by shifting the O4 cross-section, by AMF differences for
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Figure 5.8.: A fit residual from a fit with a high O4 dSCD from 20
◦N was included in
the fit scenario to obtain a latitudinal distribution of this absorption for the
ANT XXVIII dataset. ’1’ corresponds to an OD of 2.5 · 10−4. The low
values between Cape Town and Antarctica are due to small O4 dSCD.
both O4 absorption bands at 342 and 361 nm nor by the absorption cross-section
of ozone at 293K. Absorption of HONO, OClO and SO2 above detection limit
were excluded. Criegee intermediates like CH2OO or (CH3)2COO have absorption
structures in this spectral range, but their literature cross-sections are not well
spectrally resolved and their concentrations are expected to be small. Maximum
optical densities for 10km lightpath are expected to be < 2.5 · 10−4 for boreal
areas (cross-section: < 5 · 10−17cm2/molec [Beames et al., 2012, Liu et al., 2014],
concentrations < 0.2 ppt [Taatjes et al., 2014] ).
6. Impact of O2 absorption: [Bogumil et al., 2003] reported some differential absorp-
tion features in this spectral range and also at 360 nm, but they do not match the
observed structures. Furthermore the noise of the measurements is of the same
size. While for the cross-section by Hermans et al. [1999] the exact extraction pro-
cedure of the cross-section is unclear, the cross-section by Thalman and Volkamer
[2013] has been extracted from CE-DOAS measurements assuming no absorption
of O2 at atmospheric pressure. The Greenblatt et al. [1990] cross-section on the
other hand has been extracted from the quadratic behaviour of the measured O4
signal with respect to the pressure within the measurement cell, and therefore at
higher total pressures. None of the publications of O4 cross-section data mentioned
significant absorptions of O2 in the UV range, but their accuracy in terms of O4
cross-section were of the same size as the residual structure observed. Modelled,
hypothetical dSCDs of N2 and O4 are plotted in figure 5.9 for different Relative
Solar Azimuth Angle (RZA) and SZA, calculated using McArtim [Deutschmann,
2014]. It shows that the deviation of the correlation of the residual structure from
a linear fit cannot be detected since the signal-to-noise ratio of the fits of this per-
sistent residual structure is about 10:1. Therefore any long-lived evenly distributed
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trace gas could cause these residual structures.
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Figure 5.9.: N2 and O4 dSCD modelled for 340 nm using McArtim. A 90
◦ spectrum
was used as reference at an AOD of 0.11km−1. Calculations were done for
0◦ <RZA< 180◦ and 0◦ <SZA< 90◦.
7. CO2 absorption above 300 nm can be present, at least at higher temperatures
[Schulz et al., 2002]. Given the current ambient concentration of 400 ppm, a cross-
section of about 4 · 10−26cm2 molec−1 would be sufficient to explain the residual
structures. Differential cross-sections at 320 nm of σ3050K = 1 · 10−19 cm2 molec−1
were reported for temperatures of 3050 K. Assuming a Boltzmann distribution for
the population of states, and using the measurements of the CO2 cross-section at
3050 and 1160 K from [Schulz et al., 2002] which differ by two orders of magnitude,
a cross-section at 298 K of σ298K = 1 ·10−25 cm2 molec−1 could be estimated. This
is a size of the cross-section, which would be sufficient to explain the observed
residual structures.
8. Another candidate is N2O, which might have absorption structures in the region
around 340 nm according to Orth and Dunbar [2008]. The given cross-section in
this publication of about 5 ·10−19 cm2 on the other hand would be too large, given
atmospheric mixing ratios of N2O of ≈ 340ppb.
9. A problem concerning the absorption of HCHO can be excluded, since the HCHO
dSCD varied by a factor of 10 from 1 · 1016 molec cm−2 to 1 · 1017 molec cm−2 at
low elevation angles during MAD-CAT. This excludes HCHO absorption, since the
dominant correlation of this residual structure is with the O4 dSCD.
10. A part of the observed residual structures could be explained by temperature
effects of O4, measured also in Thalman and Volkamer [2013]. When using the
two (currently available) cross-sections at 203K and 293K in the fit, the size of
the primary principal component is reduced by 50%. The ratio of dSCDs (in
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the BrO wavelength range) for both cross-sections is 0.30 ± 0.05, which yields
an effective temperature of 266 ± 5K, corresponding to a height of 6.0 ± 1.5km
(based on radiosonde data from GEOMAR). This is significantly higher than the
expected main absorption of O4. Leaving shift and squeeze of O4 free also removes
half of the residual structure, when limiting the fit range only to the four BrO
absorption bands from 332–353 nm. Using the main absorption at 360 nm can be
suitable to obtain temperature information from the fit, see figure 5.10. When
the cross-section by [Thalman and Volkamer, 2013] is not deconvoluted before (see
subsection 3.1.3 for deconvolution), this leads theoretically to a shift towards lower
temperatures, since the convolution would be effectively done for a larger FWHM.
From Thalman and Volkamer [2013] an increase in absorption band width for the
absorption at 360 nm of 5pm/K can be derived. Convolution of the O4 cross-section
without deconvolution leads then theoretically to an overestimation of temperature
of ≈ 14K, from figure 5.10 18±2K were obtained. Although, the difference cannot
be explained by the difference in the result from normal and deconvolved cross-
sections, which is 1K, based on measurement data. This and the fact that the
relation shown in figure 5.10 could also be quadratic might indicate that there is
indeed another absorber causing residual structures.
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Figure 5.10.: Temperature derived from O4 absorption at 360 nm and the air tempera-
ture from the weather station on R/V Polarstern during ANT XXVIII.
Temperature effect of O4: When comparing the Thalman and Volkamer [2013]
cross-sections for 293K and 203K, the resulting peak-to-peak residual structure is
1.6 · 10−4/10K for the BrO evaluation range from 332–358 nm and 4.6 · 10−4/10K
for 345–375 nm for a typical dSCD of 3 · 1043 molec2 cm−5. The residual structure
observed in the BrO evaluation range are twice as large.
Tested for M91 MAX-DOAS data, including an additional O4 cross-section from
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Thalman and Volkamer [2013] in the fit scenario led to a reduction of BrO dSCD
for low elevation angles of (4.2 ± 3.7) · 1012 molec cm−2, which is of the same size
as the average fit error for BrO when summing four elevation sequences.
11. The structure can not be explained by a difference in literature cross-sections of
ozone at 293K from Serdyuchenko et al. [2013], Voigt et al. [2001] or Burrows et al.
[1999].
12. The structure is found in evaluations for single one-minute spectra as well as in
evaluations summing over 16 elevation sequences. Therefore is cannot be an influ-
ence of larger ozone absorption due to a changing SZA among summed spectra.
13. The residual structures found looks also similar to the resulting difference when
compensating the fact that the O4 cross-sections have been measured at finite res-
olution. The spectral resolution at 360 nm is 0.32 nm for Thalman and Volkamer
[2013] recorded at 293 K, 0.6 nm for Greenblatt et al. [1990] recorded at 298 K and
≈ 0.025 nm (2 cm−1) for Hermans et al. [1999] recorded at 287 K. This means,
that the cross-section should not be convoluted with the instrument function
without compensating for the original resolution, since the effective instrument
function will then overestimate the width of the correctly convoluted and/or ob-
served cross-section. For a literature cross-section recorded at 0.32 nm and an
instrument recording spectra at a spectral resolution of 0.45 nm, this means, that
the result of the convolution will overestimate the correct instrument function by
about 0.1 nm which leads to residual structures similar as those shown. If the
cross-section is not convoluted at all or normally convoluted with the instrument
function (FWHM=0.45 nm for M91, e.g.), the resulting residual at has a similar
shape as observed from residual spectra.
Figure 3.1 shows that the obtained structure for not deconvolving the literature
cross-section of O4 is similar to the structures obtained from a principal component
analysis of the residual spectra (see figure 5.6). An interesting result is, that the
cross-section by Hermans shows similar residual structures around 360 nm as the
Thalman cross-section due to its limited spectral resolution, even though it was
recorded at a spectral resolution (0.025 nm) which should be sufficient for any
usual DOAS application. Thus either the Hermans cross-section has been filtered
(this would also explain the ’wiggles’ in the cross-section data between the main
absorptions) and the effective resolution is therefore lower or the another absorber
causes these residual structures.
The structure shown in figure 3.1 looks similar to the residual structures, but
the actual residual structure has a different sign and is about ten times larger.
Therefore this does not seem to be the reason for the observed residuals.
The structure shown in figure 5.6 and within a DOAS fit in figure 11.2 might be divided
into two parts, which would be the part on top of the O4 absorption at 343 nm and the
structures below 340 nm. The shape around 343 nm suggests that the O4 absorption
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band is actually narrower. This structure is observed for MAD-CAT and M91 with
air temperatures above 20◦C, and not as pronounced for colder temperatures as during
ARK XXVII, where the structure below 340 nm is still present. The typical temperature
dependence of the O4 absorption cross-section is expected in the opposite direction.
In the end these residual structures might be eventually a combination of all effects:
Temperature dependence of the O4 cross-section, possible water vapour absorption, other
absorbers and imperfections during convolution.
Since the structure obtained from evaluation of data from the Peruvian upwelling was
found in data from MAD-CAT in Mainz (Figure 11.2), leads to the idea to generate the
absorption structure from measurements in Mainz: Assuming that no tropospheric BrO
absorption can be detected in Mainz (due to NOx chemistry), residuals from fits with-
out including BrO could deliver a spectrum of these systematic absorption structures.
Unfortunately this would require ideally the same instrument at both locations, and the
same evaluation procedure to avoid, that this structure is compensated in a different
way by other literature cross-section. Furthermore it does not contribute to understand
the origin of these absorptions.
The LP-DOAS measurements shown in Stutz et al. [2011] showed very small residuals,
but a small gap around 341 nm was used in the fit retrieval window due to ’instrumental
effects’ and to exclude an influence of HCHO on the retrieval of BrO. It is unclear if this
gap in the retrieval range and the structures observed for MAX-DOAS measurements
are connected.
5.1.2. IO
The retrieval interval for IO is limited by water vapour absorption around 440 nm and
either by a Fraunhofer line at 410 nm or the water vapour absorption at 416 nm. Ad-
ditionally O3 and NO2 have to be included in the fit. The temperature dependence of
the O3 cross-section for the Chappuis band in the blue wavelength range is negligible
and differences in the cross-sections for different temperatures might be due to offset
problems [Serdyuchenko et al., 2013]. Therefore only one ozone cross-section needs to
be included in the fit. For NO2 two cross-sections for stratospheric and tropospheric
NO2 have to be included for a noon reference, while for a current reference only one
cross-section to account for tropospheric NO2 is sufficient.
The absorption of O4 in this spectral region is not well-known, if present at all. The
cross-sections by Hermans et al. [1999] and Greenblatt et al. [1990] do not agree on any
characteristic absorption and Thalman and Volkamer [2013] does not include this region.
The Hermans cross-section shows a wave-like structure which might be only caused by
the fourier transformation of data close to the detection limit. The Greenblatt cross-
section has a sharp bend around 432 nm, which leads often to negative and too large
dSCDs (1045 molec2 cm−5) in ground-based MAX-DOAS data [e.g. Seitz, 2009]. Strong
differential structures on the nm-scale contradict the short-lived nature of the O2-O2
complex, though.
At wavelengths of about 432 nm residual structures were observed using the standard
fit scenario in data from the Polarstern instrument as well as from the Acton (SMAX-
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Figure 5.11.: Overview: Absorption cross-sections in the wavelength range used to re-
trieve IO and glyoxal absorption in the blue spectral range. SCDs are given
in molec cm−2 and are representative for typical tropospheric column den-
sities when using the next zenith sky spectrum as Fraunhofer reference
of the retrieval. The differential part of the liquid water absorption has
a maximum value of 3 · 10−4 for 1m lightpath, but only available in low
spectral resolution.
DOAS) measurements during M91 (Table 5.12, but without VRS). Negative dSCDs of O4
based on the Greenblatt cross-section compensates for this effect, but this is unphysical
and probably just a coincidence. There are several possible reasons for these negative
dSCD:
• insufficient accurate cross-sections of O3, O4, IO or NO2
• problems related to the Fraunhofer line at 430 nm, i.e. Ring-effect, spectrometer
stray light or vibrational Raman scattering
• an unknown absorber
Scho¨nhardt et al. [2008, 2012] used only a 2-absorption band fit (416–430 nm) and argued
that the Fraunhofer line at 430–431 nm caused problems and recurring residual struc-
tures. An effect of this observation can be observed in the dSCD value in figure 5.12.
Scho¨nhardt et al. [2008] and Holla [2009] also noticed that these structures were the
strongest whenever the Ring structure was strong. Given the position of the residual
structures at 432 nm, this indicates that these structures are caused by vibrational Ra-
man shifts caused by N2. A detailed analysis can be found in subsection 5.2.2. The
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VRS-shifted calcium K-line from 393.37 nm causes a structure at 433.08 nm, the VRS-
shifted H-line at 396.85 nm causes a structure below the IO absorption at 437.30 nm (for
N2) (compare to figure 5.14). Tested for M91 data (16 co-added elevation sequences), a
three-band IO fit (416–438 nm, typical fit error: 4.6 · 1011 molec cm−2) yields 40% lower
fit errors than a two-band IO fit (416–430 nm, typical fit error: 7.5 · 1011 molec cm−2).
Cross-correlations caused by other absorbers can be minimized when using a tree-band
IO fit as well. Extending the fit range further did not reduce the IO fit error further, due
to strong water vapour absorption (416–450 nm, typical fit error: 4.6 · 1011 molec cm−2).
Figure 5.12.: Retrieval interval map for IO MAX-DOAS measurements at 3◦ elevation on
the 12/10/2012 from 10:00 UTC - 22:00 UTC during SOPRAN M91. The
effects of the IO absorption bands at 419.5, 427.5 and 436 nm are clearly
visible in dSCD and fit error, but also the beginning of the strong water
vapour absorption around 442 nm.
5.1.2.1. Water vapour and the influence on IO
During previous IO measurements, the influence of water vapour has been discussed in
depth, e.g. during the preparation of Großmann et al. [2013]. The reasons were on
the one side the large uncertainties of the water vapour cross-sections for older versions
of HITRAN (compare figure 5.30) and other databases and the fact that the spectral
retrieval of water vapour constantly yielded unrealistic results (e.g. about a factor of
two too large dSCD with HITRAN 2009). Furthermore residual structures correlated
with water vapour dSCDs were observed, as also shown in figure 5.36. Problems still
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exist with recent water vapour cross-section such as HITRAN2012 and HITEMP, but
the remaining residual structures are small (compare figure 5.36 and figure 5.35) in the
blue wavelength range. The large dSCD can be explained by an underestimation of the
water vapour cross-section due to using a relative large cut-off during the processing of
the cross-section.
A candidate for testing the influence of water vapour on the spectral retrieval is again
the MAD-CAT campaign, as for BrO. A drawback is the need to include the absorption
of glyoxal, which has been detected in significant amounts during the campaign. From
previous analysis glyoxal and IO are known to anti-correlate in the IO fit range from
414–438 nm. The fit scenario included a DOAS polynomial (3rd degree), additional offset
polynomial of 1st degree and convoluted cross-sections for IO, O3, glyoxal, Ring, VRS
of O2 and N2, NO2 223K, 296K and NO2 at 296K scaled linearly to compensate the
wavelength dependent airmass-factor. The apparent anti-correlation of glyoxal and IO
was also observed for the MAD-CAT dataset, with a slope of about −1012 molec IO cm−2
/ 1015molec glyoxal cm−2 (R=-0.7). For water vapour a slope of 1.4 ·1012 molec IO cm−2
/ 5 · 1023 molec H2O cm−2 (R=0.21) was found. The contribution of tropospheric NO2
is, despite large NO2 dSCDs observed during the campaign, negligible: 10
17 molec cm−2
NO2 lead to a change of IO dSCD of −1011 molec cm−2 (R=-0.32). While the observation
of IO and glyoxal would rather decrease the amount of IO observed, water vapour indeed
leads to a small increase for these settings for the IO dSCDs. Given typical tropical IO
dSCDs around 2 · 1013 molec cm−2 the error is below 7% and the correlation is small, if
significant at all.
The average IO dSCD observed during MAD-CAT with these settings was 3 · 109± 4.5 ·
1012 molec cm−2 with a fit error of (2.0 ± 0.8) · 1012 molec cm−2. Water vapour dSCD
(from the larger glyoxal retrieval window encompassing also the main water vapour
absorption at 442 nm) were in the range from 0 − 6.5 · 1023 molec cm−2 with a mean
value of (3.5± 1.2) · 1023 molec cm−2.
Therefore it can be concluded that the water vapour cross-section calculated from
HITEMP or HITRAN2012 is accurate enough for the typical retrieval of IO. For stronger
absorptions of water vapour outside the IO retrieval wavelength interval, the corrections
necessary due to modification of the radiative transfer in MAX-DOAS measurements
are larger than the uncertainties of the cross-section itself (compare section 5.4). Fur-
thermore the relative size of each of the water vapour absorption bands can become
important, see table 5.8.
5.1.3. OIO and I2
OIO has its main absorption features between 500–600 nm, with the maximum around
550 nm of σmax = 1.3 · 10−17cm2 The retrieval interval which can be used for OIO
is limited for non-polar measurements by water vapour absorptions on both sides and
needs to be restricted to be retrieved in an interval between 514–538 nm or 548–568 nm.
Additionally the available water vapour cross-sections might differ significantly compared
to the optical density of the expected amounts of OIO, compare figure 5.13.
The photolysis of I2 is fast during daytime with an average tropospheric lifetime of 5min
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Figure 5.13.: Comparison of water vapour cross-sections in the spectral range from 500-
600 nm. Here also absorptions of I2 and OIO are found.
during the day. Therefore concentrations are expected to be low during daytime for
MAX-DOAS measurements. An exception can be extraordinary strong sources of iodine
e.g. above coastal algae. Even during night-time concentrations are expected to be below
1 ppt for open ocean conditions [Lawler et al., 2013]. This together with the relatively
weak differential absorption cross-section also in the green wavelength range of ≈ 10−18
cm2/molec will make the detection of I2 and OIO using MAX-DOAS measurements
difficult.
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5.2. Raman scattering in MAX-DOAS measurements
MAX-DOAS measurements use the spectral structure of scattered sunlight to obtain
information about trace gas concentrations. The scattering process itself modifies the
intensities of the scattered light. The largest part of the light is scattered elastically
of the so-called Cabannes line (Figure 5.14). About 2% of the scattered light has been
inelastically scattered, leading to changes of angular momentum or even the vibrational
quantum number of the involved molecule. The scattered photon can either gain or
lose energy to the molecule. Due to historical reasons, elastic scattering processes and
scattering processes involving changes in angular momentum are referred to as Rayleigh
scattering [Chance and Spurr, 1997]. Even though for DOAS applications typically
not of interest, the central Cabannes line is also broadened due to Doppler-broadening
and Rayleigh-Brillouin scattering. Vibrational Raman scattering contributes with about
0.04% to the total intensity and is typically neglected in MAX-DOAS evaluations. Its
size and further implications for the retrieval of trace-gases are discussed in this chapter.
Furthermore vibrational Raman scattering associated with large wavelength shifts has
been observed in liquid water and ice.
The strength of the Ring-signal is typically given in units of molec cm−2, the same unit
as column densities. What is typically measured here is not the light which is actually
absorbed (as in the case of absorbers), but the light which is re-emitted at a different
wavelength. The column density of the Ring is thus the number of Raman active O2
and N2 molecules along the lightpath contributing to the observed intensity of scattered
light.
5.2.1. Rotational Raman Scattering
Anomalous Fraunhofer line shapes have been observed by Grainger and Ring [1962]
in moonlight observations. The so-called ’filling-in’ effect of Fraunhofer lines is also
observed for scattered sunlight and has been explained by rotational Raman scattering by
Chance and Spurr [1997]. This means, that observations of sunlight showed Fraunhofer
lines, in which the overall intensity of scattered light was higher than for direct sunlight
measurements. Its polarisation effect was measured e.g. by Bussemer [1993]. Here
also a correction spectrum for this effect has been described, based on the energy shifts
induced by Raman scattering on N2 and O2 molecules
2. The total energy of a molecule
can be subdivided into a vibrational and into a rotational part, Erot and Evib. Each of
the eigenstates is described by the vibrational quantum numbers ν and the rotational
quantum number J . When neglecting the coupling between vibrational and rotational
eigenstates, the total energy E of the molecule is:
E(ν, J) = Erot + Evib = hcBJ (J + 1) + hcν˜
(
ν +
1
2
)
(5.1)
2The contribution of CO2 can be neglected. According to Penney et al. [1974] its rotational Raman
cross-section is four times higher than the one of O2, but its mixing ratio is three orders of magnitude
smaller.
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Figure 5.14.: Rotational Raman and vibrational Raman scattering calculated for
monochromatic light with λ0 =393.37 nm, the position of the calcium K-
line. The vibrational Raman cross-section and the rotational vibrational
Raman cross-section have been scaled according to She [2001], also listed
in table 5.6.
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Here h is the Planck-constant, c the speed of the light and B and ν˜ the rotational and
vibrational constant of the respective molecule.
Whenever a photon is absorbed by a molecule, the molecule might change to an excited
electronic state. The photon can be emitted again and the molecule returns to its
original electronic state. However, since the vibrational and/or rotational state can be
different, the photon can have a different energy. This effect is most clearly visible around
strong Fraunhofer lines, since more photons will be scattered onto the wavelength of a
Fraunhofer line than will be scattered away from it. This results then in an effective
’filling-in’ of Fraunhofer lines. Due to selection rules transitions with ∆J = 0,±2 and
∆ν = 0,±1 are allowed. ∆ν = 2 transitions are possible, but more than three orders of
magnitude weaker than the ∆ν = 1 transitions [Knippers et al., 1985] and therefore not
relevant for DOAS measurements.
The scattered power density Iv,J→v′,J ′ in [W/m2] scattered into the full solid angle 4pi
involving a transition (v, J → v′, J ′) is given by Schro¨tter and Klo¨ckner [1979]:
Iν,J→ν′,J ′ = I0 · σν,J→ν′,J ′ · L ·N · gJ(2J + 1) 1
Z
· e−E(ν,J)/kT (5.2)
where I0 is the incident power density, N the number of molecules in the scattering vol-
ume, L the length of latter and gJ is the statistical weight factor of the initial rotational
state due to the nuclear spin. Z is the partition function and σν,J→ν′,J ′ the cross-section
of the transition ν, J → ν ′, J ′.
Summing over all combinations of (ν, J, ν ′, J ′) for a given temperature weighted by the
population density of the initial state yields σR(λ0, λ), the cross-section for an incident
photon with the wavelength λ0 to be scattered inelastically at a wavelength of λ.
To obtain the intensity spectrum of Raman scattered light, the cross-section σR(λ0, λ)
for Raman scattering of a photon with λ0 (see also figure 5.14) is convoluted with the
measured sun light intensity I0:
IRaman =
∫
σR(λ0, λ)I0(λ0)dλ0 (5.3)
From the calculation of the optical density (Equation 3.3) it follows that the additional
intensity IRaman included in the measured spectrum will change the measured optical
density τ = − ln
(
I+IRaman
I0
)
. It follows that a pseudo absorber spectrum σRing =
IRaman
I0
(see also equation 3.8) can be used to compensate for this effect. Normally σR(λ0, λ)
is calculated for a finite number of rotational eigenstates while neglecting vibrational
and rotational-vibrational transitions. This is the way in which the Ring spectrum in
DOASIS [Kraus, 2006] is calculated based on the work from Bussemer [1993]. By default
it uses the first 25 rotational energy eigenvalues of the N2 and O2 molecules. The result
from DOASIS calculations agrees with the data provided by Chance and Spurr [1997]
(’Ring NDSC2003’) for a large Ring signal of 5 · 1025 molec cm−2 within 4 − 5 · 10−5
between 420–460 nm.
Wagner et al. [2009] additionally suggested an additional correction spectrum σ′Ring4(λ) =
σRing(λ) ·λ4 to compensate for radiative transfer effects. This often leads to optical den-
sities of several 10−4 in the UV spectral range and the scaling factor be explained by a
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different ratio of Mie and Rayleigh scattering in the measurement spectrum compared
to the spectrum from which the Ring spectrum was calculated. This effect should be
stronger for broken clouds and/or high aerosol load. Using a current zenith sky refer-
ence lowers its influence, since reference and measurement spectrum are more probably
recorded for the same situation. Practically σRing4(λ) = σRing(λ)((
λ
λ0
)4 − 1) is used
within the DOAS fit to preserve the information given by the standard Ring spectrum
at a specific wavelength λ0 [Sihler et al., 2012]. Otherwise both spectra might compen-
sate for each other due to their similar differential structures.
The contribution to the total measured intensity by multiple rotational Raman scatter-
ing is expected to be at total optical densities of several 10−4, but since the rotational
Raman cross-section effectively blurs the Fraunhofer structures of sunlight (see also fig-
ure 5.16), twice the application of Equation 5.3 will lead to an intensity spectrum which
is dominated by a constant intensity offset. Constant intensity offsets are compensated
for an additional polynomial in typical DOAS evaluation settings.
5.2.2. Vibrational Raman Scattering
Raman scattering causing vibrational transitions of N2 and O2 have been studied within
the scope of Raman spectroscopy, but the influence of these effects on radiative transfer in
the atmosphere, and thus their influence on remote-sensing of atmospheric trace gases,
were considered to be negligible, compared to the strong influence of the Ring-effect
and when retrieving absorbers with large optical densities. Haug [1996] calculated the
cross-sections and estimated the overall effect on the measurements, but was not able to
identify the effect in zenith-sky DOAS measurements at that time due to high residuals
caused by leaving out significant parts of water vapour absorption and/or instrumental
problems.
Coburn et al. [2011] argued that vibrational Raman scattering on N2 and O2 might
be the reason for a limit in RMS in the lower 10−4 range despite co-adding of spectra
when characterizing their MAX-DOAS instrument in a typical IO retrieval wavelength
interval from 415–438 nm. Scho¨nhardt et al. [2008, 2012] observed problems of the IO
fit in situations with large Ring signals when including the IO absorption band above
430 nm (see figure 5.15). Measurements of IO in Antarctica using the MAX-DOAS
technique [Frieß et al., 2010], which could not be confirmed by ground-based CE-DOAS
measurements (unpublished, pers. comm. Udo Frieß, Johannes Zielcke) give further
motivation to study the VRS effect for N2 and O2 again to estimate its influence on the
retrieval of trace gases, especially IO and glyoxal.
5.2.2.1. Theory
The term Vibrational Raman Scattering denotes inelastic scattering processes which
involve transitions between different vibrational energy states of the molecules. In con-
trast to Rotational Raman Scattering described in the context of the Ring Effect, these
scattering events involve usually higher energy differences.
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Figure 5.15.: Residual structures observed
by Scho¨nhardt [2009] indi-
cate a problem with the Ring
cross-section in the 430 nm
region. She reported optical
densities of the Ring effect of
up to 10% for her measure-
ments from SCIAMACHY.
Therefore it was decided
to limit the upper wave-
length for the IO retrieval in
Scho¨nhardt et al. [2008] to
430 nm.
This leads effectively to a superposition of remapped sunlight spectra, e.g. shifted by 30-
50 nm for scattering on O2 and N2 in the blue wavelength range as shown in figure 5.14.
Light scattered on N2 and O2 molecules is eventually inelastically scattered shifted by
2330.7 and 1556.4 cm−1 respectively [Long and Curran, 2002] corresponding to a wave-
length shift of the K-line at 393.37 nm of 39 and 25 nm and accordingly for the H-line
at 396.85nm3. Additionally, changes in the rotational state of the molecule can occur,
leading to similar Raman spectrum around the central vibrational Q-line as rotational
Raman scattering. The ratio of these two effects was unclear in Haug [1996] and depends
on molecular properties of N2 and O2, namely the isotropic a, a
′ and anisotropic γ, γ′
components of their respective polarization tensor and their derivatives with respect to
normalized nuclear coordinates. Inaba [1976] lists these values. The resulting ’differen-
tial optical density’ caused by this inelastic scattering is estimated to be of the order of
5% (4%-14%) [Haug, 1996] of RRS, which would be around τV RRS = 1 · 10−3.4
The cross-section for a scattering event (ν, J)→ (ν ′, J ′) can be obtained by integrating
over the full sphere [Schro¨tter and Klo¨ckner, 1979]:
σν,J→ν′,J ′ =
∮
4pi
dσ(Θ)ν,J→ν′,J ′
dΩ
dΩ (5.4)
dσ(Θ)ν,J→ν′,J ′
dΩ
= 8pi4
(ν˜in + ν˜ν,J→ν′,J ′)4
2J + 1
∑
M,M ′
∑
ij
[α2ij ](ν,J,M→ν′,J ′,M ′) · fij(Θ)]
 (5.5)
where ν˜in and ν˜ν,J→ν′,J ′ denote the wave number of the incident photons and the shift
due to inelastic scattering (in wavenumbers). fij(Θ) the phase functions and the αij
3The rotational constant B is 2.01 cm−1 for N2 and 1.45cm
−1 for O2 according to Hoskins [1975].
4 The uncertainty from 4% to 14% comes from the fact that the partitioning of isotropic and anisotropic
polarization tensor elements was unknown. Since the total cross-section of vibrational Raman scat-
tering was known, this allowed to limit the values of a’ and γ′ for the two extreme cases in which one
of the unknowns was zero.
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Molecule gja
2 gjγ
2 gja
′2 gjγ′2
cm−3 cm−3 cm4/g cm4/g
N2 3.20 · 10−48 0.90 · 10−48 0.45 · 10−32NA 0.64 · 10−32NA
O2 2.66 · 10−48 1.40 · 10−48 0.27 · 10−32NA 1.08 · 10−32NA
Table 5.2.: Averaged polarizability a, a′ and anisotropy γ, γ′ according to Inaba [1976].
The resulting differential cross-sections dσ/dΩ are listed in table 5.5.
Transition [α2ii](ν,J→ν′,J ′) [α
2
ij ](ν,J→ν′,J ′)
Cabannes ∆ν = 0,∆J = 0 a2 + 445bJ→Jγ
2 1
15bJ→Jγ
2
RRS ∆ν = 0,∆J = ±2 445bJ→J±2γ2 115bJ→J±2γ2
VRS ∆ν = 1,∆J = 0 (a′2 + 445bJ→Jγ
′2) h
8cpi2ν˜
( 115bJ→Jγ
′2) h
8cpi2ν˜
VRRS ∆ν = 1,∆J = ±2 ( 445bJ→J±2γ′2) h8cpi2ν˜ ( 115bJ→J±2γ′2) h8cpi2ν˜
Table 5.3.: Spatial averaged polarisation tensor according to Long and Curran [2002]
the components of the polarisation tensor. Since the scattering molecules are oriented
arbitrarily, these components can be averaged.
[α2ij ](ν,J→ν′,J ′) =
1
2J + 1
∑
M,M ′
[α2ij ](ν,J,M→ν′,J ′,M ′) (5.6)
The resulting averaged elements of the polarization tensor are listed in table 5.3. Ac-
cording to Haug [1996] the partitioning among a’ and γ′ is unknown. The partitioning
of the vibrational Q and O,S-branches depends on them, whereas the Ring-effect is
independent of them, see table 5.3.
bJ→J =
J(J + 1)
(2J − 1)(2J + 3) (5.7)
bJ→J+2 =
3(J + 1)(J + 2)
2(2J + 1)(2J + 3)
(5.8)
bJ→J−2 =
3J(J − 1)
2(2J + 1)(2J − 1) (5.9)
She [2001] reported that for LIDAR applications deviations in measured and modelled
values for a and γ have been found to be of the order of 50%. This led them to take
these parameters from measurements reported in Bridge and Buckingham [1966]. The
resulting cross-sections are given in table 5.5. Inaba [1976] lists the values for a′ and γ′
for N2 and O2 respectively.
As shown in Haug [1996], the total cross section of the Q-branch of the vibrational
transition can be calculated [Schro¨tter and Klo¨ckner, 1979]:
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Figure 5.16.: Intensities (uppermost four plots) and apparent optical densities (below)
for solar atlas, VRS(N2), VRS(O2) and the spectra corresponding to scat-
tering involving rotational scattering processes, such as the rotational Ra-
man scattering (Ring-effect) and vibrational-rotational transitions VRRS
for N2 and O2. The fourth plot shows contribution of constant instrumen-
tal ambient stray-light and possible contribution from vibrational Raman
scattering in liquid water. The spectra shown are convoluted to a resolution
of 0.6 nm.
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Figure 5.17.: The same plot as in figure 5.16, but limited to the spectral range from
400–455 nm. Here the main influence of VRS is expected, since the Ca-
lines from 393.37 and 396.85 nm are shifted here.
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σQ,total =
∑
ν,J σν,J→ν′,J ′ · 1Z · gJ · (2J + 1) · e−E(ν,J)/kT (5.10)
= 128pi
5( ˜νin+ν˜)
4
9(1−ehcν˜/kT )
[
3a′2 + 23γ
′2 · S∆J=0
] · h
8cpi2ν˜
(5.11)
using
S∆J=0 =
∑
J
1
Zrot
· gJ · (2J + 1) · bJ,J+∆J · e−Erot(J)/kT (5.12)
The important factor for DOAS applications in this calculation of the cross-section is
the overall ν˜4 dependence. From averaging over all possible states and their population
density for the given situation furthermore a factor 11−exp(−hcν˜/kT ) which originates from
the Boltzmann distribution, is found in the final total cross-section. It can be neglected
here, since it does not introduce differential structures as long as the retrieval wavelength
interval is small (in terms of h∆ν˜  hν˜ and temperatures kT  h∆ν˜). Using the
simple scaling by ν˜4 and shifting the spectra accordingly, vibrational Raman correction
spectra can be calculated in first approximation without considering the respective phase
functions.
Phase function The phase function is, similarly to the scattering of the Cabannes line
and the rotational Raman scattering, different for scattering processes proportional to
the polarizability a,a’ and the anisotropy γ, γ′. This allows to separate the overall cross-
section into two parts, one associated with p(Θ)V RS−iso and one with p(Θ)V RS−aniso
based on table 5.3 and equation 5.5. For real measurements an effect of the different
phase functions has not been observed, yet. Furthermore the anisotropic part causes
about 15% of of the total VRS intensity, which is typically 4 · 10−4 of the total intensity
of scattered sunlight. The VRS-related intensity is therefore close to the RMS that can
currently be achieved.
p(Θ)V RS−iso =
3
4
(1 + cos2(Θ)) (5.13)
p(Θ)RRS = p(Θ)V RS−aniso =
3
40
(13 + cos2(Θ)) (5.14)
Calculated N2 VRS shifted spectra based on a solar atlas differed not more than 5%
from those calculated based on measurement spectra. Given the overall optical density
of < 5 · 10−4 shows that correction specta or Raman spectra can be calculated from a
solar atlas without introducing too large errors. This might be also necessary due to the
limited wavelength ranges of various instruments.
Vibrational Raman scattering processes with ∆ν = −1(Anti-Stokes) are very unlikely,
because due to the Boltzmann distribution of states in air in equilibrium the energy
states which could provide additional energy for the photon are only sparsely populated,
(for 298 K, Evib/kT ≈ 10 for O2 (and 11 for N2)).
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Figure 5.18.: Phase function p(Θ) of
isotropic and anisotropic
scattering events. This
corresponds to the a,a’ and
γ, γ′-terms in table 5.3,
respectively.
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The resulting correction spectra for the spectral retrieval are shown in figure 5.16. The
maximum (apparent) optical density attributed to VRS in air found during M91 was
5 · 10−4.
The detection of VRS(N2/O2) for wavelength ranges including 430–440 nm, the interval
where Fraunhofer ghosts of the Ca lines should be located at due to VRS(N2/O2), is
discussed in subsection 5.2.3
Implications for other wavelength ranges The vibrational Raman scattering cross-
section scales with ν4 ∝ 1/λ4, as the rotational Raman scattering cross-sections. But
since the inelastic scattering processes shift photons towards longer wavelengths, the
lower ≈ 23 nm of the solar spectrum will not be significantly affected. Furthermore, the
variability in the spectral structure of the incident light is important, since otherwise
an intensity similar to already compensated instrumental stray light will be created
and might have been therefore already compensated. In spectral regions with strong
and variable absorptions, such as O3 from 300–340 nm, this absorption needs to be
considered when calculating the VRS correction spectra. Therefore it can make sense to
calculate the VRS correction spectrum from a measurement spectrum instead of using
a solar atlas.
In the BrO wavelength range from 332–358 nm it was not possible to identify any struc-
tures related to the Ring effect, since other residual structures dominated. Nevertheless
PCA allowed to identify a contribution in residual spectra from MAD-CAT possibly
corresponding to VRS, leading to differential optical densities of up to 2−3 ·10−4 (peak-
to-peak) for large Ring signals of 5 · 1025 molec cm−2. The spectral structure could not
be attributed to calculated VRS spectra, neither from a solar atlas nor from the mea-
surement spectrum itself. The structure is correlated better with O4 then with the Ring
signal is discussed in subsection 5.1.1.2 and is twice as large for typical dSCDs as the
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Transition dσtotalN2 /dΩ dσ
total
O2
/dΩ dσtotalAir /dΩ Author
cm2/sr cm2/sr cm2/sr
∆ν = 0,∆J = 0,±2 - - 8.45 · 10−28 BU
Rayleigh
∆ν = 0,∆J = ±2 1.64 · 10−29 4.26 · 10−29 2.16 · 10−29 PE
O,S - branch ±8% ±5% ±10%
∆ν = 1,∆J = 0 5.49 · 10−31 6.49 · 10−31 5.69 · 10−31 SK
Q - branch ±2% ±2% ±3%
(aniso)
∆ν = 1,∆J = 0,±2 2.20 · 10−30 2.60 · 10−30 2.28 · 10−30
a′N2 = a
′
O2
= 0cm4g−1 ±3% ±3% ±4%
(iso)
∆ν = 1,∆J = 0,±2 5.49 · 10−31 6.49 · 10−31 5.69 · 10−31
γ′N2 = γ
′
O2
= 0cm4g−1 ±2% ±2% ±3%
Table 5.4.: Total differential cross-sections at 480 nm for forward scattering adapted from
Haug [1996]. The last two lines show the two extreme cases in which either
only isotropic scattering is observed and thus effectively only the Q-branch
contributes or also rotational transitions contribute to the total cross-section.
For 1013hPa and 20◦C: L = 1/τ = 1/(N · c · 4piσaniso) ≈ 15000km) Abbre-
viations: BU:[Bussemer, 1993], PE [Penney et al., 1974], SK: [Schro¨tter and
Klo¨ckner, 1979]
optical density expected for VRS. Still, the correlation of the PCA transformed compo-
nents of the residual with the Ring signal indicate that this effect is contributing with up
to 2− 3 · 10−4 (peak-to-peak) in this spectral region to the observed residuals, but other
contributions are still dominating. This size of the contribution of vibrational Raman
scattering agrees with the theoretical values listed in table 5.5.
In general, the retrieval in the UV range shows higher RMS due to a limited amount of
light. Evaluations are often already limited by photon statistics and more spectra need
to be co-added to achieve sufficient RMS. This itself can create create residual structures
due to varying absorption of stratospheric ozone.
5.2.2.2. Vibrational Raman Scattering in liquid water
Vibrational Raman Scattering also occurs within liquid water, but leads to other spectral
structures, since liquid water has a different Raman spectrum. It has been measured
and described in the context of DOAS measurements by Dinter [2005], Vountas et al.
[2003, 2007]. Model calculations reported in Großmann et al. [2013] indicate that for
measurements on the ocean at low elevation angles up to 10% of the simulated photons
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Molecule Cabannes Rotational Vibrational Rot.-Vib. Total Vib.
[10−31(cm2/sr)] dσC/dΩ dσRotS+O/dΩ dσ
V ib
Q /dΩ dσ
V ib
S+O/dΩ dσ
V ib
sum/dΩ
(393.37 nm)
N2 20139 361 15.66 2.97 18.63
O2 16459 886 17.73 6.98 24.71
Air 19403 781 16.07 3.77 19.85
(532.0 nm)
N2 6020 108 4.05 0.767 4.81
O2 4920 265 4.83 1.90 6.73
Air 5960 152 4.21 1.01 5.22
(relative)
Air 100% 1.79 % 0.067 % 0.013 % 0.080 %
Air 100 % 2.77 % 0.66 % 3.43 %
Table 5.5.: Differential Raman backscattering cross-sections dσ/dΩ adapted from Inaba
[1976] for the wavelengths of the incident light of 532 nm to be compared to
table 5.4. It was scaled according to the (ν˜ + ∆ν˜)4 behaviour to 393.37 nm,
the wavelength of the K Ca-Fraunhofer line.
have already been in contact with ocean water. This means, that the properties of liquid
water have to be taken into account in such environments.
The theoretical basis for these scattering processes are calculations by Haltrin and Kat-
tawar [1993] (Figure 5.20) resulting in an approximate Raman frequency distribution
consisting of four Gaussian peaks around 3300cm−1 (In wavelengths: light from 400 nm
is reemitted at 461 nm). Convoluting a high resolution solar spectrum with these peaks
leads to a Raman spectrum which can be used as a correction in the spectral retrieval.
Vountas et al. [2007] implemented this in the radiative transfer model SCIATRAN
[Rozanov et al., 2005] to account for the according phase function correctly. The result-
ing correction spectrum still agrees reasonably well with simpler approximations such
as simple convolution of a solar spectrum with the Raman shifts (see figure 5.19). Rizi
et al. [2004] additionally reports a temperature dependence of the liquid water Raman
spectrum.
The dominating structure in all four calculations shown in figure 5.19 is I/I0, since the
width of the Raman shift (figure 5.20) is almost 500cm−1 (10 nm at 440 nm), therefore
resulting in a smooth additional intensity. Still, it follows the overall intensity of the
incoming light and the increase of scattered sunlight intensity around 400 nm towards
longer wavelengths will show up as an increasing additional intensity contribution around
460 nm.
For the VRS spectrum which was provided by T. Dinter and M. Vountas, the Raman
spectrum obtained from SCIATRAN was calculated at a higher accuracy than usual
DOAS spectrometers, and then divided by original intensity of the sun spectrum used.
This procedure can introduce systematic deviations, since division and convolution do
no commute. Using the Raman Frequency Distribution directly on a high resolution
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Figure 5.19.: Comparison of differently calculated liquid water VRS correction spectra.
All spectra were scaled to the same size and broadband structures were
removed by a polynomial. The SCIATRAN spectrum was provided in
higher resolution by T. Dinter/IUP Bremen. The ”‘naive”’ approach was
based on the Chance and Kurucz [2010] solar atlas, for the second ”‘naive”’
spectrum only the Raman spectrum was calculated based on the solar atlas
and then divided by a measurement spectrum. The last version only based
on the measured spectrum was possible, because the spectral range of the
instrument reached to wavelengths lower than 50 nm of the spectral range
shown here.
sun spectrum and dividing the calculated Raman spectrum by the Fraunhofer reference
spectrum I0 gives similar results. The deviations from each other are of the order of 10%
and based on measurement data it was not possible to tell which spectrum compensates
for this effect more accurately.
5.2.2.3. Vibrational Raman Scattering in water vapour
Also water vapour exhibits vibrational Raman transitions, located around 3654 cm−1
[Penney et al., 1974, Murphy, 1978] and with a cross-section of 8(±20%) · 10−30 cm2
sr−1 about 2.5 times as strong as the vibrational Raman scatter cross-section of the
∆ν = 1 transition of N2 [Rizi et al., 2004]. This effectively leads to a wavelength shift of
the Ca-Fraunhofer lines to about 460 nm, but shall usually not be observable in DOAS
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Figure 5.20.: Vibrational Raman
shift of liquid water
according to Hal-
trin and Kattawar
[1993]. At a wave-
length of 400 nm,
this corresponds to
a shift of 61 nm.
measurements since the expected optical density would be around 5 · 10−6 due to the
water vapour mixing ratio.
5.2.2.4. Raman Scattering in Ice
Raman scattering in ice leads to a shift of the incident wavelength of about 220, 900
and 3100–3400 cm−1 [Fukazawa and Mae, 2000], with a similarly broad distribution
at 3100–3400 cm−1 as the Raman cross-section of liquid water [Shi et al., 2012]. At
an incident wavelength of λ0 =400 nm this leads to a shift of 3.5, 15 and 57–63 nm.
Therefore differential spectral structures are not expected to be as strong as e.g. for N2
and the intensities which are influenced are not within the usual retrieval interval range
of IO at 445–455 nm. Most of the effect will be therefore compensated by the additional
polynomial, since the light is scattered to a broad distribution of wavelengths. Apart
from a possible contribution to Raman scattering of liquid water, the actual intensity
and wavenumber shift of these scattering processes depends furthermore on the crystal
lattice of the ice [Taylor and Whalley, 1964].
5.2.3. Detection of VRS of N2 during M91
To test if the effect of vibrational Raman scattering can be actually detected in MAX-DOAS
data, a N2-Raman shifted sunlight spectrum has been calculated by shifting the intensi-
ties by 2330.7 cm−1. The Raman spectrum calculated this way corresponds to a vibra-
tional Raman transition ∆ν = 1 but ∆J = 0, which might result in Fraunhofer ghost
between 430–440 nm of the Calcium Fraunhofer lines (originally at 390–400 nm). Mak-
ing the assumption that the rotational transitions are the same for vibrationally excited
(ν = 1) state, the usual Raman calculation of DOASIS based on Bussemer [1993] has
been used to calculate the rotational Raman spectrum of the spectrum shifted according
to ∆ν = 1,∆J 6= 0. Afterwards each of the Raman spectra was divided by the measure-
ment spectrum according to Equation 3.8. The correction spectra for all transitions and
N2/O2 were included in the fit.
The assumption that the rotational constant in independent of the vibrational quantum
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number of the molecule is justified here, since the rotational constant Bν of O2 differs
by 1.1% according to Krupenie [1972] for the two lowermost vibrational states.
The contribution to the measured optical density was estimated for each spectrum by
multiplying the fitted optical density with I0 to compare the overall intensities.
The M91 MAX-DOAS dataset covers a wavelength range from 330–460 nm and therefore
allows for using a measured spectrum as basis for these calculations. This way also
stratospheric absorbers which would not be accounted for if using a solar atlas only are
accounted for, assuming a constant instrument function. The resulting optical density
for correction spectra calculated from measured and modelled spectra were the same,
though.
For the analysis spectra from 16 subsequent elevation sequences were co-added and a
fit was performed subsequently. Co-adding of elevation sequences led to a significant
reduction in RMS of the residual. Only fits with a RMS < 1 · 10−4 were selected for
further analysis. The fit range was limited to 418–440 nm to keep the influence of water
vapour absorption as small as possible but yet to include the most prominent features
of the Raman spectra caused by O2 at 419 and 423 nm and N2 at 433 and 437 nm.
Furthermore NO2, IO, O3, a Ring spectrum and a Ring spectrum scaled by ((
λ
λ0
)4 − 1)
were included in the fit, comparable to the usual IO fit settings. Pearson’s R of the
correlation of Ring spectrum and the optical density of the N2-VRS correction was
R = 0.62.
The phase function p(Θ) of vibrational scattering should broaden the correlation of the
VRS signal and the Ring dSCD (see figure 5.18) since the phase function p(Θ)V RS−iso
is twice as large for the forward and backward direction than for Θ = 90◦, 270◦. For
vibrational-rotational scattering a linear relationship with the Ring signal is expected,
but it is not observed within the noise of the measurements. Also strong aerosol ab-
sorption could modify the relation between VRS and Ring dSCD due to a change in
colour-index (relative intensity) at the incident wavelength and the wavelength of the
Fraunhofer ghost.
The spectrum obtained from calculating the rotational Raman scattering shifted by the
vibrational energy difference (∆ν = 1,∆J 6= 0) was not found in the spectral data.The
problem with detecting these vibrational rotational Raman transitions is that their con-
tribution are small and that their Raman spectrum itself is ’smooth’ due to the rotational
transitions around the (∆ν = 1,∆J = 0) transition and therefore resembles other ad-
ditive components of the spectra which are already compensated by the Ring spectrum
(∆ν = 0,∆J 6= 0), the stray light correction and sometimes VRS in liquid water. Still,
including this correction spectrum also reduced the RMS, but since it could not be
attributed to inelastic scattering, it might be as well compensating for other effects.
When comparing the observed optical densities with the theoretical derivation shown
in Haug [1996], Haug lists two possible cases: The case that only an isotropic part can
be observed in the scattered light, which means in turn that the rotational transitions
vanish and only the pure vibrational transition can be observed. The other case is
anisotropic scattering, which is in total a factor of four larger and combines both types.
The signature of anisotropic vibrational Raman scattering was difficult to detect in the
measured spectra, but the isotropic part was clearly detected. The ratio between the
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Figure 5.21.: A DOAS-fit showing the detection of structures from vibrational Raman
scattering(’VRSN2’) on N2 in MAX-DOAS data recorded during SOPRAN
M91. The main peak at 430 nm originates from the reciprocal of a Fraun-
hofer structure at this wavelength from the Taylor expansion of the optical
density. It vanishes when orthogonalizing the spectrum with the stray
light compensation spectrum 1/I0, but can be also used to estimate the
constant intensity added by vibrational Raman scattering. The two min-
ima to at 432 and 436 nm are the red-shifted Calcium Fraunhofer lines.
These structures appear with and without including the wavelength-scaled
Ring spectrum and are correlated with the Ring spectrum dSCD shown in
figure 5.22.
differential optical density of the VRSN2 (∆J = 0) versus RRSN2+O2 from figure 5.22
is 2 ± 0.5%. Haug calculated a ratio of 3.6% for the case of isotropic scattering in N2,
therefore 0.6 · 3.6% = 2.2% 5 in air, which agrees with She [2001]. Since we either
cannot distinguish the anisotropic events from the Rotational Raman Scattering (RRS)
or stray light compensation or isotropic scattering dominates, this agreement says, that
the observed intensity of the VRS scattering (∆ν = 1,∆J = 0) agrees with theoretical
predictions made in Haug [1996].
5The cross-section for RRS for O2 is 2.5 times larger than N2
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Figure 5.22.: Fit coefficients and optical density for Ring and optical density for the
vibrational Raman correction spectrum for N2 and O2. Typically half
of the contribution of vibrational Raman scattering on N2 and O2 can
be compensated for by the additional offset polynomial, therefore here
only the structures directly caused by the remapped Ca lines are shown.
This compensation might also explain the offset for no inelastic scattering
due to the Ring effect. Twice the mean DOAS fit errors is shown on
the left as errorbars. The typical DOAS fit error of the Ring signal is
3 · 1023 molec cm−2. The small x-axis shows the total optical density of the
Ring effect relative to the respective reference.
Since the (∆ν = 1,∆J 6= 0) transitions for ∆J < 4 are within 0.45 nm of the (∆ν =
1,∆J = 0) transition they could also contribute to the optical density of the fitted
(∆ν = 1,∆J = 0) transition, because they cannot be distinguished. The intensity caused
by (∆ν = 1,∆J < 4) transitions is about 13% of the total rotational Raman scattered
intensity for atmospheric conditions. Since the contribution of the total cross-section
of the rotational vibrational transition is of the order of 20% of the purely vibrational
transitions, it is beyond the precision of current measurements. Furthermore half of this
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contribution is nevertheless compensated by the additional offset polynomial.
Correcting for the effect of VRS will reduce the total RMS of the fit residual for a large
Ring signal and thus in most cases also the fit error (subsection 3.1.4). If the correction
will have an impact on the retrieved column densities has to be tested for each trace
gas and also for different spectral resolutions of the MAX-DOAS instruments, which
can have an influence on the way in which the neglected apparent optical density was
compensated for. The difference of the squares of the RMS χ of the evaluation with
and without correcting for VRS is expected to have a linear relationship with the Ring
column density, R:
χ21 − χ22 = a ·R2 (5.15)
This relation is found in MAX-DOAS data e.g. from M91, with a = (0.25 ± 0.05) ·
10−8/(5 · 1025molec cm−2)2 for the IO fit interval, effectively reducing the RMS of a fit
residual of 1 · 10−4 by 15% for a Ring signal of 5 · 1025 molec cm−2.
5.2.3.1. Impact on IO dSCDs
To estimate the influence of having ignored the effect of VRS of N2 before, the MAX-DOAS
data from M91 was reanalysed for IO with and without VRS and Vibrational-rotational
Raman Scattering (VRRS) (N2) correction spectra and/or a spectrum compensating for
the VRS in liquid water. Since this introduces another degree of freedom, the fit error
can increase, even though structures in the residuum are compensated for. Using the
spectra instead to correct the Ring spectrum is a possible alternative. Using an example
spectrum with almost 2 · 10−4 optical density caused by VRS, including the correction
spectra decreased the fit error by 25%. Correcting the Ring spectrum directly accord-
ing to the linear fit coefficient obtained from figure 5.22 results in a reduction of the
fit error by 30%. Leaving the size of the correction independent of the Ring spectrum
showed, that the IO dSCD in the wavelength range from 418–438 nm is independent of
the amount of structures caused by VRS of N2 up to 1− 2 · 10−4 as shown in figure 5.23.
The same result was obtained from analysing data from ANT XXVIII (chapter 9) with
an upper limit of IO dSCD change of 1 · 1012 molec cm−2 / 1 · 10−4 N2 VRS. This data
set was recorded at a spectral resolution of 0.9 nm instead of 0.45 nm.
The effect of the (∆ν = 1,∆J 6= 0) transitions was not observed to be correlated to
inelastic scattering, therefore its impact on IO dSCDs was not studied.
5.2.3.2. Impact on NO2 dSCDs
When retrieving tropospheric NO2 dSCD in the wavelength range also used for IO due to
the relatively large absorption cross-section of NO2 and the minimal influence of water
vapour, often negative NO2 dSCD are observed in clean and remote areas. Since this
also frequently happens close to local noon, this excludes an effect of a changing AMF of
stratospheric NO2. Including the VRS correction spectra can lead to a reduction of the fit
error by ≈ 15% and furthermore the NO2 dSCD changes by 4 ·1014 molec cm−2 per 10−4
VRS(N2) contribution This corresponds typically to 10-20 ppt NO2. For background
122
5.2. Raman scattering in MAX-DOAS measurements
VRS N2 OD
∆  
d S
C D
 
I O
 
[ m
o
l e
c /
c m
2 ]
 
 
-1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
x 10-4
-1.5
-1
-0.5
0
0.5
1
x 1012
n
u
m
b e
r  
o
f  s
p e
c t
r a
1
3
10
0 1 2 3
x 10-4
-10
0
10
20
30
40
50
60
IO dSCD fit error change
OD N2 VRS
D
e
c r
e
a
s e
 
o
f  I
O
 
f i t
 
e
r r
o
r  
[ %
]
 
 
2
4
6
8
10
12
14
16
18
x 1011
Figure 5.23.: Change of IO dSCD for M91 MAX-DOAS data when applying the correc-
tion spectrum for the N2 VRS contribution. Compared to the typical fit
error shown in blue no significant difference can be observed. The average
decrease for all spectral retrievals shown here is 2 · 1010 molec cm−2. The
fit error is reduced by up to 30% as shown on the right side. The absolute
fit error is colour-coded. Typical absolute fit errors for IO (colour-coded)
are (6± 3) · 1011 molec cm−2 in this case.
measurements of NO2 this difference can be significant, see figure 5.24 and measurement
during M91: subsection 7.2.2.2. Usually a wider fit interval [e.g. Richter et al., 2011]
or a fit interval above 450 nm [e.g. Peters et al., 2012] is used, which will then reduce
the relative effect from VRS(N2), but the instrument needs to cover this wavelength
range and the stronger influence of water vapour absorption in this spectral range needs
to be considered. The same analysis as figure 5.24 for a fit range from 432–460 nm
leads only to a shift of the mean dSCD from 1.24 · 1014 molec cm−2 without including
VRS(N2) correction spectra to a mean dSCD of 1.72 · 1014 molec cm−2 when including
the correction and is therefore within the typical fit error of 0.8 · 1014 molec cm−2. The
IO fit range has the advantage of a large NO2 absorption cross-section combined with
only minimal absorptions of water vapour.
5.2.3.3. Impact on glyoxal dSCDs
To retrieve glyoxal, a fit window from 432 nm–460 nm was used, with and without in-
cluding N2-VRS. As described in section 5.4 also a correction spectrum for radiative
transfer effects of water vapour absorption was included. Including a correction spectrum
for N2-VRS led to a reduction of fit RMS of 0-20%, the same amount as the glyoxal fit
error was reduced. RRS Ring spectrum and N2 VRS also correlated in this wavelength
window, despite the large water vapour absorption. The glyoxal dSCD increased when
including the N2-VRS for strong Ring spectrum signals of around −5 · 1025 by up to
6 · 1013 molec cm−2.All other influences, such as water vapour and O4 absorption, have
a far stronger influence on the spectral retrieval of glyoxal (see subsection 5.6.4). In
figure 5.40 an overview plot for glyoxal including VRS(N2) correction is shown.
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Figure 5.24.: Influence of including a VRS (N2) correction spectrum in a fit from 418.5–
439.5 nm using a current Fraunhofer reference.
5.2.3.4. Identification from residual spectra analysis
Figure 5.21 showing the correlation of the VRS correction spectrum for N2 and O2 also
shows that their detection is close to the instrument’s detection limit, despite co-adding
already 16 elevation sequences. Adding more than 16 elevation sequences is typically not
possible due to instabilities of the instrument and/or changing atmospheric conditions.
Applying a linear fit averages the noise, but this only works if the scatter of the parameter
is statistically distributed. The question remains, if e.g. the positive slope of the O2-VRS
signal is a coincidence or if it is real. To reduce the fit errors further, the detection of these
effects from spectral data is favourable. The reduction of noise makes the identification
of these spectra more reliable and trustworthy and might yield further possibilities to
identify error sources.
Therefore the linear fit from figure 5.21 is not applied any more to a set of parameters
from a fit of spectral data, but directly on a set of residual spectra. The resulting
spectrum is used in a DOAS fit including all absorbers and the VRS correction spectra
to obtain the final result.
As described in subsection 3.3.1, an overdetermined system of linear equations can be
set up to identify spectral residual structures correlated to the dSCD of an absorber.
If there is indeed an absorption structure which is not accounted for during fitting the
optical density, this leads to errors in the fitted parameters. This means, that it will
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Figure 5.25.: The first line of this diagram shows the procedure which led to figure 5.21:
The fit scenario is extended by the VRS correction, applied to all spectra
and then the obtained fit coefficients are correlated with the Ring signal.
The other possibility (subsection 5.2.3.4) uses a standard DOAS fit, corre-
lates the residuals with the obtained coefficients from the fit and then uses
this result to identify the the VRS correction spectrum and its coefficients
in a final fit: Figure 5.26.
not only contribute to the residual spectrum. Therefore the solution of a linear system
of equations will provide a correction spectrum ~vi for each coefficient ai, still with a
potential influence of all other absorbers which have been included in the original fit
scenario. On the other hand it is possible to distinguish between residual structures
which have been introduced by different absorbers. Another advantage is that this
approach allows to obtain an average over the residual structures associated with a
certain absorber over the whole period of a campaign, e.g. a month or a year. This can
reduce the influence of photon shot noise to a minimum. For a maximum Ring signal of
5·1025 molec cm−2 the residual size from figure 5.26 is about 6·10−5 peak-to-peak, which
is significantly lower than the residual of usual, individual fits with current instruments.
The complete M91 MAX-DOAS data set was fitted from 420–440 nm to avoid the main
water vapour absorptions at 416 nm and 442 nm. The retrieval included a Ring Spec-
trum, NO2, IO, O3, a DOAS polynomial of 3rd degree and an additional offset polynomial
of zeroth degree. All channels j from the residual spectra i were stored in a matrix Rij .
Only fits with a RMS of < 4 · 10−4 were used for the multilinear regression. Regressors
were the dSCDs calculated by the first DOAS fit, the size of the intensity offset by the
additional polynomial, exposure time and number of scans to test if dark current/offset
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correction spectra might contribute to the residual.
C’ ·V = (−−−−−−−→dSCDRing −−−−−−→dSCDH2O...)′ · (−−−→vRing −−−→vH2O...) = R (5.16)
Here
−−−→
dSCD and −→v are row vectors. Equation 5.16 was then solved for V using a least-
squares approach. The resulting correction corresponding to the Ring dSCD was then
fitted with the already included absorbers from the fit scenario and additionally the
pseudo cross-section for vibrational and vibration-rotational Raman scattering of N2
and O2. This fit is shown in figure 5.26. Adding the other absorbers was necessary due
to possible compensation of residual structures by other absorbers within the first fits
to obtain the residuals. In other vectors corresponding to other absorbers or parameters
the structure associated with N2/O2-VRS was not found.
The results from table 5.6 are in agreement with the predictions made in Haug [1996].
The isotropic case dominates, with a smaller contribution of rotation-vibrational transi-
tions, if detectable at all in the DOAS measurements at current sizes of fit residuals.
The effective averaging over the whole phase function should lead to a value of the VRS
cross-section which is below the value for backscattering by She [2001], if the observed
scattering angles are equally distributed within a plane. Values from table 5.6 do not
show this difference within their respective errors.
The example fit of the Ring-correlated residual structure shown in figure 5.26 yields
more information than only the contribution of VRS to the observed OD: It also yields
approximations for the changes of other involved trace gases in the respective spectral
region, a factor with which the Ring signal can be multiplied to obtain the averaged effect
on NO2 e.g.: The fit yields a fit coefficient of 6.9 · 10−12. For a maximum Ring signal
of 5 · 1025 molec cm−2 this results in a change of NO2 dSCDs of 3.5 · 1014 molec cm−2,
which agrees with the estimate from individual fits shown in figure 5.24.
The effective contribution to the measured intensity was estimated by using the Fraun-
hofer line at λ = 430nm: The intensity caused by each of the processes, RRS, VRS N2
and VRS O2 at this wavelength will create a maximum in the respective pseudo cross-
section IRamani(λ)/I0(λ), which then allows to estimate also constant intensity offsets
due to these processes in the intensity space.
5.2.3.5. ARK XXVII
The complete dataset of ARK XXVII was also analysed to detect the signature of N2
VRS scattering, using only the N2 VRS cross-section. The correction spectrum for
(∆ν = 1,∆J = 0) correlates with R = 0.60 with the Ring spectrum fit coefficient. On
average the differential optical density is 2.5% of the differential Ring signal, shown in
figure 5.27.
As for M91, the spectral structure associated with the spectrum obtained from calculat-
ing the rotational Raman scattering after having shifted the measured spectrum by the
vibrational energy difference (∆ν = 1,∆J 6= 0) was not found in the spectral data, it
did not correlate at all with the Ring spectrum or the N2-VRS spectrum.
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Figure 5.26.: Fit of Ring-signal-correlated residual structure. IO, H2O, NO2 and O3 are
from the original fits from which the residual spectra were used to solve
the system of linear equations. The other spectra (sun ∗) are calculated
from a solar atlas. The VRRS(N2/O2) components are not clearly sig-
nificant here, since it is not distinguishable from the contribution of the
inverse reference spectrum, which is usually necessary to compensate for
instrumental straylight.
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Cross-section direct corr. Haug [1996] She [2001]
(Figure 5.22) Θ = 0◦ Θ = 180◦
cm2 (eff.) % % % %
(1) RRS (393 nm) 2.1 · 10−28∗ 100 100 100 100
(2) N2 VRS 4.5 · 10−30 (2.2± 0.3) (1.7± 0.5) 2.2(-3) 2.13
(3) N2 VRRS - - - 0-6 0.40
(4) O2 VRS 0.9 · 10−30 (0.4± 0.3) 0.25± 0.6 0.6 0.63
(5) O2 VRRS - - - 0-2 0.25
Table 5.6.: Values for different contributions to Raman scattered light at 430 nm mea-
sured during M91, derived from the solution of a system of linear equations
and resulting in a fit shown in figure 5.26. The spectrum obtained from
the linear system of equations had an 1σ-error of about 10%. The VRRS
contributions were not significant. For comparison the relative size of the
VRS derived from figure 5.22 is given. The data from She [2001] has been
converted using an atmospheric mixing ratio of N2:O2 of 80:20. Note that
this data was calculated for backscatter intensities, therefore not taking into
account the complete phase function. *The cross-section for RRS scattering
was calculated by DOASIS, based on Bussemer [1993].
Similar results for the ratio of Ring spectrum and VRS correction spectra were obtained
for spectral data from ANT XXVIII and ANT XXIX (2012-2014).
5.2.3.6. MAD-CAT
Also during MAD-CAT the optical densities calculated for the VRS of N2 have been
observed. Due to high NO2 concentrations and significant amounts of glyoxal absorption,
the detection of VRS of N2 was more difficult than for ARK XXVII and M91. To
compensate the wavelength-dependency of the air mass factor of NO2 it was necessary
to include a wavelength-scaled NO2 cross-section to compensate for radiative transfer
effect (as e.g. for ozone absorption in Pukite et al. [2010]). After this modification, it
was possible to detect the structures caused by VRS of N2 molecules in the wavelength
range from 416–440 nm as well as in the glyoxal evaluation range from 434–460 nm
including the strong water vapour absorption at 442 nm. The correlation of Ring signal
and VRS(N2) signal was the same within error bounds for both evaluation wavelength
ranges and agreed with the theoretical expectations and other campaigns.
An example for two fits with and without VRS correction is shown in figure 5.28 for
data recorded in Mainz/Germany on 06/14/2013 at 14:46 UTC at a Solar Azimuth An-
gle (SAA) of 254◦ and a SZA of 47◦. The telescope elevation was 3◦. When it is not
included (top), the residuum shows stronger structures. They can be partly removed by
fitting the N2 VRS pseudo cross-section (bottom). Remaining residual structures might
be caused by strong NO2 absorption. Here also a AMF-compensating cross-section for
NO2 had to be included in the fit scenario (NO2 294K dL). Note that the size of the
additional polynomial decreases as expected by almost 70%. The additional polynomial
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Figure 5.27.: Ring and N2 VRS
for ARK XXVII
had compensated the constant parts of the Raman correction spectrum of VRS(N2/O2).
Including also separate spectra for VRRS(N2/O2) almost completely removes the con-
tribution of the additive polynomial, but the fit becomes highly unstable and no clear
relation between VRRS(N2/O2) and VRS(N2/O2) or the Ring is observed. Furthermore
the change in the total residual size is below 10%. Therefore the combination of VRS and
VRRS correction spectra for N2/O2 as suggested in subsection 5.2.4 seems reasonable.
5.2.4. Recommended retrieval settings to compensate for VRS in air
Correction spectra for VRS need to be included especially in the spectral retrievals of
IO and glyoxal, but also water vapour in the blue spectral range, whenever wavelengths
between 430–440 nm are included.
Since the atmospheric O2/N2 ratio is constant (at the precision relevant to correcting
spectra for VRS contributions) and also their phase functions, it is advisable to include
only one combined spectrum compensating for VRS contributions to measured inten-
sities. The contribution by VRRS is mostly proportional to the VRS signal and can
therefore be added to the VRS correction spectrum. On the other hand side the contri-
bution of VRRS is relatively smooth due to the rotational shifts of the transitions and
a large part is already compensated in fit settings by the additional polynomial.Given
a Ring signal with an OD of 2% (maximally 10% for satellite measurement conditions
and high albedo), this translates to an additionally measured intensity due to VRRS
of 0.8 · 10−4 (4 · 10−4). For the region between 414–440 nm where due to the Raman
remapped Ca lines the largest variations are expected, the effect is already corrected by
the additional polynomial except for a remaining part of 30-50%, which translates to
total differential ODs of < 0.4 · 10−4 (< 2 · 10−4). This is currently negligible for most
ground-based measurements, but this effect might need to be considered for geometries
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Figure 5.28.: Fit from MAD-CAT showing the detection of a N2 VRS signature. A
description is found in subsection 5.2.3.6.
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where a strong filling in of Fraunhofer lines is observed6.
Due to the observed correlation of the spectral signature of VRS scattering on N2 and
the Ring dSCD discussed in subsection 5.2.3, a direct correction of the Ring spectrum
with the VRS signal seems reasonable, at least in the spectral ranges where an effect has
been observed. The actual values of the cross-sections can be found in table 5.6. This al-
lows furthermore to correct for VRRS scattering, which is also expected to behave in the
same way as the Ring spectrum, but is often (by coincidence) corrected by the additional
polynomial (see subsection 3.1.2), as estimated above. This correction of the Ring spec-
trum would therefore improve how the additional polynomial can be interpreted, which
usually has been introduced in the first place to compensate for instrumental stray light.
The contribution of the VRRS on O2 and N2 can then be removed from the additive
polynomial, because the dominating factor for determining the Ring spectrum dSCD is
the actual RRS contribution, which is about fifty times larger. A drawback is that the
origin of the vibrational Raman scattering is shifted towards shorter wavelengths and
thus can be influenced in a different way by aerosol extinction. For the case of rota-
tional Raman scattering / the Ring effect, this is inherently compensated for, since the
difference in wavelength due to the spectral dependence of the aerosol extinction is not
significant. For the shift of 40 nm of N2 VRS from the Ca Fraunhofer line at 393 nm,
significant relative intensity differences at 393 nm/433 nm can be observed for different
measurement geometries and/or aerosol loads. During MAD-CAT relative intensities at
390 nm and 432 nm, the so called colour-index CI(390 nm, 432 nm), were observed for
zenith sky measurements between 0.3 and 0.8, even more if considering the complete
elevation angle sequence. Therefore a direct correction of the Ring correction spectrum
is not possible, if not considering these effects explicitly. The same argumentation can
be applied for separating the influence of VRS(N2) and VRS(O2), since the wavelength
shifts are different. However, the influence of VRS(O2) is hardly detected in current
measurement spectra. A potential dependence of VRS(N2)-OD on the colour-index was
not observed in measurement data, probably due to the scatter of the measured ODs.
A way to avoid this is to use a measured spectrum to include the effects due to changes
in radiative transfer, such as aerosol and measurement geometry. When using mea-
sured spectra, this would require the same quantum efficiency of the instrument at both
wavelengths or a radiometrically calibrated instrument, as well as a constant instrument
function.
It is therefore recommended to include the correction spectrum for combined correction
spectrum for VRS of N2 and O2 including the contribution from VRRS according to the
values listed in table 5.6. If necessary, a scaling of the combined VRS/VRRS correction
spectrum σV RS in analogy to the correction spectrum for the Ring effect σV RS4(λ) =
σV RS(λ)((
λ
λ0
)4 − 1) is suggested to account for changes in colour-index, as mentioned
above. This correction can be necessary for residual optical densities of significantly less
than 10−4 peak-to-peak.
Another point which needs to be considered, but where no differences have been observed
so far in measurement data, is that different contributions proportional to a,a’ and γ, γ′
6All calculations for a spectral resolution of the instrument of 0.5 nm
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in the cross-section correspond to different phase functions, thus Ring/VRS/VRRS do
not need to be correlated exactly (for phase functions see section 5.2.2.1). This needs
to be modelled in detail to estimate the error made when assuming the same phase
function. Since this difference was not observed during one month of measurements
shown in table 5.6, it is estimated to be below 20%. For a typical variation of the Ring
dSCD of 3 · 1025 molec cm−2 this error is found to be below 2 · 10−5 peak-to-peak in
the wavelength range between 430 - 440 nm, where the largest spectral structures were
detected. This is five times smaller than the typical sizes of residual spectra of current
MAX-DOAS instruments when summing spectra from several elevation sequences.
5.2.5. Significance of VRS in liquid water
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Figure 5.29.: Decrease of IO dSCD for M91 MAX-DOAS data when applying the cor-
rection spectrum for the liquid water VRS contribution. A clear increase
with increasing VRS OD can be observed. The fit error is reduced by up
to 20% as shown on the right side, even though no clear dependence on
the fitted VRS OD can be observed. The absolute fit error is colour-coded
there.
Großmann et al. [2013] argued that vibrational Raman scattering in liquid water reduces
the RMS significantly while increasing IO dSCD, which led to the conclusion that this
effects needs to be compensated and thus the liquid water VRS spectrum was included
in the analysis (see also subsection 5.2.2.2). Furthermore radiative transfer modelling
showed that about 10% of recorded photons for MAX-DOAS measurements on the ocean
at low elevation angles had possibly been in contact with liquid water. For other ge-
ometries, i.e. looking downwards with a MAX-DOAS [Peters, 2013] or from a satellite
[Vountas et al., 2007], VRS was also identified by correlation of liquid water column
density and VRS signal.
For the M91 MAX-DOAS data set the impact on the additional VRS(H2O) spectrum
on the residuals’ RMS, fit error and IO dSCD were analysed in he same way the impact
of VRS(N2/O2) was analysed. The correction for N2 VRS was included: Also a slight
increase in IO dSCD was observed, together with a decrease in RMS and fit error. The
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RMS of the residual spectra decreased by up to 15% and a clear dependence on the fitted
VRS optical depth is observed. For the fit error, an overall decrease can be observed, but
no correlation with the VRS optical depth is found (compare figure 5.29). The decision
if this effect is real and significant cannot be decided based on this set of measurement
data, but spectra recorded looking downwards into clear ocean water during Transbrom
[Peters, 2013] and in a swimming pool [Vountas et al., 2003] show that this effect can
have a significant influence on trace gas retrievals. Correlations of optical densities for
VRS(H2O) with those of liquid water in the wavelength range were not possible either
due to too small differential absorptions by liquid water or instrumental limitations.
Thus there is no clear indication that the VRS(H2O) spectrum needs to be included for
spectra recorded at positive telescope elevations. The fact that it was improving the
spectral retrieval in Großmann et al. [2013] might be due to the fact that the influence
of VRS(N2) was not included. A significant effect on the spectral retrieval of glyoxal
was not observed for MAX-DOAS data from M91 (compare figure 5.40).
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5.3. Water vapour absorption cross-sections
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Figure 5.30.: Comparison of different water vapour cross-sections convoluted at 0.5 nm
resolution.
For the water vapour cross-section a series of cross-sections exist, predominantly the
HITRAN [Rothman et al., 2013] and HITEMP [Rothman et al., 2010] databases 7, but
also databases by JPL [Pickett et al., 1998] (infrared and beyond), GEISA [Jacquinet-
Husson et al., 2011] and EXOMOL [Hill et al., 2013]. Initially the HITRAN database
only included absorption lines which are, as seen by the authors, of relevance for at-
mospheric measurements. That means only lines with optical densities of > 0.1 for
standard atmospheric conditions with a tangent viewing geometry are considered. Still,
theoretical calculations such as the BT2 line list [Barber et al., 2006] show, that there
are more absorption lines for water vapour. These absorptions are important if the
temperatures are higher, since the molecules’ probability for higher excited states are
significantly higher, but they can also play a role in atmospheric measurements as shown
below. The database HITEMP combines the BT2 line list and the HITRAN database to
assure that the experimentally proven absorption lines and line-mixing effects included
within HITRAN also are considered in HITEMP. Details on the exact selection process
for HITEMP can be found in Rothman et al. [2010]. Still, HITEMP and HITRAN2012
are processed with a single line cut-off of 1 · 10−27cm2 molec−1, which can be in some
cases significantly above the accuracy archived by current DOAS setups. Tennyson et al.
[2013] contains lists of experimentally observed lines and a comparison to current models.
The H2O cross-sections were calculated using modelled line width according to Kuntz
[1997] from the respective HITRAN line list by Rothman et al. [2013] using an extrac-
tion program by Christian Frankenberg. For the BT2 line list, the BT2 database for
7http://www.cfa.harvard.edu/hitran/
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Cross-section for initial OD IO Glyoxal
HITRAN 2000 8.8 · 1012 molec cm−2 4.8 · 1014 molec cm−2
HITRAN 2004 6.6 · 1012 molec cm−2 6.5 · 1013 molec cm−2
HITRAN 2009 6.6 · 1012 molec cm−2 3.0 · 1013 molec cm−2
HITRAN 2012 2.2 · 1012 molec cm−2 1.5 · 1013 molec cm−2
HITEMP 2.2 · 1012 molec cm−2 1.9 · 1013 molec cm−2
HITEMP with I0 0 · 1012 molec cm−2 0 · 1013 molec cm−2
BT2 3.3 · 1012 molec cm−2 −1 · 1014 molec cm−2
Table 5.7.: Using the 418–439 nm for IO and 434–458 nm for glyoxal to compare the effect
of the differences in water vapour cross-sections and their effect on retrievals.
Here the HITEMP cross-section is assumed to be correct (without I0 and sat-
uration correction) , an optical density corresponding to 3 · 1023molec cm−2
water vapour using the cross-section indicated on the left is fitted, including
all absorbers from the standard fit scenarios, adding noise with a standard
deviation of 10−4. A detailed comparison of the different absorption bands
of different water vapour cross-sections is shown in table 5.11. For a compar-
ison of water vapour cross-section close to the main glyoxal absorption, see
figure 5.35.
wavenumbers from 20000–30000 cm−1 has been converted into a line list in HITRAN2004
format using a python script provided by Christian Hill (christian.hill@ucl.ac.uk) [Hill
et al., 2013], this data is also provided on exomol.com http://www.exomol.com. A major
difference for MAX-DOAS measurements (or in general measurements with a structured
light source) is that this conversion does not include line broadening parameters which
would be needed for I0 and saturation correction. A detailed description of how the
broadening parameters have been included in HITEMP can be found in Rothman et al.
[2010], but has not yet been performed for the complete BT2 line list.
For spectral retrievals in the blue wavelength range already different HITRAN versions
show significant differences.
5.3.1. Relative line strength
A significant difference in the different water vapour cross-sections is the absorption line
around 416 nm, which is almost of twice the size as it was until HITRAN 2009. This
feature can be seen in HITEMP, HITRAN and BT2 as well, but the question is if one
can show that this change is indeed physically correct, or not. Some parts of HITRAN
/ HITEMP are based on experimental observations, others on theoretical calculations.
A summary of various experimental data on water vapour cross-section can be found in
Tennyson et al. [2013], which shows that experimental data in the blue and upper UV
range is seldom.
An approach to estimate the correctness of the strength of different absorbtion bands is
to create retrieval interval maps according to Vogel et al. [2013] or only take a diagonal
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Figure 5.31.: Estimation of the effect of the saturation effect (due to convolution) and
I0-effect. Data is shown for a column density of 3 · 1023molec cm−2
of them, i.e. a fit window with fixed width, but changing starting wavelength. This
approach might be prone to cross correlations of the different absorbers which need to
be taken into account and might not be obtained in a sufficient precision, which might
then in turn affect the calculated water vapour dSCD. An alternative, which allows for
an overall bigger retrieval wavelength range, is to cut the water vapour absorption into
intervals and compare the column densities obtained for the different absorption bands.
Due to the bigger retrieval window this minimizes correlations with other absorber, since
they are retrieved more accurately. For data measured during M91 and LP-DOAS data
from Cape Verde this approach has been performed using the HITRAN2009, HITEMP
and BT2 line lists, see figure 5.30 and Lampel et al. [2013]8.
From table 5.9 it can be seen that the shape of the absorption lines is reproduced better
by HITEMP and BT2 than by HITRAN2009 which results in smaller fit errors, but their
relative strength seem to differ up to a factor of 2 during the MAX-DOAS measurements
of M91 as seen in table 5.8. The reason is so far unknown, but shows either the need to
fit water vapour absorption bands separately or restrict retrieval wavelength ranges to
single absorption bands. The latter might be a good option for the spectral retrieval of
glyoxal.
5.3.1.1. Radiative transfer effects
The lightpath of the LP-DOAS measurement is well defined and constant, but might be
often shorter than the effective lightpath of MAX-DOAS measurements. But the effective
lightpath of MAX-DOAS measurements depends on several factors: aerosol and trace
gas profiles, viewing direction, sun position etc. Furthermore it is wavelength-dependent
8Most of the data concerning water vapour absorption band strengths presented here is adapted from
Lampel et al. [2013]
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Figure 5.32.: Correlation of dSCDs for W1 (410–423.5 nm) and W3 (434–451.5 nm) us-
ing the HITEMP cross-section. A linear behaviour can be observed, as
expected due to small optical densities, suggesting a constant correction
factor of 0.63 for the W1 absorption relative to W3. The blue error bar
indicates a typical measurement error.
Polyad 8ν 7ν + δ 7ν 6ν + δ
Name W0 W1 W2 W3 W4 W5
Start of interval [nm] 394.0 410.0 423.5 434.0 451.5 461.5
End of interval [nm] 410.0 423.5 434.0 451.5 461.5 480.0
Cross-section Campaign
M91 1.05 ± 0.03 2.04 ± 0.06 1.98 ± 0.27 1 0.71 ± 0.24
HITRAN 2009 CVAO 1.01 ± 0.04 (1.13 ± 0.09) (1.30 ± 0.23) 1 (0.28 ± 0.70) 1.00 ± 0.04
ANT28 1
M91 1.00± 0.03 0.63± 0.02 0.74± 0.10 1 0.66± 0.12 -
HITEMP CVAO 1.13 ± 0.04 0.50 ± 0.03 (0.93 ± 0.13) 1 (1.67 ± 0.33) 1.00 ± 0.04
ANT28 1
M91 1.00± 0.03 0.63± 0.02 0.69± 0.10 1 0.63± 0.11 -
HITEMP CVAO 1
(with glyoxal) ANT28 1
M91 1.05 ± 0.04 0.53± 0.02 0.51 ± 0.09 1 0.85 ± 0.11 -
BT2 CVAO 1.13 ± 0.04 0.46± 0.03 0.87 ± 0.11 1 (1.23 ± 0.24) 1.00 ± 0.04
ANT28 0.85 ± 0.20 0.44 ± 0.05 0.48 ± 0.25 1 0.68 ± 0.20 1.20 ± 0.06
Table 5.8.: Relative line strengths for the different cross-sections with respect to the
absorption at W3. Errors are RMS of the linear fit divided by maximum
variation in dSCD(W3). Results with typical fit errors of more than 20%
of the measured values were put in brackets. (adapted from Lampel et al.
[2013])
due to the wavelength dependence of the scattering processes involved.
Using McArtim Deutschmann [2014] water vapour dSCD in the atmosphere were simu-
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[1 · 1021 molec cm−2] W0 W1 W2 W3 W4 W5
Start of interval [nm] 394.0 410.0 423.5 434.0 451.5 461.5
End of interval [nm] 410.0 423.5 434.0 451.5 461.5 480.0
Cross-section Campaign
M91 11 45 153 2.7 160
HITRAN 2009 CVAO 19 79 235 4 348 14
ANT28
M91 10 11 45 2.5 65 -
HITEMP CVAO 20 27 107 3.7 192 13
ANT28
M91 10 9.5 32 2.6 51 -
BT2 CVAO 12 14 54 2.1 90 7.4
ANT28 15 10 30 2 30 8
Table 5.9.: Typical fit errors at a dSCD in W3 of 4·1023 molec cm−2 for a single spectrum
integrated over 60s(M91), 120s(ANT28) and 60s (CVAO). A dSCD of 2.3 ·
1021 molec cm−2 corresponds to an optical density of 1 · 10−4. (adapted from
Lampel et al. [2013])
lated at different wavelengths to estimate the effect of radiative transfer on the relative
observed absorption band strengths for MAX-DOAS measurements. Since the data is
taken from a measurement period of a whole month, a representative water vapour and
aerosol profile with an AOD of 0.22 were used for the simulations. The resulting water
vapour dSCD then agreed with the measurements and the wavelength dependence was
calculated. The scatter in the correlations for the water absorption bands will then
already include the scatter caused by different measuring conditions such as different
aerosol profiles etc., which means that the observed differences in relative strengths of
the absorptions especially for W1 and W2 are significant, despite the correction factors
obtained from these calculations.
W0 W1 W2 W3 W4 W5
Wavelength [nm] 400 416 424 442 455 460
McArtim 0.80 0.90 0.91 1.00 1.05 1.12
Table 5.10.: Corrections according to radiative transfer modelling for the MAX-DOAS
measurements.
The change of air mass factor within a water vapour absorption band in the region
< 480 nm due to water vapour absorption is discussed in subsection 3.2.4.1.
5.3.2. Absolute absorption band strength
To test if the absorption cross-section is also correct with regard to its overall absorption
strength, the main absorption W3 found in LP-DOAS data from the HaloCaVe cam-
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Figure 5.33.: Fit residuals (top panel) and water vapour OD for a MAX-DOAS mea-
surement during M91 using the HITEMP cross-section. A residual from
a single fit using the original HITEMP cross-section and a fit using sepa-
rate column densities for each of the absorptions W0-W4 from HITEMP
is shown. From a whole set of fits with separate absorption bands cor-
relation plots with respect to W3 for each of the absorption bands were
performed as shown exemplary in figure 5.32. The results are listed in ta-
ble 5.8. The overall column density calculated from the data shown above
is dSCD = 5.31 ·1023 molec cm−2. For this analysis no correction spectrum
for VRS(N2) was included, leading to residual structures around 432 nm.
These do not correlate with water vapour and therefore do not appear in
figure 5.36. The absorption at 416 nm still produces residual structures,
even after rescaling.
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Polyad 8ν 7ν + δ 7ν 6ν + δ
Name W0 W1 W2 W3 W4 W5 W3 relative
Start of interval [nm] 394.0 410.0 423.5 434.0 451.5 461.5 434.0
End of interval [nm] 410.0 423.5 434.0 451.5 461.5 480.0 451.5
Cross-section
HITRAN 2009 1.00 3.43 3.13 1 (49) 0.98 0.932
HITEMP 1 1 1 1 1 1 1
BT2 1.09 0.90 0.90 1 0.97 0.99 1.035
OD HITEMP for CD = 4 · 1023 molec cm−2 36 27 6 165 4.5 62 [10−4]
Table 5.11.: Expected ratios of dSCDs relative to the HITEMP cross-section and to
the 7ν polyad (W3) for different spectral intervals and cross-sections based
only on the cross-sections itself, convoluted to a resolution of 0.5nm. The
difference of the cross-sections relative each other for the case of W3 is shown
in the last column.
paign was compared water vapour mixing ratios calculated from parameters from the
meteorological station at CVAO.
The meteorological station provides temperature, pressure and humidity data [Carpen-
ter et al., 2010]. This data was used to calculate the water vapour mixing ratio using the
Magnus formula and to compare the result with LP-DOAS data. Taking the measure-
ment error given for the meteorological station, an error in the temperature measure-
ments of 0.3◦C results in 2% deviation, pressure uncertainties cancel out, since the same
pressure measurements were used for the conversion of column densities from LP-DOAS
to mixing ratios as well as in the Magnus formula. An error of 5% in relative humidity
would directly translate in 5% error for the mixing ratio. This means, that the absolute
differences of the cross-sections shown in table 5.11 cannot be absolutely validated, even
though the water vapour mixing ratios ranged from 2.0 − −3.4% and meteorological
station data and LP-DOAS data correlated with a Pearson’s R = 0.95. The LP-DOAS
results based on the HITEMP cross-section were on average 10% lower than the values
inferred from the meteorological station data. This means, that the HITRAN2009 cross-
section fits the data from the meteorological station the best. Retrieving tropospheric
water vapour profiles from the MAX-DOAS measurements even introduced larger errors
due to uncertainties in retrieving the required aerosol profiles. Volume mixing ratios
for water vapour during M91 from MAX-DOAS retrievals of (2.3 ± 0.5)% agreed with
meteorological station data from RV Meteor, but the observed width of the distribution
of the retrieved water vapour mixing ratios is also too large to draw conclusions about
the total size of the absorption cross-section.
5.3.3. UV Absorption cross-section
Experimental validations of water vapour absorptions are only available so far down
to 395.7 nm (25337 cm−1) [Dupre´ et al., 2005]. The absorption line lists below this
wavelength are based only on calculations. Furthermore these calculations are unstable
and no information on their accuracy can be given. [J. Tennyson, pers. communication]
Given the above mentioned uncertainties in the sizes of the different absorption bands,
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the procedure used in the 400–480 nm region above cannot be applied for this region,
since the absorption bands are not as clearly separated (e.g. at ≈ 360 nm for HITEMP
and BT2) and the expected optical densities are always close to the detection limit.
Additionally uncertainties in available O4 cross-sections make a spectral retrieval of
water vapour difficult: While it seems to be clearly detected using the Hermans cross-
section with reasonable dSCD of ≈ 4 · 1023 molec cm−2 and a ten times smaller fit error,
this is not the case for the Thalman or Greenblatt cross-section where no positive dSCD
is found.
Du et al. [2013] reported measurements of the water vapour cross-section by ring-down
spectroscopy of pure water vapour in the 290–350 nm region sampling the absorption
cross-section in steps of 5 nm. Their measurements were in agreement with previous
measurements for the absorption at 442.73 nm. The reported cross-section values of
σmax = 2.94 · 10−24cm2 / molec at 330 nm are exceeding the maximum absorption of
the BT2 line list in the spectral region from 330–350 nm by two orders of magnitude.
This would lead to an OD of τ = S · σmax = 0.88 for MAX-DOAS measurements with
SH2O=3 · 1023 molec cm−2 (mid-latitude summer conditions) under a telescope elevation
angle of 3◦. During M91 in the Peruvian upwelling the residual size in the region from
332–370 nm was below 6 · 10−4 peak-to-peak for a water vapour dSCD retrieved in the
blue wavelength range of 4·1023 molec cm−2, resulting in an upper limit on the differential
OD of water vapour of 3 · 10−27cm2 / molec at a resolution of 0.45 nm.
We therefore conclude that the cross-section values reported in Du et al. [2013] are
significantly too high judging from UV MAX-DOAS measurements under atmospheric
conditions or represent only individual absorption lines at each of the positions of the
reported size, while in between no cross-section data is available and thus no conclusions
can be made. At a spectral resolution of 0.45 nm the given upper limit applies.
The OD attributed to water vapour between 350 and 370 nm is according to HITEMP/BT2
9.5 · 10−4 and 5.5 · 10−4 peak-to-peak for a typical dSCD of 4 · 1023 molec cm−2. O4 has
under similar measurement conditions with a dSCD of 4 · 1043 molec2 cm−5 an OD of
2 · 10−2, a factor of 20–40 larger.
To estimate the overall influence of water vapour on the retrieval of O4 further dedicated
laboratory measurements of water vapour in this spectral region are needed.
5.3.4. Discussion of relative line strengths
From table 5.9 it can be seen that the development of water vapour absorption com-
pilations from HITRAN 2009 to HITEMP/HITRAN2012 results in a better fit of the
measurement data. The fit errors for intervals of the cross section are reduced. Nev-
ertheless, the relative absorption strengths are inconsistent, they are listed relative to
W3 in table 5.8. In the BT2 line list and in HITEMP the absorptions from 410–434 nm
overestimate the observed absorptions approximately by a factor of two.
• For W0 the results from MAX-DOAS and LP-DOAS agree. The size of the ab-
sorption at W0 is found to be about 10± 4% smaller in measurements than what
is reported in HITEMP.
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• For W1 the agreement of MAX-DOAS and LP-DOAS measurements is not as
good as for W0, but this absorption is also slightly smaller. Judging from MAX-
DOAS measurements the absorption strength of W1 is 47 ± 11% too high, LP-
DOAS measurements indicate even 100± 6% overestimation in HITEMP. For W1
in BT2 a better agreement is found, together with smaller fit errors. This leads
to the assumption that the difference in the results of LP and MAX-DOAS for
W1(HITEMP) are caused by interference with corrections needed in the MAX-
DOAS retrieval (Ring Spectrum, Intensity offset) which compensate for some of
the water vapour absorption not included in HITEMP.
• The absorption W2 was not regularly identified in LP-DOAS measurements, but
is also close to the size of the residuals for MAX-DOAS data. Therefore the results
for W2 need to be used with caution. Furthermore the residual structure which is
visible at 429 nm in figure 5.33 is correlated with the overall water vapour dSCD,
which gives a hint to a systematic problem of the shape of the absorption there.
These correlations show that the water cross-section is reproduced correctly within
1 · 10−27 cm2 at 0.45 nm resolution.
• The absorption W3 is relatively strong and therefore requires correct application
of saturation and I0 corrections. Furthermore, neglecting the changes in radiative
transfer for MAX-DOAS measurements for individual absorption lines leads to
significant structures in the residual spectra, while the overall dSCD is only affected
by < 3% for a dSCD S < 5 · 1023 molec cm−2.
• The absorption W4 is small, but is regarding its optical density comparable to
previous observations of glyoxal on the open ocean which also absorbs in this
spectral region. A water vapour dSCD correlated structure in the residuals is found
at the absorption at 453.0 nm (HITEMP) which can be also seen in figure 5.33.
This absorption seems to be better reproduced in BT2, the absorption is rather at
452.5 nm. This is also seen in table 5.9 as a decrease in fit error from HITEMP to
BT2. The same error estimate for the convoluted cross-section as for W2 applies
for W4.
• For W5 good agreement in relative absorption strength for HITEMP, HITRAN2009
and BT2 and observed spectra was found within an error of 4%.
Due to the observed discrepancies in relative absorption band strength, it is advisable
only to include wavelength intervals in a DOAS analysis where the relative absorption
band strengths are sufficiently in agreement with each other. This means e.g. for IO
that the water absorption band at 442 nm (W3) should be avoided, if the absorption
at 426 nm (W2) or even also at 416 nm (W1) is included. For the retrieval of glyoxal
with its main spectral absorption features above 440 nm, a wavelength window which
does not include water vapour absorption at 426 and 416 nm should be preferred when
using these water vapour cross-sections. The same argumentation applies for choosing
a retrieval interval for NO2.
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The relative size of the absorption band W5 around 470 nm and the small fit errors
indicate that the water vapour cross section is unlikely to cause interferences when
retrieving O4 dSCDs for radiative transfer modelling in this spectral region.
5.3.5. Reproduction of observed water vapour absorption
Since the most of the individual absorption lines of water vapour included in HITEMP/HITRAN
are based on ab-initio calculations in the blue wavelength range, the question arises if
these modelled absorptions reproduce observations sufficiently. Certainly the main water
vapour absorption around 442 nm in this spectral region is found quite well in measure-
ment data and the cross-section is that good that even radiative transfer corrections in
the lower 10−3 / upper 10−4 range need to be applied at total absorptions of several per-
cent, see subsection 3.2.4.1. Furthermore, the obtained mixing ratios for water vapour
are realistic, see [Wagner et al., 2013b] and subsection 5.3.2.
Small absorption features are still questionable, as e.g. the absorption shape of the wa-
ter vapour absorption from 450–460 nm, where the main absorption of glyoxal is found.
Here an ubiquitous residual structure in situations with high water vapour dSCD can
be found at 453 nm. The structure correlates well with the water dSCD as well as the
O4 dSCD, thus it might be also an absorption feature of a missing but yet well mixed
constituent of the atmosphere. When comparing the size of the corresponding OD, it
corresponds to ≈ 1015 molec cm−2 glyoxal at 456 nm. Therefore this structure can sig-
nificantly influence the retrieval of glyoxal. Fortunately for the glyoxal retrieval, the
correlation of this structure and glyoxal is small with R = 0.25, since the absorptions do
not significantly overlap. For water vapour this correlation yields R = 0.90, for O4 still
R = 0.85 (see Figure 5.34). Since the O4 absorption cross-section is not expected to have
narrow-band absorption structures, the most probable candidate is water vapour. Addi-
tionally an absorbers with a similar profile as water vapour could cause these structures.
The correlating residual structures were extracted by using PCA (subsection 3.3.2) as
well as by an overdetermined system of linear equations. The resulting spectra for the
main contributions to residual structures e.g. from water vapour were similar and the
differences not relevant for the plots shown here.
As can be seen from figure 5.35, the real water vapour absorption cross-section in the
wavelength range from 448 nm–459 nm seems to be within the range of currently available
water vapour cross-sections. But since other absorbers might have compensated within
the fitting process for absorptions of water vapour absolute corrections to the literature
cross-section values cannot be given.
Figure 5.36 shows the same approach for a wavelength range in which the wavelength
interval used for the retrieval of IO is found.
The maximum difference to the observed water vapour cross-section is then about ±5 ·
10−28, which translates into residual structures of about ±2 · 10−4 for typical tropical
water vapour dSCDs.
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Figure 5.34.: Coefficients of a PCA from 448 nm–459 nm for MAX-DOAS data from
M91. The total fit range was from 434–460 nm, covering the main wa-
ter vapour absorption. Clearly the correlation of the residual absorption
structure with water vapour and/or O4 dSCD is seen.
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Figure 5.35.: Comparing the resulting first component from figure 5.34 with currently
available water vapour cross-sections. The water vapour absorption at
442 nm was used to determine the water vapour dSCD of the respective
measurement and correlated with the H2O dSCD with R=0.93 as shown in
figure 5.34. Note that this a differential correction, not yielding an absolute
correction of the absolute literature cross-section.
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Figure 5.36.: As for glyoxal in figure 5.35, comparing the resulting first principal com-
ponent from residual spectra from data from M91 with currently available
water vapour cross-sections in the IO wavelength range. The first principal
component correlated with water vapour dSCD. The difference introduced
by applying the saturation and I0 correction to the cross-section data dur-
ing convolution is about 20% of the difference derived from the first prin-
cipal component. HITRAN2012 and BT2 are divided by 2 in this spectral
region according to table 5.8. Note that this a differential correction, not
yielding an absolute correction of the absolute literature cross-section.
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5.4. Strong absorbers and their influence on radiative transfer
The apparent absorption of strong absorbers is not only changed by the saturation effect
(see subsection 3.1.1) but also its effective light path is altered in the atmosphere due
to its absorption. This also influences the shape of the observed absorption, especially
for highly structured cross-sections. Strong absorptions are typically causing shorter
light-paths and therefore their optical density is reduced. The saturation effect works
in a similar way, here strong absorptions are also decreased due to the exponential in
the Lambert-Beer law. Therefore the overall effect of the radiative transfer on the shape
of the absorption can sometimes look similar to not having corrected for the saturation
effect.
Water vapour dSCD were modelled at 440 nm using McArtim [Deutschmann et al., 2011]
for a SZA and RZA of 30◦, using a water vapour profile until 15km from a radiosonde
launched during M91 on 12/24/2012 [S. Fuhlbru¨gge, pers. comm.]. Analogous to the
spectral retrieval during the cruise dSCDs were calculated for 3◦ relative to 40◦, with
and without using a exponentially decreasing aerosol profile with a total AOD of 0.22
km−1. The cross-section was varied to obtain different ODs. The result for the part
which is relevant for water vapour absorption in the blue wavelength range can be seen
in figure 5.37. High water vapour dSCDs during this cruise of about 5 · 1023 molec cm−2
translate into optical densities of 0.2 for individual absorption lines. This means, that
these individual strong lines appear 10% smaller for MAX-DOAS measurements. Con-
voluted to the instrument’s resolution this results in OD of about 7 · 10−4. If this effect
is ignored, most of the structure is compensated by the water vapour absorption itself,
which is then 3% too small and the residual spectrum shows structures with up to 2·10−4.
This effect does strongly depend on the SZA, the slope of the line shown in figure 5.37
on the left varies by a factor of three for SZAs between 20–80◦. The dependence on the
RZA on the other hand is less than 10%.
When this structure is included in the DOAS fit for measurement data (tested here
for data from M91 and a spectral window from 432 nm-460 nm, for an example see
figure 5.38), the correction spectrum accounts for larger ODs as expected with OD of up
to 3 ·10−3, which is four times more than expected. The slopes shown in figure 5.37 with
increasing AOD, but this cannot explain this difference. Since the residual structures in
this spectral range are of the order of 4 − 5 · 10−4, it might be as well an error in the
water vapour cross-section and/or the instrument slit function. It reduces the overall
RMS by about 40% and the water vapour dSCD increases by about 16%.
glyoxal dSCD decreased by about −8.4 ·10−10 molec glyoxal / molec H2O, thus resulting
for a dSCD(H2O) of 5 · 1023 molec cm−2 for a reduction of the glyoxal dSCD of 4 ·
1014 molec cm−2, which is significant when comparing to observations in the Peruvian
upwelling (see subsection 7.2.6). An overview of the different effects and their influence
on the glyoxal dSCD can be found in figure 5.40.
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Figure 5.37.: Left: Relative water vapour dSCDs at different apparent optical densities
for a SZA and RZA of 30◦ and a water vapour profile until 15km from a ra-
diosonde launched during M91 on 12/24/2012, without including aerosols.
Water vapour dSCDs during this cruise of about 5 · 1023 molec cm−2 trans-
late into optical densities of 0.2 for individual absorption lines. Right: The
slope of the fit shown on the left is plotted for different SZA and RZA. The
slope increases e.g. to 0.6 for small RZA and SZA with when increasing
the aerosol optical depth to 0.2.
5.5. Liquid water absorption
Liquid water also absorbs light in the visible and UV region, its cross-section was mea-
sured e.g. by Pope and Fry [1997]. Unfortunately the cross-section provided there is
measured at a resolution of about 2 nm and was decreased to 7 nm due to smoothing
during data processing. Additionally there are differing other measurements [Dickey
et al., 2011], but absorption structures similar to the Pope et al. cross-section have
been identified in satellite measurements by Richter et al. [2011] and in MAX-DOAS
measurements looking downwards [Peters et al., 2014]. According to radiative transfer
modelling done by Großmann et al. [2013], about 10% of the light reaching the telescope
at low elevation angles came thought the ocean water, for clear sky conditions. From
MAX-DOAS measurements during ANT28/2 south of Cape Town, a problematic sit-
uation seems to be overcast conditions, when more light which once passed the ocean
is reflected back down to earth by clouds. In this case, presumably liquid water ab-
sorption was causing significant negative glyoxal dSCDs. Still, retrieving reliable liquid
water column densities requires a broad wavelength interval from around 400–500 nm.
This wavelength range is often not fully covered. Apart from absorption by liquid water
also absorption by phytoplancton and other particulates are expected, which can have
differential absorption structures as well [Gordon et al., 2009].
One meter of liquid water absorption results in an absorption which can be interpreted
as the absorption of about −1.6 · 1015 molec cm−2 glyoxal.
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Figure 5.38.: Fit of a MAX-DOAS spectrum recorded at 2◦ elevation during M91 on
12/19/2012, 13:30 UTC (SZA=65◦) in the Peruvian upwelling including a
correction spectrum for radiative transfer effects on water vapour absorp-
tion (H2O c5) and a N2 VRS correction spectrum. The HITEMP water
vapour cross-section was used. Note the structure at 453 nm which seems
to be correlated to water vapour absorption, see figure 5.36.
During ANT XXIX liquid water columns were found to be below 1m at -4◦ elevation,
slightly correlated with VRS by water with R = 0.3.
The approach chosen in Peters [2013], Peters et al. [2014] allows to compensate for liq-
uid water absorption and inelastic scattering of sunlight in liquid water at the same
time without the need for radiative transfer modelling: By separating downward looking
spectra into white-cap data spectra and spectra with long light paths below the water-
line, an effective correction spectrum for both effects and possible also other seawater
constituents can be determined and used to correct atmospheric measurement data for
possible seawater absorption influence.
5.6. Settings for different trace gases (MAX-DOAS)
For all campaign data the goal was a consistent setting for evaluating spectra for spe-
cific trace gases. In some cases different settings were used, still, due to instrumental
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Figure 5.39.: Liquid water in backscattered light of SCIAMACHY measurements, from
Peters [2013]. Regions with long lightpaths within the water column are
clearly identified. On the right available liquid water absorption cross-
sections adapted from Dickey et al. [2011].
limitations.
SO2 BrO HCHO O4 IO H2O Glyoxal Glyoxal SI0
315 332 332 350 415 432 415+447 432 molec/cm2
327 358 358 373 440 450 440+460 458
Polynomial 3 3 3 3 3 3 4 3
Add. Polynomial 1 1 1 1 1 1 1 1
Ring X X X X X X X X
Ring·λ4 X X X X X X X X
SO2 X
O3 223K X X X X X X X X 1 · 1018
O3 243K X X X 1 · 1018
BrO X X X X 3 · 1013
HCHO X X X X 5 · 1015
O4 X X X X X X 3 · 1043*
NO2 224K X X X X 5 · 1015
NO2 294K X X X X X X X X 5 · 1015
H2O X X X X 3 · 1023
IO X X X X 3 · 1023
Glyoxal (X) (X) X X 5 · 1014
liq. H2O X X -
VRS(H2O)
VRS(N2 / O2) X X X X
Table 5.12.: Retrieval wavelength intervals for MAX-DOAS measurements in this thesis.
(*) in molec2 cm−5.
Typically shift and squeeze of all cross-section are linked for data evaluations in this
thesis, unless otherwise noted. Sometimes shift and squeeze were determined from a fit
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Ring Bussemer [1993], DOASIS [Kraus, 2006]
Ring·λ4 Wagner et al. [2009]
SO2 Bogumil et al. [2003]
O3 Serdyuchenko et al. [2013]
O3 Serdyuchenko et al. [2013]
BrO Fleischmann [2004]
HCHO Chance and Orphal [2011]
O4 Hermans et al. [1999] (Aerosol retrieval)
Greenblatt et al. [1990] (BrO/HCHO)
Thalman and Volkamer [2013] (Tests/Comparisons)
NO2 Vandaele et al. [1998]
NO2 Vandaele et al. [1998]
H2O Rothman et al. [2013] (HITEMP)
IO Spietz et al. [2005]
Glyoxal Volkamer et al. [2005a]
liq. H2O Fry et al. [1992]
VRS(H2O) Vountas et al. [2003]
VRS(N2 / O2) Haug [1996], this work
Table 5.13.: Literature references for table 5.12.
of a convoluted solar atlas with the measured spectrum, if no strong absorptions are
found within the retrieval wavelength interval.
Technical comment: The fits shown in this thesis are typically slightly modified output
from DOASIS, as shown in figure 5.21. In these plots the measured spectra are plotted
in blue, the modelled contributions are plotted as a thick, red line. In the top-left
plot the raw data and the modelled data is shown. Then the residual spectrum, the
difference between measured and modelled spectrum. Then for each absorber a box
is shown with the modelled optical absorption according to the fit result (in red) and
the sum of modelled absorption and residual spectrum (in blue). This allows to easily
compare the size of the retrieved absorption with the size of the remaining residual.
For MAX-DOAS fits the logarithm of the Fraunhofer reference spectrum is typically
included in the fit, with a coefficient of -1 and shift and squeeze linked with the Ring
Spectrum (corresponding to a division by I0). Fixing them to 0 and 1, respectively, is
typically leading to unstable fit results, despite that the fit results always in negligible
shifts < 1 pm.
5.6.1. I0 and Saturation effect
I0 and Saturation effect were corrected according to the last column in table 5.12. Resid-
ual spectra have not shown the necessity to implement a iterative fitting procedure for
any of the retrieved trace gases to account for the correct dSCD in the saturation correc-
tion, at least not when using a Fraunhofer reference spectrum from the same elevation
sequence.
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5.6.2. BrO and HCHO
The retrieval interval for BrO has been adapted from Vogel [2012], since the main limi-
tations of the fit interval were ozone related and not influenced by SO2 absorption.
5.6.3. O4
The spectral retrieval for the purpose of aerosol retrievals has been discussed in Yilmaz
[2012] also using the method presented in Vogel et al. [2013].
While saturation correction does not play a significant role at optical densities of about
1% at 360 nm, the I0-correction also needs to be applied to the O4 absorption cross-
section. The resulting residual structure for neglecting this effect has been also found
in MAX-DOAS data from cruise M91. The impact on the obtained column density is
small, the relative change is of the order of cdot10−3.
360 nm: The choice of fit wavelength range from Yilmaz [2012] can be confirmed, own
sensitivity studies resulted in choosing 350–373 nm (Yilmaz: 350–375 nm). In most cases
it was furthermore necessary to include cross-sections for formaldehyde and bromine
monoxide, but this depends on the actual situation and the way the data is evaluated.
For evaluations with a fixed or noon Fraunhofer reference spectrum BrO should be
included to account for the stratospheric BrO absorptions.
470 nm: The absorption of O4 around 477 nm is accompanied by water vapour absorp-
tion, but at least the wavelength range from 460–490 nm as in Yilmaz [2012] needs to be
included for the spectral retrieval, since otherwise parts of the O4 absorption might be
compensated for by the DOAS polynomial. The relative strength of the water vapour
absorption bands around this absorption peak of O4 were found to be correct, compare
table 5.8.
5.6.4. Glyoxal
The retrieval of glyoxal with its major absorption features in the 455 nm range [Volkamer
et al., 2005a] is affected in its spectral retrieval by several other absorbers in the same
spectral range, namely water vapour (section 5.3) and the oxygen dimer O4. The fit
range in which glyoxal is retrieved leaves not many possibilities to chose from, since the
main absorption at 455 nm needs to be encompassed as well as the fit range should not
be too small to correctly correct for the absorption of O4. The second largest absorption
feature of glyoxal is located below the maximum water vapour absorption in this range.
There might be an influence of the vibrational Raman scattering in liquid water, liquid
water absorption and absorption by phytoplancton [Sadeghi et al., 2012]. To estimate
their effect the data from SOPRAN M91 recorded with the SMAX-instrument has been
evaluated using different settings and cross-sections. Since water vapour is the main
absorption feature in the spectral range of glyoxal absorption, this needs to be handled
with care or the main absorption features of water vapour need to be excluded from
the fit. The main absorption features of glyoxal can be found below 442 nm and above
450 nm, which favours an exclusion of this range. Nevertheless, reliable fits for the O4
absorption at 447 nm are then often not possible any more. Additionally the instrument
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function needs to be constant and/or precisely known to reproduce the water vapour
absorption sufficiently. This is not the case for Polarstern data, thus there the main
water absorption needs to be left out from the fit.
Correction for changes in radiative transfer due to strong water vapour absorption dis-
cussed in section 5.4 reduce the RMS of the residuals significantly and also reduce the
amount of glyoxal observed.
Still, the measurement error is not dominated by photon shot noise, but residual struc-
tures are present, with or without including the main water vapour absorption in the fit
range. This can be seen from the fit error summing over a number of 1, 4 and 16 eleva-
tion sequences. This behaviour is also reflected in the scatter of glyoxal dSCD observed
during M91, which is a factor of 2.5, 3 and 4 bigger than the averaged fit errors for 1,4
and 16 summed sequences respectively. For noise dominated residual spectra roughly a
factor of 1–2 would be expected according to Stutz and Platt [1996].
Systematic residual structures caused by water vapour absorption in the wavelength
range of the maximum glyoxal absorption can be excluded, compare figure 5.35, when
the most recent water vapour absorption cross-section HITRAN2012 or HITEMP is
used.
In figure 5.40 an overview over different glyoxal fit settings for a fixed wavelength range
from 432–460 nm during M91 is shown. The largest glyoxal dSCD are calculated when
ignoring radiative transfer effects on the water vapour absorption and the influence of
VRS of N2. If these two effects are included, further spectra e.g. for liquid water
absorption or vibrational Raman scattering in liquid water do not improve the RMS
significantly, neither do they change the mean glyoxal dSCD.
Publication Interval Type H2O XS Typical values Location
[nm] -DOAS HITRAN (for MAX-DOAS at 3◦ elevation)
Volkamer et al. [2005b] 420–465 LP 0-1ppb urban
Sinreich et al. [2007] 420–460 MAX 2004* 140/350 ppt urban / coastal
Sinreich et al. [2010] 433–458 MAX 2004* 1.5 · 1015 molec cm−2 tropical MBL
Irie et al. [2008] 436–457 MAX 2004 81 ppt urban
MacDonald et al. [2012] 422–442 LP 2000 1ppb rural
Wittrock et al. [2006] 436–457 SCIAMACHY 1992? VCD 5 · 1014 molec cm−2 (trop.) global
Li et al. [2013b] 415–442 MAX 2004 400 ppt rural
Lerot et al. [2010] 435–460 GOME-2 2004 VCD 6 · 1014 molec cm−2 (trop.) global
Baidar et al. [2013] 433–460 AMAX 2004 max. 274±28 ppt urban
Vrekoussis et al. [2009] 435–457 SCIAMACHY 200X VCD 5 · 1014 molec cm−2 (trop.) global
Vrekoussis et al. [2010] 424–457 GOME-2 200X VCD 5 · 1014 molec cm−2 (trop.) global
Mahajan et al. [2014] 433–460 LP (HaloCaVe) 2012 < 48 ppt tropical MBL
433–460 LP (Charlex) < 50 ppt tropical MBL
433–460 MAX (Charlex) < 50 ppt tropical MBL
420–460 MAX (TransBrom) 2012 < 1 · 1015 molec cm−2 tropical MBL
420–460 MAX (ANT26) 2012 < 1 · 1015 molec cm−2 tropical MBL
420–460 MAX (ANT28) 2012 1.5 · 1015 molec cm−2 tropical MBL
424–458 MAX (SHIVA) 1− 2 · 1015 molec cm−2 coastal
Table 5.14.: Fit ranges used for spectral retrievals of glyoxal. *The publications Sinreich
et al. [2007, 2010] used HITRAN2004, which was then corrected manually.
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Figure 5.40.: M91 glyoxal data, evaluated with a current reference and 16 co-added ele-
vation sequences for different water vapour and O4 cross-sections and vary-
ing settings for the corrections included, from 432 nm–460 nm. While the
choice of water vapour and O4 cross-section does not result in large dif-
ferences, neglecting the effects of the change in lightpath caused by water
vapour absorption (see section 5.4) significantly influences the result of
the fit. The smallest RMS were observed when using the HITEMP cross-
section and correcting for this effect and VRS of N2. Other corrections
were then not improving the RMS any more for this dataset.
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5.7. CE-DOAS Retrieval
The spectral retrieval of CE-DOAS data seems at first really straightforward. According
to Platt et al. [2009] the optical density is calculated by using one of the approximations,
namely here τ = I0I − 1. The cross-sections are multiplied by the absorption light path
length obtained from helium measurements and then fitted after having been filtered to
remove the broadband part of the spectra. For details see also Anthofer [2013].
This procedure relies on a number of assumptions which need to be tested during eval-
uation:
1. The path-length is constant within the measurement period
2. The shape of the path length is constant within the measurement period
3. The path-length scales linearly and does not depend on the aerosol load
4. The path-length is zero after highpass filtering, i.e. the product of path-length
and polynomial absorptions such as Rayleigh and Mie scattering do not leave a
spectral signature in the measured optical density
5. The purge air reference spectrum I0 is constant over the measurement period
Checks during measurements have therefore to be made in between the measurements:
1. By observing the overall intensity and by additional Ring down measurements the
reflectivity of the mirrors and the correct alignment need to be monitored
2. This can be tested e.g. by fitting an additional multiplicative polynomial to the
absorption spectra which would account for changes in the overall path-length.
3. This is not the case, since the relative decrease in light path length caused by
aerosol will be stronger for wavelengths with higher mirror reflectivity. If strong
absorption is not taking place for situations with high aerosol load, this might be
neglected. If a higher aerosol optical density coincides with NO2 absorption, this
can lead to residual structures, since the shape of the path-length is changed.
4. This problem was addressed later on during the retrieval process, see subsec-
tion 5.7.1 for details.
5. This is assured by regulating the temperature of the LED and monitoring the over-
all intensity. Additionally I0 spectra were also evaluated against a fixed reference
to see variations in water vapour and/or NO2.
To account for degradation effects, changes in alignment and/or optical properties, I0
measurements of dried air were done at least at a daily basis during the SHIVA and M91
campaigns. Helium measurements were only successfully accomplished before and/or
after those campaigns in the laboratory.
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5.7.1. Residual structures
Structures in residual spectra appear, when absorbers are not appropriately accounted
for. This is often the case for high concentrations of trace gases and/or an erroneous
path length.
During M91 residual structures were observed which correlated with the measured in-
tensity of the CE-DOAS setup. This led to the assumption that these structures were
directly related to aerosol load. Similar structures (see also figure 5.41) where already
observed during SHIVA, but since the aerosol load was relatively constant during that
campaign, the correlation to the measured intensity was not seen. Also during measure-
ments at Scott Base by Johannes Zielcke, Denis Po¨hler and Udo Frieß similar residual
structures were observed, with a similar pair of cavity mirrors, LEDs and the same type
of spectrometer.
Figure 5.41.: Typical residual structure during M91 before linearity correction of
the spectral data. This spectrum #19100 was recorded 12/6/2012 at
03:20 UTC for 1000s. −2 · 107 molec cm−2 correspond to 1 ppt IO.
Possible explanations for these structures are:
• The idea of aerosol fluorescence [Pan et al., 1999, Immler et al., 2005] as the cause
for these structures was abandoned since those emissions would not be directed,
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Value Standard Error
B a 0.06177 0.00149
B b 0.40345 0.00423
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Figure 5.42.: CE-DOAS fit error as a function of scan number, at an exposure time of
10ms at a absorption light path length of 5.5km. Purge air measurements
were evaluated against a reference with the same number of scans, mea-
surement data was evaluated against a reference with 105 scans, therefore
an offset to the
√
N behaviour was expected. The measurement data was
evaluated using six PCA components instead of convoluted cross-sections
and the values represent the minimal values within the measurement pe-
riod. Averaging more than 3 ·105 scans under measurement conditions was
not possible due to an increase of aerosol and NO2 concentration. Purge
air reference measurements were evaluated using a fit scenario including
H2O, NO2, IO, O4 and a polynomial of 3rd degree. Variations and no fur-
ther decrease for more than 105 scans are probably caused by instrumental
instabilities.
thus lost for the measurement, and the emission shape should be rather broad Pan
et al. [1999]. Ambient stray light from outside the resonator can be excluded by
evaluating the background spectra of the measurements during M91. 9
• Another explanation is that the reflectance curve of the mirrors used does not
9SHIVA CE-DOAS measurements were done with manually recorded background spectra, since the
servo for the shutter broke at the beginning of the campaign.
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vanish when applying a high-pass filter to it. Aerosol absorption is accounted for
by a polynomial in Equation 3.30 and a binomial high-pass filter has been appplied
beforehand to the optical density calculated in Equation 3.30. During M91 only
low-resolution wavelength resolved ringdown measurements were performed, but
afterwards He-calibrations were done in the laboratory with the same cavity setup,
but with mirrors which had been cleaned in between and a setup that had been
newly adjusted.
• a missing absorber
• Non-linearity of the detector
• Differently illuminated mirrors at high aerosol loads, which, due to inhomogenities
of the mirrors’ surfaces, might then in turn result effectively in different reflectance
curves of the mirrors.
The following method was applied to measurement data to correct for the systematic
residual structures, which would have prevented detection limits of IO < 2 ppt.
5.7.2. Extraction of characteristic spectral structures
The following conditions had to be met when selecting residual spectra to be analyzed
using PCA (see subsection 3.3.2):
1. Measured intensity within reasonable bounds
2. RMS of the residual < 4 · 10−4
3. NO2 concentration < 300 ppt
4. only night-time measurements
The first two conditions guarantee that the spectrum is valid and can be used for further
analysis. The third condition excludes spectra which might be affected by strong NO2
absorption. The last condition was applied for the IO retrieval under the assumption
that there is no IO during night-time due to missing photolysis of I2, HOI, methyl iodide
and other possible precursors. In this case the fit corresponding to the analysed residuals
did no include IO in the first place to avoid compensation effects of residual structures,
IO and other cross-sections. Due to this assumption it is not possible to correct this
residual structure for measurements of glyoxal, which might exhibit even higher mixing
ratios during the night due to missing photolysis.
As it turned out the non-linearity of the detector of the Avantes spectrometer (see
subsection 4.4.1) was the main reason the observed structures around 436 nm. Also the
correlation to overall light intensity obtained from the PCA of the spectra pointed to
this direction, yet it was not understood at that time. CE-DOAS measurements were
performed at a fixed exposure time as opposed to MAX-DOAS measurements. Therefore
the saturation changed with changes in aerosol load and subsequently the slope of the
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linearity changed, leading to residual structures. Still, some structures remained in the
residual spectra and the PCA analysis was also performed on the residual spectra from
the non-linearity-corrected spectra. Typical apparent optical densities caused by not
correcting the non-linearity of the detector where ≈ 4 · 10−4 peak-to-peak.
An explanation for the remaining residual structures can be variation in intensity which
are not resolved by individual spectra. Usually 1000 scans were added before saving. The
non-linearity correction p(I) is by definition non-linear, which means that P (I)+P (K) 6=
P (I+K) = 2P (I)+ ∂∂x |x=IP (x) ·(K−I)+O2. According to the non-linearity correction
shown in figure 4.5 ∂∂x |x=IP (x) is typically 0.1 and assuming variations on small time-
scales of about 10% yields a total error for the non-linearity correction of 0.01, after
applying a high-pass filter 10−4. The optical densities of the trace gases of interest
(glyoxal and IO) are expected to be around several 10−4. Since this effect cannot be
corrected afterwards, the procedure to retrieve correction spectra from night-time data
is still necessary.
Calculated correction spectra from non-linearity polynomial and measured intensities
did not match the residual spectra from night-time measurements.
A brute force approach: In analogy to Li et al. [2013a] also an alternative approach was
tested, leading to comparable results (see figure 5.44): instead of convolving known cross-
sections, all optical density spectra were fitted with a polynomial only. The obtained
residuals were then used for a PCA. A selection had to be made to ensure that spectra
from situations with fog or instrumental problems do not dominate the resulting spectra
obtained from PCA. This could be done via intensity or by selecting only residuals for
the final PCA which comply with a threshold for the RMS after removing the first, e.g.
4 principal components calculated from all residual spectra. From this procedure several
principal component spectra were obtained, the first two of them representing a linear
superposition of water vapour and NO2 absorption cross-sections (Figure 5.43). Spectra
compensating for absorption > 1 · 10−4 were found until the sixth principal component.
Selecting only residuals from measurements during night-time allows as described above
to include the IO absorption cross-section in a second evaluation to obtain IO mixing
ratios.
The resulting fit errors compared to a ’traditional’ evaluation of purge air measurements
are shown in figure 5.42. It shows that all methods of spectral retrieval of the CE-
DOAS data deliver similar IO mixing ratios at similar measurement errors, but that
extraction of typical residual structures from night-time measurements can improve the
measurement error by 20–50%. Furthermore using a larger fit retrieval interval which
allows also for the determination of glyoxal mixing ratios does not reduce the accuracy
of the spectral retrieval of IO, despite large water vapour absorption of several 10−3
optical density.
A comparison between the standard evaluation, the evaluation including correction spec-
tra obtained from night-time residuals and the brute force approach is shown in fig-
ure 5.44.
This approach needs several days of continuous measurement data under varying condi-
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Figure 5.43.: The first four vectors from a PCA of the filtered optical densities measured
during M91: The first one is similar to water vapour absorption in this
region (red line), the second one similar to NO2 absorption. Both vectors
are a linear combination of the original water vapour and NO2 absorp-
tion cross-sections. The third and fourth vector compensate for structures
are systematic structures introduced by the spectrometer electronic, since
their typical structures width is significantly smaller than the width of
the instrument function. The first six vectors from the PCA were used in
figure 5.44, see also figure 3.11.
tions without instrumental modifications to be able to extract the different absorbers.
Therefore night-time data might be as important for the overall outcome of a CE-DOAS
measurement campaign aiming for mixing ratios close to the detection limit as the data
collected during daylight.
160
5.7. CE-DOAS Retrieval
12/02 12/03 12/04 12/05 12/06 12/07 12/08 12/09 12/10
-3
-2
-1
0
1
2
3
December 2012
V M
R
 
I O
 
[ p p
t ]
 
 
PCA only + IO
425-440nm PCA 2x2
425-460nm PCA 2x2
425-460nm
12/02 12/03 12/04 12/05 12/06 12/07 12/08 12/09 12/10
10-1
100
December 2012
V M
R
 
I O
 
f i t
 
e
r r
o
r  
[ p p
t ]
 
 
PCA only + IO
425-440nm PCA 2x2
425-460nm PCA 2x2
425-460nm
12/02 12/03 12/04 12/05 12/06 12/07 12/08 12/09 12/10
0
2
4
6
 
 
NO2 [ppb]
Intensity [a.u.]
Figure 5.44.: IO mixing ratios and IO fit errors during SOPRAN M91 (chapter 7). The
PCA evaluation is done similarly as Li et al. [2013a] described in sec-
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absorption light path length corrected IO cross-section. The evaluation
from 425–460 nm was done without any corrections. The other two have
two spectra for optical and non-optical residual structures from a PCA
included. The only measurements above detection limit are found from
12/04/2012 to 12/07/2012 during a period with low NO2 concentrations
and low aerosol load (high intensity).
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Several years of MAX-DOAS measurement and 6 weeks of CE-DOAS observations in the
marine boundary layer were obtained on different cruises on different ships at latitudes
from 70◦S to 90◦N.
Year Duration Name Place (Bhv = Bremerhaven) Spectrometer Species
2007 15.05 – ANT/ARK Bhv – Arctic – Antarctic USB2000 1
2008 – 16.11 ANT/ARK Antarctic – Bhv – Arctic USB2000 1
2009 27.01. – 14.02. M77 Lima – Panama MiniDOAS 1,2
10.05 – 13.05 ANT 25/5b Las Palmas (Hotel) VIS 2,3
14.05 – 24.05 ANT 25/5b Las Palmas – Bhv VIS 2,3
19.06 – 29.09 ARK 24 Bhv – Bhv (Arctic) VIS 2,3
16.10 – 25.11 ANT 26/1 Bhv – Pt. Arenas VIS 2,3
27.11 – 27.01 ANT 26/2 Pt. Arenas – Wellington NZ VIS 2,3
2010 10.06 – 29.06 ARK 25/1 Bhv – Longyearbyen VIS 2,3
30.06 – 30.07 ARK 25/2 Longyearbyen – Reykjavik VIS 2,3
31.07 – 10.10 ARK 25/3 Reykjavik – Bhv VIS 2,3
25.10 – 20.05 ANT 27 Bhv – Cape Town – Wedell Sea VIS 2,3
2011 16.04 – 08.05 MSM 18/1 Las Palmas – Mindelo SMAX 1,2
11.05 – 24.06 MSM 18/2 Mindelo – Mindelo SMAX 1,2
21.06 – 21.07 MSM 18/3 Mindelo – Libreville SMAX 1,2
28.10 – 01.12 ANT 28/1 Bhv – Cape Town UV+VIS 1,2,3
03.12 – 05.01 ANT 28/2 Cape Town – Cape Town UV+VIS 1,2,3
14.11 – 28.11 SO218 Singapore – Manila SMAX + CE 4
2012 14.06 – 15.07 ARK 27/1 Bhv – Longyearbyen UV+VIS 1,2,3
15.07 – 30.07 ARK 27/2 Longyearbyen – Tromsoe UV+VIS 1,2,3
02.08 – 07.10 ARK 27/3 Tromsoe – Bhv UV+VIS 1,2,3
27.10 – 27.11 ANT 29/1 Bhv – Cape Town UV+VIS 1,2,3
30.11 – 09.01 ANT 29/2 Cape Town – Cape Town UV+VIS, 12h/d 1,2,3
28.11 – 27.12 M91 Lima – Lima SMAX + CE + O3-Mon. 1,2
2013 11.01 – 19.03 ANT 29/3 Cape Town – Pt. Arenas UV+VIS, some gaps 1,2,3
22.03 – 16.04 ANT 29/4 Pt. Arenas – Pt. Arenas UV+VIS, some gaps 1,2,3
18.04 – 29.05 ANT 29/5 Pt. Arenas – Cape Town UV+VIS, some gaps 1,2,3
June + July MAD-CAT Mainz UV MAX-DOAS (Avantes) 1,2
08.06 – 12.08 ANT 29/6 Cape Town – Pt. Arenas UV+VIS 1,2,3
14.08 – 16.10 ANT 29/7 Pt. Arenas – Cape Town UV+VIS 1,2,3
10.11 – 16.12 ANT 29/8 Cape Town – Cape Town UV 1
2014 20.12 – 05.03 ANT 29/9 Cape Town – Cape Town UV 1
09.03 – 16.04 ANT 29/10 Cape Town – Bhv UV 1
The last column shows the trace-gas species, which can be retrieved:
1. SO2, O3, BrO, HCHO, O4(360 nm), OClO, HONO, NO2
2. IO, Glyoxal, H2O, NO2
3. I2, OIO, H2O, O4(470 nm), O4(570 nm)
4. NO2, IO, Glyoxal, H2O
6.1. Polarstern
Since 2009 all Polarstern cruises were done with the same instrument, described in
section 4.1. In the beginning, the measured data showed high amounts of stray light,
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which have then been reduced in the middle of the year 2011 (see subsection 4.1.1) in
parallel to the MAX-DOAS from Schneefernerhaus Schneefernerhaus [2013], Jurgschat
[2012]. Before this modifications, UV spectra from 300-400nm cannot be used for the
retrieval of HCHO and BrO. During ANT XXVII/1 CE-DOAS measurements were done
in parallel by M. Horbanski.
During the cruises from 2009–2014 the Polarstern MAX-DOAS instrument recorded
more than 1050000 spectra in the marine boundary layer, which corresponds to a total,
continuous measurement time of two years. Most of the time the instrument worked
unsupervised.
The MAX-DOAS data from 2007–2008 was analysed for tropospheric O4, NO2, BrO and
HCHO, but only the first two species were found above their respective detection limits
due to instrumental limitations. Nevertheless this data might be useful for observations
of stratospheric trace gas absorptions covering a wide range of latitudes.
6.1.1. ANT XXV/5b
The MAX-DOAS was performing measurements for the first time in the marine boundary
layer from the balcony of a Hotel in Las Palmas in May 2009. On May 14th it was set
up on RV Polarstern and measured until the harbour of Bremerhaven, from where it
was brought back Heidelberg for maintenance.
6.1.2. ARK XXIV
The first unsupervised measurements campaign took place during ARK24 starting from
Bremerhaven. Low O4 dSCD for the majority of the measurements indicate low visibility.
6.1.3. ANT XXVI
It was fully functioning during cruise legs 1+2, then failed due to problems with the
readout electronics board.
For cruise leg 1 AERONET data for aerosol optical densities is available Smirnov et al.
[2009], as well as LIDAR data from Kanitz et al. [2013].
6.1.4. ARK XXV
The MAX-DOAS instrument functioned well during the whole cruise.
6.1.5. ANT 27
It failed in tropics due to heat problems, but continued measuring south of Cape Town.
6.1.6. ANT XXVIII
The first two legs of ANT XXVIII it provided the first data in the UV range after the
stray-light problems have been minimized (see subsection 4.1.1).
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For cruise leg 1 AERONET data for aerosol optical densities is available Smirnov et al.
[2009]. Details can be found in chapter 9.
6.1.7. ARK XXVII
During this expedition the MAX-DOAS system measured continuously without any
problems during three months in total. Additionally to the usual elevation angle sequence
also measurements at an elevation of -4◦ were recorded. This was the first cruise to the
Arctic with the straylight-optimized UV spectrometer.
6.1.8. ANT XXIX
During leg ANT XXIX/1 the USB hub failed and thus measurements were restarted
south of Cape Verde after the hub has been replaced. Due to technical problems on
leg ANT XXIX/2 the position was not updated and measurements took place as if the
instrument would have been in Cape Town. This resulted in only measuring during
approximately one half of the total possible measurement time.
6.1.8.1. ANT XXIX/6+7
During cruise leg 29/6 the MAX-DOAS was supervised by Joe¨lle Buxmann, who addi-
tionally performed CE-DOAS measurements on board and on ice stations and the first
MAX-DOAS measurements from a helicopter in the Antarctic. During cruise leg 29/7
CE-DOAS measurements, LP-DOAS measurements and Helicopter MAX-DOAS mea-
surements were done by Johannes Zielcke and Jan-Marcus Nasse. The results of these
measurements will be found in the Master’s thesis of J.-M. Nasse [Nasse, 2014] and the
dissertation of J. Zielcke.
6.2. SOPRAN MSM18
Year Duration Name Place Spectrometer
2011 16.04 – 08.05 MSM 18/1 Las Palmas – Mindelo SMAX-DOAS
11.05 – 24.06 MSM 18/2 Mindelo – Mindelo SMAX-DOAS
21.06 – 21.07 MSM 18/3 Mindelo – Libreville SMAX-DOAS
The MAX-DOAS setup measured unsupervised after having been set up in the harbour
of Las Palmas/Gran Canaria during cruise legs 1+2. Since the air chemistry lab’s was
not able to handle tropic temperatures during these unsupervised measurements, the
temperature of the spectrometer had not been around 38◦C as supposed and how it
worked fine during TransBrom [Kru¨ger and Quack, 2013], but increased significantly in
between, leading to spectral shifts of the measured spectra of up to 1nm. (see figure 8.3)
The MAX-DOAS measurement were supervised during MSM18/3.
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6.3. SHIVA/Sonne SO218
Year Duration Name Place Spectrometer
2011 14.11 – 28.11 SO218 Singapore – Manila SMAX-DOAS + CE-DOAS
Additionally to the SMAX-DOAS Instrument, a MAX-DOAS with two Acton spectrom-
eters looking to starboard was operated, while the Heidelberg instrument was mounted
on the portside of RV Sonne. Unfortunately the Heidelberg MAX-DOAS data cannot
be evaluated at a sufficient detection limit due to variations in offset spectra, which were
not regular and therefore could not be corrected for. The Bremen instrument measured
correctly and was able to detect IO, HCHO and various other trace gases, first data will
be published in Schreier et al. [2014].
6.4. SOPRAN Meteor M91
Year Duration Name Place Spectrometer
2012 28.11. – 27.12. M91 Lima – Lima SMAX-DOAS + CE-DOAS + O3-Mon.
M91 was the last cruise with SOPRAN and investigated the upwelling region off the
Peruvian coast. A MAX-DOAS, a CE-DOAS and an ozone monitor were operated
during the almost full four weeks of the cruise. The CE-DOAS measurements were only
interrupted for calibration measurements and cleaning.
6.4.1. Meteor M77
During Meteor cruise M77 in the Peruvian upwelling region leading from Lima straight
out to the open ocean at 86◦W, back to land north of Chiclayo and north to Panama
along 86◦W, a elevation corrected MiniDOAS equipped with a USB 2000 spectrometer
were operated by Anette Kock and Evgenia Ryabenko from GEOMAR. Unfortunately
it was not adjusted correctly and therefore the minimal elevation angle was 11◦.
Year Duration Name Place Spectrometer
2009 27.01. – 14.02. M77 Lima – Panama HMT MiniDOAS
6.5. MAD-CAT Mainz
From June 6th to July 8th, the Multi Axis Doas - Comparison campaign for Aerosols
and Trace gases (MAD-CAT) campaign took place at the Max Planck-Institute for
Chemistry (MPIC) in Mainz. Measurements were done with the Acton SMAX-DOAS
instrument, a newly developed MAX-DOAS using acceleration sensors to measure the
elevation angle and correct it dynamically. It is based on Avantes compact spectrometers.
A third instrument from Heidelberg was the MAX-DOAS built within the EUSAAR
project by Yilmaz [2012].
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The measured data can be used to identify effects which might have been caused by liquid
water below the ship and with the certainty that small elevation angles never look onto
the ground/ocean. This sometimes simplifies argumentation for different measurement
scenarios. For example an elevation angle separated principal component has been found
in Polarstern data as well as in Mainz, giving a hint on an effect or an absorber in
the lower troposphere rather than being caused by spectrometer stray light effects or
vibrational raman scattering within the water column. Furthermore one might argue
that in Mainz should be no detectable IO/BrO concentrations due to a lack of (known)
sources and effective sinks (NO2). Therefore these measurements can be used as a
reference for other data.
Due to the high amounts of NO2 observed, special care needs to be taken to avoid effects
caused by large absorptions of NO2. Additionally, later the non-linearity of the Avantes
spectrometers was discovered and was determined for this instrument.
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Figure 6.1.: Overview Measurement Campaigns: M77 in the eastern Pacific was an al-
ready existing data set, the data for TransBrom in the western Pacific was
provided by K. Großmann [Großmann et al., 2013].
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Figure 6.2.: Overview Campaigns, Latitude over Month of the year. Gaps during or in
between cruises are caused by malfunction or also filtering by RMS which
led to gaps in early Antarctic spring.
Figure 6.3.: MAX-DOAS data within
ports needs to be handled
with care, since either the
lowest elevation angles are
blocked by mountains or
harbour buildings and/or
permission for measurements
in the respective terretory
might not be given. The
picture shows the view from
Polarstern into the direction
of the instrument in the har-
bour of Cape Town during
ANT29/8 on 11/09/2013 at
04:43 UTC.
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Figure 6.4.: Daily BrO concentrations during austral spring on ANT XXIX/6-9. The
results of these measurements will be found in the Master’s thesis of J.-M.
Nasse [Nasse, 2014] and the dissertation of J. Zielcke. For a comparison:
the maximum BrO value observed in the MBL outside polar regions was
6 · 1013 molec cm−2 during MSM18/1 (subsection 8.1.1).
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Figure 7.1.: The numbers and lines indicate the position of the ship on the respective
day in December 2012 at 12:00 UTC, 07:00 local time during the campaign
SOPRAN M91. The colour-coded dots represent the visibility in kilometres
measured by the weather-station on RV Meteor. Reliable CE-DOAS mea-
surements were possible when the visibility was larger than 10km and the
cavity mirrors were clean.
The last cruise within the cooperation project SOPRAN took place on R/V Meteor as
cruise leg M91 from December, 1st, 2012 until December 27th, 2012 in the Peruvian
upwelling region. The cruise track of M91 was divided into several transects perpen-
dicular to the coastline. During four days these transects were interrupted for diurnal
stations, during which the diurnal variability at one location could be investigated. One
MAX-DOAS, one CE-DOAS setup and an ozone monitor were installed together with a
large number of other measurements for atmospheric and oceanic measurements.
The Peruvian upwelling region is interesting in many aspects: As already during previ-
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ous studies within the SOPRAN project in the Mauritanian upwelling and the equatorial
upwelling, the focus was on the detection of trace gases and gas-exchange processes at
the ocean surface. Due to the high productivity of the upwelling regions, high fluxes
of halocarbons, CO2 and N2O were found, which can eventually affect atmospheric
chemistry and the atmosphere’s radiative balance. But also the details of the upwelling
processes and the upwelling velocities need to be studied to get a full picture of all factors
governing the gas exchange at the surface. This includes quantifying the Surface Micro-
Layer (SML) which can suppress exchange processes or might contribute to emissions to
the atmosphere itself.
Therefore one of the objectives of M91 was to compare this region to long-term mea-
surements on CVAO on Cape Verde as well as to previous cruises within SOPRAN, es-
pecially P399 in the Mauritanian upwelling [Tschritter, 2013] and the cruise MSM18/1
(section 8.2).
Concerning reactive trace gases, the total number of research cruises within this region
is small. Measurements of IO from satellite by Scho¨nhardt et al. [2008] indicated that
strong oceanic sources for iodine compounds are present. Since the individual data
points of these datasets are close or below the detection limit of the instrument and the
maps were calculated by averaging over several years, dedicated ground-based measure-
ments to prove these observations are of interest. Furthermore the vertical concentration
profiles cannot be retrieved from satellite observations and the free troposphere can also
contribute to the overall signal [Dix et al., 2013]. MAX-DOAS measurements of IO from
the Atlantic already indicated larger IO concentrations in tropical latitudes, but if this
is also the case on top of the cold Humboldt Current was not clear. Ship measurements
of IO on the open Pacific by Mahajan et al. [2012] and calculated backward trajec-
tories indicated that this region can be indeed a large source for atmospheric iodine.
Ship-based MAX-DOAS measurements up to 150 ppt of glyoxal in the MBL by Sinre-
ich et al. [2010] were surprising, since these observations, which are in agreement with
observations from satellites, cannot be explained by continental precursor source fluxes
(see subsection 1.2.4). Due to its tropospheric lifetime of several hours during daytime,
this implies an unknown oceanic source. Previous measurements on the Atlantic never
indicated concentrations of this amount (e.g. during MSM18/3, see section 8.2), and if,
they were caused by the proximity to Africa and potential effects of biomass burning.
Additionally to anthropogenic emissions of NOx and HCHO from the land, a potential
influence on air chemistry is coming from copper smelters in southern Peru/northern
Chile. SO2 emissions at these locations have been observed from space [Carn et al.,
2007] and have been detected in aerosol samples taken during the cruise [A. Baker, pers.
communication].
For further details the cruise report by Bange [2013] contains the complete list of scien-
tists, measurements and sampling stations.
7.1. Overview and other measurements
The visibility measured by the weather station was often low in coastal waters and larger
on the open ocean, see figure 7.1. Warm continental air flowing onto the cold water of
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the upwelling region frequently led to fog. This was the case on December 11th, 2012
close to Lima, resulting in fog and high NO2 concentrations around the ship. Except
for these situations, air and seawater temperature were mostly the same. Wind speeds
were moderate and mostly below 10ms .
The prevailing wind direction was from south-south-east. Backward trajectories using
HYSPLIT [Draxler and Hess, 1997] indicated that most of the air was not in contact
with South America within the previous five days. A comparison with the ship-based
weather station showed that for coastal measurements modelled and measured wind
directions did not agree, probably due to the coarse grid of the GDAS data. The global
GDAS dataset is provided by NOAA at a resolution of 1◦ and is therefore not suitable
for trajectory calculations along the coast itself, but gives an estimate on the dominating
large-scale transport processes. NO2 and HCHO as well as increased O3 concentrations
are therefore used as indicators for continental air masses.
Radiosonde launches will provide temperature and humidity profiles during the cruise,
apart from transects along the coastline, where no launches were allowed. Here the
MBL height was found at one km for all launches [per. comm. Steffen Fuhlbru¨gge,
GEOMAR]. The locations with freshly upwelled and cold water are typically found close
to the coast, compare figure 7.2. Here a stable inversion might be found, but no profile
data is available. Furthermore MAX-DOAS measurements cannot deliver any profile
information for water vapour in most of these cases due to fog.
7.1.1. List of measurements
Details for each work package can be found in the cruise report Bange [2013].
1. Conductivity Temperature Density (CTD) and Oxygen Measurements in seawater
2. Current Observation
3. Shipborne Microstructure Measurements
4. Oceanic upwelling Velocity
5. Dissolved Oxygen and Hydrogen Sulphide Measurements
6. Dissolved Nutrients
7. Phytoplankton, Coccolithophorid Diversity, Dissolved inorganic carbon (DIC), TA,
pH, Chlorophyll-a (Chla)
8. Dimethyl sulfide (DMS), Dimethylsulfoniopropionate (DMSP), Dimethyl sulfoxide
(DMSO)
9. Dissolved and Atmospheric Halocarbons, Halogens, Radio Sounding, Disdrometer,
Phytoplankton Pigments, Flow Cytometry, DNA
10. Isotope Composition of Halocarbons and Molecular Biological Analyses
11. Measurements of oceanic N2O, CO, CO2, CH4 and short-lived N-compounds
12. Microbial Processes of the N Cycle
13. Nitrogen Isotopes and N2/Ar
14. Sea-Surface MicroLayer (SML)
15. Air-Sea Gas Exchange, Wind Waves, CO2 Eddy Covariance
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Figure 7.2.: SST and altimetry maps from December 18th, filtered for clouds, provided
by CCAR. The upwelling cold water can be found in close vicinity of the
coastline. The altimetry data indicates the presence of mesoscale eddy struc-
tures (around 14◦30′S, 79◦30′W,), which have been probed within the cruise.
174
7.1. Overview and other measurements
16. Volatile Organic Compound (VOC) and Oxygenated Volatile Organic Compound
(OVOC) - MPIC Mainz
17. Differential Optical Absorption Spectroscopy (DOAS) Measurements of Reactive
Trace Gases
18. Aerosol Sampling
The aerosol samples analysis with respect to bromine content might be biased due to
the method of extraction of the filters with HCl, an analysis for iodine content is not
planned [A. Baker, pers. comm.].
7.1.2. Ozone Monitor
Figure 7.3.: Ozone mixing ratio along the cruise track during M91. The maximum at 8◦S
coincides with low visibility, indicating warm continental air transporting
larger amounts of ozone. Both ozone monitors, from IUP HD and MPIC
Mainz, showed good agreement. Individual data points did not agree, which
often coincided with exhaust air from the ship reaching only one of the inlets,
which were placed 3 m apart from each other.
A Horiba Ozone Monitor APOA350E (SN: 563179044) was operated from December
1st from the harbour of Lima until December 25th. As halogen oxide concentrations
and especially BrO concentrations were low (typically <3 ppt), no ODE were expected
and also not observed. The calibration of the ozone monitor was done using the second
Horiba Monitor at the IUP as reference, which has been calibrated before within the
work of Buxmann [2012] in Bayreuth. As seen in figure 7.3, this calibration also agreed
with the calibration of the ozone monitor operated by MPIC Mainz.
Short ODE were still observed, caused by turbulent mixing of ambient air with air from
the exhaust of the ship and following NOx-mediated ozone destruction. This effect shows
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small-scale turbulence, smaller than the distance between the inlets of the ozone monitors
(about 3 m apart from each other) and the CE-DOAS (2 m), which would explain that
some ODE were only observed by one of the ozone monitors and additionally the short
peaks within the NO2 concentrations of the CE-DOAS measurements do not appear
simultaneously. The effect of ship emissions needs to be considered when evaluating the
NO2 mixing ratios measured by the CE-DOAS instrument.
7.1.3. MAX-DOAS
Measurements started on December 1st, stopped December 25th 2012, and were per-
formed almost continuously, except for horizon scans and individual software problems.
The MAX-DOAS instrument was the Ship-MAX-DOAS instrument with an Acton 350i
spectrometer described in section 4.2. The elevation sequence throughout the cruise was
90◦, 40◦, 20◦, 10◦, 6◦, 4◦, 2◦, 1◦. The alignment of the telescope was tested twice during
the cruise using horizon scans to check if it was still correct, after it has been adjusted
initially in the lab before shipping the instruments. During twilight ( 85◦ ≤ SZA ≤ 105◦
) spectra were recorded alternating at 90◦ and 2◦ elevation. At night (SZA ≥ 110◦)
dark current and offset spectra were recorded automatically. On Dec. 24th additional
elevation angles (60◦, 30◦, 15◦, 3◦) were added to the regular sequence. A time series of
dSCDs is shown in figure A.6.
7.1.4. CE-DOAS
The CE-DOAS instrument was the same as during the SHIVA campaign, except for
some improvements. For details see section 4.4.
Every time the mirrors had to be cleaned or adjusted, the measurement sequence was di-
vided into separate periods, called configurations. An overview of the obtained measure-
ment data can be seen in figure 7.4. The overall loss in intensity during measurements
was due to dirt and sea spray on the mirrors which were not easy to remove; additionally
the adjustment of the LED might not have been optimal at the end of the campaign. The
drops in intensity with short duration were caused by fog. The difference in intensity of
purge air and normal measurements is caused by water vapour absorption and aerosol.
During measurement periods usual intensities were about 60% of the purge air reference
intensities. The measured path lengths during purge air measurements were controlled
using wavelength resolved cavity ringdown measurements. To estimate the stability of
the instrument and to check if the purge air measurements were contaminated in any
way, it turned out to be useful to evaluate all purge air measurements in the same way
the measurement data was evaluated.
7.1.5. Halocarbons
The group of Birgit Quack from GEOMAR measured some halocarbon species using a
GC-ECD and a GC-MS (as during MSM18/3, SHIVA and described in Hepach et al.
[2013]). Data is available for the seawater concentration of CH3I, CH2Cl2, CHCl3,
CCl4, CH2Br2, CH2ClI, CHBr2Cl, CH2BrI, CHBr3 and CH2I2 for different depths. The
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Figure 7.4.: Overview of CE-DOAS measurement data during SOPRAN M91. The first
plot shows the intensity of the purge air measurements, the second plot
shows the intensities of the actual measurement spectra. c12 and c16 could
be used for relatively reliable retrievals of IO using correction spectra cal-
culated from night-time fit residuals. c18 showed high NO2 concentrations
(> 0.5 ppb) along the coast.
measurements were started around December 12th, i.e. when RV Meteor passed Lima
at ≈ 12◦S going south. For CH3I, CH2I2 and CH2ClI preliminary data agreed for both
instruments, all other compounds showed differences. CHBr3 from the GC showed a
similar behaviour as CH3I. The largest concentrations in seawater were found for all
species on the transect I leading from the coast southwest to the open Pacific at around
14.5◦S on December 16th-20th.
3-hourly taken air canister samples were analysed for atmospheric VSLS after after the
cruise, but so far only preliminary data is available for CHBr3, CH2Br2, CH3I, CH2I2
and CH2ClI. Of these, no large variations were found for the ’long-lived’ species CHBr3
and CH3I. For CH2I2 and CH2ClI variations were found of the order of 8-10 times larger
atmospheric concentrations during the time when larger surface seawater concentrations
were found. In preliminary data typically both compounds showed mixing ratios of
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Figure 7.5.: Preliminary data
for measurements
of halocarbons in
surface seawater
[pers. comm. H.
Hepach, GEOMAR].
The largest con-
centrations were
found for all species
on the transect I
leading from the
coast southwest to
the open Pacific
at around 14.5◦S
on December 16th-
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0.4 ± 0.1, up to 2–3 ppt during December 16th-20th at night [per. comm. Steffen
Fuhlbru¨gge, GEOMAR].
7.1.6. VOCs
The PTR-TOF-MS instrument of the MPIC Mainz, which was also employed at other
locations before [Veres et al., 2013], measured a large number of volatile compounds
throughout the campaign. Until now the datasets for methanol, acetone and DMS are
available. Measurements of glyoxal were not possible due to technical reasons.
During the days of the maximum halocarbon concentrations in seawater, December
16th-20th, the DMS concentration in air increased, while acetone decreased.
7.2. Results
For the retrieval of vertical profiles of trace gases from MAX-DOAS measurements and
thus also surface volume mixing ratios which can be compared to the results from CE-
DOAS measurements, it is necessary to retrieve aerosol profiles first. These profiles are
then used in the profile retrieval of the respective trace gas.
The first trace gas which is compared for the simultaneous CE-DOAS and MAX-DOAS
measurements is NO2: During M91 it was clearly detected by both instruments, often
at column densities of more than 10 or up to 100 times above the measurement error.
CE-DOAS and MAX-DOAS surface mixing ratios are compared to validate the retrieval
of the MAX-DOAS data and the path length calibration for CE-DOAS measurements.
The result of the comparison motivates then the comparison of mixing ratios for IO and
Glyoxal for both instruments and the absolute mixing ratios for other trace gases such
as BrO and HCHO from MAX-DOAS measurements. These trace gases are typically
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not as clearly detected as NO2, if at all.
Trace gas profiles for a day without large continental influence is shown in figure 7.23.
During some days the measurements at the ship’s location were significantly influenced
by continental, polluted air, as shown in figure 7.8 and 7.12.
7.2.1. Aerosol retrieval
For the aerosol retrieval the inversion algorithm implemented in Yilmaz [2012] was used
on a 100m grid up to 4km height. The surface albedo was set to 0.05, the O4 cross-
section was scaled with 1.25 as reported before in Großmann et al. [2013] and Cle´mer
et al. [2010]. This led to a minimum in the χ2-value of the retrieval procedure (see also
subsection 3.2.4.2 for details) when comparing the retrieval results on a relatively clear
day (12/24/2012, no clouds, but limited visibility, see figure 7.6. Additional elevation
angles are available.) for scaling factors of 0.9, 1.0, 1.1, 1.25 and 1.4. The minimum of
χ2 was found for a dSCD-scaling factor of 1.25.
An exponentially decreasing a-priori with an AOD of 0.05 with a scale height of 2km was
used. For aerosol scattering, an aerosol single scattering albedo of 0.95 and a Henyey-
Greenstein phase function with an asymmetry parameter of 0.72 was assumed. The O4
data was retrieved using the cross-section by Hermans et al. [1999]. Intensities were
not reproduced on cloudy days, therefore they were not used to retrieve aerosol profile
information. This had also been observed before by Yilmaz [2012].
The time resolution of the profile data is 15 minutes.
No elevation offset was necessary to be introduced, which was confirmed by horizon scans
during the cruise.
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Figure 7.6.: December 24th, 2012: A clear day during which also an extended elevation
angle sequence was recorded. The retrieval was performed using an O4 dSCD
scaling factor of 1.25. Top left: Aerosol extinction profile Top right: total
tropospheric AOD Bottom left: Averaging kernel matrix Bottom right:
Measured and modelled O4 absorption at 360.8 nm.
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7.2.2. NO2
NO2 concentrations were low throughout the cruise, only close to Lima due to influences
of urban emissions as well as more ship traffic and emissions from local fishing boats
higher NO2 concentrations were measured.
Close to Lima on 12/11/2012, NO2 concentrations of up to 4 ppb were observed. During
the morning it was foggy and the ship’s weather station indicated wind from Lima, from
the East. HYSPLIT trajectories based on GDAS data cannot reproduce this situation,
most probably due to its limited spatial resolution. High HCHO VMR of 4 ppb were
observed simultaneously with lower IO mixing ratios and dSCDs than on the open ocean.
(see figure 7.7 and figure 7.8 for the corresponding profiles)
With increasing visibility indicated by the weather-station, the aerosol and IO profile
retrieval also indicates an increasing information content of the profiles of 3 and 2,
respectively. (compare 3.2.4.2)
7.2.2.1. CE-DOAS
Most of the observed NO2 probably originated from the ship’s exhaust or other ships,
since the NO2 VMR changes rapidly over time, compare figure 7.9. A polar plot shown
in figure 7.10 shows the distribution of two indicators for local pollution of the measured
air within the CE-DOAS resonator with respect to the relative wind direction: fast
changes in NO2 VMR and high NO2 VMR indicate both local emission sources in most
cases. Furthermore the normalized frequency distribution of the relative wind direction
is shown. The highest NO2 values and changes are observed for wind from portside (the
instrument was on starbord side), while the prevailing direction of the relative wind was
almost straight ahead. This means that most NO2 reached the CE-DOAS instrument
indirectly via turbulence next to the ship downwind and a small part was transported
directly from the exhaust to the CE-DOAS instrument (220◦).
The typical NO2 fit error was 14 ± 5 ppt at 1000s exposure time (typically 39 ± 17 ppt
at 10s). Taking into account residual structures, the detection limit was 100 ppt NO2.
Correcting the effects described in subsection 5.7.1 could lower the fit error by a factor
of two at a time resolution of 1000s and consequently the detection limit even by a
larger factor. If the structures, which have been observed, can be obtained from another
source, or complete absence of NO2 for a certain measurement period could have been
guaranteed, these detection limits would apply.
7.2.2.2. MAX-DOAS
The comparison of the MAX-DOAS and CE-DOAS data showed in general good agree-
ment, even though most data was close to the detection limit and if there were any
elevated NO2 mixing ratios, they were often caused by our ship’s emissions and tur-
bulence around the ship as can be seen from figure 7.10. There was also one case in
which the MAX-DOAS looked along the plume of the ship, while the CE-DOAS also
was affected by the plume. The MAX-DOAS showed lower NO2 VMRs due to dilution
effects.
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Figure 7.7.: MAX-DOAS measurements during 12/11/2012 approaching Lima/Peru (12◦
2’ S, 77◦ 1’ W) from the north and leaving towards west. Easterly winds
brought polluted air from the city which led to an increase of NO2, HCHO
and a decrease in IO. A part of the decrease in IO VMR is caused by lower
visibility than in clean air (lower O4 dSCD). The blue line indicates the
measurement error, estimated by the double fit error.
The lowest NO2 mixing ratios of several 10 ppt were observed on 9th and 10th of De-
cember as shown in figure 7.11, coinciding with the highest BrO mixing ratios during
the cruise, shown in figure 7.14.
The agreement of NO2 surface volume mixing ratios plotted in figure 7.13 shows that
the inverse profile modeling as well as path length measurements of the CE-DOAS setup
are correct (or wrong by the same factor). This is important for the interpretation of
the IO profile inversion, since these are closer to their respective detection limits.
For the whole duration of the cruise, a correlation of MAX-DOAS and CE-DOAS data
is not explicitly found. The reason is the high number of local NO2 emissions by fishing
vessels or from R/V Meteor itself, which is usually not detected by the MAX-DOAS due
to the geometry of its measurements and the time resolution needed for the retrieval of
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Figure 7.8.: Vertical profiles of Aerosol optical density, BrO, HCHO, NO2 and IO cor-
responding to dSCDs shown in figure 7.7 from 12/11/2012. Any retrieved
concentrations before 13:00 UTC can be discarded. As shown by the visi-
bility data from the weather-station, the light-paths were short due to fog
which resulted in small values for O4-dSCDs. IO VMR increased to typical
values on the open ocean after the NO2 concentration dropped to values
below 2 ppb. HCHO VMR were still high, indicating continental influence.
Maximum HCHO concentrations at 16:00 UTC were 4 ppb. The CE-DOAS
NO2 mixing ratios are plotted in white on top of the MAX-DOAS NO2 pro-
file. For aerosol and IO profile retrieval the white line represents the number
of degrees of freedom.
a complete vertical concentration profile.
The plume shown in figure 7.12 was found 150km south of Lima on December 15th,
close to La Oroya, a mining area which can also be seen on SO2 maps from satellite
observations [Carn et al., 2007]. Closer to the coast some larger towns and industrial
areas can be found. HYSPLIT [Draxler and Hess, 1997] trajectories based on GDAS
data show for this situation (18:00 UTC) that the air in the MBL arrived from south-
south-east (in agreement with the ship’s weather-station), while air-masses in a height
of 1000 m and above arrived from the east, possibly explaining the enhanced HCHO
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Figure 7.9.: NO2 VMR from CE-DOAS measurements during SOPRAN M91 at two
minute time resolution. The maximum NO2 VMR observed was 25.9 ppb
at 10s time resolution and the mean VMR was (0.34± 1.00) ppb.
values, but actually not allowing to identify the source of NO2, which must be large due
to its stability. The enhanced HCHO mixing ratios above heights of 1000 m might be
due to biogenic and anthropogenic emissions on the land. The retrieval of SO2 is not
possible due to the limited spectral range of the spectrometer. Still, these air masses
more than 1000 m above the ship originate from heights of 4000m above the Pacific
according to the trajectories: They arrived from the west over Peru close to Lima, then
changing their direction towards south-east due to the Andes. Here this air-mass is in
contact with anthropogenic and biogenic emissions.
The height profile of IO shown in figure 7.12 for this day is surprising, since also for the
continental air-masses with larger HCHO concentrations, significant amounts of IO are
retrieved. This either indicates local emissions of iodine, which would require a higher
MBL than the usual 1 km, or transport through a semi-polluted environment such as
the Peruvian coast.
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Figure 7.10.: Histograms showing the dependence of NO2 mixing ratios on the relative
wind direction on the ship. Only data points with wind speeds over 2m/s
were included. (Maximum normalized to 100% for each plot, selected data
points due to NO2 criteria summarize each to about 5% of the total number
of data points.)
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Figure 7.11.: NO2 VMR from MAX-DOAS measurement during M91 and their daily
averages, the error-bar indicating the typical retrieval error.
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Figure 7.12.: For December 15th, a comparison of MAX-DOAS and CE-DOAS NO2
data from M91: All retrieved vertical profiles are shown, the CE-DOAS
IO mixing ratios are plotted in red on top of the MAX-DOAS IO profiles,
for NO2 in white, respectively. For the aerosol and IO profile retrieval the
white line represents the number of degrees of freedom of the retrieval. The
CE-DOAS IO VMR shown as red dots overlaying the vertical profile of IO
during this time are not reliable due to high NO2 absorption, but still show
a behaviour which is also represented in the vertical profile data. A more
detailed comparison of NO2 surface VMR is shown in figure 7.13.
187
7. M91: The Peruvian Upwelling Region
Figure 7.13.: For December 15th, a comparison of MAX-DOAS and CE-DOAS NO2 data
from M91: Surface mixing ratio of NO2 from CE-DOAS and MAX-DOAS.
This situation shows enhanced NO2 concentrations for a duration of three
hours, 150km south of Lima on December 15th, 12◦33’S 76◦52’W. The time
lag between CE-DOAS and MAX-DOAS measurements of several minutes
can be explained by transport effects and their different footprints of 2m
and 10km, respectively. The wind came from starboard with a relative
wind speed of 4-6ms , i.e. it is not the ship’s exhaust plume. The vertical
concentration profiles are shown in figure 7.12.
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7.2.3. BrO
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Figure 7.14.: Retrieval error weighted daily averages of BrO surface mixing ratios and
tropospheric vertical column densities, and individual values for BrO sur-
face VMR. Note that the profile retrieval does not allow for negative con-
centrations and therefore creates a positive bias when averaging mixing
ratios. Still, averaged dSCDs for BrO are typically larger at small eleva-
tion angles indicating indeed to background of BrO below 1 ppt for the
MBL.
The average fit error for BrO using the Greenblatt et al. [1990] literature cross-section
for O4 was (7±2) ·1012 molec cm−2 for a 1-minute spectrum, using a current Fraunhofer
reference spectrum and an elevation angle of 3◦. The distribution of BrO dSCDs during
this time was (8.5 ± 12) · 1012 molec cm−2 which would agree with a correction factor
of 1-2 according to Stutz and Platt [1996]. These results are comparable to MSM18/1
(subsection 8.1.1) regarding the overall measurement error.
The only days on which BrO was elevated at 3◦ elevation with up to 3.6·1013 molec cm−2
(2.5·1013 molec cm−2 when using the Thalman O4 cross-section, see also subsection 5.1.1.1)
were December 5th, 9th and 10th (see figure 7.15), which translates to 3–4 ppt BrO
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within the lowermost 500m when performing radiative transfer modelling. The air masses
at the ship during periods of higher BrO dSCD have all been within the lowermost 300m
of the MBL during the last three days according to HYSPLIT trajectories. They are
found outside the main upwelling close to Lima and mostly downwind from where the
highest halocarbon concentrations in water were found after December 10th at 15◦S
(subsection 7.1.5). Additionally the surface VMR of NO2 during these days is espe-
cially low. Due to technical problems the halocarbon measurements were not started
before December 12th. On the 10th also high methanol concentrations were observed
(subsection 7.1.6).
Vertical tropospheric BrO columns from the retrieved profiles yields 2−3·1012 molec cm−2
BrO, with the exception of December 10th and 11th, yielding 3.5 ·1012 molec cm−2 BrO.
The retrieved error of the VCD is typically 7− 8 · 1011 molec cm−2. On December 10th
and 11th up to 9 ·1012 molec cm−2 BrO were observed during 1-2 hours in the afternoon.
7.2.4. IO
Iodine monoxide was unambiguously identified during M91 in MAX-DOAS data and
showed a diurnal cycle for CE-DOAS data as well. The CE-DOAS IO VMR values were
only trustworthy in periods with low aerosol load and low NO2 concentrations, but then
it agreed well with the retrieved IO concentrations from MAX-DOAS observations (see
figure 7.21).
7.2.4.1. CE-DOAS
Marine IO concentrations are still close to the current instrument’s detection limits. For
M91 the IO detection limit was 0.5 ppt for optimal conditions at a time resolution of
1000s, compare e.g. figure 5.44. The evaluation could then be still slightly improved by
20% for optimal conditions and even more otherwise, if correction spectra for various
influences were extracted from night-time data, assuming that IO concentrations at night
vanish. The length of a continuous data set of IO VMR during M91 was limited to the
maximum time the mirrors stayed clean. Cleaning was time consuming and required
readjustment of the instrument, therefore new references and eventually new correction
spectra needed to be calculated.
None of the structures compensated for by the correction spectra correlated with the
retrieved IO absorption.
7.2.4.2. MAX-DOAS
The average fit error for 60s spectra with an RMS of less than 3 · 10−4 is (1.4 ± 0.4) ·
1012 molec cm−2. This translates to a detection limit of ≈ 0.25 ppt. As shown in sub-
section 5.2.3.1, including a vibrational Raman spectrum for N2 improved the typical
fit error for low elevation angles by about 20%-30%. IO dSCDs are not affects, as
shown in subsection 5.2.3.1. For single spectra the number of degrees of freedom in the
residuals calculated from the entropy of the residual dataset is 90% of the maximum
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possible value, corresponding to a structure width smaller than 2 pixels in typical resid-
uals (compare subsection 3.3.2.3). This means that the fit error will not overestimate
the measurement error and the detection limit is typically 2.8 · 1012 molec cm−2, corre-
sponding roughly to ≈ 0.1 ppt. The first two principal components corresponding to 4%
and 2% of the residual structures were not correlated with any tropospheric absorbers,
only slightly to the Ring signal. The third component (1%) correlates with water vapour
(|∆σ|max < 2 · 10−28cm2 molec−1, compare figure 5.36) and due to their similar height
profile also IO (|∆σ|max ≈ 6 · 10−18cm2 molec−1, corresponding to 1/4 of the maximum
value of the IO cross-section). Co-adding of elevation sequences further reduced the fit
error and the residual RMS.
Anja Scho¨nhardt from Bremen provided averaged satellite VCDs from SCIAMACHY
for the Peruvian upwelling region averaged from 2004-2011 for the month December
and January. Also here the strongest signal was found closer to the coast, within the
maximum upwelling. The vertical columns from these satellite agree with MAX-DOAS
observations, but the different time scale of averaging needs to be considered. The overall
distribution was also found in MAX-DOAS data from M77, see section 7.4.
The qualitative agreement of VCDs from M91 and SCIAMACHY does not provide infor-
mation on the free tropospheric abundance of IO, since the satellite data was retrieved
using a reference sector in the Pacific (at 40◦S, 160◦W and 10◦ into each direction). If
there was a constant amount of background IO in the free troposphere, it would have
cancelled out during the spectral retrieval.
7.2.4.3. Comparison
For config12 (December 2nd-6th, 2012) of the CE-DOAS measurements, a time series for
MAX-DOAS surface volume mixing ratios and CE-DOAS results is shown in figure 7.21.
When compensating a drift of apparent IO night-time concentration from CE-DOAS
measurements (about 0.1 ppt/day), the correlation with MAX-DOAS observations yields
R = 0.53 and is shown in figure 7.24. This correlation does not include night-time
measurements. Assuming a concentration of IO measured by MAX-DOAS of 0 ppt at
night, leads to R = 0.80, and calculating the correlation coefficient setting all night-time
measurements to 0 ppt even R = 0.91.
7.2.5. HCHO
Formaldehyde was evaluated in the same wavelength range as BrO from 332–358 nm
using a current Fraunhofer reference. Fit errors were (1.8 ± 0.5) · 1015 molec cm−2 and
dSCD were found up to 17 · 1015 molec cm−2 at low elevation angles. As expected, the
largest column densities were observed close to the coast and larger cities, such as Lima.
A tropospheric VCD of 2 − −4 · 1015 molec cm−2 or about 500–1000 ppt without large
continental influence and close to Peru with tropospheric VCDs of 6−8 ·1015 molec cm−2
and mixing ratios of up to 4 ppb were observed.
The slightly elevated layer of HCHO under marine background conditions as seen in
figure 7.23 has also been reported by Peters et al. [2012].
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Figure 7.15.: VMR profiles for 12/10/2012 when the maximum BrO dSCD of 3.6 ·
1013 molec cm−2 was observed. The spectral retrieval was performed using
the Greenblatt O4 cross-section. The error of the profile retrieval of BrO
at ground-level is 0.4–0.5 ppt. The CE-DOAS NO2 VMR is overlayed in
white and is found below 100 ppt. For the aerosol and IO profile retrieval
the white line represents the number of degrees of freedom.192
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Figure 7.16.: Summed CE-DOAS spectrum #21900-21999 (1000s) with the maximal ra-
tio of IO VMR and fit error of 8 from December 6th, 2012, 14:00 UTC at
8◦20′S 80◦26′W. The IO mixing ratio was 1.3 ppt, the RMS 1.8 ·10−4. The
same residual structure at 453 nm as observed for MAX-DOAS measure-
ments along longer light-paths is also observed here, presumably caused by
water vapour absorption (compare figure 5.35).
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Figure 7.17.: Diurnal IO mixing ratios for the first measurement period outside (c12),
the time series is shown in figure 7.21 together with MAX-DOAS data. The
second plot shows the same for period (c16). The other periods did not
allow for the generation of night-time correction spectra because of their
duration, or they might have been affected by larger NO2 concentrations
(>0.5 ppb) as in the case for c18 during the last week of M91.
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Figure 7.18.: IO surface volume mixing ratios and vertical column densities (VCDs) from
MAX-DOAS measurements. The shaded area represents typical VCD val-
ues retrieved from SCIAMACHY shown in figure 7.19.
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Figure 7.19.: IO VCD from SCIAMACHY from December and January 2004-2011, Cour-
tesy of A. Scho¨nhardt [Scho¨nhardt et al., 2008, 2012]. These observations
were not filtered for cloud-cover. Enhanced VCDs are still observed when
applying a cloud-cover filter criterion [pers. comm. A. Scho¨nhardt] . MAX-
DOAS VCDs during M91 are shown in figure 7.18.
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Figure 7.20.: MAX-DOAS IO fit for 16 co-added elevation sequences (#15147) on
December 6th, 2012, around 14:00 UTC at 8◦20′S 80◦26′W, parallel to
the CE-DOAS spectrum shown in figure 7.16 showing a concentration of
1.3 ppt. The IO dSCD of 2.04 · 1013 molec cm−2 is 30 times larger than the
fit error. The water vapour absorption bands were corrected according to
table 5.8, but are still causing some residual structures. Both fits are based
on spectra with a total exposure time of 16 minutes.
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Figure 7.21.: Comparison of IO VMR obtained from CE-DOAS measurements and
MAX-DOAS measurements during the first week of M91 (c12). Related
aerosol and IO profiles for the December 6th are shown in figure 7.22. Er-
rorbars indicate the double fit error of the CE-DOAS data. MAX-DOAS
retrieval errors for surface concentrations are typically 0.4 ppt. Averaged
diurnal concentrations are shown in figure 7.17 for this period.
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Figure 7.22.: MAX-DOAS profiles for 12/06/2012 shown also for IO surface mixing ratios
in figure 7.21, recorded at 10◦S, sailing from the coast towards the Pacific.
The CE-DOAS IO mixing ratios are plotted in red on top of the MAX-
DOAS IO profiles, for NO2 in white, respectively. For the aerosol and IO
profile retrieval the white line represents the number of degrees of freedom.
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Figure 7.23.: Clear day and Open Ocean conditions without large continental influence
on December 17th, 2012 at 14◦S, 77◦W. The CE-DOAS IO mixing ratios
are plotted in red on top of the MAX-DOAS IO profiles, for NO2 in white,
respectively. For the aerosol and IO profile retrieval the white line repre-
sents the number of degrees of freedom. The MAX-DOAS profile shows
non-zero values above 1km height due to the a-priori and the averaging
kernels. The height resolution is slightly worse than for the aerosol re-
trieval shown in figure 7.6 due to the smaller signal-to-noise-ratio of the
IO retrieval. BrO is practically below the detection limit and the HCHO
concentration is around 500 ppt, a typical tropical background HCHO con-
centration in the MBL.
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Figure 7.24.: Correlation of IO surface VMR from MAX-DOAS and CE-DOAS measure-
ments (1000s time resolution) during c12 (December 2nd-6th, 2012). The
correlation coefficient is R = 0.53 for day-time measurements and R = 0.8
when assuming that night-time MAX-DOAS measurements yield an IO
concentration of 0 ppt. The time series of the compared values is shown in
figure 7.21. As measurement error three times the fit error was assumed.
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Figure 7.25.: Surface volume mixing ratios and vertical column densities for tropospheric
Formaldehyde during M91: On 12/11/2012 and 12/15-16/2012 higher
HCHO mixing ratios were measured due to continental air-masses.
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7.2.6. Glyoxal
7.2.6.1. CE-DOAS
The detection limit of glyoxal for the CE-DOAS setup was 70 ppt and was not found to
be above the detection limit at any time. Usual fit errors for 1000s exposure time were
17 ± 7 ppt, but the residuals were strongly structured as described in subsection 5.7.1.
Furthermore it is not clear how the silica gel used in a filter cartridge during purge air
reference measurements reacts with glyoxal. Since glyoxal is, if present, also expected
to be found during night-time, the correction procedure described for IO could not be
applied here. Correcting for these effects could reduce the measurement error by 50%.
Even below detection limit, no day-night dependence was observed, also no correlation
between glyoxal and NO2 or water vapour.
An example fit is shown in figure 7.16, showing a glyoxal mixing ratio of -15 ppt.
7.2.6.2. MAX-DOAS
For the retrieval of glyoxal using MAX-DOAS data a number of tests have been per-
formed on the M91 data, see subsection 5.6.4. The fit error was 2.2 · 1014 molec cm−2,
1.2 · 1014 molec cm−2 and 0.95 · 1014 molec cm−2 for one elevation sequence and 4, 16
elevation sequences respectively (when using the HITEMP, O4-Greenblatt and VRS(N2)
cross-sections). The standard deviation of measured dSCD was 5.6 · 1014 molec cm−2,
3.5 · 1014 molec cm−2 and 3.5 · 1014 molec cm−2 respectively. Therefore a conversion fac-
tor of 3 according to Stutz and Platt [1996] from fit error to measurement error can
be applied for four summed sequences. Since the residuals are structured due to the
strong water vapour absorption, this value is reasonable, since the structured residual
spectrum leads to an underestimation of the measurement error by the fit error, see
subsection 3.1.4. Defining the detection limit as 2σ, this results in a detection limit of
7 · 1014 molec cm−2. Previously reported values of 15 · 1014 molec cm−2 by Sinreich et al.
[2010] should have been detectable, but values stayed below the detection limit.
Converting the 2σ detection limit of 7 ·1014 molec cm−2 using the same radiative transfer
settings and aerosol profiles as for IO, this corresponds to 35 ppt.
An overview over glyoxal dSCDs obtained from the spectral retrieval using different
settings is found in figure 5.40.
7.2.7. H2O
Since it was not allowed to launch radiosondes during the parts of the cruise close to
Peru, vertical profiles of water vapour concentrations would be an alternative way to
obtain the height of the MBL from MAX-DOAS measurements during daytime. The
height resolution of the MAX-DOAS retrieval is limited to 200–400 m in an altitude up
to 1 km, but here the question would be rather to try to identify situations in which a
convective (heights around 1 km) or a stable boundary layer (heights typically < 300 m)
is present, similarly as done by radiosonde-measurements during P399 [Fuhlbru¨gge et al.,
2013].
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Figure 7.26.: Histogram for glyoxal dSCDs at 2◦(green) and 20◦(blue) elevation during
M91 using HITEMP and O4 [Thalman and Volkamer, 2013] cross-sections,
including the correction for water vapour absorption induced changes in
AMF (section 5.4). 16 elevation sequences were co-added before evaluation
(using a 40◦ Fraunhofer reference). The difference in Glyoxal dSCDs for
2◦ and 20◦ elevation is comparable to the measurement error of typical
2 · 1014 molec cm−2. (20◦: (0.0± 1.2) · 1013 molec cm−2, 2◦: (1.50± 0.05) ·
1014 molec cm−2) It is based on the same data as figure 5.40. Sinreich et al.
[2010] reported glyoxal dSCD at low elevation angles of 1.5·1015 molec cm−2
for the Peruvian upwelling and the open Pacific.
The MAX-DOAS data from this campaign has been analysed with respect to water
vapour, but the retrieval of concentration profiles does not yield stable results. On
average it agrees with calculated mixing ratios from temperature, pressure and humidity
values from the weather station, but single profiles often show elevated layers of water
vapour which do not agree with radiosonde measurements.
When analysing the CE-DOAS measurements for water vapour, negative volume mixing
ratios are found, whenever the light-path is significantly shorter due to aerosol absorp-
tion. This can be explained if the air of the reference measurements was not completely
dry, but about 10% of the ambient water vapour mixing ratio was able to pass the silica
gel filter cartridge. At 10% of the original lightpath this will also yield an apparent
mixing ratio of zero, for shorter light-paths even negative values are observed. During
SHIVA this problem was not observed, probably because the filtered air had been cooled
to 1◦C before to remove the largest fraction of the atmospheric water vapour content.
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For the first time MAX-DOAS measurements of tropospheric IO have been validated by
CE-DOAS measurements and showed good agreement. Also NO2 VMR obtained from
the retrieval of concentration profiles from MAX-DOAS measurements agreed with the
results of the CE-DOAS measurements, confirming the reliability of the MAX-DOAS
measurements and the retrieval algorithm.
For IO neither a correlation with ozone (R=0.01, for 5–30 ppb O3) nor with sea surface
temperature (R=-0.03, for T=16–23◦C) was observed, but day-time variations in ozone
were small and transport effects might be more important than the local sea surface
temperature. Also the variations of IO surface volume mixing ratios are typically of
the same size as the measurement errors and can be almost regarded as being constant
throughout the cruise.
When comparing BrO dSCD or IO VMR from MAX-DOAS with the halocarbon surface
water concentrations from the group of Birgit Quack/GEOMAR, no direct correlation
is found (see figure 7.5). This is also not expected, since the compounds measured have
mostly lifetimes of several days, therefore transport mechanisms will play a significant
role when interpreting connections between measurements of IO and BrO and their
possible halocarbon precursors. An air parcel travelling at a typical wind speed for
this campaign of 10m s−1 will have passed the investigated region within less than two
days. For compounds with tropospheric lifetimes of several days, the sources of possible
precursors of reactive halogen species will most probably be found outside the probed
region.
The fast increase in IO concentrations at the ground, which has been observed by CE-
DOAS measurements at sunrise, shows that the dominant direct source in the MBL are
short-lived species such as I2, CH2I2, OIO and HOI. Since any instrumental instability
induced by sunlight would take a certain time to heat up any component e.g., an in-
strumental effect can be excluded. If, as seen for BrO in figure 1.6 for measurement on
Cape Verde, also a morning and evening maximum can be found for IO concentrations
would require measurements at a better detection limit. Furthermore atmospheric IO
can react with NO2 after sunset, forming IONO2. Sufficient NOx is available, as shown
by NO2 mixing ratios, and the reaction constant kIONO2 = (9−15)·10−12 molec−1 cm3 s
allows for a fast conversion. IONO2 can be either photolysed after sunrise in the next
morning (J(IONO2) = 4 · 10−2s−1 at noon in mid-latitudes [Mo¨ssinger et al., 2002]) or
deposited on aerosol, where it can contribute to acidification. Possibly the iodine can
be released again as I2, IBr or ICl from the aqueous layer on the aerosol particle, which
could enhance atmospheric iodine, bromine and chlorine concentrations already during
the night [Mo¨ssinger et al., 2002]. However, higher BrO values in the Peruvian upwelling
region compared to other measurement campaigns e.g. during MSM18 on the Atlantic
have not been observed.
Iodinated halocarbons might still play a role to fill this atmospheric iodine reservoir by
release of iodine during their photolysis. Still, the largest IO concentrations are located
close to the upwelling itself, therefore the main source of atmospheric iodine in this
region can only be the direct release of I2 and HOI from seawater or relatively short-
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lived iodinated species such as CH2I2, CH2ClI and CH2BrI, which are rapidly photolysed.
Due to its long lifetime CH3I will play only a minor role for the local tropospheric iodine
chemistry.
However, no significant change in atmospheric IO concentrations was observed when
passing the location with the highest halocarbon concentrations in surface water, often
six times larger than during measurements before and afterwards. Also surface mixing
ratios of CH2I2 and CH2ClI showed variations from 0.4–3 ppt at night, but no impact
on IO concentrations during the day were observed. No sea-to-air fluxes are available
yet for these compounds, but if any change is observed at all for atmospheric iodinated
halocarbons, a change in IO concentrations is expected in this region. This has not been
observed, which points towards another source, providing a constant flux of iodine to
maintain atmospheric IO concentrations of 1–1.5 ppt. This might be the direct release
mechanism of I2 and HOI from sea surface iodide [Carpenter et al., 2013].
The largest BrO dSCD were observed downwind from the area with the highest concen-
trations of halocarbons in water on December 9th and 10th. A possible correlation of
BrO VCD and/or surface VMR with wind-speed cannot be confirmed, but BrO dSCDs
were always close to their respective detection limits. Furthermore no stable inversion
was observed as during the BrO event during P399 (Tschritter [2013] and Fuhlbru¨gge
et al. [2013]). As shown in figure 7.11, these two days coincide with the minimum NO2
concentrations. However, also on December 14th, 20th and 21st low NO2 surface VMR
in the range of 10 ppt were observed and no enhanced BrO VMRs.
Compared to the Mauritanian upwelling, the coastal vegetation is also different: While in
Peru coastal vegetation is sparse, mangroves can be found along the coast of Mauritania,
which can emit precursor substances for BrO [Manley et al., 2007].
For the observation of transport of continental air-masses from Peru onto the marine
boundary layer, surprisingly high IO mixing ratios combined with enhanced HCHO
mixing ratios were found in heights of more than 1000m, thus above the MBL. (see
figure 7.12 for vertical profiles)
In comparison with the Mauritanian upwelling, the obtained mixing ratios and verti-
cal column densities were 25-50% higher than in the highest measurements reported
by Tschritter [2013] and shown in figure 12.2. Since during Polarstern cruises a high
variability of IO dSCDs around Cape Verde was observed, the daily averaged IO dSCD
values observed during M91 are sometimes even twice as large. If the IO dSCDs mea-
sured during M91 are representative itself for a longer time-series cannot be determined
from one campaign. However, since the averaged satellite measurements of IO fit the
ship-based observations quite well, this indicates that this ship-based data-set of IO is
indeed representative for December/January in the Peruvian upwelling.
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During Meteor cruise M77 a HMT Mini-MAX-DOAS with a compact USB2000 spec-
trometer was operated by Annette Kock and Evgenia Ryabenko from GEOMAR, Kiel,
Germany1. The cruise took place from 01/27 - 02/14/2009 in the Peruvian upwelling
region leading from Lima to the open ocean until 86◦W, and then heading north to
Panama. The elevation sequence of the MAX-DOAS measurements was 5◦, 10◦, 15◦,
20◦, 90◦. The instrument was looking to port side.
Low overall O4 dSCDs indicated an elevation angle offset. An elevation angle offset of
+6◦ was determined from varying the elevation angle offset parameter in the aerosol
retrieval and minimizing the χ2 value of the retrieval. The minimal elevation angle
is then 11◦, which does not allow for retrievals of IO or BrO at reasonable detection
limits in the marine boundary layer. Furthermore the spectral evaluation showed large
dSCDs when using 90◦ elevation spectra as a reference, especially during local noon.
This indicates an influence of direct sunlight reaching the spectrometer. To avoid its
influence, 20◦ (26◦ after applying the elevation angle offset) elevation spectra were used
instead chosen as Fraunhofer reference spectra. This lowers again the detection limits.
The retrieval of aerosol profiles was possible and showed reasonable results, but the
trace gas retrieval for IO did not yield satisfying results, since all dSCDs were close or
below detection limit when evaluating single spectra (compare figure 7.29 for a sum of
16 elevation sequences).
Nevertheless comparing it directly to the 10◦ and 20◦ measurements from M91 allows to
estimate the overall distribution of IO also in more remote regions of the eastern Pacific.
For IO, using the data from M91 shown in figure 7.27 for cases where the IO dSCD at
3◦ was above 1.5 · 1013 molec cm−2 (to remove situations with low visibility, such as on
11/12/2012 close to Lima), dSCDs for M77 between 26◦ and 11◦ are expected to be
found around 0.7− 0.8 · 1013 molec cm−2.
No significant absorptions from glyoxal were found during M91 with a significantly better
spectrometer and no significant glyoxal dSCD was found for M77.
The IO fit error for 16 co-added elevation sequences was (1.4 ± 0.4) · 1012 molec cm−2,
RMS: (1.5± 0.4) · 10−4 ((1.8± 0.4) · 1012 molec cm−2 for 4 co-added elevation sequences,
RMS: (2.0±0.4) ·10−4). Therefore the expected IO dSCDs of 0.7−0.8 ·1013 molec cm−2
based on estimations from M91 should be slightly above detection limit.
At a typical RMS of the BrO evaluation of 4 · 10−4 and a fit error of (1 ± 0.3) ·
1013 molec cm−2, no significant amounts of BrO above 5 ·1013 molec cm−2 were detected.
The contribution of the residual structure discussed in subsection 5.1.1.2 was similar to
the values obtained during MAD-CAT, but due to large residuals not as clearly to be
seen as e.g. in figure 11.2.
7.4.1. Conclusion
Satellite measurements of IO (Figure 7.19) for the same region averaged for January and
December from 2004-2011 show a similar pattern as seen in figure 7.28: Low IO VCD
1The instrument was prepared for the cruise by Tschritter [2013]
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Figure 7.27.: IO dSCD for M91 for cases where the IO dSCDs at 3◦ were above 1.5 ·
1013 molec cm−2. During M77 spectral data from elevations of 11◦ and
26◦ was analysed, therefore dSCD of about 0.7− 0.8 · 1013 molec cm−2 are
expected to be seen for the M77 dataset. Spectra recorded at 40◦ elevation
were used as reference spectra for the M91 data, therefore the dSCD at 40◦
is zero.
in the south-west and a continuation of the coastal maximum of IO VCDs towards the
Galapagos islands. Since the VCDs obtained during cruise M91 for vertical IO profiles
agree with satellite observations, this additional data from M77 also shows that the
distribution of IO outside the coastal upwelling area probed during M91 decreases. This
is useful when comparing the IO distribution in this area with the surface water iodide
samples taken during M77/1-4 once they are published [Croot et al., 2014, in prep.]. The
iodide measurements during M91 failed, but remaining water samples might be analysed
again.
It shows furthermore that the observed IO dSCD is not directly related to tropospheric
water vapour content and/or SST, but actually a property connected to the upwelling
region. It furthermore agrees here with the satellite observations of IO, which proves
that the enhanced IO VCDs observed in the Eastern Pacific are not an artefact of the
spectral retrieval.
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Figure 7.28.: M91 and M77 dSCDs, colour-coded in molec cm−2. For M91 data from
10◦ spectra evaluated against a 40◦ Fraunhofer reference is shown. This
value was then corrected by 2 · 1012 molec cm−2 according to figure 7.27.
Low columns during M91 close to the Peruvian coast are caused by low
visibility due to fog. In general the higher values were observed closer to
the coast. Satellite measurements of IO (Figure 7.19) for the same region
show a similar pattern of low IO VCD in the south-west and a continuation
of the coastal maximum of IO VCDs towards the Galapagos islands.
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Figure 7.29.: IO fit from M77, 01/28/2009, 13:32 UTC, at 14◦0’S 76◦30’W at 11◦ eleva-
tion, evaluated against a reference spectrum recorded at 26◦ elevation. The
observed IO dSCD is 10 times larger than the fit error. Figure 7.28 shows
the complete dataset, together with data of 10◦ elevation from SOPRAN
M91. The spectrum consists of 35832 scans for a total integration time
of 13 minutes, the Fraunhofer reference spectrum also 13 minutes. It was
recorded using a HMT mini-DOAS based on an Ocean Optics USB2000
spectrometer.
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Abb. 1     Geplante Fahrtrouten und Arbeitsgebiete der MERIAN Expeditionen MSM18. 
Fig. 1     Planned cruise tracks and working areas of MERIAN cruises MSM18. 
Figure 8.1.: Plann d c uise tracks for
MSM18/1-4. [MSM18 Expedi-
tionsheft]
R/V Maria S. Merian the SMAX-DOAS
setup (section 4.2) measured unsuper-
vised from 04/16/2011 to 06/24/2011.
North of Cape Verde this worked well,
except for some gaps, probably due
to software problems. South of Cape
Verde (beginning of May 2011) the air
conditioning in the air chemistry lab
on RV Maria S. Merian was not able
to keep the room temperature at a
level at which the spectrometer could
be stabilized at 38◦C by heating. This
led to spectral shifts of up to 1 nm,
see figure 8.3. The data from the first
leg can be used, whereas the second
leg from Mindelo to Mindelo needs to
be interpreted with caution. During
MSM18/3 the spectrometer tempera-
ture was raised to 44◦C to avoid these
problems.
Additionally the shutter failed some-
times, which then resulted in either
completely dark spectra or, if the shutter stayed open, in high RMS of the fit. The
reason was, that if the CCD is illuminated also during the readout procedure, that the
effective instrument function changes, since it is not constant over the height of the CCD.
The shifting of the readout process then leads to a different weighting of all possible in-
strument functions on the CCD chip and finally results in unusual large RMS (> 10−3)
in the spectral retrieval, which were filtered out. This is the reason for some of the gaps
in the time series of cruise leg MSM18/1 (compare figure A.7).
Furthermore the GPS mouse was removed during the cruise, additionally the ship-
internal data recording system DSHIP failed. Therefore the positions had to be in-
terpolated from partly existing GPS data, the station list and ADCP data courtesy of
Tim Fischer/GEOMAR. Even the German office for maritime shipping and hydrogra-
phy BSH 1 could only provide stationlists, but their data set of position and speed of
1BSH - Bundesamt fu¨r Seeschifffahrt und Hydrographie
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RV Maria S. Merian was also faulty. For periods were all data set only contained sparse
data, hourly position data from http://sailwx.info was used.
The position for the plots was calculated based on all data available from MAX-DOAS,
BSH, ADCP and ship-internal dship and data points resulting in unrealistic ship speeds
were removed. The DSHIP data contains reasonable data for heading(most of the time)
and meteorological parameters.
Due to the lack of continuous position and heading data for the first two cruise legs,
radiative transfer modelling has not been done in depth. Heading information during
periods without explicit data were deducted from the difference of relative and absolute
wind direction from the meteorological data, if needed, as e.g. for the profile retrieval of
the BrO event (see below).
The MAX-DOAS elevation angle sequence was 1, 2, 4, 6, 10, 20, 40, 60◦, each elevation
was recorded for one minute. A telescope elevation of 90◦ was not possible on this ship.
Large spectral shifts occur mainly during the second leg, the data from the first cruise
leg is almost not affected. BrO has been detected with a dSCDs of up to 15 times the fit
error or 6 · 1013 molec cm−2 on 04/22/2011 during the afternoon. IO dSCDs are similar
to previous observations e.g. during Polarstern cruises.
Figure 8.3.: Spectral shift relative to a spectrum recorded in the harbour of Las Palmas.
Generally south of Cape Verde the air conditioning was not able to keep the
temperatures in the lab at a reasonable level, which led then to too high
spectrometer temperatures and spectral shifts.
8.1.1. BrO
The average fit error for BrO using the Greenblatt et al. [1990] cross-section for O4 was
3.2 · 1012 molec cm−2 during cruise leg 1. The distribution of BrO dSCDs during this
time (without the BrO event on 04/22/2011) was (1.7±0.9) ·1013 molec cm−2. This also
means that assuming a lightpath of 10km in the marine boundary layer that the average
BrO VMR is around 1.7 · 1013 molec cm−2 ≈ 0.75 ppt. At 1◦ (3◦) elevation this would
correspond geometrically to the lowest 175m (500m).
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Figure 8.4.: BrO event during MSM 18/1. The blue line shows twice the fit error, the
colours indicate the telescope elevation angle. Four consecutive elevation
sequences are summed, the telescope elevation angle is colour-coded. Based
on the BrO dSCD values at 3◦, backward trajectories were calculated shown
in figure 8.6.
Some values tend to be a bit higher around (2−−3) · 1013 molec cm−2, especially close
the Cape Blanc/Mauritania as seen before with larger BrO mixing ratios during P399
[Tschritter, 2013] and closer to Cape Verde. Surprisingly a strong BrO signal of 6 ·
1013 molec cm−2 was measured north the Canary Islands, between Madeira and the
Azores, at 33◦N, 22◦W. These dSCD translate when calculating profiles to ≈ 4−−6ppt
BrO within the lowermost 500m (Figure 8.7). HYSPLIT backward trajectories indicate
that during this time the probed air had passed the Azores a day before. Trajectories
on the same day in the morning did not, neither on the following day. A fit is shown in
figure 8.9, trajectories can be seen in figure 8.6.
Aqua MODIS Chlorophyll a maps show elevated Chl-a surface water concentrations for
April 2011 around the Azores, see figure 8.13, but it does not vary as significantly as the
BrO varies associated to the trajectories calculated each BrO measurement, also when
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Figure 8.5.: DWD analysis for 22/04/2011 12:00 UTC, when the BrO values increased
significantly in figure 8.4. At this time the front just passed the ship’s
position.
the trajectories remained within the lowermost 500m within the region of interest. Ad-
ditionally trajectories can be observed, which pass the Azores and do not show elevated
levels of BrO, while others do. Therefore bioproductivity as indicated by Chlorophyll-
a and an influence of the islands of the Azores on the BrO release are not likely to
have caused this BrO event. The trajectory calculations vary only slightly when using
different end-point heights for the trajectories in the boundary layer.
The wind speeds during this day were with 8–12 ms−1 comparable to the days before
and after.
Another option is the transport of Arctic BrO to mid-latitudes and has already been
suggested by trajectory calculations by [Hollwedel, 2005]. Satellite BrO data shows
slightly enhanced BrO concentrations in the Newfoundland/Labrador region northeast
of Quebec [pers. comm. Holger Sihler, Figure 8.8]. At the same time when the BrO
increased on 04/22/2011 a cold front passed the ship’s position shown in figure 8.5.
On that day the tropospheric BrO values are already higher than usual before noon
(compare figure 8.4), but increase significantly in the afternoon. Trajectories show that
the air masses came from northwest, while the day before and after the air masses arrived
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Figure 8.6.: Backward trajectories for five days during BrO event during MSM18/1, end-
ing in a height of 100m at the ship’s location at the time of the respective
MAX-DOAS observation. All trajectories can be found in the lowermost
500m until 45◦W and are thus expected to be within the MBL. The trajec-
tories associated with low BrO dSCD leading along the coast of Greenland
came down from heights of more than 2km but passed than a region with
higher Chla concentrations as the other trajectories, compare figure 8.13.
Therefore the influence of Chla as the main process for bromine emissions
such as in the Mauritanian upwelling can be excluded here. The colour-code
refers to the BrO dSCD of spectra recorded at 3◦ elevation.
from the north and also from outside the boundary layer.
Flux estimation: Assuming the BrO arrived at a front with about 1000km length, well
mixed within the lower 500m with a BrO mixing ratio of 3ppt at an average wind speed
of 13m/s, this results in a total flux of ≈ 1mol BrO/s. Further assuming that most of
the total anorganic Br is present as BrO (Mahajan et al. [2010a] and subsection 1.4.4.1)
and a total event duration of one day, this results in an input of 100kmol Br during this
spillout event to the subtropical Atlantic. Hepach et al. [2013] reported for the Cape
Verde/Mauritania upwelling region during Poseidon P399 a flux of 781 pmol m−2 h−2
CHBr3, the assumed BrO transport would corresponds to a similar flux. Values on the
open ocean for CHBr3 fluxes are up to 50 times smaller, therefore this observed transport
is a significant source of bromine on the open ocean even in subtropical regions. The
frequency of events is unknown and will be also limited to several months, since only
during spring-time large amounts of BrO are observed in polar regions.
Most of the air of the BrO event on 04/22/2011 was transported towards Brasil with
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Figure 8.7.: BrO dSCDs and concentration profile during the BrO event on 04/22/2011.
4–6ppt BrO are found within the lowermost kilometre during the afternoon.
The high variability of O4 dSCD during the day indicate that it was a
cloudy day. This observation is supported by the overall weather situation
and satellite cloud cover images.
Figure 8.8.: Tropospheric BrO SCD from GOME-2, courtesy of Holger Sihler, Sihler
et al. [2012].
the trade winds, some of it passed the Canary islands.
No surface ozone data was available for April 2011 from measurements stations on the
Azores [pers. comm. Diamantino Henriques]. Also for the Canary islands only atmo-
spheric ozone measurements were conducted during this time in the free troposphere,
not within the MBL.
On the way towards Cape Verde about 100km north-east of Mindelo, also higher BrO
column densities were observed, reaching values of up to 3.5·1013 molec cm−2. Air masses
had passed the Mauritanian coastal upwelling area before. Tschritter [2013] observed
during SOPRAN P399 dSCDs of more than 12 ·1013 molec cm−2 corresponding to 10ppt
BrO close to the Mauritanian coastline during an inversion [Fuhlbru¨gge et al., 2013].
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Figure 8.9.: BrO event during MSM18/1 at 16:00 UTC as shown in figure 8.7. The
fit uses the Greenblatt et al. [1990] O4 cross-section. NO2 was omitted to
simplify the plot, but was included in the analysis.
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8.1.2. IO
When summing four consecutive elevation angle sequences with spectra of each one
minute exposure time, typical fit errors are at (10 ± 4) · 1011 molec cm−2 with RMS
mostly between 5 and 10 · 10−5.
The largest dSCDs were observed close to the Canary islands, close to Cape Blanche
and during the last day before arriving in Mindelo, see figure 8.10. In general the daily
averages of IO in this region were relatively small, compared to ANT XXVIII(chapter 9).
Figure 8.10.: BrO and IO dSCD for MSM18/1. The variations of daily averages of IO
are mostly due to variations in O4
8.1.3. Glyoxal
During MSM18/1 the spectrometer measured in a spectral region which was a bit
shifted towards the UV compared to MSM18/3. Therefore the evaluation of glyoxal
was not as stable as during MSM18/3. The retrieval interval window was set at 434–
456 nm (432–460 nm for M91 and MSM18/3). Typical fit errors were of the order of
(1.5± 0.6) · 1014 molec cm−2 and the distribution of measured dSCDs was (−0.4± 3.9) ·
1014 molec cm−2.
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8.2. MSM 18/3
The cruise MSM 18/3 was a cruise planned within the SOPRAN project, with the overall
goal to compare different upwelling areas. P399 focussed on the Mauritanian upwelling,
MSM18/3 on the equatorial upwelling and M91 took place in the Peruvian upwelling.
Figure 8.11.: Chl-a surface water concentrations averaged for the time of MSM18/3
(source!) and Mercator sea surface temperature from June 22th, 2011.
8.2.1. BrO
The average fit error for BrO using the Greenblatt et al. [1990] cross-section for O4 was
6 ·1012 molec cm−2 for an evaluation summing four consecutive elevation sequences. The
standard deviation of BrO dSCDs during this time was 1.1·1013 molec cm−2 which agrees
with a correction factor of 2 according to Stutz and Platt [1996]. No measurements were
found to be above the detection limit of 2.2 · 1013 molec cm−2.
Compared to MSM18/1 (subsection 8.1.1) this is almost twice the measurement error.
The reason is, that the wavelength range covered does not allow for a 4-band retrieval
of BrO from 332–358 nm, but just a 3-band retrieval from 338–358 nm.
8.2.2. IO
Overall the IO slant columns observed during the campaign were relatively low compared
to observations on CVAO [Tschritter, 2013] or during ANT XXVIII (chapter 9), mostly
around 1 · 1013 molec cm−2 and only a few times up to 2 · 1013 molec cm−2.
As during MSM18/1 the fit error was typically around 1 molec cm−2 for single spectra
with an exposure time of one minute.
Radiative transfer modelling using the same parameters as for the MAX-DOAS data of
M91 (subsection 7.1.3) resulted in IO surface volume mixing ratios of about 0.5-1pptv.
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Figure 8.12.: IO surface VCD/VMR retrieved from MAX-DOAS data during MSM18/3.
An overall increase towards the east can be observed, independent of chloro-
phyll concentration values (Figure 8.11).
8.2.3. NO2
Typical MAX-DOAS fit errors for the evaluation of NO2 in the IO retrieval window
were 1 − 2 · 1014 molec cm−2, dSCDs were typically below 1 · 1015 molec cm−2. Ship
traffic in this area was very low, only from Cape Verde to the Equator some ships were
encountered, i.e. most high NO2 values must have been caused by R/V Maria S. Merian
itself.
220
8.3. Discussion
8.2.4. Glyoxal
As for M91 (subsection 7.2.6), no glyoxal dSCD above detection limit was found. An
average dSCD at 3◦ elevation was (−0.3 ± 2.1) · 1014 molec cm−2 for single one minute
spectra was observed when using cross-sections by Rothman et al. [2010], Greenblatt
et al. [1990] for water vapour (HITEMP) and O4 absorptions. (M91: see figure 5.40 for
overview)
8.3. Discussion
Figure 8.13.: Chla surface concentration by Aqua Modis averaged for April 2011. 33◦N,
22◦W, the position of the BrO event during MSM18/1 is marked.
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For the IO observations during the third cruise leg, daily averaged dSCD, but also VMR
and VCD (see figure 8.12) increased towards east, at the same time when Chl-a values
decreased (compare figure 8.11), but the sea surface temperature stayed around 21◦C,
indicating freshly upwelled and nutrient rich water. Another influence could be transport
of iodine from the coastal upwelling off the coasts of Namibia, Congo and Angola. Here
higher concentrations of Chl-a as a marker of biological activity are found(Figure 8.11)
and HYSPLIT trajectory calculations show that air masses from there arrive within
a few days at the cruise track. This could explain the IO VMR east of 0◦W, where
water temperature was around 26◦C again and the Chl-a values at 20% of the maximum
found for in-situ sea surface water measurements found between 5-10◦W. For sea surface
concentration of CH3I and CH2I2 no direct connection to IO VMR were observed [pers.
comm. Helmke Hepach, GEOMAR, Figure 8.14]. The only common feature of the spatial
distribution of CH3I and IO VMR is, that west of 10
◦W the respective values are lower
than east of 10◦W. For atmospheric concentrations of various halocarbons measured
during the cruise (CH3I, CH2Cl2, CHCl3, CCl4, CH2Br2, CH2ClI, CHBr2Cl, CH2BrI,
CHBr3, CH2I2, CH3CCl3, CH2Br2, pers. comm. H. Hepach, GEOMAR, preliminary
data), no increase towards east was observed, either. This agrees from observations
from other cruises (M91, P399, TransBrom) that the main source of reactive halogen
compounds in the MBL is not directly related to the emissions of these halocarbons.
During MSM18/1 basically the same spatial pattern as for IO was also observed for
BrO, mainly caused by the change in lightpath length, as inferred from O4 dSCD. An
exception is the BrO event at 33◦N, where large amounts of BrO (4-6 ppt) were detected
while the IO dSCD did not change on the respective days. This BrO event seems to be
connected to a transport event of bromine-rich airmasses from the Arctic.
Radiative transfer modelling of concentration profiles was not possible for most days due
to missing position and/or heading information during the first cruise leg.
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Figure 8.14.: Halocarbon measurements in surface sea water during MSM18/3 [pers.
comm. H. Hepach/GEOMAR]. During M91 (Figure 7.5) maximum con-
centrations of CH2Br2, CHBr3 and CH3I differed not more than by a factor
of two, but CH2I2 was found to be 10 times higher.
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9. Polarstern ANT XXVIII: From Bremerhaven to Antarctica
Polarstern ANT XXVIII was the first cruise during which the whole distance between
Bremerhaven and Antarctica was covered with data from both spectrometers, UV and
VIS, after the UV and also the VIS spectrometer had been modified to lower the overall
amount of instrumental stray light, see subsection 4.1.1 and Lampel [2010]. Therefore
this cruise is given special attention, whereas the other Polarstern cruises are described
less detailed. Additionally AERONET data is available for the first leg of this cruise,
allowing for comparison of AOD from a Microtops instrument and the retrieved AOD
from the MAX-DOAS.
The data from the ship’s internal data system, the DShip system, contains errors for the
first cruise leg for the geographic position data at the beginning of the second half of
November 2012, but the spectra contain the correct position data. The DShip data the
heading information and global radiation values seems to be incorrect during this time,
too.
The second cruise leg from Cape Town to Cape Town via Neumayer station, allow-
ing for MAX-DOAS measurements close to the permanent MAX-DOAS instrument on
Neumayer station [Frieß et al., 2010].
9.1. Overview and additional measurements
Both spectrometers of the MAX-DOAS setup worked well during the first two cruise legs,
until the mirror of the MAX-DOAS telescope fell off due to vibrations and/or ageing of
the glue. The instrument was switched off in Cape Town for the following cruise legs.
Cruise leg ANT XXVIII/1 provides two more datasets which are of interest to be com-
pared to the MAX-DOAS data:
1 IfT Leipzig Aerosol sampling physical properties
2 optical properties
3 chemical properties
4 MPIM Hamburg Microtops AOD
5 GEOMAR, GKSS, IfT Oceannet container H2O vapour content HATPRO
6 LIDAR [Kanitz et al., 2013]
7 Meteorology
8 Full sky imager
For comparisons of AOD, the AERONET data [Smirnov et al., 2009] will be used, see
figure 9.2.1.
Cruise leg ANT XXVIII/2 did not include measurements which seem to be of relevance
to be compared to MAX-DOAS measurements. During the second cruise leg R/V Po-
larstern left Cape Town and sailed south towards Neumayer station. On 12/20/2011
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Polarstern reached the Atka bay to supply the Neumayer station.
9.2. MAX-DOAS results
9.2.1. Aerosol
9.2.1.1. Settings
For the aerosol retrieval the inversion algorithm implemented in Yilmaz [2012] was used
on a 100m grid up to 4km height. The surface albedo was set to 0.05, the O4 cross-
section was scaled with 0.8 and an exponentially decreasing a-priori with an AOD of
0.05 with a scale height of 2km was used. For aerosol scattering, an aerosol single
scattering albedo of 0.95 and a Henyey-Greenstein phase function with an asymmetry
parameter of 0.72 were assumed. The O4 data was retrieved using the cross-section by
Hermans et al. [1999], because it appeared to produce more consistent results than the O4
cross-section by Greenblatt et al. [1990], despite the problems which have been observed
for the spectral retrieval of BrO (see subsection 5.1.1.2). As also reported by Yilmaz
[2012] including intensities only improved the retrieval on clear-sky days slightly, but led
in general to inconsistent results and stronger variations relatively to the AERONET
AOD. Including the O4 absorption at 477 nm did not lead to any improvement and a
retrieval of the A˚ngstrom parameter was also not possible.
The averaging kernel matrix for the aerosol profile retrievals and the trace gas retrievals
yields an information content of typically two degrees of freedom. Furthermore the avail-
able height information for any absorption above a height of 1km is small. This can be
also seen when comparing the cloud ceiling height from the weather-station onboard
Polarstern: Whenever the ceilometer yields values above 1km, the aerosol retrieval un-
derestimates the height of the aerosols. This is particularly the case for the retrieval of
the HCHO which has been transported on top of the MBL, see subsection 9.2.4.
The telescope elevation angles had an offset of about 1◦, which was determined by varying
the telescope elevation angle offset on a clear day while looking for minimum in the χ2 of
the retrieval. This was confirmed by the fact that the 1◦ elevation spectra were unusually
dark compared to the ones recorded at 3◦ elevation. All elevations were corrected by
-1◦. The telescope was readjusted in Bremerhaven after the cruise. Elevation angles in
the text of this chapter refer to the original elevation, not corrected for this offset.
9.2.1.2. Comparison with AERONET data
Reasonable agreement was found with AERONET data, as can be seen from figure 9.3.
During two days at approximately 10◦S the heading information from the ship’s database
was incorrect and caused these problems. These data points are marked with a circle
in figure 9.3. Other problematic days which led also to deviating AODs were aerosol
profile retrievals during cloudy days between Bremerhaven and the Bay of Biscay at the
beginning of the cruise, which led to an overestimation of the AOD by MAX-DOAS
measurements.
The other data points show a correlation with R=0.85 with the AERONET data.
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The best agreement for AERONET data and the lowest χ2 values were found for the
retrievals using a correction factor for the O4 cross-section of 0.8 as reported in Cle´mer
et al. [2010] and Großmann et al. [2013].
A clear dependence of the difference of AOD from AERONET and MAX-DOAS on the
colour index of the Fraunhofer reference spectra was not found. The sun photometer
measurements were only possible when the direct lightpath from the sun to the instru-
ment was not blocked, but this does not exclude broken cloud cover for the remaining
part of the sky. Since the MAX-DOAS does not have the same viewing geometry as the
sun photometer, an ideal correllation especially for cloudy or partly-cloudy sky is not
expected.
9.2.2. IO
The average fit error for two-minute spectra with an RMS of less than 4 · 10−4 is (2.4±
1.4) ·1012 molec cm−2 during cruise legs 1 and 2. IO dSCD of up to 2.5 ·1013 molec cm−2
were found, a measurement with one of the highest signal-to-noise ratios is shown in
figure 9.4.
These column densities were used together with the aerosol data retrieved in subsec-
tion 9.2.1 to retrieve tropospheric concentration profiles of IO using the same settings as
for the aerosol retrieval and an a-priori profile with a scale height of 2km and a ground
concentration of 0.7 ppt. The surface volume mixing ratios obtained from these inver-
sions are shown in figure 9.5. In tropical latitudes VCDs of (2 − −4) · 1012 molec cm−2
are obtained, which is slightly less than for M91 in the Peruvian upwelling((3 − −6) ·
1012 molec cm−2). It has to be noted that the information content for the IO retrieval
was only 1–2 degrees of freedom and for the aerosol retrieval usually 2 degrees of freedom
(typically 2 and 2–4 respectively for the M91 data). Consequently the averaging kernels
only covered the lower part of the profile. Still, the IO is, as known from M91, within
the lowermost 1000m, within the MBL, which is shown by the retrieval.
For both campaigns, M91 and ANT XXVIII, the height of the IO profile is higher than
the height of the BrO profile. Final conclusions might require further improvements of
the spectral retrieval of BrO.
9.2.2.1. IO in Antarctica
DOAS measurements by Frieß et al. [2010] showed IO dSCDs of up to 4 ·1013 molec cm−2
measured at Neumayer station, Antarctica. Normally Polarstern brings supplies to the
station in early austral summer, as in 2011, when Polarstern arrived around Dec. 19th
in the Atka Bay to unload goods for Neumayer station.
A large part of the transect from Cape Town towards Antarctica shows low O4 dSCD and
low intensities, indicating a thick cloud cover. Approaching the coastline of Antarctica,
higher O4 dSCD were observed and the ceiling height measurements of the weather-
station also showed larger values or no clouds at all. This also led to an increase in
IO dSCD, up to 1.5 · 1013 molec cm−2 at 5◦ elevation. Values recorded for 3◦ elevation
showed lower values as did the O4 dSCD. Unfortunately no webcam images are available,
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maybe something was blocking the lowermost elevations while the ship was in Atka Bay.
These problems were not observed for ANT XXIX, for which a general correlation of IO
values with the O4 dSCD was observed, see figure 9.6.
The correlation of IO and O4 is similar to the values measured during ARK XXVII
around Greenland, indicating a troposheric concentration of 0.2–0.4 ppt IO.
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Figure 9.1.: Cruise track ANT XXVIII/1, from cruise report
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Figure 9.2.: AERONET aerosol optical densities data ANT XXVIII/1, Smirnov et al.
[2009]
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Figure 9.3.: Comparison of tropospheric AOD inferred from MAX-DOAS data and
AERONET data. The data within the circle was recorded during two days
during which the heading information for the ship was not stored correctly
in the DSHIP system. Also at the beginning of the cruise the MAX-DOAS
overestimated the AOD due to a broken cloud cover. Excluding the data
points within the circle, a correlation coefficient of R=0.85 is obtained. Indi-
vidual data points had to be measured at a time less than 30 minutes apart
from each other.
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Figure 9.4.: IO fit from ANT XXVIII, 11/14/2011, 14:05 UTC at 10◦N, 20◦W of a sin-
gle two-minute spectrum recorded at 3◦ elevation. The IO dSCD is 19
times above the fit error of 1.1 · 1012 molec cm−2. The fit used the modi-
fied HITEMP cross-section, scaled according to Table 5.8. The OE1 spec-
trum is used to compensate for a residual structure caused by the readout-
electronics.
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Figure 9.5.: IO surface volume mixing ratios during ANT XVIII in October and Novem-
ber 2011 from Bremerhaven to Cape Town.
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Figure 9.6.: Correlation plot for IO and O4 (470 nm) dSCD for the complete
data set of ANT XXIX south of 50◦S. The slope of the fit is 7.4 ·
10−32 cm3 molec IO molec−2 O4.
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9.2.3. BrO
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Figure 9.7.: BrO VCD and surface VMR during ANT XXVIII. Error bars indicate the
errors obtained from the profile inversion. The minimum on November 15th
coincides with polluted air masses from Africa showing enhanced concentra-
tions of HCHO (compare figure 9.13), which were found above the typical
height of the MBL, but might still contribute to the sink of reactive bromine.
Despite slightly elevated NO2 values as shown in figure 9.17, BrO concen-
trations of 1–2 ppt are observed around Cape Verde, on November 10th.
Around November 20th, also elevated BrO concentrations were found, while
tropospheric NO2 concentrations were mostly found below detection limit,
<50 ppt. The highest BrO dSCDs were observed north of Cape Verde, in
clear-sky conditions, while November 20th was partly cloud-covered and
yielding lower O4 dSCDs, indicating a shorted lightpath.
The typical fit error BrO for a 3◦ elevation spectrum recorded for two minutes is (8±3) ·
1012 molec cm−2 and a distribution of dSCD at 3◦ elevation of (7± 14) · 1012 molec cm−2
was observed. Maximum tropospheric dSCDs were observed around Cape Verde (daily
average 2.1 · 1013 molec cm−2) and the Antarctic shelf ice with dSCDs of the tenfold fit
error. The fits show an unexplained residual structure correlated with O4 absorption for
all available O4 cross-sections, which might indicate an additional tropospheric absorber
or problems with the O4 absorption cross-section. (see subsection 5.1.1.2)
The maximum daily BrO dSCD value of 2.1 · 1013 molec cm−2 shown in figure 9.10 in
the Mauritanian upwelling (see also cruise MSM18: subsection 8.1.1) show the highest
BrO dSCD for the trajectory which stayed the longest time within the upwelling region.
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The maximum values for BrO in the tropics were observed during the morning and
afternoon, which cannot be completely explained by O4 dSCD variations, even though
a general correlation of BrO and O4 dSCDs is observed. This agrees with previous
long-path measurements by Read et al. [2008b] and Tschritter [2013], who observed the
largest BrO concentrations during sunrise and sunset and a minimum around noon. An
example fit is shown in figure 9.8 and the respective profiles for that day in figure 9.11.
The other maximum of BrO dSCD is observed close to Antarctica, with BrO dSCD of up
to 5 · 1013 molec cm−2 at large O4 dSCD. It is not clear if this can be disentangled from
the residual structures appearing with increasing O4 dSCD. A fit is shown in figure 9.9.
Figure 9.11 shows profiles for the 11/10/2011, in the Mauritanian upwelling between Ca-
nary islands and Cape Verde. BrO VMR are found between 1–2 ppt, in agreement with
daytime measurements in previous studies by Read et al. [2008b] and Tschritter [2013].
Five days later (Figure 9.13), outside the main upwelling, but therefore potentially in-
fluenced by outflow of organic compounds from Africa, retrieved BrO concentrations are
only half as large.
The other maximum is found at 15◦S, with up to 2–4 ppt BrO as shown in figure 9.7.
Figure 9.8.: Maximum of tropical BrO dSCDs at 3◦ elevation during ANT28, the
summed spectrum #4375 (four co-added elevation sequences) measured at
21◦41’, 19◦31’ north of the Cape Verde islands on Nov. 10th, 2011 at 15:23
UTC.
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Figure 9.9.: Maximum of BrO dSCDs at 3◦ elevation during ANT28, the summed
spectrum #23072 (four co-added elevation sequences) recorded at 69◦S35’,
0◦52’W close to the coast of Antarctica on December 23rd, 2011 at 12:38
UTC.
When retrieving profile information despite the existing spectral problems of the spectral
analysis for small BrO concentrations, BrO daily averaged VCDs vary between 1.4 ·
1012 molec cm−2 at 10◦N during the day with the maximum HCHO VCD and 2.8 ·
1012 molec cm−2 at 10◦S, close to Cape Verde Islands, approaching Cape Town and
passing Portugal. A vertical BrO column of 2.5 · 1012 molec cm−2 corresponds to 1 ppt
of BrO within a boundary layer with a height of 1000 m.
9.2.4. Formaldehyde
Typical fit error HCHO for a 3◦ elevation spectrum recorded for two minutes is (1.6±0.7)·
1015 molec cm−2 and a distribution of dSCD at 3◦ elevation of (1.3±0.5)·1015 molec cm−2
with maximum tropospheric dSCD close to the equator (daily average 8·1015 molec cm−2)
and in the North Sea (1016 molec cm−2).
The retrieval of background values is problematic, since the residual structures shown in
figure 9.8 can affect the HCHO absorption structures. Nevertheless, tropospheric slant
column densities close to Antarctica are low (< 3 · 1015 molec cm−2), independent of the
O4 dSCD and thus the size of the residual structures.
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Figure 9.10.: Five day backward trajectories calculated by HYSPLIT from GDAS data
for the duration of the cruise. The endpoint of each trajectory was set
to a height of 100m. The colour-code corresponds to daily averages of
BrO dSCD at an elevation of 3◦. Typical open ocean dSCDs were found at
(1−−2)·1013 molec cm−2. Lower values were observed in northern Germany
(high NO2 concentrations) and between Cape Town and Neumayer (short
lightpaths due to bad weather). The maximum daily average of BrO dSCDs
was found for a trajectory along the Mauritanian upwelling region north
of Cape Verde islands.
The HCHO VCDs shown in figure 9.12 agree with satellite observations during the same
time, compare figure 1.4 and figure 9.12.
The profile retrieval for HCHO for the tropical maximum indicates a layer of enhanced
HCHO concentrations in a height of almost 1000m. This agrees with satellite data
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Figure 9.11.: ANT XXVIII on 11/10/2011 at 22◦N, 20◦W, the day with the maxi-
mum BrO dSCD as shown in figure 9.10 with the respective backward-
trajectories. From 14:00–19:00 UTC NO2 surface concentrations were
mostly below 50 ppt, before 14:00 UTC above 100 ppt. The profiles are
retrieved at a time resolution of 30 and interpolated. The time of individ-
ual profiles is marked with a black cross.
observations, which show that a large part of the tropical VCD of formaldehyde is due
to continental outflow of organic compounds of biogenic origin or emitted by biomass
burning in Africa. This is the main reason for enhanced VCDs of formaldehyde of
5 · 1015 molec cm−2 in the eastern tropical Atlantic. Aerosol profiles for these days also
show higher aerosol extinction in these heights. Concentration profiles of IO and BrO for
these days show the main part of the IO and BrO close to the sea surface, in agreement
with observations on other days. Moreover the surface VMR of HCHO is also similar to
other days of measurements in the tropics, at about 500 ppt.
Additionally it agrees with trajectory calculations: The 5-day trajectories shown in
figure 9.10 ending at a height of 100m do not show the influence of continental air
masses along the cruise track close to the equator, but the trajectories calculated for
a height of 750m shown in figure 9.12 do. MODIS observations registered enhanced
biomass burning in coastal areas, see figure 9.16. On a previous transatlantic cruise leg
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of Polarstern in April 2010 LIDAR measurements showed lofted layers of aerosols in the
same region in heights of >1km which were connected to Saharan dust and biomass
burning [Kanitz et al., 2013].
Due to the limited information content of the measurements for profile retrievals, espe-
cially above heights of 1km, the actual height of the plume cannot be determined. Above
heights of 1km, the resulting profile can be interpreted maybe as the best fit between
agreement with the a-priori and the information that the absorber is not located in the
lowermost layers of the atmosphere. Consequently, the main absorption is placed where
the information content begins to decrease, which is roughly where the main amount of
HCHO is retrieved here.
A consequence for tropospheric chemistry is, that the enhanced HCHO observed over the
tropical Atlantic from satellite is not necessarily resulting in an enhanced sink for BrO in
the marine boundary layer, because most of the tropospheric BrO was usually observed
close to the ground (MSM18/1: subsection 8.1.1, Martin et al. [2009] and during Poseidon
P399 by Tschritter [2013]). Due to its origin, formaldehyde concentrations might be used
here as well as a tracer for other organic compounds, such as isoprene, methanol and
black carbon.
9.2.5. Glyoxal
For the Polarstern instrument it is not as easily possible to include the strong water
vapour absorption at 442 nm as it is for the SMAX-DOAS instrument as e.g. during
M91 (chapter 7). The reason might be either caused by the lower spectral resolution
compared to the SMAX-DOAS, by not knowing the instrument function as precisely
as for the Acton350i of the SMAX-DOAS instrument, together with the instrument
function not being constant over the wavelength range of interest or a combination of
all factors.
It was therefore necessary to exclude the main water absorption from the fit window,
which in turn led to problems to obtain correct O4 dSCD, because also a part of the
underlying O4 absorption was removed (see figure 5.11 for an overview of absorption
cross-section in this spectral range). The slope of the O4 absorption around 450 nm was
observed to result, in the worst case, in false ODs of up to 5 · 10−4. A compromise
was found to have a gap to exclude the water vapour absorption from 441–447 nm.
These settings were then also used in Mahajan et al. [2014] for the analysis of the data
from Polarstern ANT XXVI, XXVIII and TransBrom on RV Sonne. These settings also
exclude the possible influence of changes of the radiative transfer due to strong water
vapour absorption lines discussed in section 5.4.
South of Cape Town large negative Glyoxal dSCDs (−1 · 1015 molec cm−2) were ob-
served when not accounting for liquid water absorption. It is assumed that more light
has passed ocean water on days with overcast conditions. The negative dSCD are re-
moved by including liquid water absorption in the fit. For M91 this was not observed
(subsection 7.2.6) due to the weather situation.
The only significant single observations of Glyoxal in the MBL during this cruise are
in Cape Town and north of the Canary islands (≈ (1± 0.2) · 1015 molec cm−2), both of
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which occurred simultaneously with larger absorptions of NO2, indicating anthropogenic
emissions. The case at the Canary islands might have been a passing ship.
Conclusions about background observations of glyoxal are more difficult to draw, since
it seems to be difficult if not even impossible to disentangle the water vapour absorption
from the absorption of Glyoxal within spectral data, see subsection 5.6.4, especially for
the Polarstern MAX-DOAS spectral data at a relative low spectral resolution. Also de-
pending on the actual fit scenario settings, an averaged slope of 1.6·10−9 molec Glyoxal cm−2
molec H2O cm
−2
is found. For a water vapour dSCD of typically 5 · 1023 molec cm−2 for an elevation an-
gle of 3◦ in the tropics this translates to 8 · 1014 molec cm−2 Glyoxal. This agrees with
the results for the retrievals done within Mahajan et al. [2014]. This is nevertheless
significantly smaller than the values previously reported by Sinreich et al. [2010] for the
tropical Pacific.
This is either a real coincidence, or a retrieval problem. The observations of glyoxal
absorptions during M91 and MSM18/3 where no glyoxal was found with the better MAX-
DOAS instrument indicate indeed spectral retrieval problems for the Polarstern MAX-
DOAS instrument, which introduces cross-correlation for H2O and Glyoxal absorptions.
Therefore measurements at low telescope elevation angles were used to correct the glyoxal
data based on H2O dSCD. As shown in figure 9.14 this then leaves the main emission
sources: Western Europe (40◦N), Canary Islands (30◦N), outflow from biomass burning
in Africa (10◦N) and Cape Town (30◦S). The variations at 20◦S might be again due to
biomass burning or are only unexplained spectral artifacts. All of these measurements
are one magnitude smaller than previous measurements reported by Sinreich et al. [2010]
for tropical regions.
The apparent correlation with the observations of HCHO in the tropics would make
sense regarding the oxidation of organics Vrekoussis et al. [2010], but the measurements
are not conclusive enough to prove this point. In this case most of the glyoxal would
also be found at the upper boundary of the marine boundary layer, which would make
it harder to detect due to lower AMFs.
9.2.6. NO2
The average NO2 fit error for low elevation angles was (2 ± 1) · 1014 molec cm−2 for
a retrieval window from 414–438 nm. Using other fit ranges in the visible wavelength
range did not improve the overall result, since strong water vapour absorption lines
caused residual structures of more than 5 · 10−4.
Tropospheric NO2 was only detected in large amounts on the North Sea after leaving
Bremerhaven and in the English channel. Surface concentrations of more than 100 ppb
were retrieved, daily averages were 30 ppb on the North Sea and 5 ppb in the English
Channel. This corresponds to a tropospheric VCD of 3 · 1016 molec cm−2 in the North
Sea on October 28th, 2011 decreasing until the Bay of Biscay to values below 50 ppt on
November 1st.
Single profiles between the Canary Islands and Cape Verde exceeding surface mixing
ratios of 1 ppb could have been caused by other ships or RV Polarstern itself.
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A typical fit error of 2·1014 molec cm−2 corresponds roughly to 10 ppt NO2 at an elevation
angle of 3◦. Typical averaged dSCDs at an elevation angle of 3◦ are 3 · 1014 molec cm−2
(−4 · 1014 molec cm−2 without including a correction for VRS on N2, see also subsec-
tion 5.2.3.1). A determination of NO2 background values was therefore not possible.
Sometimes the profile retrieval could no converge, since the distribution of NO2 dSCD
was below detection limit.
9.3. Comparison of IO dSCD with ANT XXVI
Polarstern cruises ANT XXVI (2009) [Lampel, 2010] and ANT XXVIII (2011) took place
during the same time of the year, covering the distance between Bremerhaven/Germany
to Cape Verde almost along the same track (see figure 6.1). Using the same retrieval
settings for IO, ANT XXVIII shows larger daily averages (18 · 1012 molec cm−2) for IO
than those observed during ANT XXVI (11 · 1012 molec cm−2). During ANT XXVI the
maximum IO dSCD at 3◦ elevation was found at 24◦S, during ANT XXVIII close to
Cape Verde at at 19◦N.
The ship’s weather station data shows no significant difference for sea surface and air
temperature along the cruise tracks during both years.
The O4 dSCDs cannot either explain this large difference.
The modification of the spectrometers for stray-light minimization is a major differ-
ence between both cruises. The modifications were not as significant for the visible
spectrometer, decreasing the instrumental stray-light by a factor of 2–3. But also
ANT XXIX in the following year 2012 shows lower IO values south of Cape Verde (typ-
ically 11 · 1010 molec cm−2, daily average at 3◦ elevation.).
A similar variability was observed for I2 measurements on Cape Verde by Lawler et al.
[2013], where averaged I2 mixing ratios at night were three times higher in May 2007
compared to May 2009.
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Figure 9.12.: HCHO VCD and 5-day backward trajectories (HYSPLIT, GDAS) for a
height of 750m. VCDs agree with satellite observations, e.g. by the OMI
instrument (see figure 1.4)
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Figure 9.13.: ANT XXVIII on November 15th, 2011 at 8◦N, 16◦W, the day with the max-
imum HCHO dSCD as shown in figure 9.12 with the respective backward-
trajectory indicating air-masses from Africa above the boundary layer.
NO2 surface VMR varied between 0.2–1.0 ppt.
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Figure 9.14.: Glyoxal dSCDs during ANT XXVIII when removing the apparent correla-
tion of glyoxal dSCDs with water vapour dSCDs. Glyoxal absorption is still
detected in the North Sea, close to the Canary islands, at the maximum of
HCHO observations at 10◦N and in Cape Town.
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Figure 9.15.: Glyoxal dSCD data for Polarstern ANT XXVI and XXVIII, plotted to-
gether with other campaigns in Mahajan et al. [2014]. Filled circles show
data points above, open points data points below the respective detection
limit.
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Figure 9.16.: Map of fires detected from MODIS, FIRMS, from 11/11/2011 to
11/18/2011.
0 5 10 15 20 25 30
10-2
10-1
100
101
102
Day in November 2011
S
u r
f a
c e
 m
i x
i n
g  
r a
t i o
 N
O
2 
[ p
p b
]  /
 N
O
2 
V
C
D
 [ 1
01
5  
m
o l
e c
 c
m
- 2
]
 
 
indiv. profiles - surface VMR
daily av. surface VMR
daily av. NO2 VCD
Figure 9.17.: NO2 VCD and surface VMR during ANT XXVIII. Error bars indicate the
errors obtained from the profile inversion. Largest concentrations were ob-
served on the North Sea, some enhanced NO2 concentrations are observed
between the Canary Islands and Cape Verde (November 7th-11th).
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10. Polarstern Arctic cruises
The MAX-DOAS was on the Polarstern cruises ARK XXIV(2009), XXV(2010) and
XVII(2012) in the Arctic. Only during ARK XXVII the UV spectrometer was already
modified to reduce instrumental stray light. Without supervision apart from cleaning
the telescope by personal onboard the ship, the instrument recorded during the three
cruises in total more than 9 months of MAX-DOAS measurement data.
10.1. Polarstern ARK XXIV
The same setup as during Polarstern ARK XXV measured during ARK XXIV in the
Arctic, from 06/19 until 09/29/2009. The observed O4 dSCD were low on almost all
days, indicating low clouds and/or fog. IO was not detected, NO2 only close to Iceland
and Spitsbergen.
10.2. Polarstern ARK XXV
10.2.1. Overview
Throughout the whole cruise the instrument was working and delivered continuous and
stable spectra. An overview over typical spectral shifts in shown in figure 4.3.
10.2.2. Results
10.2.2.1. IO
As opposed to Polarstern cruise ARK XXIV with the same setup of spectrometers, during
ARK XXV IO dSCDs have been found to be above detection limit during summer,
west of Greenland. dSCDs around 2 · 1013 molec cm−2 were observed, exceeding the
fit error by a factor of 10–14 when summing four elevation sequences. An example fit
is shown in figure 10.2. However, the average dSCD for a fit based on spectra with a
total integration time of 8 minutes was (1 ± 4) · 1012 molec cm−2 and the fit error of
(1.7± 0.8) · 1012 molec cm−2 for results with an RMS < 4 · 10−4. Figure 10.1 shows the
dSCDs during the cruise. The size of the dots is proportional to the signal to noise ratio
of the O4 measurements. This pronounces measurements in situations high visibility
and sufficient light.
No correlation of IO dSCD and air temperature and/or humidity was observed during
the cruise, based on data from the ship’s weather-station.
The correlation shown in figure 10.3 agrees with measurements during ANT XXIX in
the Antarctic. These column densities correspond, for low aerosol extinction of less than
0.05, to concentrations of 0.2–0.4 ppt within the lowermost kilometre.
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Enhanced iodine concentrations during late summer (August–September) of aerosol par-
ticles were reported by [Barrie and Barrie, 1990] (see also figure 1.8), which indicates a
certain role of iodine in summer-time polar tropospheric chemistry.
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10.2. Polarstern ARK XXV
Figure 10.1.: Cruise plot of Polarstern cruise ARK XXV. Additionally measured IO
dSCD are plotted. The dSCD of 3◦ elevation measurements is colour-
coded, the size of the data points is proportional to the signal to noise
ratio of the O4 measurements, this means that small dots are drawn for
situations with low sunlight intensity and/or low visibility.
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Figure 10.2.: IO fit of a 8-minute spectrum from Polarstern ARK XXV, at 3◦ elevation
on 09/27/2010 at 14:48 at 52◦W, 70◦N at an air temperature of +5◦C in
the Davis Strait, a fjord in western Greenland. The IO dSCD is about 14
times higher than the fit error.
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10.3. Polarstern ARK XXVII
ARK XXVII was the first Arctic cruise with the stray-light reduced OMT spectrometers
on Polarstern during Summer 2012. This led in general to a slightly better RMS when
summing the spectra of different elevation sequences.
10.3.1. Results
10.3.1.1. IO
Similar residuals as during previous cruises were observed. Since the O4 dSCDs at
470 nm are smaller than during ARK XXV, no reliable plot in analogy to figure 10.3 for
the correlation of IO and O4 was possible.
10.3.1.2. BrO
When using the Greenblatt et al. [1990] O4 cross-section for the evaluation of BrO in
the 332–358 nm range, dSCDs of (3 ± 8) · 1012 molec cm−2 were obtained at a fit error
of (4.6 ± 2.9) · 1012 molec cm−2 for a RMS < 6 · 10−4 and a telescope elevation of 3◦.
The maximum ratio of tropospheric dSCD and fit error was 7.3 for a dSCD of 2.6 ·
1013 molec cm−2 on 07/28/2012 06:41:18 UTC at 76◦N, 10◦E south-west of Spitsbergen.
Due to residual structures of the same size as the observed BrO absorption, it is not clear
if this is a real absorption or only caused by this residual structure which is correlated
with the O4 dSCD. (see also subsection 5.1.1.2).
10.3.1.3. HCHO
The measured HCHO dSCDs showed larger values (1.7 · 1016 molec cm−2, up to 12-
times the measurement error) close to Europe in the North Sea until 70◦N, then dSCDs
decreased towards the Arctic to values below 5 · 1015 molec cm−2. A small maximum
was found again close to Spitsbergen with 6 · 1015 molec cm−2
The same retrieval wavelength range as for BrO was used for HCHO, resulting in fit
errors of (1.0± 0.5) · 1015 molec cm−2 for a RMS < 6 · 10−4 and a telescope elevation of
3◦.
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11. MAD-CAT: Multi Axis DOAS - Comparison campaign for
Aerosols and Trace gases
The Multi Axis Doas - Comparison campaign for Aerosols and Trace gases (MAD-CAT)
campaign took place in summer 2013 in Mainz, Germany on the roof of the Max Planck-
Institute for Chemistry (MPIC).
11.1. Overview and other measurements
One NO2-CE-DOAS instrument and at least 16 MAX-DOAS instruments were operated
in parallel during the campaign by different research groups, and additional information
was obtained by measurements of webcams, a ceilometer, NOx concentrations and PM10
and PM2.5 concentration from air quality network Rhineland Palatinate und Hesse.
The Heidelberg ’envimes’ MAX-DOAS instrument measured almost continuously in
June and July 2013, measuring into the direction of 50.8◦ (north-west) at the prede-
fined common elevation angle sequence of 90◦, 30◦, 15◦, 10◦, 8◦, 6◦, 5◦, 4◦, 3◦, 2◦, 1◦.
After the campaign a constant elevation offset of -0.35◦ was determined.
The measurement procedure measured one-minute spectra at all elevation angles for
SZA < 87◦ and at 90◦ otherwise. During the night (SZA> 100◦), dark current and offset
spectra were recorded. During noon (175◦ < SAA < 185◦) also only spectra at 90◦ were
recorded for their potential use as Fraunhofer references, also leaving the possibility
to use a spectrum from more than just one minute. For each elevation the previous
exposure time for this elevation was used for a ’prescan’ to determine the exposure time
for the actual measurement at a saturation of 70%. This’ prescan’ was later added to
the actual measurement spectrum to increase the total measurement time.
11.2. Results
The spectra from MAD-CAT were not primarily used to obtain information about con-
centrations of ozone, NO2, glyoxal, formaldehyde or water vapour in Mainz, but rather to
test the significance of measurements of trace gases in the Marine Boundary Layer (MBL)
and exclude possible systematic problems. As the concentrations of all measured com-
pounds in Mainz except IO, H2O, O4 and BrO are significantly higher than in the typical
MBL, this allows to estimate the effect of e.g. NO2 and HCHO concentrations on the
retrieval of NO2, as done in subsection 5.1.1.1. Also the effect of Vibrational Raman
Scattering (VRS) on N2/O2 was observed in subsection 5.2.3.6 for this dataset, excluding
interferences with scattering and absorption in seawater.
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11.2.1. IO
One of the concerns during previous spectral retrievals of IO was the influence of water
vapour absorption on the retrieval of IO. During the hot days in summer a similar water
vapour content in the troposphere is to be expected as in tropical regions and no direct
iodine source is expected close to Mainz. Due to high concentrations of NOx, VOCs and
aerosols as a sink for iodine, this dataset provides the possibility to test the IO retrieval
for its sensitivity towards water vapour absorption. A problem might be the potential
influence of glyoxal, which has been clearly detected in Mainz, but not during M91 and
MSM18. For details see subsection 5.1.2.1.
Figure 11.1.: Glyoxal fit (#13388) from MAD-CAT in Mainz, 06/18/2013 11:49 UTC,
at 3◦ elevation for the wavelength interval 417–439 nm. The glyoxal dSCD
is slightly smaller than in the fit using the larger fit window including
the strong water vapor absorption shown in figure 11.3, but within the
measurement error of 6 · 1014 molec cm−2. (see also subsection 5.1.2.1)
11.2.2. BrO
The MAX-DOAS data of the envimes MAX-DOAS was used to determine the effect of
O4 on the spectral retrieval of troposheric BrO in a region where no tropospheric BrO
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was expected. The results are summarized in subsection 5.1.1.1.
Furthermore a residual structure observed for various measurements with different in-
struments described in subsection 5.1.1.2 correlated with the O4 dSCD was also found in
spectral BrO evaluations of MAD-CAT data. Using the residual structure obtained from
MAX-DOAS measurements during M91 with another instrument without any modifica-
tions for MAD-CAT data reduces the residual drastically as shown in figure 11.2.
Figure 11.2.: The dominating principal component from a set of residual spectra from
MAX-DOAS measurements with an Acton spectrometer in the Peruvian
upwelling seems also to be found without any modifications at a similar
OD for measurements in Mainz (v1-thalman). However, it results in a neg-
ative BrO dSCD. Without this recurring spectrum the residual spectrum
is almost perfect.
11.2.3. HCHO
Large HCHO during hot days were observed with a maximum dSCD of 1017 molec cm−2
corresponding to more than 10ppb of formaldehyde close to the ground. These high
columns of HCHO did not significantly influence the retrieval of tropospheric BrO (sub-
section 5.1.1.1), but their variation allowed to exclude HCHO as the reason for systematic
residual structures.
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11.2.4. Glyoxal
During the days with large HCHO dSCD also larger glyoxal dSCD were observed, agree-
ing with preliminary data from other groups. The mixing ratios of about ≈ 2ppb
(5 ·1015 molec cm−2) could have been caused by oxidation of VOCs, leading to enhanced
concentrations of HCHO and Glyoxal. The same settings as for the Glyoxal analysis
for the data from M91 and MSM18 were applied. This ensures the correctness of the
spectral retrievals of the upper limits for glyoxal during those campaigns. An undetected
shift of the glyoxal cross-section can be therefore excluded.
Figure 11.3.: Glyoxal fit (#13388) from MAD-CAT in Mainz, the same spectrum as fig-
ure 11.1, but for the wavelength interval 434–458 nm. Possible corrections
to the water vapour absorption discussed in section 5.4 and VRS effects
also present within this wavelength range have not been included in this
fit. NO2 294K dL was included to compensate residual structures caused
by AMF-variations of NO2 within the retrieval interval.
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12.1. Global maps of trace-gas abundances
To obtain a global picture of the trace gases measured throughout different campaigns
listed in chapter 6, measured dSCDs of the respective trace gas were plotted on a map
for a telescope elevation angle of 3◦ relative to a Fraunhofer reference spectrum recorded
at 40◦ to avoid direct sunlight entering the telescope during measurements at tropical
latitudes. Erroneous fit results were filtered using a maximum value for the fit RMS
(< 6 · 10−4 for BrO/HCHO, < 4 · 10−4 for IO). Fit error weighted daily averages were
calculated for the dSCDs and meta-data like time and position. This was necessary to
limit the amount of plotted data to a reasonable amount, but also to average fluctua-
tions and/or noise, especially for trace gases close to their respective detection limits.
These plots do not include information about light-path length, such as O4 dSCDs. For
ANT XXVIII suface volume mixing ratios were retrieved from MAX-DOAS measure-
ments from Bremerhaven to Cape Town. These are shown in figure 9.5 for IO.
If the data recorded did not allow to select data at the the elevation angles mentioned
(TransBrom [Großmann et al., 2013], M77), the data was converted using the elevation
angle dependence of dSCDs measured during M91 (similarly as described for M77 in
section 7.4).
The retrieved IO dSCD MAX-DOAS data for TransBrom was provided by Katja Groß-
mann (IUP HD) using the retrieval settings from Großmann et al. [2013], and thus not
using a VRS correction spectrum for N2/O2, which has no effect on the retrieved IO
dSCD (see subsection 5.2.3.1). The same applies for the IO MAX-DOAS data for the
SHIVA campaign, which was evaluated and provided by Enno Peters (Institute of En-
vironmental Physics, Bremen University). However, both spectral retrievals used the
correction spectrum for VRS in liquid water, which can increase the observed IO dSCD
by several 1012 molec cm−2, while no evidence was found that this effect is significant
for positive telescope elevation angles (see subsection 5.2.5).
The BrO/HCHO dSCDs for TransBrom were also provided by Katja Großmann (IUP
HD) using the retrieval wavelength interval from 332–358 nm and the Greenblatt et al.
[1990] O4 cross-section.
12.2. IO
Absorptions of iodine monoxide have been observed at all latitudes, ranging from 80◦N to
70◦S. The distribution of the measured IO dSCDs matched another latitudinal transect
published by Mahajan et al. [2012], but effectively yielding 25% lower daily averages,
which might have been caused by using an out-dated water vapour cross-section from
HITRAN2000 (compare figure 5.30 and table 5.7). Measurements along Antarctica and
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in the Arctic showed similar ratios of O4 and IO dSCDs, which would correspond to a
background value of 0.2–0.4 ppt (see subsection 10.2.2.1 for measurements in the Arctic).
Coastal measurement in the Bay of Biscay and the English Channel showed for ANT XXVIII
IO VMR of 0.75–1.0 ppt, Peters et al. [2005] reported an average of 0.75 ppt IO for LP-
DOAS measurements in Brittany.
At tropical latitudes, concentrations of 1 ppt on the Atlantic (see Polarstern ANT XXVIII,
close to Cape Verde (subsection 9.2.2), MSM18/3 eastern equatorial upwelling (subsec-
tion 8.2.2)) and 1.5 ppt in the Peruvian upwelling (M91, subsection 7.2.4) were ob-
tained from MAX-DOAS measurements. Polarstern had passed Cape Verde islands
for three times while the MAX-DOAS instrument was measuring at the same month
of the year. This allowed to give an estimate on the variability of IO dSCDs during
different years, which is, during October, from 0.4–1.0 ppt or 1.1 · 1013 molec cm−2 –
1.8 ·1013 molec cm−2 for daily averaged dSCDs at 3◦ telescope elevation. This variability
could not be attributed to differences in light path length nor differences in Sea Surface
Temperature (SST) or wind speed (see also section 9.3). Tschritter [2013] reported a
similar range of IO dSCD averages from 0.8 · 1013 molec cm−2 – 2.0 · 1013 molec cm−2 for
long-term measurements on CVAO, but attributed this variation to seasonal differences
in the observation time from September 2006 – February 2008.
Previously reported IO mixing ratios at CVAO on Cape Verde by Read et al. [2008b] of
1.5 ppt are based on individual measurements which have measurements errors of 0.5 ppt
and also showed negative values of -1 ppt during the night. Therefore the averaged
diurnal cycle contains large uncertainties.
This variability might be a part of the explanation of IO observations by LP-DOAS
measurements on Cape Verde during HaloCaVe [Tschritter, 2013]: During this campaign
in summer 2010 no significant absorption of IO could be detected above a detection limit
of 0.5 ppt along a similar light path as the one used by Read et al. [2008b]. Still, this
difference is not resolved, but the comparison with CE-DOAS observations during M91
showed that MAX-DOAS measurements of IO are indeed valid and that the observed
IO dSCD are not an artefact of water vapour absorption or other, unknown effects.
It has been argued that these high IO concentrations at CVAO in the marine boundary
layer cannot be explained by photolysis of halocarbons only based on chemistry models
[Mahajan et al., 2010a], which could explain IO concentrations at CVAO up to 0.5 ppt
in the afternoon. Additionally, the increase of IO at sunrise would be would be slower
than observed in Read et al. [2008b] and M91 (subsection 7.2.4.1), due to the slower
photolysis rates of most halocarbons compared to HOI and I2.
Also the surface water iodide measurements collected over several years by [Chance et al.,
2014, in prep.] shown in figure 12.3 shows large variations at similar latitudes. Close
to Cape Verde, from 10-20◦N, surface water iodide concentrations from 100–200 nM are
reported. Also Bluhm [2010] reported this variability for measurements in the Maureta-
nian upwelling for February 2008 (100 nM I–) and July 2006 (200 nM I–). Assuming that
release of surface water iodide is the dominating release process relevant for background
IO mixing ratios in the MBL, this will lead also to similarly large variation of IO mixing
ratios.
During TransBrom [Großmann et al., 2013] chemistry modelling suggested that an ad-
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ditional source of iodine is needed to measured iodocarbon concentrations to explain the
observed profiles. They estimated the additional flux to 1.0 to 1.8 · 108 molec cm−2 s−1.
The latitudinal gradient in IO VCD reported in Scho¨nhardt [2009] cannot be confirmed.
For both, Arctic and Antarctic measurements the same correlation with O4 absorption
was found, indicating a constant background of 0.2–0.4 ppt for both regions. Also for
the free troposphere a constant background with concentrations of the same size was
reported by Dix et al. [2013] and Puentedura et al. [2012].
12.2.1. The possible role of iodide
The correlation plots of IO VMR and dSCDs and surface water iodide are shown in fig-
ure 12.5 for ANT XXVIII (chapter 9). Surface water iodide concentrations were derived
from the data published by [Chance et al., 2014, in prep.] and plotted in figure 12.3
by applying a running mean over 10◦ latitude from 70◦S to 70◦N to smooth local vari-
ability. Only open ocean data points were selected, coastal measurements show an even
higher variability. Coastal measurements can be identified by geolocation, but here also
by relative large IO VMR values and relatively low open ocean iodide concentrations
at the respective latitudes. These points were omitted for the linear regression and the
calculation of the correlation coefficient. Iodide concentrations in surface water itself
are relatively well correlated with SST [MacDonald et al., 2013, Chance et al., 2014],
therefore also for IO dSCDs a correlation with SST is found for most observations.
The dependence on tropospheric ozone concentrations for the emission fluxes of I2 and
HOI can not be seen from measurement data. Here the northern hemisphere should show
larger emissions due to higher background ozone concentrations. The iodide surface
concentrations are derived from a series of measurements during different seasons and
longitudes, thus the uncertainties of iodide concentrations derived from [Chance et al.,
2014, in prep.] for the cruise Polarstern ANT XXVIII are larger than the variations
which would have been introduced by variations in ozone concentrations.
For the Peruvian upwelling region, which is another maximum of the latitudinal distribu-
tion of IO dSCDs, currently only one data point for surface water iodide concentrations
is available (210 nM I–), but measurements during M77 indicate in general higher con-
centrations of even more than 300 nM I– [pers. comm. P. Croot, data from Meteor
expedition M77-1 in the Peruvian upwelling, [Croot et al., 2014, in prep.]]. Surface IO
concentrations of 1.0–1.5 ppt and daily averaged dSCDs of 2.5 ·1013 molec cm−2 yield an
estimation of the surface water iodide content in the Peruvian Upwelling of ≥ 250 nM
(figure 12.5), while the correlation of SST and IO VMR would not correctly predict the
IO observations during M91 in the Peruvian Upwelling region of 1–1.5 ppt at an SST
of typically 18–22 ◦C. This is a further indication that the IO concentrations are indeed
driven by surface iodide concentrations instead of SST.
Combining the IO VMR results from ANT XXVIII/1 and the surface water iodide com-
pilation data from Chance et al. [2014], a linear dependence of iodide in surface ocean
water and atmospheric IO is observed, when excluding of coastal influences. The correla-
tion yields for a correlation coefficient of R = 0.5 the following relation: A concentration
difference of 100 nM I– in sea surface water results in a difference of 0.6 ppt IO in the
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MBL. The small correlation coefficient is partly due to the variability of iodide val-
ues in the compilation of measurements. Using this relation agrees furthermore with
observations of polar background IO concentrations of (0.3 ± 0.1) ppt and typical IO
surface VMR from 0.5–1.0 ppt during MSM18/3, even though the region of the equa-
torial upwelling and the potential influence of the upwelling system close to Namibia is
not explicitly included in Chance et al. [2014].
Due to the possibility of production of iodinated halocarbons from iodide and DOM as
described by Martino et al. [2008], the release processes may include emissions of I2,
HOI as suggested by Carpenter et al. [2013] as well as emissions of CH2I2 and others.
12.2.2. The role of halocarbons as precursors for RHS
In agreement with previous observations by Tschritter [2013], Großmann et al. [2013]
and [Mahajan et al., 2010a], the measurements during M91 presented here showed no di-
rect connection to surface water halocarbon concentrations, but stayed rather constant
throughout the whole cruise period of four weeks at values between 1.0-1.4 ppt. No
connections to atmospheric abundances of CH3I, CH2I2 or Ch2ICl were found, despite
variations of CH2I2 e.g. from 0.3 ppt to 3 ppt in a region with enhanced seawater halo-
carbon concentrations during M91 [pers. comm. S. Fuhlbru¨gge]. This is a hint towards
a source connected to large reservoir of accessible iodine in the vicinity of the Peruvian
coast, which is independent of the local upwelling properties, independent of biological
activity as indicated by Chl-a concentrations and independent of seawater halocarbon
concentrations. If its emissions can also be easily photolysed within minutes, this can
explain the steep increase of IO at sunrise by CE-DOAS measurements.
As pointed out in section 7.3 and shown in figure 12.4, this fast rise of IO concentrations
within minutes after sunrise requires iodine containing molecules with a short photolytic
lifetime, such as I2, HOI, IBr and ICl, but possibly also CH2I2 and CH2ICl with tropo-
spheric lifetimes of several minutes. Also IONO2, which can be formed after sunset from
IO and NO2, could take a role here, either as a direct precursor which is photolyzed at
sunrise or via deposition of IONO2 on aerosol particles which then eventually can emit
I2, IBr or ICl [Mo¨ssinger et al., 2002, and references therein]. This could eventually
lead to enhanced emissions of bromine and chlorine from aerosol. However, no increased
bromine mixing ratios has been detected. Eventually this mechanisms could have led
via aerosol acidification to the enhanced BrO mixing ratios observed during P399 close
to the Mauritanian coast reported in Tschritter [2013].
The observation during M91 that even large variations in surface water halocarbon
concentrations of compounds with tropospheric lifetimes during daytime of the order of
minutes do not lead to any noticeable concentration changes of IO in the troposphere,
leads to the assumption that there needs to be another source of iodine in the tropical
MBL to maintain a constant volume mixing ratio of 1.0–1.4 ppt IO during the day. This
other source of iodine is somehow connected to the upwelling system off Peru. The
iodine emissions in this region are, as far as known, one of the largest emissions of iodine
world-wide. For an estimate of the total emissions, see subsection 1.2.7.
In the equatorial upwelling region observed during MSM18/3 (chapter 8), relatively low
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IO mixing ratios of 0.5 ppt were observed in the western part of the cruise track at 15◦W,
despite high bio-productivity as indicated by chlorophyll-a measurements. According to
the latitude of this area and SST, larger IO VMR were expected. However, mixing ratios
increased towards east, up to 1 ppt at 0◦E. Here the transport of air masses by trade
winds from the upwelling system of the Bengal current along the coasts of Namibia and
Angola might play a role due to their in increased emission of halocarbons, but maybe
also higher iodide surface water mixing ratios, which were not measured during the
cruise. This upwelling region can be easily identified on Chlorophyll-a maps, too (see
figure 8.13). A correlation with values from measurements of local surface water content
of halocarbons was not observed, neither with concentrations in air (see also section 8.3).
Still, relatively long-lived iodinated halocarbon species can provide a certain background
concentration of reactive, atmospheric iodine, which could also be deposited on aerosol
particles, leading to the typically highly iodine enriched marine aerosol. On the aqueous
layer on this aerosol the same reactions as on the sea surface can occur, also leading to
the emission of I2 and HOI and thus also providing short-lived iodine species.
12.2.3. Connection to oxygen minimum zones?
Iodate can be converted quickly to iodide in Oxygen Minimum Zone (OMZ), which are
typically found below upwelling regions. Biomass, which is produced close to the surface,
eventually sinks down, consuming oxygen and leading to changes in both, chemistry and
biology in depths of typically 100-400 m. Under these conditions iodate may be reduced
to iodide by bisulphides. Below the Peruvian upwelling region a deep layer of large
iodide concentrations has been reported [Croot et al., 2014, in prep.], which could lead,
once upwelled, to enhanced iodide concentrations in surface waters and thus enhanced
emissions of HOI and I2. Other mechanisms for the conversion of iodate to iodide include
release of iodide from senescent diatoms, sediment chemistry and so forth, described in
subsection 2.2.1. These other mechanisms might therefore also be related to higher
bio-productivity and proximity to the coast.
As shown in figure 2.3, the most pronounced OMZ in the Pacific is found at the Peruvian
coast. These are also found below the upwelling areas in the Atlantic off the Mauritanian
coast, the Namibian coast and in the Arabian Sea.
All of these regions show enhanced column densities of IO in satellite measurements
by Scho¨nhardt et al. [2008] (Figure 1.7), except the Mauritanian upwelling, where IO
has been detected from ground-based measurements, but yielding 25-50% smaller VCDs
than in the Peruvian upwelling. A larger variability in IO VCDs from ground-based
measurements might explain why the signal of IO from Cape Verde region cannot be
detected to be as pronounced as the signal from the Peruvian upwelling in multi-year
averages of satellite measurement data. If the IO dSCDs measured during M91 are
representative itself for a longer time-series cannot be determined from one campaign.
However, since the averaged satellite measurements of IO fit the ship-based observations
quite well, this indicates that this ship-based data-set of IO is indeed representative for
December/January in the Peruvian upwelling.
The data in figure 2.3 shows slightly higher oxygen levels for the upwelling region off
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the Mauritanian coast than for all other large OMZ. Furthermore Bluhm [2010] did not
report a correlation of iodide concentrations with the oxygen concentrations in seawater
close to Cape Verde.
Agreement with satellite observations (see figure 1.71):
• Peru: The observed MAX-DOAS IO VCDs match the seasonal average retrieved
from satellite measurements shown in figure 7.19 in agreement with CE-DOAS
measurements for surface concentrations.
• Upwelling Congo/Angola/Namibia: Figure 1.7 shows enhanced IO SCDs in the
south-eastern tropical Atlantic during MSM18/3. The observation, that at 15◦W
less IO can be found than east of 0◦W can be confirmed by MAX-DOAS mea-
surements during MSM18/3 (Figure 8.12). This suggests that the rise of IO VCD
and VMR during the cruise towards the east was not caused by the equatorial
upwelling itself, but by transport processes of IO and its potential precursors from
emissions in the coastal upwelling of Angola and Namibia.
• Mauritanian upwelling: The variability of IO dSCDs at comparable circumstances
during different Polarstern cruises hints towards a higher variability of IO con-
centrations in the Mauritanian upwelling. This could have led then to smaller
long-term averages shown in the averaged IO SCDs obtained from satellite data.
For other upwelling regions no long-term data is available. This variation was also
seen in long-term MAX-DOAS measurements by Tschritter [2013].
Enhanced IO VCDs at the coast of Somalia agree with seasonally prevailing north-
easterly winds [Resplandy et al., 2012], transporting air masses from the Arabian Sea,
from the Somali upwelling, onto the continent. Ship-based measurements in the northern
Indian Ocean on top of this large oxygen minimum zone would be interesting.
A conclusion about free-tropospheric IO concentrations cannot be obtained from the
comparison of satellite and ground-based VCDs, since the satellite measurements used a
reference sector on the Pacific (at 40◦S, 160◦W and 10◦ into each direction), therefore an
constant background of IO in the free troposphere would cancel out during the retrieval
process.
1It has to be noted that for the interpretation of figure 1.7 the colour-scale needs to be considered.
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Figure 12.1.: Error weighted daily averages of 3◦ IO dSCDs. An overview of all cam-
paigns is given in chapter 6.
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Figure 12.2.: Error weighted daily averages of 3◦ IO dSCDs and latitude, the same
data is shown on a world map in figure 12.1. The standard deviation for
ANT XXVIII and ARK XXVII are indicated by a shaded area, the typ-
ical fit errors by a greenish shaded area. Negative averages at 50◦N and
30◦S are caused by large absorptions of NO2. Note for Arctic/Antarctic
measurements larger maximum O4 dSCDs and thus longer light paths were
observed, up to three times longer.
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Figure 12.3.: Latitudinal distribution of surface water iodide concentrations according to
[Chance et al., 2014, in prep.]. Blue crosses are open ocean measurements,
green circles are measurements on a continental shelf or coastal measure-
ments. Most measurements were conducted on the Atlantic, only a few
on the Pacific (for a map, see figure 2.5). Data points around 20◦N show
large variations for the measurement performed during different campaigns.
Surface water iodide concentrations during M77 in the Peruvian upwelling
region (as M91) indicated surface water iodide concentrations of around
300–500 nM [Croot et al., 2014, in prep.].
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Fig. 3. Observed diurnal IO mixing ratios and O3 destruction
during May 2007 at Cape Verde (Read et al., 2008) compared
with model predicted O3 at the height of measurements (10 m).
In the absence of halogens, the model predicts the loss of only
2.5 nmol mol−1 in one day, while in the presence of halogens, this
loss is ∼4.4 nmol mol−1. Local noon is at GMT-1.
day time, which is in agreement with the observations. In
this scenario, the model also predicts a post-sunrise pulse
of ∼1.4 pmol mol−1 lasting for about 20 min. The best fit
to the observed data is achieved by using a flux considered
to be active only during the daytime. There is evidence for
the photosensitized production of volatile halogen species at
the sea surface (Reeser et al., 2009). If this source domi-
nated (or worked in conjuction with) O3 deposition, it would
account for a significant diurnal source of iodine. An I2
flux peaking at 5.7×108 molecule cm−2 s−1 is needed along
with the measured iodocarbon flux to reproduce the observed
IO. The diurnal profile of this flux is chosen to produce
the IO observations and peaks between 09:00–00:00 GMT
with zero emissions during the night time (supplementary on-
line text Fig. S12 http://www.atmos-chem-phys.net/10/4611/
2010/acp-10-4611-2010-supplement.pdf). Figure 4 shows
the predicted diurnal vertical profiles for IO, O3, I2 and
OIO when this additional flux is included. Now, the lev-
els of IO are in good accord with the observations at the
height of measurements. The predicted vertical profile
of IO shows a strong gradient with only 0.15 pmol mol−1
Fig. 4. Predicted profiles of IO, O3, (I2+IBr+ICl) and OIO at Cape
Verde using an extra I2 flux in addition to measured halocarbon
fluxes. The IO mixing ratios are seen to peak at 1.5 pmol mol−1
at the height of measurements and are in good accord with the
observed average of ∼1.5 pmol mol−1. The predicted O3 deple-
tion is about 4.4 nmol mol−1 over one day, while the predicted I2
and OIO values are under the detection limit of the DOAS instru-
ment (I2−15 pmol mol−1, OIO−10 pmol mol−1). The model is
initialised at midnight and the IO, OIO and (I2+IBr+ICl) data from
24–30 h has been shifted by −24 h in order to illustrate the full
diurnal cycle. Local noon is at GMT-1.
(10%) seen at 500 m (Figs. 4 and 5). Even with the ad-
ditional I2 flux, the I2 and OIO levels are under the de-
tection limit throughout the BL. It should also be noted
that even when using a continuous I2 flux, the I2 mix-
ing ratio predicted by the model during the night at 10 m
is still under the DOAS detection limit. The Kz pro-
file in Fig. S10 (http://www.atmos-chem-phys.net/10/4611/
2010/acp-10-4611-2010-supplement.pdf) considers that the
Kz reduces with height after 30 m but the model was found
to be sensitive to the height from which the Kz is consid-
ered to decrease. For an extreme condition, we assume that
the Kz does not decrease with height, but stays constant after
30 m. Using such a profile, the predicted [IO] at the height of
measurements (10 m) is found to be ∼18% lower at the peak
of the I atom flux due to faster mixing. However, no realistic
diurnally-changingKz profile can reproduce the observed IO
profile using only the iodocarbon fluxes.
Considering an O3 deposition velocity of 0.05 cm s−1
(Chang et al., 2004) and an O3 mixing ratio of 35 nmol mol−1
in the BL, the total flux of O3 molecules into the ocean
would be 4.3×1010 molecules cm−2 s−1. If the deposition
of O3 is responsible for the emission of I atoms from the
Atmos. Chem. Phys., 10, 4611–4624, 2010 www.atmos-chem-phys.net/10/4611/2010/
Figure 12.4.: IO mixing ratios modelled by Mahajan et al. [2010a] when using only
iodocarbon fluxes and when introducing an additional I2 source. This
modeling study was based on data from Read et al. [2008b].
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Figure 12.5.: IO Surface VMRs / dSCDs during ANT XXVIII/1 and surface water iodide
concentrations from [Chance et al., 2014, in prep.] (see also figure 12.3).
During M91 typically 1.5 ppt were observed, but so far no iodide measure-
ments are available. Observations during M77 indicate surface water iodide
concentrations above 300 nM. Error bars for other campaigns in the Arctic
(ARK XXV), Antarctic (ANT XXIX) and equatorial upwelling(MSM18/3)
were included in the plot, but were not included in the regression. Data
points measured north of 35◦N are measured in coastal areas which are
excluded from the latitudinal dependence of iodide in surface water. Fig-
ure 12.3 shows large variations for coastal surface water concentrations of
iodide.
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12.3. BrO
Despite problems with the spectral retrieval, typical concentrations on the tropical open
ocean were found around 0.5–2 ppt (ANT28, MSM18/1). To estimate the effect of
different spectral settings for the retrievals, measurements in Mainz/Germany were taken
as a reference point for selecting the spectral retrieval settings.
For tropical regions the retrieved BrO VMR agreed roughly with Read et al. [2008b],
but actual values were slightly lower. This agrees with observations by Tschritter [2013]
of 2.5 ppt in the morning and around 1 ppt BrO at noon. (see figure 1.6). The largest
BrO VMR were observed on the Atlantic close to the Mauritanian upwelling during
Polarstern cruises and at 15◦S on the remote Atlantic, dominated by air-masses from
the southern Atlantic (compare figure 9.10), in which no significant tropospheric NO2
concentrations could be detected. This is in agreement with Lee2010 who reported the
maximum BrO concentrations in their LP-DOAS maesurements on Cape Verde for the
days with the lowest NOx concentrations. The high concentrations which have been seen
by LP-DOAS [Tschritter, 2013] measurements and are reproduced by chemistry models
during sunrise and sunset [Mahajan et al., 2010a] are actually too late or too early for
height-resolved MAX-DOAS measurements, but overall the noon-minimum agrees with
MAX-DOAS observations and larger VMR are generally found during the afternoon.
The height of the concentration profile of BrO is typically lower than the one of HCHO
and also IO. This indicates larger sinks for BrO than for IO and HCHO. Typical first
order loss-rates for BrO in a tropical environment has been estimated for HCHO and
various other organic compounds in subsection 1.4.4.1 yielding the need for a strong
source of Br in the MBL to maintain constant concentrations around 1–3 ppt. Fluxes
of CHBr3 and CH2Br2 reported in Hepach et al. [2013] are not sufficient, if no effective
recycling mechanism for bromine exists.
During MSM18/1 (April 2011, see subsection 8.1.1) an unexpected bromine input into
the MBL of the Atlantic was observed: Cold polar air arrived at a latitude of 33◦N
within a cold-front system showing enhanced BrO concentrations of 4–6 ppt within the
lowermost 500 m. Trajectory calculations indicate the origin of these bromine-rich air-
masses in north-east Canada, where satellite observations also indicated elevated BrO
concentrations 2-3 days before. The size of the total bromine input during this event was
estimated to be comparable to the emissions of CHBr3 and CH2Br2 in the Mauritanian
upwelling reported in Hepach et al. [2013] during one day. This is up to 50 times more
than the emissions of the same compounds on the open ocean. Therefore this mechanism
is a significant pathway of bromine into the MBL. Unfortunately neither on the Azores
nor on the Canary islands ozone concentrations were monitored within the MBL during
that time.
These so called BrO spill-out events have been observed from satellite measurements
by Hollwedel [2005] and compared with trajectory calculations, but they have not been
observed as far south as 33◦N by ground-based measurements.
Due to typically large O4 dSCD and therefore also large residual structures in the BrO
retrieval no background BrO concentrations for polar regions during summer could be
obtained, since the measured dSCDs were typically found close to the respective detec-
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Figure 12.6.: Error weighted daily averages of 3◦ BrO dSCDs. All data sets were eval-
uated with the settings listed in section 5.6, only the MSM18/3 cruise
(section 8.2) had to be limited to a three-band BrO fit (338 nm–358 nm).
The colour-scale is limited to 0 − 3.5 · 1013 molec cm−2. This cuts off
several days in austral spring during ANT XXIX, where BrO dSCDs of
more than 1015 molec cm−2 were observed. Also in February 2014 on
ANT XXIX/9 along the coast of Antarctica higher daily averaged BrO
values of 3 · 1013 molec cm−2 were observed. Typical fit errors for 3◦ BrO
dSCDs are (8± 3) · 1012 molec cm−2.
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tion limits.
12.4. Formaldehyde
Tropical background values for formaldehyde (HCHO) were found at 500–1000 ppt, com-
parable to Peters et al. [2012] on the Western Pacific during TransBrom. Also Weller
et al. [2000] observed during a meridional transect on the Atlantic tropical HCHO mix-
ing ratios of around 1 ppb. HCHO VCDs retrieved from MAX-DOAS measurements
agreed with monthly averages from satellite observations during ANT XXVIII, compare
figure 9.12 and figure 1.4. The profile retrieval indicated that the maximum of HCHO
concentrations on the tropical Atlantic is not found within the boundary layer, but in
heights around 1000m, which is typically the upper limit of the MBL. Biomass burning
observations and trajectory calculations indicate biomass burning in western Africa as
the dominant source. Since HCHO is not completely found in the boundary layer, this
means that these concentrations of formaldehyde itself and used as a tracer for organic
compounds are not necessarily acting as an increased sink for bromine chemistry. Nev-
ertheless, lower BrO concentrations at the surface were observed (practically below the
detection limit) of around 0–1 ppt, but these measurements were also not located in an
upwelling region.
Compared to measurements on the Atlantic and coastal Pacific during M91, the equa-
torial mixing ratios of formaldehyde during TransBrom are low, but rise towards the
Japanese and Australian coast. Since the dominant source of formaldehyde in the tropics
is methane oxidation by OH radicals, this might be connected to the observed minimum
in ozone and OH concentrations in the Western Pacific by Rex et al. [2014].
12.5. Glyoxal
Despite the measurements covering a variety of regions around the globe, no glyoxal
absorption in the MBL could be detected apart from anthropogenic influences. A
previous ground-based MAX-DOAS study [Sinreich et al., 2010] reported dSCDs of
1.5 · 1015 molec cm−2 and more at low elevation angles in the Eastern Pacific. These
values can not be confirmed. Satellite observations show vertical columns of up to
(3− 5) · 1014 molec cm−2 at measurement errors for retrieval of single spectra (7− 13) ·
1014 molec cm−2 for an AMF of 1-2 [Lerot et al., 2010]. The assumption for these mea-
surements is that the values are scattered statistically and can therefore be averaged.
Assuming an AMF of 10 for low telescope elevations of MAX-DOAS measurements and
that glyoxal is found mainly in the troposphere, this would require dSCD in ground
based measurements of (3 − 5) · 1015 molec cm−2. Actual values are found one order of
magnitude below, which either means that glyoxal is equally distributed within the free
troposphere and the MBL (which would imply further free tropospheric sources), or that
these satellite measurements over the open ocean show a bias, due to other absorbers,
such as water vapour.
Extensive sensitivity studies on the spectral analysis of MAX-DOAS data for glyoxal
revealed that older versions of water vapour cross-sections might result in typical water
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Figure 12.7.: Error weighted daily averages of 3◦ HCHO dSCDs using the same spectral
retrieval settings as for BrO in figure 12.6.
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vapour dSCD in a glyoxal dSCDs in the 1015 molec cm−2-range (Table 5.7). Furthermore
the influence of radiative transfer effects of individual absorption lines of water vapour
can be significant at the optical densities which are needed for the detection of glyoxal on
the open ocean. The correction for this effect had the largest influence on the spectral
retrieval of glyoxal and also modified water vapour dSCDs. Correct modelling of the
radiative transfer processes can be important to derive concentration profiles of water
vapour, too. (see section 5.4)
Since no significant absorptions of glyoxal in the MBL were found, consequences of gly-
oxal oxidation as precursors of Secondary Organic Aerosol (SOA) [Connelly et al., 2012]
or its abundance in the SML remain hypothetical. Still, CE-DOAS measurements on the
Pacific [S. Coburn, pers. comm.] showed concentrations of 30–40 ppt during the Torero
campaign. This is close to the current detection limit of the SMAX-DOAS instrument
and therefore shows the need for developments leading to MAX-DOAS instruments yield-
ing lower detection limits and better spectral stability for the correct correction of water
vapour absorption.
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The aim of this thesis is to quantify the global distribution of reactive Halogen Species
(RHS) in the marine Boundary layer (MBL) in order to estimate their effect on the
total tropospheric ozone budget. MAX-DOAS measurements were used to gather the
necessary information to retrieve mixing ratios of various trace gases in the lower tropo-
sphere. The focus was the detection of BrO and IO since these species have the strongest
influence on tropospheric ozone chemistry. Within the process of finding reliable settings
for their retrieval, uncertainties in the spectral analysis and the respective uncertainties
in the literature cross-sections of water vapour, formaldehyde and glyoxal also needed
to be addressed. Furthermore CE-DOAS measurements of IO, NO2, glyoxal and water
vapour during two individual campaigns to validate the MAX-DOAS measurements and
their conversion to vertical trace-gas profiles.
13.1. Spectral retrieval improvements
The spectral retrieval of almost any reactive trace-gas in the MBL requires precise and
stable instruments to achieve the necessary precision to unambiguously identify their
absorption structures. Stable spectrometer temperatures and spectrometers with a con-
stant instrument function and low instrumental stray-light are prerequisites for unam-
biguous detection of trace gas absorptions. The required modifications of various instru-
ments and applications of methods to analyse residual spectra led to possible corrections
to known literature cross-sections as well as to the identification of previously neglected
radiative transfer effects within the atmosphere.
13.1.1. VRS in air
While explicitly used for measurements for LIDAR measurements, vibrational Raman
scattering (VRS) of N2 and O2 as the main constituents of the atmosphere was thought
to have only a negligible contribution in MAX-DOAS measurement of scattered sunlight.
Its contribution to the apparent optical density in MAX-DOAS measurements was un-
ambiguously identified in this work for the first time and its total contribution to the
filling-in of Fraunhofer lines was determined from measurement data. The data agrees
with previous publications on the cross-section of vibrational Raman scattering for N2
and O2. The optical density of the correction for this effect is about 2% of the correction
for rotational Raman scattering, which itself is typically 2% of the total intensity of
scattered sunlight.
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13.1.2. Water vapour
Most of the literature water vapour cross-sections available in the blue wavelength range
are based on theoretical calculations. Individual lines are validated by laboratory mea-
surements. The absolute magnitude of the water vapour cross-section in the spectral
range from 410–434 nm varied significantly for different versions of HITRAN, HITEMP
and BT2. MAX-DOAS measurement data and LP-DOAS measurement data were used
to determine the relative strengths of water vapour absorption bands in this spectral
range. While the total strength of the main absorption at 442 nm matched meteoro-
logical observations on CVAO on Cap Verde, absorptions at 416 nm and 428 nm were
overestimated by a factor of two in the most recent version of HITRAN (2012), while
previous versions underestimated their contribution to measured optical densities. This
explains also unrealistic high water vapour dSCD in previous studies of IO, e.g. Groß-
mann et al. [2013]. In addition the relative absorption band strength was retrieved from
LP-DOAS and MAX-DOAS data to obtain correction factors for each of them between
400–480 nm.
These observations allow for a more precise and trustworthy retrieval of IO and glyoxal,
since the intervals of the spectral retrieval can cover a broader range of wavelengths to
reduce uncertainties. Their total optical densities are especially in tropical regions of
the same size as the corrections to the water vapour cross-sections.
Radiative transfer corrections due to the measured absorptions of water vapour at 442 nm
in MAX-DOAS data can be significant as well and can largely influence the spectral
retrieval of glyoxal.
13.1.3. IO and Glyoxal
IO and glyoxal show absorption structures in the same spectral range from 410–460 nm.
Previous publications reported large tropospheric absorptions of glyoxal in the MBL on
the Pacific ocean, which could have influenced, at the reported optical densities, the
spectral retrieval of IO.
The accuracy of the spectral retrieval of glyoxal and IO was improved significantly by
the above-mentioned corrections for VRS and to the water vapour cross-section. For
typical measurements the fit error of IO dSCD was reduced by up to 30% by correcting
for Vibrational Raman Scattering (VRS)(N2/O2) while the total dSCD did not change.
Also for glyoxal the fit error was reduced by 20% (subsection 5.2.3.3).
The improvement due to rescaled water vapour absorption bands strongly depends on
the spectral retrieval interval. An example is found in figure 5.33.
13.1.4. BrO and HCHO
Already in previous observations BrO and HCHO were known to cause problems with
their spectral retrieval, due to cross-sensitivities to ozone absorption and observations
of an anti-correlation of BrO and HCHO in evaluations due to their similar spectral
absorption structures. Furthermore the absorption of the oxygen dimer O4 has a signifi-
cant influence on the results. On top of these problems there is less available light in the
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spectral range around 340 nm than for IO in the blue wavelength range, and therefore
photon shot noise can be dominating the measurement error.
While the problem of anti-correlations can be addressed by using more information in
the spectral retrieval by choosing a wider fit interval, these measures increase the sensi-
tivity to ozone absorptions. Furthermore O4 might have unknown absorption structures
in the new, extended spectral evaluation range, which are not included in the currently
available literature cross-sections (see subsection 5.1.1.1). High-precision LP-DOAS mea-
surements could provide more information about the actual shape and size of the O4
absorption at 328 nm. This information would be useful for spectral DOAS retrievals of
BrO, HCHO and SO2.
Which of the available O4 absorption cross-section is the most suitable for the retrieval
of BrO from 332–358 nm was determined by analysing MAX-DOAS data recorded in
Mainz, were no tropospheric BrO absorption is expected. It turned out that the cross-
section recorded by Greenblatt et al. [1990] showed the best match of retrieved BrO
dSCD. By comparison of MAX-DOAS evaluations with LP-DOAS data on CVAO this
conclusion was also drawn before by Tschritter [2013].
Restricting the analysis to a wavelength interval, which was a compromise between width
and the influence of ozone, large sets of residual spectra were analysed and similar resid-
ual structures were found for different types of spectrometers at different measurement
sites around the world. The reason of these unknown residual structure must be located
in the lower troposphere, since it is found to correlate with the absorption of O4. We
excluded the possibility, that the reason for these structures was connected to inelastic
scattering in the atmosphere. The residual structure is independent of the employed
literature O4 cross-section.
It is needed to address persistent residual structures to have a reliable and precise re-
trieval of tropospheric BrO from ground-based measurements. These persistent struc-
tures show amplitudes of up to (3−−4) · 10−4 while 1 ppt of BrO has an optical density
of 3 · 10−4 along a light-path of 10km at ground-level. A list of possible absorbers is
discussed in subsection 5.1.1.2, of which none has been positively identified yet. Often
no reliable literature cross-section data is available for the respective molecule.
13.2. Global distributions of reactive trace-gases
13.2.1. IO
The abundance of iodine monoxide in the Peruvian upwelling region was simultaneously
measured with CE-DOAS and MAX-DOAS instruments. This first comparison of both
measurement techniques for iodine oxide yields agreeing measurements, within their
respective measurement errors. Concentrations up to typically 1–1.4 ppt were found
during daytime, at night the mixing ratios fell below 0.5 ppt. IO mixing ratios measured
by the CE-DOAS rose immediately during sunrise and fell below detection limit with
sunset. Due to the required sensitivity the time resolution of the measurements was not
better than 10–30 minutes. The MAX-DOAS observations were found to be in agreement
with long-time averages of satellite observations of IO in the Peruvian upwelling.
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The good agreement of the IO mixing ratios for both instruments and MAX-DOAS
observations of IO up to 15 times above the measurement error showed the reliability of
the MAX-DOAS data evaluation. This settings were applied to the evaluation of other
measurements performed during several years on the research vessel ’Polarstern’. This
data set shows a maximum of IO concentrations close to Cape Verde, in the Mauritanian
upwelling region and measurements during three years allowed for a first estimate of its
variability from ship-based measurements, yielding variations of at least a factor of two
from year to year. Furthermore this data-set showed a good correlation with surface
water iodide concentrations. The release of iodide from surface waters might be the
dominant source of atmospheric iodine.
Measurements during research cruises of ’R/V Polarstern’ to the Arctic and Antarc-
tic during the respective summer period yielded significant amounts of IO in the lower
troposphere, which was estimated to 0.2–0.4 ppt. No significant difference for both
hemispheres was found, despite contradicting satellite observations and ground-based
measurements. Large concentrations of more than one ppt of IO during Antarctic sum-
mer, as suggested by previous observations, cannot be confirmed, at least not along the
cruise tracks.
13.2.2. BrO
Due to problems with the spectral retrievals, theoretical detection limits of 1 ppt can-
not be met and no final conclusion about background BrO concentrations in the marine
boundary layer can be drawn. Nevertheless the comparison with MAX-DOAS data from
Multi Axis Doas - Comparison campaign for Aerosols and Trace gases (MAD-CAT) in
Mainz allowed for the direct comparison of different retrieval settings yielding a back-
ground concentrations of about 1 ppt (MSM18/1) for the tropical/subtropical MBL on
the Atlantic (subsection 5.1.1.1).
Only one episode of clearly enhanced BrO concentrations in the MBL was observed: A
potential transport event of bromine released in Arctic spring passed the MAX-DOAS on
’R/V Maria S. Merian’ at 33◦N on April, 22nd, 2011. Calculated backward trajectories
led to the conclusion that the origin of the observed bromine rich air mass was found in
northern Canada, arriving in the subtropical northern Atlantic within only 2-3 days. The
maximum BrO mixing ratios of 4–6 ppt within the lower 500m was found when a front
of the deep-pressure system had just passed the position of the ship. This mechanism
of bromine transport into the subtropical Atlantic has not been considered before.
The remaining measurements of BrO did not yield any high concentrations of BrO, apart
from a possible background value of 0.5–1.5 ppt. No large concentrations as previously
reported for the Mauritanian upwelling region could be observed in the Peruvian up-
welling region. During M91 slightly increased BrO VMR of 3–4 ppt were observed down-
wind of the location at which the maximum surface water concentrations of halocarbons
were measured (subsection 7.2.3) and the lowest NO2 concentrations were observed. No
concentrations like in the Mauritanian upwelling close to the Mauritanian coast were
observed throughout all measurements.
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13.2.3. HCHO
Tropospheric formaldehyde concentrations were measured also as a tracer for organic
compounds which together can represent one of the major sinks of reactive bromine in the
MBL. Typical tropical background values were found at levels of 500–1000 ppt, agreeing
with previous measurements on Cape Verde (Figure 1.6). Enhanced concentrations
close to Africa at 10◦N, which had been previously observed in satellite measurements,
were not found at the surface, but in a layer above 750 m, on top of the MBL. These
observations agreed with trajectory calculations and biomass burning observations from
satellite in south West-Africa. This shows that the outflow of organic compounds with
trade winds from Africa onto the Ocean does not necessarily mean that the sink for
bromine in the MBL is enhanced, since BrO is mostly found in the MBL.
HCHO VCDs retrieved from MAX-DOAS measurements agreed with monthly averages
from satellite observations.
13.2.4. Glyoxal
Glyoxal was not detected in the MBL outside the influence of anthropogenic emissions
from western Europe or South-Africa above the detection limit of 35 ppt. It was not
detected in the equatorial upwelling region (subsection 8.2.4), on the tropical Atlantic
(subsection 9.2.5) and in the Peruvian upwelling region (subsection 7.2.6). Previously
reported background values of glyoxal on the open ocean could neither be confirmed
for the Pacific nor reported for the Atlantic. Despite a small positive offset of the
measured values of 10–20 ppt, no significant observation can be reported. Mean day-
time concentrations are thus −4±20 ppt for MSM18/3 (tropical Atlantic) and 10±18 ppt
M91 (Peruvian upwelling) at a 2σ detection limit of 35 ppt.
During MAD-CAT in Mainz glyoxal was simultaneously detected by several MAX-DOAS
instruments, proving the information that the retrieval settings and the employed liter-
ature cross-sections were correct, also for the measurements on the open ocean.
Due to instrumental limitations the measurements of glyoxal with the Polarstern MAX-
DOAS instrument based on compact spectrometers with a limited spectral resolution was
problematic and showed correlations with water vapour absorptions (subsection 9.2.5).
13.3. Outlook
13.3.1. Spectral Retrieval
Including the correction for vibrational Raman scattering (VRS) in atmospheric DOAS
measurements will lead to an improvement of ground-based and satellite retrieval ab-
sorptions including the spectral range from 430–440 nm (i.e. IO, water vapour, NO2,
glyoxal and others, such as phytoplankton speciation), since some, if not most, of the
systematic residual structures observed above 430 nm can be explained by VRS. For
satellite measurements the typical Ring signal, especially in polar regions with a high
albedo, are of the order of 5 ·1025 molec cm−2 (see Figure 13.1 at 360 nm, the Ring signal
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Figure 13.1.: Ring dSCD [molec/cm2] at 360 nm from GOME-2 for 09/10/2008. [Holger
Sihler, pers. comm.] A dSCD of 5 · 1025 molec cm−2 will cause residual
structures of at typically 4·10−4 in the spectral range between 430 – 440 nm
due to vibrational Raman scattering (see subsection 5.2.2).
at longer wavelengths is expected to be larger), therefore a contribution of several 10−4
optical density (peak-to-peak) in the residual spectra is expected.
The effect of VRS has been partly compensated in previous MAX-DOAS measurements
of IO by applying an additional offset polynomial [e.g. Coburn et al., 2011, Großmann
et al., 2013], primarily to compensate for instrumental stray-light. This also corrected
for about half of the VRS contribution to the apparent optical density in the IO retrieval
interval from 416–438 nm. Thus a part of this effect was compensated already before,
without explicitly its reason.
VRS correction for spectral retrievals of IO from satellite data and subsequently the
possibility to extend the retrieval interval to three (–438 nm) instead of currently two
(–430 nm) IO absorption bands will reduce the typical fit error of IO significantly (30–
40%). It will increase the confidence in and the reliability of the spectral retrieval.
However, observed column densities will be still close to its detection limit.
Since there are considerable concentrations of IO and BrO in the free troposphere, a
separation of ground-based MAX-DOAS measurements into a tropospheric and a free-
tropospheric part in the retrieval to gain information about the free troposphere seems
to be interesting. For BrO the large stratospheric absorption can be a problem, but for
IO the upper limits of its stratospheric abundance are small. Another way might be
then to address the concentrations in the free troposphere by cloud-slicing techniques
from satellite measurements.
For BrO it is important to identify the reason for the spectral structure in the BrO fit
280
13.3. Outlook
range and/or investigate possible O4 absorption structures at 328 nm to extend the BrO
fit range further in order to reduce the measurement errors of BrO and HCHO. This
might imply the need for explicit corrections for ozone absorption, as suggested in Pukite
et al. [2010], even for ground-based measurements using a current Fraunhofer reference.
Measurements of concentrations of NO2 in the remote MBL are as well as the concen-
trations of RHS close or below current detection limits for MAX-DOAS and CE-DOAS
measurements. Improvements of the spectral retrieval by including VRS correction spec-
tra (compare e.g. figure 5.24) removed a negative bias from NO2 dSCDs, but further
improvements are necessary for reliable and absolute measurements of NO2 concentra-
tions in the range of 10 ppt (corresponding to an OD of 10−4 peak-to-peak at around
430 nm). Dedicated corrections for the influence of stratospheric absorption of NO2
might be necessary.
The example of the M77 expedition (section 7.4) shows that existing data sets, even if
only measured with an average instrument, can yield valuable information, when again
using the current knowledge about the spectral retrieval and update literature cross-
section for the respective molecules.
13.3.2. Chemistry
Chemistry models are needed to combine atmospheric halocarbon measurements and
the observations of BrO and IO and to estimate the fluxes necessary to maintain the ob-
served tropospheric RHS concentrations. The sinks can be estimated for each compound
and a given concentrations of BrO, but the estimation of the contribution of possible
Br-recycling mechanisms on aerosol particles remains uncertain. While numerous pub-
lications on release mechanisms for iodine as well as bromine exist, although there is
no accepted theory, sink mechanisms for both compounds are typically not discussed in
detail.
The diurnal cycle of IO observed by CE-DOAS measurements in agreement with MAX-
DOAS measurements during M91 is another point where chemistry models can help to
identify the main compounds responsible for the rapid increase of IO concentrations after
sunrise and to estimate the role of halocarbons. However, this might require a further
reduction of the measurement error of CE-DOAS measurements and/or additional LP-
DOAS measurements.
13.3.3. Instrumental
The information from the non-linearity observations during M91 and MAD-CAT were
used to optimize the measurement strategy for CE-DOAS measurements during a cam-
paign in the Indian Ocean, Sonne SO235. In the future it might be necessary to imple-
ment an optimized readout software to compensate for non-linearity of spectrometers
without loosing measurement time due to unnecessary communication between the in-
strument and the measurement computer. Unfortunately these corrections are normally
not done natively on the signal processing board of the spectrometer. Another pos-
sibility would be to use spectrometers with detectors which show a less pronounced
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non-linearity. For ship measurements, when the instrument does not need to be moved
during the campaign, the compact spectrometer could be replaced by a spectrometer
with a larger focal length and a better CCD-camera.
It might be furthermore useful to stabilize the temperature of spectrometer electronics
board, at least the analogue part converting the actual CCD signal into a digital signal,
to avoid instabilities due to temperature dependencies. This might allow for further
identification of undiscovered effects at optical depths of less than 10−4. The OMT
spectrometer with KHS-electronics board already have the A/D conversion electronics
directly at the CCD on the optical bench, therefore it is also temperature stabilized.
Arctic measurements with good spectrometers are needed to finally identify the amount
of tropospheric background IO mixing ratios, which might enhance the speed of bromine
mediated ozone depletion events during polar spring. This should be done preferably us-
ing the SMAX-instrument, which combines high spectral resolution, relatively high light
throughput and a constant instrument function. However, the temperature stabilization
needs to be improved.
The same applies for measurements of glyoxal in the MBL. Here the correct modelling
of water vapour absorption requires even a more stable instrument function as well as
the need for corrections of the literature cross-section due to changes in the light path.
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Figure A.1.: BrO fit of spectrum #27268 from SOPRAN M91, 12/18/2012 19:10, at
14.5◦S 77.5◦W. The residual shows the recurring residual structure observed
throughout the cruise shown in figure 5.6. The NO2 cross-section was below
its detection limit and was therefore removed from the plot for clarity.
310
Figure A.2.: Same fit as figure A.1, but including the O2B absorption convoluted with
itself.
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A. Appendix
Figure A.3.: BrO fit from ANT28, spectrum #11300, summed for 4 elevation sequences.
The residual shows a structure which was also observed for data from M91,
see subsection 5.1.1.2312
Figure A.4.: Same data as shown in figure A.3, but corrected with a smaller peak than
O4, derived the O2B absorption band.
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Figure A.5.: The residual spectral structure V1 taken from principal component anal-
ysis of MAX-DOAS analysis from SOPRAN M91 was used here for the
analysis of MAX-DOAS data from Polarstern ANT28, convoluted with the
instrument function to account for the lower spectral resolution.
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Figure A.6.: MAX-DOAS data from M91 for BrO, HCHO, O4, NO2 and IO for the
complete duration of the cruise. The blue line indicates the fit error doubled,
as estimate for the measurement error.
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Figure A.7.: Cruise leg MSM 18/1 time series until May 5th, 2011. MSM 18/1 is not
shown, due to large spectral shifts.
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B. SHIVA campaign Malaysia 2012
Stratospheric Ozone: Halogen Impacts in a Varying Atmosphere (SHIVA) was an international
research project supported by the 7th Framework programme of the European Union. By combin-
ing measurements from land, ship, aircraft, and space-based platforms and numerical modeling
approaches the overall aim of the project was the quantification of the impact of Ozone depleting
substances in the stratosphere and to quantify their sources and release mechanisms.
As for DOAS observations, ship-based MAX-DOAS and CE-DOAS measurements were con-
ducted. Also a MAX-DOAS on Borneo measured tropospheric concentrations of various trace-
gases and a mini-DOAS on the research aircraft Falcon connected these measurements.
MAX-DOAS NO2 data will be published in [Schreier et al., 2014, in prep.].
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Figure B.1.: SHIVA Sonne SO218 cruise track.
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Figure B.2.: The MAX-DOAS telescopes from Bremen and Heidelberg, looking into dif-
ferent directions, Bremen to starboard side, Heidelberg to portside.
B.1. Overview and other measurements
B.2. Results
B.2.1. MAX-DOAS
Due to technical problems with the Heidelberg MAX-DOAS which have been observed during
evaluation of the spectra after the cruise, only the MAX-DOAS dataset from the University of
Bremen is available. Both MAX-DOAS and the CE-DOAS setup were operated by one person,
which left not much time to evaluate the MAX-DOAS spectra of the Heidelberg instrument
onboard. Furthermore it was running fine before without any modifications during MSM18
(chapter 8).
B.2.2. CE-DOAS
A comparison to MAX-DOAS and LiF is shown in figure B.3.
CE-DOAS spectra were recorded at a time resolution of 30s, during the measurements of artificial
IO the time resolution was lowered to three seconds. This maximum time resolution was used
for NO2 measurements.
For NO2 a typical fit error was 24±4 ppt for 3000s exposure time, as for 300s, since the dominant
residual structure was systematic. The fit error could be decreased to 6ppt for 3000s exposure
time (11±6 ppt for 300s) by using night time residual spectra to obtain typical residual structures,
but this procedure does not necessarily keep the absolute zero of the NO2 VMR.
Typical fit errors of IO ranged from 0.16ppt for 26th-27th of November to 0.30ppt for 19th-23th
of November. The reason is a longer light path during these periods due to cleaner mirrors and
better alignment. On 26th and 27th, all measurements were in agreement with zero, the standard
deviation of the data points was a factor of 2-3 higher than the fit error. Data for correction
spectra was obtained by PCA from night-time spectra. This implies that this result only tells us
that the day-night difference is smaller than 0.45ppt for these days.
The data from 19th to 23rd on the other side shows a diurnal cycle, with IO mixing ratios
roughly a ppt higher during daytime than during the night. During this time also more night-
time spectra were available to obtain reliable spectra for compensation of residual structures.
The mixing ratio of 1ppt agrees with the few data points from MAX-DOAS observations during
this time.
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Figure B.3.: MAX-DOAS and LiF [Bloss et al., 2003] derived IO mixing ratios during
SHIVA. The CE-DOAS setup did not detect any IO above the detection
limit of 1ppt. Based on a plot from Folkard Wittrock, IUP Bremen, Wit-
trock et al. [2013].
B.2.2.1. Measurements of artificial IO
Together with Hannah Walker and Trevor Ingham (University of Leeds) measurements of artifi-
cially produced IO were performed using CH3I, N2O and N2 [Walker, 2013].
N2O + hν −→ O(1D) +N2 (B.1)
O(1D) +N2 −→ O(1P ) +N2 (B.2)
O(1P ) + CF3I −→ IO + CF3 (B.3)
Due to the open setup of the CE-DOAS instrument, no quantitative measurements were possible.
With VMR of up to 10 ppt these were the only measurements of IO during the whole cruise
of the CE-DOAS instrument clearly above detection limit. These measurements provide the
possibility to test, if there would be actually IO, the wavelength calibration of the absorption
spectra relative to each other. These measurements showed that water vapour absorption with
τH2O ≈ 7 · 10−3 and NO2 absorption with τNO2 ≈ 2.5 · 10−2 were found independently by the fit
within 0.03nm, water vapor and IO with an absorption with τIO ≈ 1 · 10−3 within 0.03nm.
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Figure B.4.: Fit of a spectrum from a measurements of artificially produced IO during the
SHIVA campaign. The lowermost two spectra were extracted from night-
time measurements for the dominating optical and non optical contributions
to the residual (see subsection 3.3.2). The observed IO concentration within
the resonator was 10± 0.3 ppt, here at a time resolution of 5 minutes.
Name typ. fit error VMR IO Date
tape2 0.155 0.1 ± 0.46 ppt Nov. 26th
out3s 0.1 -0.07 ± 0.26 ppt Nov. 27th
out1 0.3 0-1 ppt Nov 19th – Nov. 23rd
Table B.1.: Overview measurement periods of the CE-DOAS during SHIVA, averaged
to a time resolution of 30 min.
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C. Acronyms
AMF Air Mass Factor
Bhv Bremerhaven
BMBF Bundesministerium fu¨r Bildung und Forschung
CCD Charge-Coupled Device
CCN Cloud Condensation Nuclei
Chla Chlorophyll-a
CE-DOAS Cavity Enhanced Differential Optical Absorption Spectroscopy
CTD Conductivity Temperature Density
CVAO Cape Verde Atmospheric Observatory
CVOO Cape Verde Ocean Observatory
DIC Dissolved inorganic carbon
DMS Dimethyl sulfide
DMSO Dimethyl sulfoxide
DMSP Dimethylsulfoniopropionate
DOAS Differential Optical Absorption Spectroscopy
DOM Dissolved Organic Matter
dSCD Differential Slant Column Density
DU Dobson Unit
FWHM Full Width Half Maximum
HaloCaVe HALogens On Cape Verde
ICA Independent Component Analysis
IVOC Iodinated Volatile Organic Compound
LiF Laser-Induced Fluorescence
LIP Laser-Induced Phosphorescence
LP-DOAS Longpath Differential Optical Absorption Spectroscopy
MAD-CAT Multi Axis Doas - Comparison campaign for Aerosols and Trace gases
MAX-DOAS Multi AXis Differential Optical Absorption Spectroscopy
MEMS Microelectromechanical systems
MBL Marine Boundary Layer
MPIC Max Planck-Institute for Chemistry
MSM Maria S. Merian
NMVOC Non-Methane Volatile Organic Compound
OD Optical Density
ODE Ozone Depletion Event
OMZ Oxygen Minimum Zone
OVOC Oxygenated Volatile Organic Compound
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C. Acronyms
PBL Planetary Boundary Layer
PCA Principal Component Analysis
PDF Probability Density Function
ppq parts per quadrillion (1015)
ppt parts per trillion (1012)
ppb parts per billion (109)
ppm parts per million (106)
RANSAC RANdom SAmple Consensus
RHS Reactive Halogen Specie
RMS Root Mean Square
RRS Rotational Raman Scattering
RZA Relative Solar Azimuth Angle
SOA Secondary Organic Aerosol
SAA Solar Azimuth Angle
SCD Slant Column Density
SCIAMACHY Scanning Imaging Absorption Spectrometer for Atmospheric CHartographY
SHIVA Stratospheric Ozone: Halogen Impacts in a Varying Atmosphere
SIFT Scale-Invariant Feature Transform
SML Surface MicroLayer
SOLAS Surface Ocean Lower Atmosphere Studies
SOPRAN Surface Ocean Processes in the Antropocene
SST Sea Surface Temperature
SZA Solar Zenith Angle
TIC Total inorganic Carbon
TOC Total organic Carbon
VCD Vertical Column Density
VOC Volatile Organic Compound
VRS Vibrational Raman Scattering
VRRS Vibrational-rotational Raman Scattering
VSLS Very Short-Lived Substance
XS cross-section
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