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Abstract. It is common practice in Markov chain Monte Carlo to
update the simulation one variable (or sub-block of variables) at a
time, rather than conduct a single full-dimensional update. When it
is possible to draw from each full-conditional distribution associated
with the target this is just a Gibbs sampler. Often at least one of
the Gibbs updates is replaced with a Metropolis–Hastings step, yield-
ing a Metropolis–Hastings-within-Gibbs algorithm. Strategies for com-
bining component-wise updates include composition, random sequence
and random scans. While these strategies can ease MCMC implemen-
tation and produce superior empirical performance compared to full-
dimensional updates, the theoretical convergence properties of the as-
sociated Markov chains have received limited attention. We present
conditions under which some component-wise Markov chains converge
to the stationary distribution at a geometric rate. We pay particular
attention to the connections between the convergence rates of the var-
ious component-wise strategies. This is important since it ensures the
existence of tools that an MCMC practitioner can use to be as con-
fident in the simulation results as if they were based on independent
and identically distributed samples. We illustrate our results in two ex-
amples including a hierarchical linear mixed model and one involving
maximum likelihood estimation for mixed models.
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1. INTRODUCTION
Let ̟ be a probability distribution having sup-
port X⊆Rq, q ≥ 1. The fundamental Markov chain
Monte Carlo (MCMC) method for making draws
from ̟ is the Metropolis–Hastings algorithm, de-
scribed here. Let X(k) = x denote the current state,
and suppose ̟ has a density function π. Let p(·, ·)
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denote the user-defined proposal density. The up-
dated state X(k+1) is obtained via the following:
1. Simulate x∗ from proposal density p(x, ·).
2. Calculate acceptance probability α(x,x∗), where
α(x, y) = min
{
1,
π(y)
π(x)
p(y,x)
p(x, y)
}
.
3. Set
X(k+1) =
{
x∗, with probability α(x,x∗),
x, with probability 1− α(x,x∗).
Thus, creating a Metropolis–Hastings sampler boils
down to choosing a proposal density p(·, ·). If
p(x, y) = p(y,x), this is a Metropolis algorithm. If,
further, p(x, y) = p(x− y) = p(y−x) for all x and y,
it is a Metropolis random walk. When the proposal
p(·) does not depend on the current state the chain is
a Metropolis–Hastings independence sampler
(MHIS).
The selection of the proposal density can be chal-
lenging, particularly in problems where q is large
or the support of ̟ is complicated. This has led
to investigation of optimal scaling of Metropolis al-
gorithms and so-called adaptive algorithms which
allow the proposal kernel to change over the course
of the simulation (see, e.g., Be´dard and Rosenthal
(2008); Rosenthal (2011)). An alternative to full-
dimensional updates is a component-wise approach
where we update one variable (or sub-block of vari-
ables) at a time.
The choice between full-dimensional and compo-
nent-wise updates is frequently unclear (see, e.g.,
Roberts and Sahu (1997)), although a general guide-
line seems to be that updating as a single block
may not be advantageous if the components of ̟
are only weakly correlated. For example, Neal and
Roberts (2006) considered target distributions hav-
ing independent and identically distributed compo-
nents and showed that for an idealized version of
a component-wise Metropolis algorithm it is opti-
mal to update only one variable at a time. On the
other hand, these authors also showed that when us-
ing Metropolis adjusted Langevin algorithms, block
updating is more efficient.
Whatever MCMC method is used, an important
consideration is the rate of convergence of the chain
to its stationary distribution. Let B be the Borel
σ-algebra on X and let Pn(x,dy) denote the n-step
Markov transition kernel, that is, for any x ∈ X, A ∈
B, and n ∈ Z+, Pn(x,A) = Pr(X(n+j) ∈A|X(j) = x)
for the Markov chain Φ = {X(0),X(1),X(2), . . .}. Let
‖ · ‖ denote the total variation norm. If the chain is
Harris ergodic, then for all x ∈ X we have ‖Pn(x, ·)−
̟(·)‖→ 0 as n→∞. Now suppose there exist a real-
valued function M(x) on X and 0< t < 1 such that
‖Pn(x, ·)−̟(·)‖ ≤M(x)tn.(1)
If M is bounded, then Φ is uniformly ergodic and
otherwise it is geometrically ergodic.
A common goal of an MCMC experiment is to
evaluate the quantity E̟g =
∫
X
g(x)̟(dx), where
g is a real-valued function on X whose expectation
exists. Upon simulation of the Markov chain, E̟g is
approximated by the sample average g¯n =
n−1
∑n−1
i=0 g(X
(i)). This approximation is usually jus-
tified through Birkhoff’s ergodic theorem. Now, along
with a moment condition on g, the existence of M
and t in (1) ensures the existence of a central limit
theorem for the Monte Carlo error, that is, there
exists 0< σ2g <∞ such that, as n→∞,
√
n(g¯n −E̟g) d→N(0, σ2g).(2)
Along with various moment conditions, the exis-
tence of M and t in (1) is also a key sufficient con-
dition for using a variety of methods such as batch
means, spectral methods or regenerative simulation
to construct a strongly consistent estimator of σ2g ,
ensuring asymptotically valid Monte Carlo standard
errors (Atchade´ (2011); Flegal and Jones (2010);
Hobert et al. (2002); Jones et al. (2006)). Thus,
when Φ is at least geometrically ergodic, a prac-
titioner has the tools to be as confident in their sim-
ulations as if it were possible to make independent
and identically distributed draws from ̟ (Flegal,
Haran and Jones (2008); Flegal and Jones (2011)).
Much work has been done on establishing geo-
metric and uniform ergodicity of various versions
of Metropolis–Hastings when full-dimensional up-
dates are used; for example, Mengersen and Tweedie
(1996) and Tierney (1994) studied the MHIS while
Johnson and Geyer (2012), Mengersen and Tweedie
(1996), Roberts and Tweedie (1996), Jarner and
Hansen (2000), Christensen, Møller andWaagepeter-
sen (2001) have established conditions under which
Metropolis yields a geometrically ergodic chain. Other
research on establishing convergence rates of Metrop-
olis–Hastings chains includes Geyer (1999), Jarner
and Hansen (2000) and Meyn and Tweedie (1994).
Note well that none of these convergence rate re-
sults apply to component-wise implementations of
Metropolis–Hastings. Also, a full-dimensional updat-
ing algorithm may fail to be geometrically ergodic
while many component-wise updating samplers are.
Consider the following simple example.
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Example 1. Suppose logπ(x, y) =−(x2+x2y2+
y2). Roberts and Tweedie (1996) showed that a Me-
tropolis random walk having target π cannot be ge-
ometrically ergodic. Thus, one might consider com-
ponent-wise methods where the target of each up-
date is the relevant conditional distribution, X|Y =
y ∼N(0, 12(1+y2)−1) or Y |X = x∼N(0, 12(1+x2)−1).
Fort et al. (2003) established geometric ergodicity of
the uniform random scan Metropolis random walk.
That is, at each step one of the components is se-
lected with probability 1/2 to remain fixed while a
Metropolis random walk step is performed for the
other. We will show that the Gibbs sampler is geo-
metrically ergodic as are the random scan Gibbs and
random sequence Gibbs samplers for any selection
probabilities.
We study conditions for ensuring geometric or uni-
form ergodicity for several component-wise strate-
gies. Despite the near ubiquity of component-wise
methods in MCMC practice, there has been very
little work on this problem. In particular, there has
been almost none in the case where the component-
wise updates are done with Metropolis–Hastings (but
see Fort et al. (2003); Jones, Roberts and Rosen-
thal (2013); Roberts and Rosenthal (1998)). The one
component-wise method that has received some at-
tention in the literature is the Gibbs sampler, es-
pecially the two-variable deterministically updated
Gibbs sampler; see, for example, the work in Doss
and Hobert (2010), Hobert and Geyer (1998), Hobert
et al. (2002), Johnson and Jones (2010), Jones and
Hobert (2004), Marchev and Hobert (2004),
Papaspiliopoulos and Roberts (2008), Roberts and
Polson (1994), Roberts and Rosenthal (1999), Roma´n
and Hobert (2012), Rosenthal (1995, 1996), Roy and
Hobert (2007), Tan and Hobert (2009) and Tierney
(1994).
In Section 2 we fix some notation, state assump-
tions and develop a general framework for compo-
nent-wise updates. Then in Section 3 we study the
convergence rates of component-wise methods. In
particular, we connect the convergence rate of deter-
ministic scan samplers with random sequence scan
and random scan methods. We also develop condi-
tions for the uniform ergodicity of component-wise
versions of the Metropolis–Hastings algorithm with
state-independent candidate distributions. Along the
way we apply our results to two practically rele-
vant examples, including the Gibbs sampler for a
Bayesian linear mixed model and one involving max-
imum likelihood estimation for mixed models, and
provide empirical comparisons between samplers us-
ing component-wise updates and their full-dimen-
sional counterparts. Notably, the empirical perfor-
mance of the component-wise samplers is compel-
lingly better, thus providing further support for the
use of component-wise methods in practical prob-
lems; see also Caffo, Jank and Jones (2005), Coull
et al. (2001), Johnson and Jones (2010), Jones et al.
(2006), Jones and Hobert (2001), Lee et al. (2013),
McCulloch (1997) and Neath (2013). Proofs of our
results and other technical material are given in the
supplement to the current article (Johnson, Jones
and Neath (2013)).
2. COMPONENT-WISE UPDATES
Two fundamental strategies for combining Markov
kernels are mixing and composition. Suppose P1, . . . ,
Pd are Markov kernels having common invariant dis-
tribution ̟. The general composition kernel is given
by Pcomp(x, ·) = (P1 · · ·Pd)(x, ·). Let Pd = {(r1, . . . ,
rd) ∈ Rd: each ri > 0,
∑d
i=1 ri = 1}. Define the gen-
eral mixing kernel
Pmix(x, ·) = r1P1(x, ·) + · · ·+ rdPd(x, ·), r ∈ Pd.
Then Pmix and Pcomp are Markov kernels preserv-
ing the invariance of ̟ and we say that Pmix has
selection probabilities r.
We can use these two strategies to create many
component-wise algorithms. Suppose π is a density
of ̟ with respect to a measure µ = µ1 × · · · × µd
and has support X = X1 × · · · × Xd with Borel σ-
algebra B. We allow each Xi ⊆Rbi so that the total
dimension is b1 + · · ·+ bd. If x ∈ X, set x(i) = x \ xi.
For i= 1, . . . , d let gi(yi|x) be a density satisfying
π(yi|x(i)) =
∫
gi(yi|x)π(xi|x(i))µi(dxi).(3)
That is, the conditional density π(xi|x(i)) is invari-
ant for gi(yi|x). Note that (3) is trivially satisfied if
gi corresponds to an elementary Gibbs update, that
is, gi(yi|x) = π(yi|x(i)). Also, condition (3) is satis-
fied by construction if gi corresponds to a Metropolis–
Hastings algorithm having π(yi|x(i)) as its target.
Given (3), define a Markov kernel Pi as
Pi(x,A) =
∫
A
gi(yi|x)δ(y(i) − x(i))µ(dy)
(4)
for A ∈ B,
where δ is Dirac’s delta. Then̟ is invariant for each
Pi so that ̟Pi =̟ since∫
X
π(x)gi(yi|x)δ(y(i) − x(i))µ(dx) = π(y).
4 A. A. JOHNSON, G. L. JONES AND R. C. NEATH
Since component-wise updates are not̟-irreducible,
we need to combine the Pi in order to achieve a use-
ful algorithm. Let r ∈ Pd be the selection probabili-
ties corresponding to the components. Then we can
write the random scan Markov kernel as
PRS(x,A) =
d∑
i=1
riPi(x,A)(5)
and it is obvious that ̟PRS = ̟. Moreover, PRS
admits a Markov transition density (Mtd)
hRS(y|x) =
d∑
i=1
rigi(yi|x)δ(y(i) − x(i)).
Another way to combine the Pi is through compo-
sition, that is, deterministically cycling through the
component-wise updates one at a time, in which case
the Markov kernel is
PC(x,A) = (P1 · · ·Pd)(x,A)(6)
and it is easy to see that ̟PC = ̟ and that the
associated Mtd is
hC(y|x) = g1(y1|x)g2(y2|y1, x(1)) · · ·gd(yd|y(d), xd).
There are d! orders in which composition can be
used and it is natural to consider using mixing to
combine some of them. If r ∈ Pp for p ≤ d!, the se-
quence mixing kernel is given by
PRQ(x,A) =
p∑
j=1
rjPC,j(x,A),(7)
where the PC,j are kernels created via composition
but in different orders. Since ̟PC,j =̟ for each j,
it is easy to see that ̟PRQ =̟. Clearly, the Mtd is
hRQ(y|x) =
p∑
j=1
rjhC,j(y|x).
Note that the kernels defined in (5), (6) and (7) are
special cases of the general definitions of Pmix and
Pcomp. We will employ the notation PC , PRS and
PRQ for the special case of component-wise updates,
that is, when the Pi satisfy (4).
3. CONVERGENCE RATES UNDER
COMPONENT-WISE UPDATES
Most of the research on convergence rates of com-
ponent-wise MCMC algorithms has focused on those
formed by composition, such as deterministic scan
Gibbs samplers. One of our goals in this section is to
show that the convergence rates of samplers formed
by mixing and composition are related in concrete
ways. However, we begin with a brief description of
some techniques for establishing the existence of M
and t in (1); see Meyn and Tweedie [(1993), Chap-
ter 15] and Roberts and Rosenthal (2004) for details
and Jones and Hobert (2001) for an accessible intro-
duction.
Recall that B is the Borel σ-algebra on X and
Pn(x,dy) denotes a n-step Markov transition kernel,
that is, for any x ∈ X, A ∈ B, and n ∈ Z+, Pn(x,A) =
Pr(X(n+j) ∈A|X(j) = x) for the Markov chain Φ =
{X(0),X(1),X(2), . . .}.
Suppose there exist a positive integer n0, an ǫ > 0,
a set C ∈ B, and a probability measure Q on B such
that
Pn0(x,A)≥ ǫQ(A) for all x ∈C,A ∈ B.(8)
Then a minorization condition holds on the set C,
called a small set. Uniform ergodicity is equivalent
to the existence of a minorization condition on X.
Let
PV (x) :=E[V (X(t+1))|X(t) = x].(9)
A drift condition holds if there exists some function
V :X→ [1,∞), constants 0 < γ < 1 and k <∞ and
a set C such that
PV (x)≤ γV (x) + kIC(x) for all x ∈ X.(10)
If C is small, then (10) is equivalent to geometric
ergodicity (Meyn and Tweedie (1993); Roberts and
Rosenthal, 1997, 2004).
3.1 Uniform Ergodicity Under Mixing and
Composition
We begin with some results concerning samplers
Pmix and Pcomp, after which we will specialize to
some component-wise samplers.
Theorem 1. If Pmix is uniformly ergodic for
some selection probabilities, then it is uniformly er-
godic for all selection probabilities.
It is easy to see that if one of the component sam-
plers is uniformly ergodic, then Pmix will be uni-
formly ergodic. Also, it is sufficient to study Pcomp
to establish uniform ergodicity of Pmix.
Theorem 2. Suppose Pcomp is uniformly ergodic.
Then the corresponding Pmix is uniformly ergodic for
any selection probabilities.
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For component-wise updates it can be difficult to
establish uniform ergodicity of Pmix due to the form
of its Mtd. Our next result follows directly from The-
orems 1 and 2 and the observation that PRS and
PRQ are special cases of Pmix and PC is a special
case of Pcomp. See  Latuszynski, Roberts and Rosen-
thal (2013) and Roberts and Rosenthal (1997) for
related results.
Theorem 3. If PC is uniformly ergodic, then
PRS and PRQ are uniformly ergodic for any selection
probabilities.
3.1.1 Component-wise independence samplers It
is clear that many component-wise Markov chains
will not be uniformly ergodic. For example, it is well
known that Metropolis random walks on R are not
uniformly ergodic (Mengersen and Tweedie (1996)).
Hence, when using such chains as the building blocks
of a component-wise algorithm one does not expect
to produce a uniformly ergodic Markov chain. On
the other hand, Mengersen and Tweedie (1996) did
show that the full-dimensional Metropolis–Hastings
independence sampler can be uniformly ergodic. We
now turn our attention to the component-wise algo-
rithm where each component-wise update is a Me-
tropolis–Hastings algorithm with state-independent
proposals. In this case, the composition sampler,
PCIS, the random sequence sampler, PRQIS, and the
random scan sampler, PRSIS, are all component-wise
independence samplers (CWIS).
We are interested in establishing conditions under
which the CWIS are uniformly ergodic. By The-
orem 3 it is sufficient to consider CIS. Note that
since a typical PCIS update will be some combination
of accepted and rejected component-wise proposals,
the PCIS is not truly an independence sampler at
all and, thus, the results of Mengersen and Tweedie
(1996) are not applicable. It is, however, tempting
to think that extending Mengersen and Tweedie’s
(1996) work on MHIS to PCIS will be straightfor-
ward. Let pi(·), a density on Xi, denote the state-
independent proposal density for the ith update,
i= 1, . . . , d. If we let p(x) =
∏d
i=1 pi(xi), a density on
X, is the existence of ǫ > 0 such that p(x)≥ ǫπ(x) a
sufficient condition for uniform ergodicity of PCIS?
If we attempt to directly generalize Mengersen and
Tweedie’s (1996) argument, we are faced with 2d
cases to consider and, hence, this approach is fruit-
less. However, with a different approach we are able
to give a pair of conditions that together are suffi-
cient for uniform ergodicity of the CWIS.
To describe our results, we require a new nota-
tion. We will continue to let a subscript indicate the
position of a vector component and a parenthetical
superscript indicate the step in a Markov chain. Ad-
ditionally, for each i= 1, . . . , d, let x[i] = (x1, . . . , xi)
and x[i] = (xi, . . . , xd); let x[0] and x
[d+1] be null (vec-
tors of dimension 0). We can now state the result for
CWIS.
Theorem 4. Consider the kernel PCIS with pro-
posal densities pi for i = 1, . . . , d. Define p(x) :=∏d
i=1 pi(xi), a density on X. Further suppose there
exists δ > 0 such that p(x)≥ δπ(x) for all x ∈ X, and
ε > 0 such that for any x, y ∈ X with π(x) > 0 and
π(y)> 0,
π(x)π(y) = π(x[i], x
[i+1])π(y[i], y
[i+1])
(11)
≥ επ(x[i], y[i+1])π(y[i], x[i+1])> 0
for each i = 1, . . . , d − 1. Then, for any x ∈ X and
A ∈ B(X),
PCIS(x,A)≥ δε⌊d/2⌋π(A)
and, thus, PCIS is uniformly ergodic. Hence, PRQIS
and PRSIS are also uniformly ergodic for any selec-
tion probabilities.
The following two corollaries indicate settings where
the conditions of the theorem are easily verified.
Corollary 1. Consider the kernel PCIS with
proposal densities pi for i= 1, . . . , d. Define p(x) :=∏d
i=1 pi(xi), a density on X. Further suppose there
exists δ > 0 such that p(x) ≥ δπ(x) for all x ∈ X,
and pairs of positive functions gi and hi on Xi for
i= 1, . . . , d such that
d∏
i=1
gi(xi)≤ π(x)≤
d∏
i=1
hi(xi)(12)
for any x ∈ X, and infxi∈Xi{gi(xi)/hi(xi)} > 0 for
each i = 1, . . . , d. Then PCIS, PRQIS and PRSIS are
all uniformly ergodic.
The conditions of Corollary 1 amount to requiring
at most a weak form of dependence in the target dis-
tribution. The most obvious special case is when the
components of π are jointly independent, in which
case (12) holds with equality on both sides.
Corollary 2. Consider the kernel PCIS with
proposal densities pi for i= 1, . . . , d. Define p(x) :=∏d
i=1 pi(xi), a density on X. If there exist 0 < a ≤
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b <∞ and c > 0 such that a≤ π(x)≤ b and p(x)≥ c
for ̟-almost all x, then PCIS, PRQIS and PRSIS are
all uniformly ergodic.
3.1.2 Maximum likelihood for mixed models Let
Yi = {Yi1, . . . , Yimi} denote a vector of observable
data, and let Ui denote the unobservable ith random
effect, for i= 1, . . . , k; let U = (U1, . . . ,Uk). Assume
the Yi are independent with distribution specified
conditionally on U = u, so that the joint density of
Y = {Yij : j = 1, . . . ,mi; i= 1, . . . , k} is
f(y|u; θ1) =
k∏
i=1
mi∏
j=1
f(yij|ui; θ1),
where θ1 denotes a vector of parameters. The Ui are
assumed to be independent, typically but not nec-
essarily normally distributed, so the joint density of
U is h(u; θ2) =
∏k
i=1 h(ui; θ2). Then the likelihood,
L(θ;y) =
∫
f(y|u; θ1)h(u; θ2)du
is often analytically intractable so that calculating
maximum likelihood estimates and their standard
errors can be challenging. However, there are several
Monte Carlo-based algorithms, such as Monte Carlo
Newton–Raphson, Monte Carlo maximum likelihood
and Monte Carlo EM, which are useful for finding
maximum likelihood estimators of the unknown pa-
rameter θ = (θ1, θ2) (Caffo, Jank and Jones (2005);
Hobert (2000); McCulloch (1997)). A common fea-
ture is that all three algorithms require simulation
from the same target distribution, namely, the con-
ditional distribution of the random effects given the
data, that is, for a given value of θ
h(u|y; θ)∝ f(y|u; θ1)h(u; θ2).
We consider four Markov chains having h(u|y; θ)
as the invariant density; the three component-wise
independence samplers, CIS, RQIS and RSIS hav-
ing proposal densities h(ui; θ2) for i= 1, . . . , k and a
full-dimensional Metropolis–Hastings Independence
Sampler (MHIS) with proposals drawn from the
marginal distribution h(u; θ2). To this end, the fol-
lowing result holds.
Theorem 5. If there exists B(y, θ1) <∞ such
that f(y|u; θ1) ≤ B(y, θ1) for all u, then the four
Markov chains described above, MHIS, CIS, RQIS
and RSIS having h(u|y, θ) as the invariant density,
are uniformly ergodic.
We compare the empirical performance of the
CWIS, the MHIS and a geometrically ergodic full-
dimensional Metropolis random walk sampler in a
concrete example in Section 4.2.
3.2 Geometric Ergodicity Under Mixing and
Composition
Consider Pmix and suppose each of the kernels Pi
are geometrically ergodic in that there are nonneg-
ative functions Mi and ti ∈ (0,1) such that
‖Pi(x, ·)−̟(·)‖ ≤Mi(x)tni .
Then the triangle inequality implies
‖Pmix(x, ·)−̟(·)‖
≤ [r1M1(x) + · · ·+ rdMd(x)][max{t1, . . . , td}]n
and, hence, we have the following observation: if
each Pi is geometrically ergodic, then so is Pmix.
This demonstrates one difference between establish-
ing geometric and uniform ergodicity; recall that we
only required one of the Pi to be uniformly ergodic
for Pmix to be uniformly ergodic. Also, this imme-
diately implies that PRQ is geometrically ergodic if
each of the composition samplers are. However, it
does not apply to PRS since, in this case, each of
the Pi typically are not even ̟-irreducible. On the
other hand, we have an analogue of Theorem 1, al-
beit with an additional assumption. Recall that a
Markov kernel P is reversible with respect to ̟ if
P (x,dy)̟(dx) = P (y, dx)̟(dy).
Theorem 6. Suppose Pmix is reversible with re-
spect to ̟ for all selection probabilities r ∈ Pd. If
Pmix is geometrically ergodic for some selection prob-
ability, then it is geometrically ergodic for all selec-
tion probabilities.
Note that a special case of Theorem 6 is that if
PRS is geometrically ergodic for some selection prob-
ability, then it is geometrically ergodic for all selec-
tion probabilities; see Jones, Roberts and Rosenthal
(2013) for related results. Also, Theorem 6 does not
apply to random sequence scan samplers since these
are not reversible for all selection probabilities.
3.2.1 Two-variable settings We consider the case
where̟ has a density π(x, y) with respect to µ1×µ2
and has support X1×X2 ⊆Rb1 ×Rb2 . Let πX|Y (x|y)
and πY |X(y|x) be the full conditional densities and
πX and πY be the marginal densities derived from π
(̟X and ̟Y are the marginal distributions). This
setting, though less general than that of the pre-
vious section, has many practical applications. For
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instance, it is the foundation for data augmentation
methods (Hobert (2011); Tanner and Wong (1987))
and many MCMC methods for practically relevant
statistical models (Johnson and Jones (2010); Roma´n
and Hobert (2012); Roy and Hobert (2007)). We
will consider two settings here: specifically, we be-
gin with the case where sampling from πX|Y and
πY |X is possible and later turn our attention to the
case where one of the Gibbs updates is replaced by
a Metropolis–Hastings update.
When sampling from πX|Y and πY |X is easy the
Markov kernel formed by composition, say, PGS, is
the usual Gibbs sampler (GS) having Mtd
hGS(x
′, y′|x, y) = πX|Y (x′|y)πY |X(y′|x′).(13)
Of course, the other update order is also a Gibbs
sampler, denoted P˜GS. Also, each of the marginal
sequences {X(n)} and {Y (n)} have one-step Markov
kernels PX and PY with Mtds
hX(x
′|x) =
∫
πX|Y (x
′|y)πY |X(y|x)µ2(dy)
and
hY (y
′|y) =
∫
πY |X(y
′|x)πX|Y (x|y)µ1(dx),(14)
respectively. Moreover, it is easy to see that PmY ad-
mits an m-step Mtd hmY (y
′|y) as do PmX , PmGS and
P˜mGS. Note that πX is invariant for {X(n)} and πY
is invariant for {Y (n)}.
It is well known that PX , PY , PGS and P˜GS all con-
verge at the same qualitative rate (Diaconis, Khare
and Saloff-Coste (2008); Robert (1995); Roberts and
Rosenthal (2001)). In particular, if one is geomet-
rically ergodic, then so are the others. This rela-
tionship has been routinely exploited in the analysis
of Gibbs samplers for practically relevant statistical
models, where it is often easier to analyze PY or PX
than PGS. Putting these observations together with
our above work says that if one of PX , PY , PGS
or P˜GS are geometrically ergodic, then so are the
others and so is the random sequence Gibbs sam-
pler PRQGS.
The first result of this subsection connects the
convergence rate of PX , PY , PGS and P˜GS to the
random scan Gibbs sampler PRSGS. Note that by
using (9) and (14) we have that
PYW (y) =
∫
X2
W (y′)hY (y
′|y)µ2(dy′).
Theorem 7. Suppose there exists λ < 1, W :
X2→R+, b <∞ such that
PYW (y)≤ λW (y) + b.(15)
Let Cd = {y :W (y) ≤ d} and suppose there is a g :
X2→R+ and a d0 > 0 such that for some m≥ 1
hmY (y
′|y)≥ g(y′) for all y ∈Cd and d≥ d0.(16)
Then PY , PX , PGS and P˜GS are geometrically er-
godic as are PRQGS and PRSGS.
There is a simple sufficient condition for (16); sup-
pose there is a l :X2 → R+ such that πX|Y (x|y) ≥
l(x) for all (x, y) ∈ X1 × Cd with d ≥ d0. Then if
y ∈Cd,
hY (y
′|y) =
∫
X1
πY |X(y
′|z)πX|Y (z|y)µ1(dz)
≥
∫
X1
πY |X(y
′|z)l(z)µ1(dz) = g(y′).
Although we do not state it formally, it is clear from
our proof that the same conclusions obtain if we
were to reformulate the conditions in terms of PX
instead of PY .
Example 2. Consider the Gibbs sampler defined
in Example 1. If W (y) = y2, it is easy to see that
PYW (y) ≤ λW (y) + 0.5 for any 0 < λ < 1. More-
over, (16) holds since if y ∈ Cd for any d > 0, then
πX|Y (x|y)≥ π−0.5e−(1+d)x2 . Hence, the claims of Ex-
ample 1 hold by the theorem.
Of the Gibbs samplers for practically relevant sta-
tistical problems proved to be geometrically ergodic—
see the references in Section 1—only those in Doss
and Hobert (2010) and Hobert and Geyer (1998)
have had more than two components. Thus, Theo-
rem 7 can be coupled with existing results to obtain
the geometric ergodicity of the random sequence and
random scan versions of many Gibbs samplers which
have been proved geometrically ergodic.
Now suppose we are able to draw from πX|Y , but
instead of sampling from πY |X we substitute a Me-
tropolis–Hastings step g2 having proposal density p2.
This results in a hybrid composition sampler (of-
ten called Metropolis–Hastings-within-Gibbs) hav-
ing Markov kernel PHC and Mtd
hHC(x
′, y′|x, y) = πX|Y (x′|y)g2(y′|x′, y).
Then the marginal Y -sequence is Markovian with
kernel PY having Mtd
hY (y
′|y) =
∫
πX|Y (x|y)g2(y′|x, y)µ1(dx)(17)
with invariant density πY but the marginal X-se-
quence is not Markovian. Nevertheless, Robert [(1995),
Theorem 4.1] showed that the X- and Y -sequences
8 A. A. JOHNSON, G. L. JONES AND R. C. NEATH
converge at the same rate in total variation norm.
That is, let P˜nX((x, y), ·) be the marginal distribu-
tion of X(n) given initial state (X(0), Y (0)) = (x, y),
then for each n≥ 1
‖Pn+1Y (y, ·)−̟Y (·)‖ ≤ ‖P˜nX((x, y), ·)−̟X(·)‖
≤ ‖PnY (y, ·)−̟Y (·)‖.
An easy calculation shows that
‖Pn+1Y (y, ·)−̟Y (·)‖ ≤ ‖PnHC((x, y), ·)−̟(·)‖.
It is also easy to see that the Y -sequence is de-
initializing for PHC (Roberts and Rosenthal (2001)).
Hence, PY is geometrically ergodic if and only if PHC
is geometrically ergodic. Our next result connects
the convergence rate of PY and PHC to the conver-
gence rate of the random scan hybrid chain having
kernel PRSH and Mtd
hRSH(x
′, y′|x, y) = rπX|Y (x′|y)δ(y′ − y)
+ (1− r)g2(y′|x, y)δ(x′ − x).
It is straightforward to show that PRSH is reversible
with respect to ̟. Note that by using (9) and (17)
we have that
PYW (y) =
∫
X2
W (y′)hY (y
′|y)µ2(dy′).
Theorem 8. Suppose there exists W :X2 → R+
and constants λ, b <∞ such that
PYW (y)≤ λW (y) + b.(18)
Let Cd = {y :W (y) ≤ d} and suppose there is a g :
X2→R+ and a d0 > 0 such that for some m≥ 1
hmY (y
′|y)≥ g(y′) for all y ∈Cd and d≥ d0.(19)
Then PY and PHC are geometrically ergodic. Further
suppose the proposal density p2 for the Metropolis–
Hastings step g2 satisfies either:
1. p2(z|x, y) = p2(y|x, z) and there exists K < ∞
such that p2(z|x, y)/p2(z|x,u)≤K, or
2. p2(z|x, y) = p2(z|x).
Then PRSH is geometrically ergodic.
As with the Gibbs sampler setting, there is a sim-
ple sufficient condition for (19); suppose there is a
nonnegative function l such that for y ∈Cd
πX|Y (x|y)g2(z|x, y)≥ l(x, z).
In this case, if y ∈Cd, then
hY (y
′|y) =
∫
X1
πY |X(y
′|x)g2(y′|x, y)µ1(dx)
≥
∫
X1
l(x, y′)µ1(dx) = g(y
′).
3.2.2 Gibbs samplers for a Bayesian linear mixed
model Let Y denote an N × 1 response vector and
let β be a p× 1 vector of regression coefficients, u
be a k × 1 vector of random effects, X be a known
N×p design matrix and Z be a knownN×k matrix.
Then for r, s, t ∈ {1,2, . . .} suppose
Y |β,u,λR, λD ∼NN (Xβ +Zu,λ−1R IN ),
β|u,λR, λD ∼
r∑
i=1
ηiNp(bi,B
−1),
u|λR, λD ∼Nk(0, λ−1D Ik),
λR ∼
s∑
j=1
φjGamma(rj1, rj2),
λD ∼
t∑
l=1
ψlGamma(dl1, dl2),
where the mixture parameters ηi, φj and ψl are
known nonnegative constants satisfying
r∑
i=1
ηi =
s∑
j=1
φj =
t∑
l=1
ψl = 1.
Note that we say W ∼ Gamma(a, b) if it has den-
sity proportional to wa−1e−bwI(w > 0). Finally, we
also assume XTZ = 0, bi ∈ R, and the positive def-
inite matrix B are known and the hyperparameters
rj1, rj2, dl1 and dl2 are positive.
Let ξ = (uT , βT )T and λ = (λR, λD)
T . Then the
posterior density is characterized by
π(ξ, λ|y)∝ f(y|ξ, λ)f(ξ|λ)f(λ),
where y is the observed data and f denotes a generic
density. It is straightforward to derive the condi-
tional distributions of ξ|λ, y and λ|ξ, y, which are
reported here. Let
v1(ξ) = (y −Xβ −Zu)T (y −Xβ −Zu)
and
v2(ξ) = u
Tu.
Then the distribution of λ|ξ, y has density
f(λ|ξ, y) =
s∑
j=1
t∑
l=1
φjψlf1j(λR|ξ, y)f2l(λD|ξ, y),
where f1j(·|ξ, y) is a Gamma(rj1+N/2, rj2+v1(ξ)/2)
density and f2l(·|ξ, y) denotes a Gamma(dl1 + k/2,
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dl2 + v2(ξ)/2) density. Next, ξ|λ, y ∼
∑r
i=1 ηiN(m0,
Σ−1), where
Σ−1 =
(
(λRZ
TZ + λDIk)
−1 0
0 (λRX
TX +B)−1
)
and
m0 =
(
λR(λRZ
TZ + λDIk)
−1ZT y
(λRX
TX +B)−1(λRX
T y+Bb)
)
.
It is straightforward to implement any of the Gibbs
sampling strategies. For example, consider the Gibbs
sampler that updates ξ followed by λ having Mtd
[recall (13)]
hGS(ξ
′, λ′|ξ, λ) = f(ξ′|λ, y)f(λ′|ξ′, y).
We can similarly use the full conditionals and the
recipes described earlier to construct Mtds for the
related Markov chains, say, hξ , hλ, h˜GS, hRSGS
and hRQGS.
Johnson and Jones (2010) establish (15) and (16)
for the marginal ξ-sequence having Mtd hξ and,
hence, we can appeal to Theorem 7 to establish the
geometric ergodicity of the Gibbs samplers. Let xi
and zi be the ith rows of X and Z, respectively.
Define
Gi(λ) =
N∑
m=1
[Ei(ym − xmβ − zmu|λ, y)]2
+
k∑
m=1
[Ei(um|λ, y)]2,
where Ei denotes expectation with respect to the
Nk+p(mi,Σ
−1) distribution.
Theorem 9. Assume there exists some K <∞
such that Gi(λ) ≤ K. If for all j ∈ {1, . . . , s} and
l ∈ {1, . . . , t}
rj1 > 0∨ 1
2
[
N∑
i=1
zi(Z
TZ)−1zTi −N +2
]
and
dl1 > 1,
then the marginal ξ- and λ-chains and GS are geo-
metrically ergodic as are RSGS and RQGS.
Johnson and Jones (2010) provide other condi-
tions under which GS is geometrically ergodic and,
hence, the theorem does not exhaust the conditions
under which RQGS and RSGS are geometrically er-
godic; see also Roma´n (2012) for some improvements
on the results of Johnson and Jones (2010). In Sec-
tion 4.1 we consider a special case of our model and
provide an empirical comparison of GS, RQGS and
RSGS with a full-dimensional Metropolis sampler.
4. EXAMPLES
We consider two examples based on the settings
introduced in Sections 3.1.2 and 3.2.2. In each case
we consider the finite sample empirical performance
of some component-wise MCMC algorithms against
full-dimensional updates. This comparison is based
on several measures of efficiency, which are now de-
scribed.
If E̟|g(X)|2+δ <∞ for some δ > 0 and the Markov
chain is geometrically ergodic, then a central limit
theorem, recall (2), holds. Therefore, t∗σg/
√
n gives
the half-width of an asymptotically valid confidence
interval for E̟g where t∗ is an appropriate quantile.
The width of the interval can be used to determine
the number of iterations required to achieve some
desired level of precision (Flegal, Haran and Jones
(2008); Flegal and Jones (2011); Jones et al. (2006)).
We might also measure Markov chain efficiency rel-
ative to the efficiency of a would-be random sample
from ̟. One such measure, the integrated autocor-
relation time (ACT)
ACT=
σ2g
Var̟(g(X))
,
compares the variability of the Monte Carlo esti-
mate to that of an estimate based on a random
sample of the same size. In practice, Var̟(g(X))
and σ2g are unknown. However, a consistent estima-
tor of Var̟(g(X)) is given by the sample variance,
V̂ar̟(g(X)), and, because the chains are geometri-
cally ergodic, the consistent batch means estimator
of Jones et al. (2006), say, σˆ2g , provides a consistent
estimator of σ2g .
For a given sample size, the quality of Monte Carlo
estimates can be assessed using the mean squared er-
ror (MSE). To estimate the MSE, we runm indepen-
dent replications of each chain, each of which is of
length n, producing independent estimates g¯
(1)
n , . . . ,
g¯
(m)
n and an independent estimate based on a long
run of a given chain, say, g¯∗. The estimated MSE is
M̂SEm(g¯n) =
1
m
m∑
i=1
(g¯(i)n − g¯∗)2.
The above quantities allow examination of effi-
ciency only in terms of estimating E̟g(X). We also
compare how the chains move around the state space
using the expected square Euclidean jump distance
(ESEJD), that is, the expected squared distance be-
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tween successive draws of the Markov chain X(i)
and X(i+1). If ‖ · ‖2 denotes the standard Euclidean
norm, then ESEJD is the expected value of the mean
square Euclidean jump Distance (MSEJD) at sta-
tionarity, where for a chain of length n,
MSEJD :=
1
n− 1
n−1∑
i=1
‖X(i+1) −X(i)‖22.
Givenm independent replications of each chain, each
of which is length n, we can estimate ESEJD with
ÊSEJDm =
1
m
m∑
i=1
MSEJD(i) .
In addition to the above numerical summaries, we
include standard graphical summaries such as trace
plots. Taken together, these measures give us a rea-
sonable picture of the empirical performance of the
various algorithms examined below.
4.1 A Bayesian Linear Mixed Model
Consider a Bayesian version of the balanced ran-
dom intercept model for k subjects and m≥ 2 ob-
servations per subject. Let yi = (yi1, . . . , yim)
T be
the data for subject i and Y = (yT1 , . . . , y
T
k )
T denote
the overall N × 1 response vector where N = km.
Further, let u= (u1, . . . , uk)
T be a vector of subject
effects and X be a full column rank N × p design
matrix corresponding to β, a p× 1 vector of regres-
sion coefficients. Then the first level of the hierarchy
is
Y |β,u,λR, λD ∼NN (Xβ +Zu,λ−1R IN )
for Z = Ik ⊗ 1m, where ⊗ denotes the Kronecker
product and 1m is an m× 1 vector of ones. At the
next stage,
β|λR, λD ∼Np(b,B−1)
and
u|λR, λD ∼Nk(0, λ−1D Ik)
for known b ∈ Rp and positive definite matrix B.
Finally,
λR ∼Gamma(r1, r2) and λD ∼Gamma(d1, d2),
where r1, r2, d1, d2 are positive. This hierarchy is a
special case of the Bayesian general linear model of
Section 3.2.2 and it follows from Theorem 9 that if
d1 > 1, then GS, RQGS and RSGS are geometrically
ergodic.
We present an empirical comparison of the GS,
uniform RQGS and uniform RSGS algorithms. We
also compare the three Gibbs samplers to a full-
dimensional Metropolis random walk. In our com-
parison we focus on estimating the posterior expec-
tation of β, that is, E(β|y).
Our Metropolis random walk (RW) uses a multi-
variate Normal proposal distribution centered at the
current value of the chain and with a diagonal co-
variance matrix. We set the diagonal elements equal
to those of Σˆ2, where Σˆ is an estimate of the pos-
terior covariance matrix obtained from an indepen-
dent run of 105 iterations of the GS. For the settings
described below, our RW has a proposal acceptance
rate of approximately 0.30. We do not know if this
RW Markov chain is geometrically ergodic.
We simulated data (values of y) under the follow-
ing settings. Set k = 10, m= 5, and p= 1, and X =
(xT1 , . . . , x
T
10)
T , where for all i, xTi = (−0.50,−0.25,0,
0.25,0.50) with b= 0, B−1 = 0.1, and r1 = r2 = d1 =
d2 = 2. Assuming the true nature of this data is un-
known, we simulate the four Markov chains under
the hyperparameter setting with b = 0, B−1 = 0.1,
and r1 = r2 = d1 = d2 = 3. Finally, all chains are
started from the prior means, (β(0), u(0), λ
(0)
R , λ
(0)
D ) =
(0,0k,1,1) where 0k is a k× 1 vector of zeroes.
Since E[β4|y] < ∞, the geometric ergodicity of
GS, RQGS and RSGS guarantees a central limit the-
orem for the Monte Carlo error β¯n−E(β|y) with the
variance of the asymptotic distribution denoted σ2β .
We ran each algorithm (RW, RSGS, RQGS and
GS) independently for 105 iterations. Trace plots of
the final 1000 β iterations are shown in Figure 1.
Mixing appears to be substantially quicker for the
Gibbs samplers than for the RW, while RQGS and
GS appear to be more efficient than the RSGS.
The differences in the trace plots between the four
simulations are reflected in the interval half-width
and ACT estimates given in Table 1. For equivalent
sample sizes, the RW half-width is nearly two times
that of the RSGS and approximately three times as
large as those of the GS and RQGS. In addition,
the ACTs indicate that nearly eleven RW samples
and more than three RSGS samples are required for
each random draw from π in order to achieve the
same level of precision for estimates of E(β|y). On
the other hand, each RQGS sample and GS sample
is approximately as effective as a random draw.
In order to estimate the MSE of the Monte Carlo
estimates, we simulated m= 103 independent repli-
cations of RW, RSGS, RQGS and GS for n = 104
iterations each and took β¯∗ to be an estimate of
E(β|y) obtained from 105 iterations of the RW chain.
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Fig. 1. Trace plots of β for iterations 9.9e4 through 1e5 of the (a) RW, (b) RSGS, (c) RQGS and (d) GS in the Bayesian
linear mixed model example of Section 4.1.
Table 1
Results for the Bayesian linear mixed model example of Section 4.1. Estimates of E(β|y), σ2β and Var(β|y) are based on
n= 105; middle columns show half-width of 95% confidence interval (t∗ = 1.960) and integrated autocorrelation time (ACT).
MSE Ratios are relative to GS, with standard errors given in parentheses. Final column shows estimated ESEJD, with
standard error in parentheses
Algorithm β¯n σˆ
2
β t∗σˆβ/
√
n ACT MSE ratio ̂ESEJD
RW −0.018 0.794 0.0055 10.919 5.55 (0.32) 0.26 (0.0002)
RSGS −0.016 0.243 0.0031 3.375 2.07 (0.13) 3.20 (0.0014)
RQGS −0.016 0.071 0.0017 0.986 0.98 (0.05) 6.19 (0.0013)
GS −0.015 0.083 0.0018 1.153 1.00 (0.00) 6.19 (0.0012)
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The estimated MSE ratios relative to the GS,
M̂SE(β¯n,∗)
M̂SE(β¯n,GS)
are also given in Table 1 along with standard er-
rors. Notice that ratios greater than one favor GS.
Hence, these results are consistent with those above,
which suggest that the single block update RW is
less efficient than the Gibbs samplers with respect
to estimation of E(β|y).
Estimation of the ESEJD is based on the same
m = 1000 independent replications of RW, RSGS,
RQGS and GS for n= 104 iterations each. The esti-
mates are reported along with standard errors in Ta-
ble 1. The message here is consistent with the above
discussions. The RW appears to be less efficient than
the Gibbs samplers in exploring the support of the
posterior. Among the Gibbs samplers, there is little
difference in the performance quality of the RQGS
and GS, whereas both are more efficient than the
RSGS.
4.2 A Logit-Normal Mixed Model
Consider the following special case of the mixed
model defined in Section 3.1.2. Suppose, conditional
on U = u, the observations Yij are independently
distributed as Bernoulli(pij), where logit(pij) =
βxij+ui for j = 1, . . . ,mi and i= 1, . . . , k, where the
xij are covariates. Let the random effects U1, . . . ,Uk
be i.i.d. Normal(0, σ2). With the parameters θ =
(β,σ2) treated as fixed, the target density is
h(u|y; θ)
∝ exp
{
k∑
i=1
[
uiyi+−
mi∑
j=1
log(1 + eβxij+ui)(20)
− u
2
i
2σ2
]}
,
where yi+ =
∑mi
j=1 yij for i= 1, . . . , k.
In Section 3.1.2 we introduced the MHIS, CIS,
RQIS and RSIS algorithms. In the current context
the conditions of Theorem 5 are satisfied and, hence,
those four samplers are uniformly ergodic. In addi-
tion, we consider a full-dimensional Metropolis ran-
dom walk (RW) sampler with normally distributed
jump proposals, that is, the proposal density is
p(u,u∗)∝ exp
{
− 1
2τ2
‖u∗ − u‖22
}
,(21)
where ‖ · ‖2 denotes the standard Euclidean norm
and τ2 is a tuning parameter. Then the following
result holds.
Theorem 10. The full-dimensional Metropolis
random walk sampler with invariant density (20)
and proposal density (21) is geometrically ergodic.
We compare the empirical performance of the al-
gorithms in the context of implementing a Monte
Carlo EM (MCMC) algorithm. Now at each step
the MCEM requires a Monte Carlo approximation
to the so-called Q-function
Q(θ; θ˜) =
∫
lc(θ;y,u)h(u|y; θ˜)du,
where
lc(θ;y,u)
=
k∑
i=1
mi∑
j=1
[yij(βxij + ui)− log(1 + eβxij+ui)]
− k
2
log(σ2)− 1
2σ2
k∑
i=1
u2i
denotes the “complete-data log-likelihood,” what the
log-likelihood would be if the random effects were
observable. We consider implementation of MCEM
in a benchmark data set given by Booth and Hobert
[(1999), Table 2], assuming the true parameter value
θ = (β,σ2) = (5.0,0.5). In this data set xij = j/15 for
each j = 1, . . . ,mi ≡ 15, for each i = 1, . . . , k = 10.
Let θ˜ = (4.0,1.5). We can take as an MCMC ap-
proximation of the Q-function the sample average
of the chain {lc(θ;y,u(t))}, that is,
Q(θ; θ˜)≈ lCn(θ; θ˜) :=
1
n
n∑
t=1
lc(θ;y,u
(t)),
where {u(t) : t = 1,2, . . . , n} is a realization of one
of our five Markov chains with stationary density
h(u|y; θ˜) as defined by (20). For the sake of sim-
plicity we will consider estimating the point Q(θ˜; θ˜)
rather than the entire function. The mixing condi-
tions on the Markov chain ensure the existence of
a CLT for the Monte Carlo error lCn(θ˜; θ˜)−Q(θ˜; θ˜)
with the variance of the asymptotic normal distri-
bution denoted σ2Q, which can be consistently esti-
mated with the batch means estimator σˆ2Q (Jones
et al. (2006)).
We implemented MHIS, RW, CIS and RSIS as
discussed above—we skip reporting our implemen-
tation of RQIS, as it is very similar to CIS in this
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Fig. 2. Partial trace plots for the Markov chain {lc(θ;y,u
(t))} generated by (a) RW, (b) MHIS, (c) CIS and (d) RSIS in
the logit-normal example of Section 4.2.
example—in each case simulating a chain of length
n= 106 and taking as our initial distribution U (0) ∼
N10(0, σ
2I). For the Metropolis random walk we drew
our jump proposals from a N10(0, τ
2I), with τ2 =
σ2/6 (this setting determined by trial and error, in
order to minimize the autocorrelation in the result-
ing chain, and yielded an observed acceptance rate
of 27.3%). A partial trace plot (the second 1000 up-
dates) is shown in panel (a) of Figure 2. Analogous
plots for the MHIS and component-wise algorithms
appear in the remaining panels.
Consider the trace plots for the four chains. The
most striking result is the dreadful performance of
the MHIS, shown in panel (b). The RW chain
[panel (a)] mixes much faster than the MHIS, but
still shows significant autocorrelation. Now RSIS
[panel (d)] appears to mix faster than MHIS but
is very similar to RW. Finally, the CIS [panel (c)]
chain appears to be the best of these four samplers.
This suggests that when there is weak dependence
between the components of the target distribution,
one should use a CWIS instead of a MHIS; recall
that Neal and Roberts (2006) reached a similar con-
clusion for the Metropolis random walk.
In general, the empirical performance of MHIS de-
pends entirely on the “closeness” of the proposal
distribution to the target and, clearly, the marginal
distribution of the random effects U is not suffi-
ciently similar to the conditional distribution of U
given the data. It is worth recalling that, by Theo-
rem 5, the MHIS depicted in panel (b) of Figure 2
is a uniformly ergodic Markov chain. Thus, this ex-
ample nicely illustrates the perils of over-reliance
on asymptotic properties of a sampler, which pro-
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Table 2
Results for the logit-normal example of Section 4.2. Estimates of Q(θ; θ˜), and σ2Q at θ = θ˜ = (4.0,1.5), are based on n= 10
6;
middle columns show half-width of 95% confidence interval (t∗ = 1.960) and integrated autocorrelation time (ACT).
Rightmost panel shows estimated ESEJD based on m= 103 replications, with standard errors in parentheses
Algorithm Qˆ(θ|θ˜;y) σˆ2Q t∗σˆQ/
√
n ACT ̂ESEJD
RW −47.74 203.71 0.028 39.37 0.57 (0.0004)
MHIS −47.77 2211.16 0.092 427.13 0.13 (0.0015)
CIS −47.76 19.81 0.009 3.87 4.97 (0.0016)
RSIS −47.76 258.85 0.032 50.08 0.50 (0.0005)
vide no guarantee of favorable performance in finite-
sample implementations.
Consider the simulation results given in Table 2.
Using equivalent Monte Carlo sample sizes, the half-
width of the interval estimator is roughly the same
for RW and RSIS. The half-widths for RW and RSIS
are more than 3 times larger than the half-width for
CIS. On the other hand, the half-width for MHIS is
more than 3 times larger than those of RSIS and RW
and more than 10 times larger than that of CIS. The
ACTs tell a similar story, RW and RSIS are com-
parable while MHIS is the worst and CIS is much
better.
Estimation of ESEJD is based on the same m=
103 independent replications of RW, MHIS, RSIS
and CIS for n = 104 iterations each. The results
here are consistent with the other measures in the
above discussion. The performance of MHIS is terri-
ble, while RSIS and RW are comparable and CIS is
the best of the four by a wide margin. The fact that
RSIS is comparable to RW is surprising. In RSIS
only one of the 10 components has a chance to be
updated at each step, yet its performance is simi-
lar to a chain which updates all of its components
about 30% of the time.
5. CONCLUDING REMARKS
Outside of the two-variable Gibbs sampler and the
random scan Metropolis-within-Gibbs algorithms,
there has been little research on convergence rates
of component-wise MCMC samplers. This is unfor-
tunate because, as outlined in Section 1, establish-
ing geometric ergodicity is a key step in enabling a
practitioner to have as much confidence in the sim-
ulation results as if the samples were independent
and identically distributed.
Certainly a theme of this paper has been that
studying the convergence rates of component-wise
samplers formed by composition, that is, PC , en-
ables us to establish uniform or geometric ergodic-
ity for other component-wise samplers such as PRQ
and PRS. Indeed, we showed this is true for uniform
ergodicity in the general setting and for geomet-
ric ergodicity in the two-variable setting. It seems
that studying the convergence rates of PRQ and PRS
should also inform us about the rate of PC . Specif-
ically, it is tempting to think that PRS should con-
verge no faster than PRQ which should converge no
faster than PC . Especially in the two-variable set-
ting, we suspect this is the case. Indeed, Tan, Jones
and Hobert (2013) study a class of target distribu-
tions and show that either both GS and RSGS are
geometrically ergodic or neither are.
Another theme has been that component-wise
MCMC methods can be superior to full-dimensional
updates. For example, full-dimensional MCMCmeth-
ods often fail to be geometrically ergodic, but obvi-
ous component-wise implementations are. Also, the
empirical investigations in Section 4 showed that the
finite sample properties of component-wise methods
were superior to full-dimensional methods in every
case, which matches our observation in so many real
data examples; see the references in Section 1. The
near ubiquity of component-wise methods in the ap-
plied literature suggests that this view is widely held
among MCMC practitioners.
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