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ABSTRACT 
We present a class of irreducible sign-nonsingular matrices called S-inverse 
matrices. An S-inverse matrix is an inverse-determined matrix having the prop- 
erty that each element in its inverse on or below the main diagonal is nega- 
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tive, whereas each element in the inverse above the main diagonal is positive. 
The motivation for the investigation of this class comes from recent work in 
metabolic control analysis. We discuss the class of S-inverse matrices in the con- 
text of the larger class of irreducible inverse-determined matrices. We analyze 
the digraphs of S-inverse matrices, and give an excluded digraph characterization 
of the digraphs that can be associated with these matrices. 
1. INTRODUCTION 
Consider a real n x n matrix A = [aij]. By the sign pattern of the 
matrix A, we mean the matrix that is obtained by replacing the positive 
and negative entries of A with + and - signs, respectively. Two real 
matrices A and B have the same sign pattern if for all i and j, either 
aijbij > 0 or ai.j = bij = 0. The matrix A is called sign-nonsingular if 
every matrix having the same sign pattern as A is nonsingular. We say 
that A is normalized if aii < 0 for i = 1,2, . . . , n. Obviously, if A is sign- 
nonsingular, then it can be normalized by using column permutations and 
by multiplying some columns by - 1, if necessary. 
For certain sign-nonsingular matrices the sign of every entry of the in- 
verse is defined. These matrices have been introduced and characterized 
by Thomassen [l] and will be referred to here as inverse-determined mutti- 
ces. In this paper we will present a special subclass of inverse-determined 
matrices which we call S-inverse matrices. An irreducible normalized sign- 
nonsingular matrix A is called an S-inverse matrix if A-’ = [aij] has the 
following skew form: sgnqj = - for i 2 j, and sgn c~ij = + for i < j. 
Thus, these matrices are inverse-determined. 
We will characterize the class of S-inverse matrices and show how to 
construct them for n 2 3. First we show that for a given n, the simplest 
S-inverse matrix (i.e., with the largest number of zeros) is associated with 
a directed graph C, that consists of only a Hamilton cycle. The digraphs of 
the other S-inverse matrices are constructed from C,, by adding certain per- 
missible arcs. We will also show that an S-inverse matrix is distinguished 
among the general class of inverse-determined matrices by the fact that 
its digraph cannot contain as a subdigraph any member of a well-defined 
family of digraphs. 
The study of S-inverse matrices is motivated by recent work on 
metabolic control analysis [2-41. To put this into perspective, consider 
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a linear metabolic pathway which transforms an initial substrate Xi into 
a final product P via the intermediate metabolites Xz, Xs, . . . ,X,. The 
various reactions are indicated by arrows and are catalyzed by the enzymes 
El,E2,. . . , En: 
El & E3 G-1 E, x1 --+x2 -x3 - ...-----t X,-P. 
To identify the enzymes that are important in controlling the metabolic 
flux or a metabolite concentration, it is necessary to solve a linear system of 
equations for the socalled flux control coefficients and concentration con- 
trol coefficients of the various enzymes. These equations can be expressed 
in matrix form as BZ = In, where B is an n x n matrix which contains the 
enzyme parameters called elasticities, the matrix 2 contains the concen- 
tration control coefficients and the negatives of the flux control coefficients, 
and 1, is the n x n identity matrix (see [2] for details). Clearly, the flux 
control and concentration control coefficients can be found from the inverse 
--1 
matrix E . 
For this pathway the sign pattern of E is given by 
+ - 0 0 ‘.. 0 0 0 0 
0 + - 0 ... 0 0 0 0 
0 0 + - ..’ 0 0 0 0 
. . . . . . . . . . . 
0 0 0 0 “. - 0 0 0 
0 0 0 0 ... + - 0 0 
0 0 0 0 .‘. 0 + - 0 
-0 0 0 0 ..’ 0 0 + - 
Note that F has a bidiagonal structure consisting of all negative entries 
along the main diagonal and all positive entries along the subdiagonal, 
together with a first row of negative entries. It is easy to see that E is 
sign-nonsingular. Furthermore, it can be seen that E-i has the following 
sign pattern: All the entries on and below the main diagonal are nega- 
tive, whereas all the entries above the main diagonal are positive. Clearly, 
according to our definition. ?? is an S-inverse matrix. We ask what other 
sign patterns may lead to an n x n. S-inverse matrix. 
We begin with some graph theoretic terminology. A directed graph, 
or digraph, D, is a pair (N, E) where N is a finite set and E is a set of 
ordered pairs of elements of N, i.e., E c N x N such that E contains 
no elements of the form (v, w) for r~ E N. The set N is called the vertex 
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set of D, and the set E is called the arc set of D. For any i E N the 
indegree of i is defined by id(i) = ](i x N) n El, and the outdegree by 
ad(i) = ](N x i) n El. A subdigraph of a digraph D is an ordered pair 
(N’, E’) such that N’ 2 N, and E’ C [E fl (N’ x N’)]. If N’ c N, we 
indicate the subdigraph (N’, (N’ x N’) n E) by the symbol (N’). Such a 
subdigraph is called an induced or generated subdigraph. If D = (N’, E’) is 
a subdigraph of D, it will sometimes by convenient to denote N’ by V[D’]. 
With any real normalized n x n matrix A we associate the directed graph 
(digraph) D(A) = (N, E) where N = {1,2,. . . ,n} and (i,j) E E if and 
only if aij # 0 for i # j. Thus D(A) is always a loop-free, simple digraph. 
Suppose that D = (N, E) is a digraph. If the set 1 = {ii, iz, . . . , iq} G N 
of vertices consists of q distinct vertices with q > 1, and each of the arcs 
(ik,ik+r)~Efork=1,2,... ,q-1, thentheorderedsetp= (ir,iz,...,i,) 
is a path of D. A digraph is strongly connected (strong) if, given any two dis- 
tinct vertices i and j, there exists a path p(i -+ j). We will be concerned ex- 
clusively with irreducible matrices, so that for any matrix under considera- 
tion, D(A) will be assumed to be strongly connected. The length of a path is 
the number of arcs constituting the path. The ordered set (ir, ia,. . . , i,, il) 
is called a cycle of D if (ii, ia,. . . , i4) is a path and (&, ir) E E. The length 
of a cycle is the number of vertices involved in the cycle. With the matrix 
A we also associate a signed digraph S(A) = (D(A);a) that is generated 
from D(A) by conferring on each arc (i, j) the sign ~(i, j) = + if aij > 0 
and a(i, j) = - if aij < 0. A set of arcs of S(A) is negative (positive) if the 
product of the signs of all the arcs is negative (positive). We would like to 
remind the reader that the normalized matrix A is sign-nonsingular if and 
only if every cycle of S(A) is negative (see [5]). 
2. OPERATIONS, SUBDIVISIONS, AND EXCLUDED SUBDIGRAPHS 
Let D be any digraph. We will permit the following operations on D, 
both of which produce another digraph D’ with one more vertex and one 
more arc that D. 
(i) If (z, y) is an arc of D, we may replace it with the path (z, z, y) of 
length two by introducing a vertex z. 
(ii) If x is a vertex of D, we may replace it with a pair of vertices x’ and 
x” in such a way that if (y,~) is an arc of D, then (y,z’) is an arc of 
D’, and if (x, y) is an arc of D, then (x”, y) is an arc of D’. We also 
make (x’, x”) an arc of D’. 
Any digraph obtained from D by a finite sequence of operations (i) and (ii) 
is called a subdivision of D. We will be interested in subdivisions of the 
diagraphs illustrated in Figure 1. 
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a a 
(a) Dip@ Do (b) Digraph To 
FIG. 1. Digraphs for subdividing. 
FIG. 2. A subdivision of TO 
The digraph of an inverse-determined matrix is called an 
inverse-determined digraph. Similarly, the digraph of an S-inverse matrix 
will be called an S-inverse digraph. In [l] Thomassen proved the following 
result characterizing an inverse-determined digraph. 
THEOREM A. A strong diagraph D is an inverse determined digraph if 
and only if D does not contain any subdigraph which is a subdivision of DO. 
We will prove the following basic result for an S-inverse digraph. 
THEOREM 1. A strong digraph D is an S-inverse digraph if and only 
if D does not contain any subdigraph which is a subdivision of TO. 
In order to prove Theorem 1 we need to understand the general form 
of a subdivision of TO. Subdivisions of TO have the appearance shown in 
Figure 2. Here we have used the convention that a wavy line is, in general, 
a path in the digraph. The paths plrp2,p3,p4, are of length at least one, 
but the path ps can have length zero, in which case the vertices b and c will 
coincide. These paths are disjoint, except for the common vertices shown 
in the figure. 
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We start with a fundamental connection between the subdivisions of 
To and the signs of certain paths in S(A) when A is any normalized sign- 
nonsingular matrix. 
THEOREM 2. Let S = (D,a) be a strong signed digraph with every 
cycle negative. Then there are distinct vertices x and y in S having paths 
p(x --+ y) and q(y -+ x) with a(p) = a(q) if and only if D contains a 
subdigraph that is subdivision of To. 
Proof. Suppose first that D contains a subdigraph Tr that is a sub- 
division of TO. Then Tl has the form illustrated in Fig. 2. The fact that 
S has every cycle negative implies that a( = -a(pl), where we 
assign o(p5) = + if the vertices b and c coincide. Similarly, a( = 
-dPa). Therefore, dPlb(P3) = -dP4)dPsb(Ps) = [-a(p4)][-c(p2)] = 
~(p2)0(p4), and a(pip5ps) = a(p2p5p4), which establishes the “if” portion 
of the theorem. 
To prove the “only if” portion, suppose that there are distinct vertices 
x and y in S with paths p(x --) y) and q(y -+ x) such that g(p) = a(q). 
These paths cannot be internally disjoint, since S has only negative cycles. 
Let xi be the first vertex after x on the path p which is also a vertex of 
q, and let yr be the last vertex before x on the path q which is also a 
vertex of p. Furthermore, let zz be the next vertex after yi on p which is 
also a vertex of q (it may happen that x2 coincides with y). Clearly the 
paths P(X + a), P(Q -+ YI), P(YI + 3x4, 4x2 + a), q(y1 -+ x> and the 
vertices x, xl, yi, 22 constitute a subdivision of TO. W 
3. BASIC PROPERTIES OF S-INVERSE MATRICES AND 
S-INVERSE DIGRAPHS 
We will show that Theorem 1 is a consequence of Theorem 2. To do 
this, we require the following fundamental result of Lady and Maybee [6]. 
THEOREM B. Let A be an nxn irreducible normalized sign-nonsingular 
matrix and A-’ = [at?]. Then 
(i) (~ii < 0 for 1 < i < 72, 
(ii) if aij # 0 then sign ojz = sign aij, and 
(iii) if aij = 0, t hen the sign of aji is unambiguously determined if and 
only if every path p(j + i) has the same sign, say, (- 1)6. In this 
case, signoji = (-1)6+‘. 
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a d!L PI P2 P? b C 
P3 
FIG. 3. A subdivision of DO 
COROLLARY 3. Let A be an irreducible normalized sign-nonsingular 
matrix. Then A is an S-inverse matrix if and “only if” whenever i < j, 
every path in S(A) fr om i to j is negative, and whenever i > j, every path 
from i to j in S(A) is positive. 
The proof of the corollary follows directly from parts (ii) and (iii) of 
Theorem B. Observe now that the “only if” portion of Theorem 1 fol- 
lows immediately from Theorem 2 and Corollary 3. To establish the “if” 
portion of Theorem 1, we first must make a closer examination of inverse- 
determined digraphs and of subdivisions of the digraph DO. 
The digraph De has N = {a,b,c} and E = {(b,a)(c,a)(b,c)(c,b)}. 
A subdivision of Da is illustrated in Figure 3. Again, we have used the 
convention that a wavy line is, in general, a path in the digraph. The 
paths pl, pz,p3, and p4 are of length at least one, but the path ps can have 
length zero, in which case the vertices a and d will coincide. These paths 
are disjoint, except for the common vertices shown in the figure. For a given 
subdivision of Do the vertex a will be called the point of the subdivision 
of Do. The cycle CO = pa(b --) c)p~(c 4 b) in a subdivision of Do will be 
called the base of the subdivision. 
LEMMA 4. Suppose that D is a strong digraph on n vertices, and that 
D contains a subdigraph that is a subdivision of Do. Then D contains a 
subdigraph that is a subdivision of To. 
Proof. Let D be a subdivision of Do. Since D is strong, we know that 
there exists a path of the form p(a ---f 1) for every 1 that is a vertex of 
the base of D’. Let q(a -+ k) be the shortest such path. We can assume, 
without loss of generality, that k E V[p4]. Let qa be the last vertex of q 
that is also a vertex of pz. Let q’(qa + k) be the subpath of q from qa to 
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k, and let pL(qa + k) be the subpath of p2 from c to qa. We have that 
q’(qa --f k), ph(c + 4, P~(C + b), and P& ----f c) constitute a subdivision 
of To. ??
The following result is due to Thomassen [ 11. 
LEMMA C. If A is an irreducible n x n inverse-determined matrix, then 
A has a vertex of outdegree one. 
LEMMA 5. Let D = (N, E) be a strong inverse-determined digraph on 
n vertices, and suppose that for some pair of vertices i, j, the arcs (i, j) 
and (J’, i) are both in E. If Ni = {k E N \ {i, j} 1 for every path p(j -+ k), 
i E Vlp]}, and Nj = {k E N \ {i,j} ] for eve? path p(i --+ k), j E I+]}, 
then Ni and Nj constitute a partition of N \ {i, j}. Moreover, (Ni U {i, j}) 
and (Nj U {i, j}) are both strong inverse-determined digraphs. 
Proof. First, let us suppose that 1 E Ni f~ Nj. As D is strong, there 
must be a path p(i --f 1). Since 1 E Nj, j E V[p]. Let p’(j -+ 1) be the 
subpath of p from j to 1. Since 1 E Ni, we must have that i E V/p’], which 
cannot be. Thus, Ni and Nj are disjoint. Suppose now that 1 E N \ {i,j}, 
1 6 (Ni U Nj). Then there are p(i --+ 1) with j 4 VW and q(j --f 1) with 
i 6 V[q]. This means that D contains a subdigraph which is a subdivision 
of Do, contradicting our assumption that D is a strong inverse-determined 
digraph. 
Now let us consider (Ni U {i, j}). We know that k E Ni, implies that for 
any path p(i -+ k) we have j $ V/p], and 1 E Nj implies that for every path 
q(j -+ 1) we have i q! VW. Th is in turn implies that if k E Ni and 1 E Nj, 
then (k, l)(t, k) # E, or else D contains a subdigraph which is a subdivision 
of Do. Thus, as D is strong, if U,TJ E Ni, then there are paths T(U ---t v) 
and S(ZI -+ U) such that V[r] n Nj = V[S] n Nj = 8 and (Ni U {i,j}) is 
a strong digraph. A similar argument shows that (Nj U {i, j}) is strong. 
Since (Ni U {i,j}) and (Nj U {i,j}) are both strong, Theorem A implies 
that they are both inverse determined matrices. w 
We need one final concept before we finish the proof of Theorem 1. 
For the strong digraph D = (N, E) we define a strong skew order R(D) = 
(N, E; o, p) as a signing u of D, along with a linear ordering p of the vertices 
of N, such that 
(1) if p(i) < p(j) for i, j E N, then every path p(i + j) is negative; 
(2) if p(i) > p(j) for i, j E N, then every path p(i --t j) is positive. 
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For our purposes, we will treat p as a bijection from N to {1,2,. . . , n}. 
Obviously, a strong digraph is an S-inverse digraph if and only if it admits 
a strong skew order. 
We now prove the “only if” part of Theorem 1 as a separate theorem. 
THEOREM 6. Let D be a strong digraph. If D contains no subdigraph 
that is a subdivision of To, then there exists a strong skew order R(D) = 
(N, E; U, p) on D, and D is therefore an S-inverse digraph. 
Proof. We proceed by induction on 1 NI. If ) Nl = 2, the result holds 
trivially. We now assume that the result holds for all strong digraphs on 
m vertices, where m < n. Lemma C implies that there is some j E N such 
that id(j) = 1. Let i be the unique vertex of N such that (i,j) E E. We 
distinguish several cases: 
Case (1): (j, i) $ E or ad(i) = 1. We create the digraph D’ = (N \ 
{j}, E’) = (N’,E’) b y e iminating the vertex j and stating that (i, k) E E’ 1 
if (J’, k) E E and Et = E otherwise. If D’ contains a subdigraph R that 
is a subdivision of To, then we must have that D contains a subdigraph 
a’ that is a subdivision of To, and that R can be obtained from R’ by 
using at most one operation of type (i) or (ii). Consequently, our induction 
hypothesis holds for D’, and there exists T(D’) = (N’, E’,u,T) = (S’,T). 
We will use T(D’) to construct R(D). Let Bi = {k E N’ ( T(k) < T(i)} and 
Ai = {k E N’ 1 T(k) > T(i)}. W e d fi e ne o(i, j) = +, o(j, k) = v(i, k) for all 
arcs (J’, k) E E, a(j,i) = - if (j,i) E E, and a(k,l) = v(k, I) for all other 
(k,l) E E. We now let p(k) = T(k) for k E B,, p(j) = T(i), p(i) = T(i) + 1, 
and p(k) = T(k) + 1 for k E Ai. It is simple to verify that our proposed 
R(D) is a strong skew order on D. 
Case (2): (j, i) E E and ad(j) = 1. In this case, (i, j, i) is a cycle of D. 
Since D is strong, and N contains at least three vertices, there is a vertex 
k E N such that (i, k) E E. As D is strong, the arc (i, k) is contained 
in some cycle of D. Consequently, D contains a subdigraph which is a 
subdivision of To, and this case cannot occur. 
Case (3): (j, i) E E, ad(i), and ad(j) > 1. Since ad(i) and ad(j) are 
both greater than one, Lemma 5 implies that G = (N, U i U j) is an S- 
inverse digraph, with 3 < (GI < n. However, the cycle (i, j, i) is contained 
in G, and id(i) = ad(i) = 1 in G. This is the situation described in case 
(ii), so this case cannot occur. 
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Since these cases exhaust all of the possibilities, the result must hold. 
??
We now return to S-inverse matrices, and show that certain entries in 
an S-inverse matrix must be nonzero. 
THEOREM 7. Let A be an n x n S-inverse matrix. Then ai, < 0 and 
ai,+ >Ofori=1,2 ,..., 72. 
Proof. First, let us assume that ai,,_l = 0, so that (i,i - 1) 9 E for 
some 2 5 i 5 n. Since A is irreducible, there must be a path p(i --+ (i - 1)) 
in S(A). Let Ic E N be such that p(i + (i-l)) = (i, k)q(k, (i-l)). If k > i 
then sign(p(i ---f (i - 1))) = -, since sign(q) = +. If Ic < i, then sign(p(i -+ 
(i - 1))) = -, since sign(q) = -. However, sign(p(i --) (i - 1))) = +, so 
we must have ai,i_l > 0. Now let ~(1 -+ n) be the path (1,2,. . ,n), and 
suppose that a,1 = 0. Since D(A) is strong, there must be some least 
Ic < n such that (n, Ic) E E. Also, there must be 1,m E N such that 
(1,m) E E. Then r’(m 4 n)(l,m)(n, k) constitute a subdivision of To, 
where r’(m --t n) is the subpath of T from m to n. Thus, a,,1 < 0. ??
We call a matrix in normal form A Hamiltonian inverse-determined if 
it is inverse-determined and its digraph contains a Hamilton cycle. 
COROLLARY 8. The set of S-inverse digraphs is precisely the set of 
Hamiltonian inverse-determined matrices. 
We know that if A is an S-inverse matrix, then its digraph S(A) contains 
asasubdigraphtheHamiltoncycle(l,n,n.-1,...,2,1)witha(l,n)=- 
and g(i, i - 1) = + for i = 2,3,. . . , n. It is natural to ask which other arcs, 
if any, can belong to S(A). By Theorem 1, we can adjoin arcs to S(A) as 
long as we do not create a subdigraph of D(A) that is a subdivision of To. 
Let C, be the directed graph on n vertices consisting of the Hamilton cycle 
(l,n,n-l,..., 1). 
We start with the following result, whose proof is left to the reader. 
LEMMAS. Suppose that the digraph CA is obtained from C, by adjoin- 
ing a single chord to C,. Then Ck does not contain a subdivision of To. 
Next we will utilize the following concept. In C, consider two chords 
(i,j) and (i’,j’). W e will call these chords crossing chords if when we write 
C, as the concatenation of p(i -+ j) and q(j ---f i), then p(i -+ j) contains 
one of i’ and j’, and q(j + i) contains the other. 
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LEMMA 10. Suppose that the digraph CL be obtained from C,, by ad- 
joining a pair of crossing chords to C,. Then Ck contains a subdivision 
of To. 
Proof. Suppose we have a pair of crossing chords with the vertex i’ 
interior to p(i -+ j) and the vertex j’ to q(j -+ i). Write p(i -+ j) as 
the concatenation p(i -+ i’)p(i’ -+ j), and q(j -+ i) as the concatenation 
4(j ---) _Y)q(.Y + 9. The edges (i, j) and (i’, j’) then induce the cycles 
Cl = P(.Y -+ j)q(j -+ i’)(i’,j’) and Cz = q(j --+ i’)q(i’ + i)(i,j). These 
cycles form a subdivision of TO, where we identify the vertices i, j, i’, and 
j’, respectively, with the vertices a, b, c, and d in Figure 2. The proof for 
the other case is similar. ??
Our next result establishes that certain other pairs of chords cannot be 
added to C, if the resulting digraph is to remain a To-free digraph. 
LEMMA 11. If the digraph CL contains the chord (i,j) and also con- 
tains a chord of the form (j, k) with k and interior vertex of p(i -+ j), then 
CL contains a subdivision of TO. 
Proof The proof is similar to that of Lemma 10 if we identify the 
vertices b and c with j and the vertices i and k with a and b, respectively, 
in Figure 2. ??
Notice that if the chord (i, j) belongs to C,, then the chord (J’, i) can be 
present in CA, and CL with only these two chords present will not contain 
a subdivision of TO. 
The case where the arc (i, J’) adjoined to C, produces CA having a single 
cycle of length two is not included in Lemmas 10 and 11. We have in this 
case the 2-cycle (i, i + 1, i) where i + 1 = 1 if i = n. Then we can adjoin 
any chord (j, k) to CA provided that j # i + 1 and k # i. 
Using all of these results, we can start with C, and construct To-free 
digraphs in a step-by-step fashion by successively adding arcs that are not 
excluded. To see how this works, suppose the chord (j, i) has been adjoined 
to C, to create the digraph illustrated in Figure 4a. 
We may think of the digraph as decomposed into the digraphs RI and 
112 as shown, respectively, in Figure 4b and 4c. The arc (i, J’) in Figure 4c 
may be considered to represent the path (i, i- 1, . . . , n, n-l,. . . , j). Clearly, 
we may now treat the digraph RI a smaller version of C,. Therefore, we 
may adjoin any chord to RI. The digraph Rz can be treated as C, with a 
chord adjoined to form a 2-cycle. Thus, any chord (k, I) may be adjoined 
provided k # i and 1 # j. The two resulting digraphs can be subsequently 
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fc) 
FIG. 4. The digraph C, with one chord added. 
decomposed and the process can be continued. Note however that the 
decomposition of a digraph becomes trivial if a chord is added so as to 
produce a 2-cycle. In this case we simply operate with the nontrivial part. 
We now illustrate the results of the above construction for 4 x 4 S- 
inverse matrices. For n. = 4 the basic digraph C, consists of the Hamilton 
cycle (1, 4, 3, 2, 1) and corresponds to the following sign pattern: 
- 0 0 - 
By adding one or two chords to this digraph in a manner that leads to a 
To-free digraph, we find that there are 20 other S-inverse digraphs. The 
corresponding sign-pattern matrices are listed in the Appendix. The first 
eight of these correspond to the addition of one chord to the Hamilton 
cycle (1, 4, 3, 2, 1). The remaining twelve matrices result from adding two 
permissible chords. 
APPENDIX 
The 4 x 4 S-inverse matrices with digraphs with one or two chords: 
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