In many optimal control problems in economics the planning horizon is assumed to be of infinite length. This means that the person who solves such an optimal control problem is choosing the time path of the control variables for eternity at the initial date of the planning horizon. At first glance the infinite horizon assumption may seem to be an arbitrary and extreme one, but in fact it is often less extreme than it first appears. For example, it is often just as arbitrary and extreme to assume that a firm would stop planning at some finite date in the future. This issue is especially pertinent if one takes the view of a planner making decisions for an entire economy. Thus the infinite horizon assumption is no more or less extreme, in general, than is the assumption of a finite planning horizon. In the end, the choice of the horizon length should be made based on the appropriateness of the assumption for the economic question under consideration as well as the qualitative implications it implies, and their consistency with observed behavior. It is also important to point out that infinite horizon control problems have certain properties that help to considerably simplify the analysis of them which can render an otherwise intractable problem tractable, as this chapter and several others will demonstrate. On the other hand, infinite horizon control problems present two bodacious difficulties of their own.
classes of optimal control problems for economists. That said, we will therefore restrict the domain of the objective functional to those admissible pairs, if any, for which the objective functional converges, thereby completely sidestepping the convergence issue. As a practical matter, it is highly recommended to proceed by solving infinite horizon control problems under the assumption that the objective functional converges for all admissible pairs. Moreover, in seeing this material for the first time, it is of considerable pedagogical value to make this assumption.
If, however, convergence fails to occur, then one would look for weaker optimality criteria for which an optimum may exist.
The other difficulty that arises when studying infinite horizon control problems is the appropriate set of necessary transversality conditions. A famous example due to Halkin (1974) shows that, in general, the natural transversality conditions for the finite horizon case do not carry over in the expected fashion to the infinite horizon case. A bit of time will be spent on this issue since it is central to many problems in economics. It is important to note, however, that the sufficient transversality conditions for the finite horizon case do in fact carry over to the infinite horizon case in the expected manner.
The general class of optimal control problems of interest in this chapter is of the form
J ft t t d t [ ( ), ( )]
, ( ), exists and that it must be at least as large as x n s , n n n n = + + º As we noted above, one concern in connection with infinite horizon problems is the choice of the optimality criterion, especially when the objective functional does not converge for all admissible pairs. We will consider only one possibility here, but refer the reader to Seierstad and Sydsaeter (1987, Chapter 3, sections 7, 8, 9) for four other optimality criteria that apply when the objective functional does not converge for all admissible pairs in the infinite horizon case.
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The case we are interested in is a direct generalization of the finite horizon case, to wit, we look for an admissible pair of functions x u ( ), ( ) ◊ ◊ ( ) which maximizes the improper integral
In other words, our objective is to
subject to the constraints listed in problem (1). Because our objective functional is an improper integral, for the maximization to make sense the integral in Eq. (2) must converge for all admissible pairs. We assume this to be the case. While this may seem like a reasonable and possibly innocuous assumption, do not be misled, for this is a reasonable assumption in most economic models but it is certainly not innocuous, as Seierstad and Sydsaeter (1987, Chapter 3) show.
Since we are assuming that the objective functional J[ ( ), ( )] x u ◊ ◊ exists for all admissible pairs, that is, the improper integral converges, we begin the technical discussion by examining sufficient conditions for convergence of J[ ( ), ( )] x u ◊ ◊ . We do this by presenting two theorems that are simple to understand and use. The second theorem is the most relevant for the kinds of infinite horizon optimal control models that economists study. The proof of the first theorem is straightforward and is therefore left as a mental exercise, while the proof of the second is provided. In words, this theorem says that if the integrand function of an improper integral is finite and takes on a value of zero at some finite point in time and remains at zero thereafter, then the improper integral will converge. In effect, under the conditions of Theorem 14.1, the improper integral has a finite upper limit of integration of t, and is therefore really a proper integral whose value is finite. This is a sufficient condition for convergence of the improper integral.
The next sufficient condition for convergence of an improper integral is an extremely useful one in dynamic economic theory. We will make use of it in later chapters. 
The first equality follows from the definition of the function f ( ) ◊ ; the first weak inequality follows from the theorem that asserts that the absolute value of the integral of a function is less than or equal to the integral of the absolute value of that function; the next equality follows from the fact that the absolute value of a product of functions is equal to the product of their absolute values; the last inequality follows from the assumed boundedness of the function f( ) ◊ .
Q.E.D.
The bodacious feature of Theorem 14.2 is the form of the integrand function, which we
, r > 0 and constant. In particular, it is the presence of the exponential discount factor e rt -that is the most noteworthy. This is because the function f( ) ◊ is bounded and the exponential discount factor e rt -goes to zero sufficiently fast as t AE +•, thereby providing the driving force behind the convergence of the improper integral.
Moreover, the appearance of the exponential discount factor e rt -is common to nearly every dynamic optimization problem in economics, whether it is a firm discounting its profits in computing its present value, or an individual discounting their instantaneous utility to arrive at their wealth maximizing consumption plan. Furthermore, after Chapter 12 we now understand precisely why this is so, videlicet, the principle of time consistency or dynamic consistency. Thus, Theorem 14.2 is very useful in that it gives a simple sufficient condition for convergence of an improper integral for a class of optimal control problems that are central to, and ubiquitous in, dynamic economic theory.
We are now in a position to state and prove the necessary conditions for optimal control problem (1). First we note that if z x v x ( ; , ), ( ; , ) t t a a a a 0 0 ( ) is an optimal pair for problem (1) under our assumption of convergence of the objective functional for all admissible pairs, then for any T < +•, it follows from the Principle of Optimality that it must also be an optimal pair for the truncated control problem
But this is the prototype finite horizon fixed endpoint optimal control problem, whose necessary conditions are given by Theorem 6. 
With this in mind, we have established the following theorem. 
or equivalently
cause the rank constraint qualification is assumed to hold, the above necessary condition implies
where is the Lagrangian. Furthermore, except for the points of discontinuities of v( ) t , 
If the terminal boundary conditions are as given in problem (1), however, then Theorem 14.3 does not contain enough information to single out one or a few candidates for optimality. This is because the 2N constants of integration generated when solving the canonical equations can not be completely determined since there are only N n + 1 endpoint conditions given in
, , , , and no transversality conditions are provided by Theorem 14.3 to determine the remaining N n -1 constants of integration.
For this reason, some infinite horizon optimal control problems in economics simple assume that the terminal endpoint condition is lim ( ) As far as the transversality conditions for problem (1) are concerned, let us state again that there are none in general. Given the three types of terminal endpoint conditions in problem
x t x n n n n
one might be tempted to infer by analogy with the finite horizon case that the corresponding transversality conditions are
respectively. Unfortunately, this is not true in general, as we have repeatedly emphasized. Only by imposing additional and somewhat strong restrictions on the functions f ( ) ◊ , g( ) ◊ , and h( ) ◊ , does one obtain transversality conditions similar to these. The interested reader is referred to Benveniste and Scheinkman (1982) , Michel (1982) , Araujo and Scheinkman (1983) , and of course, Seierstad and Sydsaeter (1987, Chapter 3) for such matters. We will, however, present and prove the necessary transversality condition in Michel (1982) , for it is useful in analyzing a large class of infinite horizon optimal control models in economics under mild assumptions that are typically encountered in dynamic economic theory. But first we consider two sufficiency theorems and a necessary one.
The first sufficiency theorem extends the Mangasarian sufficiency theorem to infinite horizon problems, while the second extends the Arrow sufficiency theorem to infinite horizon problems. We prove the first and leave the proof of the second for a mental exercise. We again elect to suppress the dependence of the functions on the parameters for notational clarity. 
is the time path of the state variable corresponding to u( ) t , then v( ) t is an optimal control and z v
. It therefore follows from Theorem 21.3 of Simon and Blume (1994) that
(4), and then integrating both sides of the resulting reduced inequality over the interval [ , ) 
, , on account of
, , . These three implications of Theorem 14.3 therefore imply that
Using the inequality in Eq. (7) permits Eq. (6) to be rewritten in the reduced form
To wrap up the proof simply note that
and substitute this result into Eq. (8) to get 
, where x( ) t is the time path of the state variable corre-
◊ ◊ follows. This shows that any admissible pair of functions x u ( ), ( ) ◊ ◊ ( ) which are not identically equal to z v
It is important to emphasize that the transversality condition lim
is an inner product expression. As a result, it can be written equivalently as
using index notation. This form can often be useful in checking whether its satisfied in particular control problems.
Let's determine sufficient conditions under which lim 
Hence the transversality conditions of the Mangasarian sufficiency theorem are satisfied for the fixed endpoints version of problem (1) 
Obviously, there are many sufficient conditions which insure that the transversality con-
0 holds in problem (1). These sufficient conditions are often of great value in checking the sufficient transversality condition in infinite horizon problems of interest to economists. The following is one such set of sufficient conditions. 
Theorem 14.4 is the Mangasarian sufficiency theorem for unbounded time horizons.
Following our discussion in Chapter 6, we now present the necessary conditions for problem (1) using the maximized Hamiltonian, and then the Arrow sufficiency theorem. The proofs of both theorems are by now straightforward and thus will be left as mental exercises. 
where U t t h t t t
Because the rank constraint qualification is assumed to hold, the above
, , , is the Lagrangian. Furthermore, except for the points of discontinuities of v( ) t , 
It is worthwhile to emphasize that we are not imposing any conditions on lim ( )
, so this limit may not even exist. Also recall that at least initially, we are not assuming that
Since the constraints on the control variable are independent of the state variable and do not vary with t, we do not have to introduce a Lagrangian function in order to compute the necessary conditions. Consequently, we may simply define the Hamiltonian for this problem as
, and then appeal to Theorem 14.3 to compute the necessary conditions:
Inspection of the objective functional, the state equation, and the initial condition reveals that the objective functional can be expressed as
To get a handle on the value of the objective functional J x u [ ( ), ( )] ◊ ◊ , therefore, we will first solve
As a first step in this process, separate the variables and rewrite the state equation in differential form as
which readily integrates to yield
where k is a constant of integration. Note that we have chosen the lower limit of integration to be zero since that is where our initial condition applies. A little bit of straightforward algebra then gives the general solution to the state equation The specific solution is found by applying the initial condition x( ) 0 0 = to the above general solution, which implies that k = 0. Hence the specific solution of the state equation that satisfies the initial condition is as t AE +• is optimal, since this implies that x t ( ) AE 1 as t AE +•, which is it least upper bound, i.e., supremum. This observation implies that there are infinitely many optimal controls for this problem. We intend to pick a particularly simple one that will aid in the solution to this problem, namely
This optimal control has two nice features: (i) it is constant, and (ii) it is interior to the control region [ , ] 0 1 . Given this optimal control, the corresponding state trajectory is therefore given by Note that we have yet to find the corresponding time path of the costate variable.
To find l( ) t , observe that since v t ( ) = 1 2 is an optimal control and is in the interior of the control region, it is necessarily a solution to H z t u z t u ( ), , claim the generality of the conclusion concerning the lack of a necessary transversality condition in infinite horizon optimal control problems.
To get some additional qualitative insight into this problem, let's construct the phase portrait corresponding to the canonical differential equations in the xl -phase space. Recalling , , ,
It is important to observe that for this class of optimal control problems the functions f ( )
and h( ) ◊ do not depend explicitly on the independent variable t. The zero appearing as the third argument of the current value optimal value function V ( ) ◊ is placed there explicitly to reflect the fact that the initial time or starting date is t = 0 in problem (9). It is imperative that you understand why V ( ) ◊ is the current value (as opposed to present value) optimal value function. As you may recall from Chapter 12, one simple way to understand why is to recognize that at the initial date of the planning horizon ( t = 0) the value of the discount factor is unity, thereby implying that no discounting takes placed in the initial period, the time period in which the decisions are made. This means that all futures values of the integrand are discounted back to the initial date of the planning horizon ( t = 0). This class of optimal control problems is known as the infinite horizon current value autonomous variety, since when put in current value form, the canonical equations do not depend explicitly on the independent variable t, a fact we established in Theorem 12.2. Without doubt, this is the most prevalent class of optimal control problems in dynamic economic theory. Note that we continue to assume that the objective functional converges for all admissible pairs.
In order to establish several important results about this class of control problems, we introduce the following family of control problems, parameterized by the starting date t 0 0 OE +• [ , ):
a a a a
, , ,
Notice that in advancing the starting date from 0 in problem (9) to t 0 in problem (10), we have correspondingly subtracted t 0 from the independent variable t wherever the latter occurs in the problem, whether that be explicitly in the exponential discount factor or implicitly as the argument of the state and control variables. Such an operation implies that the value of the current value optimal value functions in problems (9) and (10) are identically equal. This follows from the facts that both problems (i) begin in state x 0 , (ii) last indefinitely, (iii) have identical integrand and transition functions, (iv) the delay prompted by starting problem (10) at time t 0 is exactly compensated for by a forward translation of t 0 units in the time dimension of every state and control variable and the discount function. In passing, note that problem (9) can be generated from problem (10) by setting t 0 0 = in the latter. , , ,
Observing that the independent variables t in problem (9) and s in problem (11) are dummy variables of integration and hence arbitrary, it follows that optimal control problems (9) and (11) therefore may write its value as V r ( , , ) a a x 0 , a practice we shall adhere to from now on. This is a crucial property of the current value optimal value function since it paves the way for dynamic duality theory in an ensuing chapter. In sum, therefore, the value of the current value optimal value function depends on the initial value of the state vector, the discount rate, and the parameter vector, but not explicitly on the initial date or starting time.
Using problem (10) as a benchmark, we may now define the present value optimal value function ˆ( ) V ◊ by the following problem: , , ,
It should be evident from inspection of problem (12) , , ,
Due to the presence of the discount factor e rt -0 in problem (13), it follows that in general, the present value optimal value function ˆ( ) V ◊ depends explicitly on the initial date or starting time t 0 , in sharp contrast to the current value optimal value function V ( ) ◊ . Upon inspecting problems (11) and (13) It is worthwhile to emphasize that Theorem 14.7(i), and consequently Corollary 14.1, do not hold for the finite horizon version of optimal control problems (9) and (10), nor do they hold if any of the functions f ( ) ◊ , g( ) ◊ , or h( ) ◊ are explicit functions of the independent variable t and time consistency of the optimal plan is assumed. A mental exercise probes these aspects more deeply.
In wrapping up this chapter, let us consider a further simplification of the general optimal control problem (1), namely 
Since Eq. (15) holds for all t OE +• [ , ) 0 , i.e., it is an identity in t, we may differentiate it with respect to t and it still holds identically. Doing just that we obtain
Let's now turn to the derivation of a general transversality condition which is necessary 
∫ -( )
In the next three chapters we employ the theorems developed herein to study several infinite horizon current value autonomous optimal control problems of fundamental importance in intertemporal economic theory. In particular, we examine in great detail the local stability, steady state comparative statics, and local comparative dynamics properties of these models.
In order to be in a position to extend Leibniz's rule to integrals with infinite intervals of integra- 
for all . (1) can be found in Seierstad and Sydsaeter (1987, Chapter 3, note 16 ). Michel (1982) has shown that Theorem 14.9 holds without assuming that V C x ( ) ( )
◊ OE
0 . This relaxation is unimportant for understanding the transversality condition, and, more often than not, its application to dynamic economic problems. Benveniste and Scheinkman (1982) and Araujo and Scheinkman (1983) study concave infinite horizon control problems using advanced mathematical tools from convex analysis, and establish necessary transversality conditions. Kamihigashi (2001) generalizes and unifies much of the existing work on the necessary transversality conditions. Makris (2001) derives necessary conditions for discounted infinite horizon control problems in which the time to switch between alternative and consecutive regimes is a decision variable, the so-called twostage optimal control problem. Romer (1986) establishes an existence theorem for a class of infinite horizon control problems. The material in the Appendix is drawn from Protter and Morrey (1991) .
