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Abstract
One of the fundamental aspects of electrical conductance in semiconductors is
the existence of two types of arge carriers: Electrons living in the conductance
band, and holeswhi are the gaps the excited electrons leave behindwhen excited
from the valence band to the conductance band. While electrons and holes can
recombine and extinguish ea other, they may also enter a meta-stable bound
state called exciton. It is similar to hydrogen, but signiﬁcantly lighter since the
hole’s mass is comparable to that of the electron.
Electrons and holes are fermions, so an exciton is a composite boson. As su,
the Pauli exclusion principle no longer applies enabling a large number of exci-
tons to populate the same state below a critical temperature. e physics of su
Bose-Einstein condensates is fascinating since it promotes the laws of quantum
meanics to macroscopic time and length scales. Condensate were ﬁrst realized
in dilute gases of alkali atoms aer cooling methods improved enough to rea
the 100 nK-range, but excitonic maer has a mu higher critical temperature due
to their mu lighter mass.
Creating indirect excitons from spatially separated electrons and holes boosts
their short lifetime by several orders of magnitude. Ea indirect exciton features
a dipole moment leading to a strong correlation in the many-body system. One
of the intriguing consequences of strong correlations is that one may not only
aieve condensation but also observe the crystallization of excitons.
is thesis constitutes a numerical investigation of a system composed of in-
direct excitons in order to explore the requirements for its crystallization among
others. e predictions are based on ﬁrst principle Path Integral Monte Carlo
(PIMC) simulations.emain distinction of the present study over previous quan-
tum Monte Carlo studies of similar systems is a more realistic model of the ex-
citon interaction. Due to their composite nature, a simple dipole approximation
of the exciton interaction fails if the excitons are too close. At this point, the ex-
citon interaction is dominated by the Coulomb-like repulsion of its components.
e derived improved model accounts for this eﬀect and, additionally, incorpo-
rates eﬀects encountered in realistic experimental setups. Here, semiconductor
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Abstract
heterostructures are used to create a planar quantum well where an electric ﬁeld
forces the electrons and holes to opposite walls.
It is shown that the resulting eﬀective exciton interaction depends primely
on two parameters: e eﬀective dipole moment and the mass ratio of electrons
and holes. e interaction is mu soer at small distances than the pure dipole
interaction or the classical approximation for the exciton interaction.
e peculiar shape of the interaction makes a crucial diﬀerence for the exci-
ton crystallization. e PIMC simulations of this model yield profound evidence
for su a phase. Most notably, the phase diagram of indirect excitons exhibits
two quantum phase transitions from solid to superﬂuid conﬁning the solid phase
to a ﬁnite density interval. At the low-density transition, the system crystallizes
by compression. At the second high-density transition, the system melts by com-
pression. e former is in agreement to the behavior of a system of polarized
dipoles while the laer is the expected behavior of a Coulomb system. ese two
quantum transitions are inﬂuenced by the strength of the dipole moment. ey
coincide at a critical dipole moment below whi the solid cannot exist. Both su-
perﬂuid and solid exist only at low temperatures and, in both cases, the transition
to a normalﬂuid gas of excitons is in accordance to existing studies.
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Kurzbeschreibung
Hinweis: Diese Arbeit wurde in englis verfasst. Die Kurzbesrei-
bung ist eine Übersetzung des englisen Originals von Seite iii
Ein zentraler Aspekt der elektrisen Leitung in Halbleitern ist die Existenz zwei-
er Arten von Ladungsträgern: Leitungselektronen und Löern – Fehlstellen im
Valenzband, die von den ins Leitungsband angeregten Elektronen zurügelasse-
nen werden. Leitungselektronen und Löer rekombinieren unter gegenseitiger
Vernitung – sie können aber au einen metastabilen gebundenen Zustand ein-
nehmen, der als Exziton bekannt ist. Es ist vergleibar mit einem Wasserstoﬀ-
atom, ist aber wesentli leiter, da die Masse eines Loes vergleibar mit der
eines Elektrons ist.
Ungebundene Elektronen und Löer sind Fermionen, als Exziton sind bil-
den sie ein (zusammengesetztes) Boson. Als soles unterliegt ein Exziton nit
mehr dem Paulisen Ausslussprinzip – daher ist es einer große Zahl von Ex-
zitonen unterhalb einer kritisen Temperatur mögli den gleien Zustand zu
bevölkern. Die Physik soler Bose-Einstein-Kondensate ist ein spannendes Ge-
biet, da es die im Kleinen gültigen quantenmeanisen Gesetze in unserer ma-
kroskopisen Welt erlebbar mat. Die ersten Kondensate in verdünnten Gases
von Alkali-Atomen konnten experimentell realisiert werden, nadem man die
Kühlungsmethoden hinreiend verbesserte, um die nötigen Temperaturen im
100 nK-Berei zu erreien. Exzitonen hingegen haben eine weitaus höhere kri-
tise Temperatur aufgrund der im Verglei sehr viel kleineren Masse.
Wenn man indirekte Exzitonen aus räumli getrennten Elektronen und Lö-
ern kreiert, erhöht si dessen kurze Lebensdauer um mehrere Größenordnun-
gen. Ein indirektes Exziton hat zudem ein Dipolmoment, das zu starken Korrela-
tionen innerhalb des Vielteilen-Systems führt. Eine faszinierende Konsequenz
starker Korrelationen ist, dass es nit nur die Bose-Einstein-Kondensation, son-
dern au die Kristallisation von Exzitonen ermöglit.
Die vorliegende Dissertation behandelt die numerise Untersuung eines
Systems indirekter Exzitonen mit dem vorrangigen Ziel, die Voraussetzungen für
eine Kristallbildung zu erforsen. Die Vorhersagen stützen si auf ﬁrst principle
v
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Pfadintegral Monte-Carlo (PIMC) Simulationen. Der Hauptuntersied zu älteren
anten Monte-Carlo Untersuungen ähnlier Systeme ist ein realistiseres
Modell der Exziton-Exziton Weselwirkung. Aufgrund der zusammengesetzten
Natur eines Exzitons versagt eine simple Dipol-Dipol Näherung auf kurzen Ab-
ständen. In diesem Berei ist die Weselwirkung von der Coulomb-Abstoßung
seiner Komponenten geprägt. Das verbesserte Modell berüsitigt nit nur die-
sen Umstand, sondern involviert Eﬀekte wie sie in einem realistisen Experiment
vorliegen. In einem solen nutzt manHalbleiter-Heterostrukturen zur Erzeugung
eines planaren antentopfes, bei dem ein zusätzlies elektrises Feld für die
räumlie Trennung von Elektronen und Löern sorgt.
Es zeigt si, dass die resultierende eﬀektive Exziton-ExzitonWeselwirkung
hauptsäli von zwei Parametern abhängt, dem Dipolmoment und des Massen-
verhältnissen von Elektronen und Löern. Die Weselwirkung ist viel swä-
er auf kurzen Distanzen im Verglei zur Dipol-Dipol Weselwirkung oder der
klassisen Näherung für die Exziton-Exziton Weselwirkung.
Die besondere Form der Weselwirkung ist es au der entseidende Faktor
bei der Kristallisation von Exzitonen, dessen Existenz dur PIMC Simulationen
belegt wird. Eine bemerkenswerte Eigenart des Phasendiagramms ist das Aure-
ten von zwei isothermalen Übergängen aus der festen in die supraﬂuide Phase, die
die feste Phase in einen besränkten Diteberei einsließen – bei niedrigen
Diten kristallisiert das System bei Kompression, bei hohen Diten smilzt es
bei Kompression. Ersteres stimmt mit dem Verhalten in System mit Dipol-Dipol
Weselwirkung überein, während das zweite Verhalten von Coulomb Systemen
zu erwarten ist. Die genaue Punkt der Phasenübergänge wird vom Dipolmoment
beeinﬂusst. Bei einem kritisen Dipolmoment stimmen beide überein, so dass
die feste Phase bei swäeren Dipolmomenten nit existiert. Sowohl supraf-
luide als feste Phase treten nur bei niedrigen Temperaturen auf, der Übergang zu
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Ex duobus unum – electron and hole bound into an exciton, shedding their fermi-
onic origins and entering the world of bosons. antum coherence of bosonic
particles makes the quantum meanical nature of our world palpable. It pro-
motes the governing laws to macroscopic time- and length scales and, hence, is
one of the most sought aievements of experimental and theoretical studies.
1.1 What is antum Coherence?
e quantum meanical representation of an individual particle is a wavefunc-
tion whose amplitude and phase depend on the state it describes. While the Pauli
principle forbids fermions to occupy the same single-particle state, no su restric-
tion is imposed on bosonic particles [1]. Indeed, Einstein predicted in 1924 [2] that
at low temperatures, a ﬁnite fraction of a system’s bosons would spontaneously
populate the same quantum state. In the resulting highly ordered many-body
state, now known as Bose-Einstein condensate (BEC), the behavior of the whole
system is dictated by the constructively ampliﬁed single-particle wavefunction.
e possibility to form interference paerns constitutes one of the main tools for
an experimental detection of a BEC [3].
Bose-Einstein condensation can be seen as an example of – and typically used
synonymously for – a more general concept: the spontaneous emergence of quan-
tum phase coherence [4]. Phase coherence is expressed bywavefunctions coherent
over distances mu longer than the separation between individual particles and
may be quantiﬁed by a spatial correlation function. Long-range phase coherence
also provides the basis for macroscopic quantum phenomena [5, 6] – among the
most spectacular rank: superconductivity, the loss of electrical resistivity [7], and
superﬂuidity, the loss of meanical friction [8].
Superﬂuidity was discovered in liquid 4He in 1938 by two groups simultane-
1
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ously, Kapitza in Moscow [9] and Allen and Misener in Cambridge [10]. ree
years later, Lev Landau published a remarkably simple phenomenological expla-
nation whi is still used today. In his two-ﬂuid theory, only a part of the system’s
mass density is superﬂuid. Bogoliubov later demonstrated that its properties arise
from a macroscopically occupied state in a weakly interacting Bose system [11].
Interestingly, the superﬂuid fraction and the condensate fraction are not identical.
A sism resolved by the modern theory linking superﬂuidity to the phase coher-
ence and while the amplitude of the wavefunction aracterizes the condensate
density [5, 6].
1.2 Why Excitons?
It took over 70 years until improved cooling teniques allowed the ﬁrst direct
experimental observation of BECs in trapped dilute gases of alkali atoms [12–14].
Since then, observation of BECs in cold trapped gases have been reported for a
multitude of elements [15] and extended to dipolar Bose gases [16, 17], BECs in
long-lived metastable states [18, 19], optical laices [20, 21] whi can show a
wide array of diﬀerent phases [22], and many others, e.g. [23, 24].
e common denominator for BEC experiments in dilute atomic vapors is
their strong demand for very low temperatures, e.g. 170 nK in the case of rubidium
atoms [12]. A rule of thumb is that the thermal wavelength of the bosons must be
comparable to the typical length scale in the system, i.e. the mean free distance or
the size of the system [25]. Since the thermal wavelength depends on the particle
mass, the critical temperature scales anti-proportional with the particles’ mass.
In the sear for high-temperature condensates, mu eﬀort has been devoted
to ﬁnding BECs in systems of solid-state quasiparticles whose mass can be sev-
eral orders of magnitude lighter than that of atomic maer. A budding candidate
can be found in semiconductors whi oﬀer two distinct types of arge carriers:
Electrons living in the conductance band, and holes whi are the gaps in the con-
ductance band le behind by the excited electrons. Due to their opposite arge,
electrons and holes are aracted to one another and may recombine under emit-
tance of a photon. However, they may also enter a meta-stable bound state called
exciton. It is similar to hydrogen, but signiﬁcantly lighter since the hole’s mass is
comparable to that of the electron [26].
Electrons and holes are fermions, so an exciton is a composite boson and can,
thus, undergo Bose-Einstein condensation. While early claims of exciton BECs
three-dimensional semiconductors [27, 28] le some questions unanswered [29],
BECs in two-dimensional systems of electron bilayers in a quantizing magnetic
ﬁeld, e.g. [30, 31], and of indirect excitons [32, 33] were conﬁrmed.
Beyond excitons, condensates of even lighter particles like polaritons whi
are bound exciton-photon states in microcavities with a mass comparable to pho-
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Figure 1.1 Illustration of indirect excitons in a wide quantum well setup. White areas in the
le-hand panel are the allowed energy bands labeled “valance band” (VB) and “conductance
band” (CB), the shaded area in between is the forbidden band gap. An electric ﬁeld in z-
direction shears the bands and causes a separation of the electron (−) and the hole (+)
density distribution (red curves). Bound electron-hole states, the “excitons”, have a lower
energy with respect to free electrons and holes and eﬀectively occupy states within the band
gap. e right-hand panel illustrates the picture of excitons (ellipses) as polarized dipoles in
a 2D plane.
tons, [34–36] and magnons whi condensate at room-temperature, [37] have
been observed. ere are even claims to a BEC of phonons [38], and, very re-
cently, of microcavity photons [39]. Evidence for superﬂuidity has been found in
many of these systems, e.g. for atomic vapors [40, 41], excitons [31], and polari-
tons [42, 43].
1.3 Condensation in Short-Lived Systems
asiparticle condensates provoke some interesting questions regarding their ﬁ-
nite lifetime – there is no particle conservation in su systems. Usually, experi-
ments operate in a pumped quasi-equilibrium state [37, 44].
If the bosons live longer than they need to interact, thermalization and, hence,
condensation is certainly possible [45–47]. Indeed, atoms in optical traps evapo-
rate or form molecules. ey have a ﬁnite lifetime, but this does not prevent their
condensation. asiparticles are lighter and faster, so the timescales are mu
shorter, but the situation is the same. Indeed, a picosecond lifetime of polaritons
seems suﬃcient to observe condensation [35].
Optically generated excitons exist only for a rather short time whi con-
stitutes a major hurdle for their condensation [28, 48]. However, their lifetime
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depends on the overlap of electron and hole wavefunction. Spatially separated
indirect excitons live more than three orders of magnitude longer than direct exci-
tons [49]. Su situations are created in semiconductor heterostructures – a com-
posite of two materials with similar laice constants where a layer of one type
is sandwied in the other. If the middle layer has a smaller band gap than the
surrounding material, it creates a quantum well (QW) conﬁning excitons to a two-
dimensional plane. An additional electric ﬁeld perpendicular to the plane forces
the excitons’ components, electrons and holes, to opposite walls establishing the
desired spatial separation[50, 51]. An alternative setup is the creation of two spa-
tially separated quantumwells in appropriately doped semiconductor heterostruc-
tures where ea QW holds only one particle species [32, 33, 52].
1.4 Correlations and Phase Transitions
Many of the systems in whi BECs have been realized, are eﬀectively two-
dimensional, e.g. [32, 35, 37, 52] to name a few of the above. Two-dimensional
BECs raise issues of their own, since the Mermin-Wagner theorem rigidly rules
out true long-range correlations [53, 54]. While the correlation length may not be
inﬁnite, however, its asymptotic decay can still ange spontaneously. is gives
rise to a special class of phase transitions covered by the Berezinskii-Kosterlitz-
ouless scenario [55, 56]. Indeed, spontaneous quantum coherence can occur in
two-dimensional systems just as well as in three dimensions whi has long been
shown in ﬁlms of liquid helium [57].
Obviously, indirect excitons in bilayer setups constitute a two-dimensional
system. In a ﬁrst approximation, one can expect them to interact like system of
parallel dipoles. It is known that in optical laices, one can create strongly corre-
lated dipolar gases up to the point where the system crystallizes [17]. A key re-
quirement for crystallization is a suﬃciently strong interaction whi exceeds the
kinetic energy by a certain threshold. e ratio of average interaction to average
kinetic energy is measured by a coupling parameter of whi two variants exist









where 〈T 〉cl ∝ kBT is the classical expectation and where 〈T 〉qm is the constant
(zero-point) quantummeanical expectation of the kinetic energy. One can show
that if the particle interaction scales with an integer power of the particle spacing,
i.e., V (r) ∝ ∣∣r∣∣n, there exist universal values at whi the system crystallizes [58].
For a two-dimensional system with dipole-dipole interaction, the critical values
are  crd = 62± 4 [59] and rcrd = 18± 4 [60–62].
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A particularly appealing property is that the dipole moment of indirect exci-
tons can be controlled by tuning the layer separation [33, 50, 51], so the interaction
can be made quite strong. Furthermore, one can control the density of the exciton
gas with the design of the semiconductor heterostructure [63] or by using an in-
homogeneous electric ﬁeld (antum Stark Eﬀect) [50]. e existence of indirect
exciton crystals has long been speculated about [64, 65].
1.5 What is in This Work?
Indirect excitons oﬀer a number of aractive features: a strong dipole-type inter-
action, the suppression of biexciton or trion formation [66, 67], the comparatively
long radiative life time [49] and the external controllability of the density and
dipole moment [33, 50, 51]. is thesis constitutes a numerical investigation of
a system composed of indirect excitons in a setup as illustrated in Fig. 1.1. e
aim is to explore the requirements for the exciton crystallization and the onset of
spontaneous quantum coherence. e predictions are based on ﬁrst principle Path
Integral Monte Carlo (PIMC) simulations.
ere exist quantum Monte Carlo studies whi predict crystallization in re-
lated model systems su as electron-hole bilayers, e.g. [68, 69], or two-dimen-
sional dipole systems, e.g. [60, 61, 70]. e main distinction of the present study
is a more realistic model of the inter-exciton interaction. Due to their composite
nature, the dipole approximation of the exciton interaction fails if the excitons are
too close. At this point, the exciton interaction is dominated by the Coulomb-like
repulsion of its components. e improved model incorporates this eﬀect and, ad-
ditionally, takes the out-of-plane ﬁnite quantum well width and the asymmetric
masses of electrons and holes into account.
e resulting interaction is more Coulomb-like and mu soer at small dis-
tances whi makes a crucial diﬀerence for the exciton crystallization. e im-
portant point is that the quantum dipole coupling parameter and the quantum
Coulomb coupling parameter scale contrarily with density – the former decreases
when the laer increases [58, 71]. Consequently, the predicted solid phase can
only exist in a ﬁnite density interval and melts both by relaxation and by com-
pression.is eﬀect is a direct consequence of the peculiar shape of the interaction
potential. ese two quantum transitions are inﬂuenced by the strength of the di-





Part I. eoretical baground. e key quantity for an investigation of ther-
modynamic properties is the density matrix. Its deﬁnition and properties
are laid out in Ch. 2. Also covered are important analytical cases and ap-
proximations used in later apters. Chapter 3 provides a short introduction
of the peculiarities of phase transitions in two dimensions. It explains the
origin and the universal properties of Kosterlitz-ouless transitions found
in su systems.
Part II. Methods. Numerical methods enter the stage where analytical approxi-
mations of the density matrix fail. Two diﬀerent approaes are presented:
e direct computation with the matrix squaring method in Ch. 4 and the
powerful Path-Integral Monte-Carlo (PIMC) method in Ch. 5. e former
is a valuable tool to compute quasi-exact two-particle density matrices for
spherical potentials. PIMC is the main tool to study many-body systems.
It combines the path-integral representation of the partition function with
Monte-Carlo sampling of the accessible parameter space in a canonical en-
semble. e Worm Algorithm whi constitutes an extension to the grand-
canonical and oﬀ-diagonal parameter space, is also presented.
Part III. Indirect Excitons. Chapter 6 discusses the mapping of a bilayer elec-
tron-hole system to a two-dimensional excitonic system with an eﬀective
interaction. e resulting non-trivial form of the interaction is the origin
of the peculiar partition of the excitonic parameter space whi is explored
with PIMC simulations in Ch. 7. Here, the central result of this thesis is








A quantum many-body state whi can be described by single ket-vector (| 〉) is
a called a pure state. While the Srödinger equation of the corresponding many-
body system determines the possible pure states the system can occupy (and their
evolution with time), one needs additional boundary or initial conditions to select
a particular state. Otherwise the state is unknown and cannot be represented by
single ket-vector. One can, however, use statistical means to describe su amixed
state.
e concept of statistical mixture of pure states is provided by a statistical en-
semble. e ensemble consists of a large (up to inﬁnitely many) number of mental
copies of the system in question, ea of whi represents a possible state the sys-





pj |j〉 〈j| , (2.1)
where the coeﬃcients pj are non-negative and add up to one. Ea pj determines
the fraction of the ensemble being in the pure state |j〉. If the system were in a
pure ensemble, all pj save one would be zero and the system again is described by
a pure state. An example is the system at absolute zero where the sole surviving
state is the (many-body) ground state (if non-degenerate).
At ﬁnite temperatures, one needs additional input how ea pure state con-
tributes to the mixed state, i.e. how to deﬁne the pj . In a canonical ensemble –
with ﬁxed particle number N , volume V , and temperature T – and in thermal
equilibrium, the probability to ﬁnd the ensemble in state |j〉 is given by the Boltz-
mann factor e−βEj/Z , where β = 1/kBT is the inverse temperature and Z is
the partition function. Naturally, it is assumed that |j〉 is an eigenfunction of H^ ,
i.e. H^ |j〉 = Ej |j〉 and Ej is the corresponding energy eigenvalue. e density
operator %^ then takes a similar expression as the distribution of states P (E) for
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e−βEj |j〉 〈j| = 1
Z
e−βH^ , (2.2)














〈j|A^|j〉 e−βEj . (2.4)







Tr(ρ^A^) , Z = Tr ρ^ , (2.5)
where “Tr” denotes the trace and the unnormalized density operator is introduced
as
ρ^ = e−βH^ . (2.6)
By density operator one commonly refers to the deﬁnition (2.6) whi is not nor-
malized by the partition function. Unless explicitly mentioned, this work follows
this convention.
2.1 Density Matrix in Coordinate Representation
In Eq. (2.2), the trace over states may be evaluated in any basis. Doing so in en-
ergy eigenfunctions leads ba to Eqs. (2.3) and (2.4). is work however, almost
exclusively uses a coordinate basis where all particles are labeled. e coordinate
representation of the density operator is called density matrix and reads




′) e−βEj , (2.7)
with R = { r1, . . . , rN } where rj denotes the position of the jʰ particle. If
space has dimension d, then R is a dN -dimensional vector and the density ma-
trix ρ(R,R′;β) is a function of 2dN + 1 variables.
e main reason for oosing this basis is that all elements of the density
matrix are non-negative and can be interpreted as a probability. In particular, the
diagonal element ρ(R,R;β) determines the conjoint probability of ea particle j
10
2.1. Density Matrix in Coordinate Representation
being at position rj . e transition probability from R to R′ is given by the oﬀ-
diagonal element ρ(R,R′;β).








dRdR′ ρ(R,R′;β) 〈R′|A^|R〉 , (2.8)




If A^ is diagonal in coordinate representation, i.e. 〈R|A^|R′〉 = A(R) δ(R − R′),









Labeling particles implies that they can be distinguished whi is not the case.
When writing the density matrix in coordinate representation, the indistinguisha-
bility of particles must be taken into account explicitly. Depending on the particle
nature, only totally symmetric eigenfunctions φSj (R) (Bosons) or totally antisym-
metric eigenfunctions φAj (R) (Fermions) contribute to the density matrix, respec-
tively. Totally (anti-)symmetric eigenfunctions obey
φSj (PR) = φ
S
j (R) , φ
A
j (PR) = sgn(P )φAj (R) , (2.11)
where P is a permutation of particle labels, i.e. PR = { rP1 , . . . , rPN }, and
sgn(P ) the parity of the permutation. e parity sgn(P ) is positive (negative)
if the N -particle permutation can be decomposed into an even (odd) number of
pair permutations. If the Hamiltonian is symmetric under particle exange, all
states are either even or odd with respect to a given permutation. en, the (anti-
)symmetrization operator P^S/A








sgn(P )φ(PR) , (2.12)
where the sum is taken over all possibleN -particle permutations SN , will project
out Bose (Fermi) states. Applying Eq. (2.12) to the densitymatrix of distinguishable












sgn(P ) ρ(R,PR′;β) , (2.14)
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where ρS(R,R′;β) is the bosonic density matrix and ρA(R,R′;β) is the fermi-
onic density matrix. Note that one can apply the permutation to the ﬁrst argument
of ρ, the last argument, or both without anging the result.







































dR sgn(P ) ρ(R,PR;β) . (2.18)
If A^ is diagonal in coordinate representation, the integration overR′ drops out
as in Eq. (2.10), but the expectation 〈A^〉 still depends on oﬀ-diagonal elements of
the density matrix. en, however, only on those elements whi correspond to
the transition probabilities of permuting particles.
2.2 Properties
2.2.1 Equation of Motion
e equation of motion for the density operator %^ is called von Neumann equation









It describes how %^ evolves in time, just as the Srödinger equation does for pure
states. Both formalisms are equivalent.
2.2.2 Bloch Equation
e density operator ρ^ satisﬁes the Blo equation (see e.g. [72, 73])
− ∂ρ^
∂β
= H^ρ^ , ρ^0 = 1 , (2.20)
whi is a linear partial diﬀerential equation of 2ⁿ order with the given initial
condition. Its validity can easily be proven oosing any representation of the
12
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density operator – a convenient oice is the energy representation where ρ^ is
diagonal.
For the density matrix ρ(R,R′;β), the Blo equation (2.20) becomes
− ∂
∂β
ρ(R,R′;β) = H^R ρ(R,R′;β) , ρ(R,R′; 0) = δ(R−R′) , (2.21)
where the subscriptR on H^R indicates that H^R operates onR in ρ(R,R′;β). An
alternative oice ofR′ is equally valid due to the symmetry of the density matrix
ρ(R,R′;β) = ρ(R′, R;β).
2.2.3 Convolution
By its very deﬁnition, the density operator has the following simple group prop-
erty: e product of two density operators is a density operator, i.e.
e−(β1+β2)H^ = e−β1H^e−β2H^ . (2.22)
Equation (2.23) takes the form of a convolution for the density matrix
ρ(R,R′;β1 + β2) =
∫
dR′′ ρ(R,R′′;β1) ρ(R′′, R′;β2) . (2.23)
2.3 Exact Density Matrices
In general, an explicit analytical expression for the full N -particle density ma-
trix is unknown. But there are two notable exceptions: e free particle density
matrix ρ0(R,R′;β) and the density matrix for system of harmonically trapped
particles ρharm(R,R′;β).
2.3.1 Free Particles
e Hamiltonian for a system ofN non-interacting particles H^ free can be wrien
as a sum of single-particle Hamiltonians, i.e.











j ;β) , (2.25)
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′;β) = λ∇2r ρ0(r, r′;β) , ρ0(r, r′; 0) = δ(r − r′) , (2.26)
whi is a parabolic partial diﬀerential equation, also known as heat equation or
diﬀusion equation with a diﬀusion constant λ. Its fundamental solution is given
by
ρ0(r, r
′;β) = Gd(r − r′;
√




∣∣r − r′∣∣2] .
(2.27)
A normalized Gaussian converges to the Dirac-δ distribution when taking to the
limit β → 0. Hence, ρ0(r, r′;β) already satisﬁes the initial condition of the Blo
equation, limβ→0 ρ(r, r′;β) = δ(r − r′). Insertion of Eq. (2.27) into Eq. (2.25)
yields the full N -particle density matrix.
2.3.2 Harmonic Oscillator Potential
e density matrix of the harmonic oscillator potential is known exactly [72]. It
reads for a single particle
ρharm(r, r′;β) = (2pil20 sinh(2f))−d/2 exp
[
− (r + r
′)2
4l20 coth f






with f = λβ/l20 and the harmonic oscillator length l0 =
√
~/(mω). e many-
body density matrix simply factorizes into a product of (2.28).
2.4 Approximations
2.4.1 Primitive Approximation







= e−βA^ e−βB^ , (2.29)
whi is exact if [A^, [A^, B^]] = 0, or otherwise neglects contributions of order
O(β3). As the commutator term on the le-hand side contributes with β2, it be-
comes smaller than all other terms in the limit β → 0. If one identiﬁes β with the
(inverse) temperature, the commutator term of the identity can be neglected in
the high temperature limit. Applied to the Hamiltonian, H^ = T^ + V^ , where T^ is
14
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the kinetic operator and V^ is the potential operator, this is known as the primitive
approximation,
e−β(T^+V^ ) ≈ e−βT^ e−βV^ . (2.30)
Hence, one can approximate the exact density operator by the product of the den-
sity matrices for T^ and V^ alone.
In coordinate representation, the matrix elements for the potential operator
are diagonal. Its density matrix, wrien in a symmetric form, reads




(V (R) + V (R′))
]
δ(R−R′) . (2.31)
e density matrix for the kinetic operator T^ is the free particle density ma-
trix ρ0(R,R′;β) [Eqs. (2.25)]. Hence, the full N -particle density matrix in prim-
itive approximation is given by










or, when using the deﬁnition of the free particle density matrix [Eq. (2.27)]








One can ﬁnd an improved approximation of the density matrix with the standard












On the diagonal, the semiclassical approximation recovers the primitive approxi-
mation.
2.4.3 Adiabatic Approximation
In the adiabatic approximation it is assumed that the density matrix may be sep-
arated into two or more factors. In contrast to the exact methods discussed in
Sec. 2.3, where the Hamiltonian may be reduced exactly by su a separation,
here a small remainder is neglected.
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Suppose that the full coordinate vector R is separated into to two sets, s1
and s2. en, the Hamiltonian can be wrien in terms of ea with an additional
coupling term, i.e.
H^ = H^1 + H^2 + W^12
= T1(s1) + V1(s1) + T2(s2) + V2(s2) +W12(s1, s2) . (2.35)
If the dynamics of the sub-systemH1 take place on a mu slower time scale than
that of H2, one may aempt to factorize the density matrix into a “slow” and a
“fast” contribution using the ansatz




fast(s2, s′2;β) , (2.36)

















fast(s2, s′2;β) . (2.37)
Due to the interaction between fast and slow coordinates, the right-hand side is
non-zero and the problem does not separate exactly. However, if one assumes that
the system adiabatically adapts to any ange of ρfast(s2, s′2;β), one can solve the
Blo equation for H^2 individually. Inserting this solution ba into the equation







ρslow(s1, s′1;β) , (2.38)
where the fast contributions are absorbed into the smoothed potential
W1(s1) =
∫ ds2ds′2W12(s1, s2) ρfast(s2, s′2;β)∫ ds2ds′2 ρfast(s2, s′2;β) . (2.39)
In other words, the slow sub-system does not interact explicitly with the fast sub-
system but with the a mean ﬁeld generated by the laer.
2.4.4 Expansion
Explicit analytical expressions for the N -body density matrix ρ(R,R′;β) only
exist for non-interacting systems where the density matrix factorizes into single
particle contributions [cf. Sec. 2.3]. For other systems, one could still aempt su












is density matrix does not take any two-body contributions into account and,
thus, fails at the description of interacting systems. A beer approximation would

















ρ(1)(ri, r′i;β)ρ(1)(rj , r′j ;β)

(2.41)
One can easily e that this construction is exact for any pair of particles by
seing N = 2.
Equation (2.41) yields accurate results for thermal expectation values if the
interaction is dominated by two-particle collisions. is assumption fails at low
temperatures, but is certainly valid at suﬃciently high temperatures. Even here,











is apter discusses the pecularities of phase transitions in two-dimensional
systems. It is by no means comprehensive, but aims to highlight the diﬀerences to
phase transitions in 3D.
3.1 Spontaneous Symmetry Breaking
e concept of symmetry breaking is inherently tied to phase transitions. For ex-
ample (see [54]): Crystals, by their very laice structure, break the translational
symmetry encountered in ﬂuids. Ferromagnets are not invariant under rotations
in spin space. Less obvious types of symmetry breaking occur in other quantum
systems, su as superﬂuids and superconductors, where a breaking of gauge in-
variance occurs.
For systems in thermodynamic equilibrium, the expectation of an operator A^
is given by its trace when weighted by the density operator ρ^ = exp(−βH),
where – using the grand-canonical ensemble – H ≡ H^ − µN^ is the (grand-
canonical) Hamiltonian. Taken to the thermodynamic limit limth, i.e. the limit for











e occurrence of a phase transition in the system is related to the failure
of one of the phases to exhibit a certain symmetry property of the underlying
Hamiltonian H: If H displays a continuous symmetry S it commutes with the
generators  Si of the corresponding symmetry group, i.e.[H, Si ]− = 0 . (3.2)
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Now, even if some operator B^ is not invariant under the transformations of S ,
the thermal average of the commutator vanishes,[
B^, Si
]






= 0 , (3.3)
whi can can be readily shown with (3.1) using the cyclic invariance of the trace.
However, it turns out that under certain conditions su averages may be
unstable with respect to an inﬁnitesimal perturbation λH^ ′ of the Hamiltonian.








, Hλ ≡ H^ + λH^ ′ − µN^ . (3.4)
In those instances where the perturbative part H^ ′ does not commute with S , the





q = limλ→0+ Tr
(e−βHλ[B^, Si ]−) 6= 0 . (3.5)
Obviously, the outcome depends on the nature of the perturbation. Physically,
the degeneracy imposed on the system by the underlying symmetry is lied by
an external perturbation. e symmetry is spontaneously broken if inﬁnitesimal
perturbations are suﬃcient. is can be shown by non-vanishing quasi-averages
for cases with continuous symmetry.
3.2 The Importance of Order Parameters
In the theory of phase transitions, one can identify a quantity  of the system
in question whose thermal (quasi-)average vanishes on one side of the transition,
but has a ﬁnite value on the other side, i.e.,〈

〉
q = 0 , for T > Tcr , (3.6)〈

〉
q 6= 0 , for T < Tcr . (3.7)
Su a quantity is called order parameter.  can be deﬁned in microscopic terms
from a local order parameter φ, i.e. as  ∝ ∑i φi in a many-body system or
as  ∝ ∫ ddr φ(r) in a continuum model. e occurrence of phase transitions
can be understood from long-range correlations of the local order. e essential
quantity to investigate is the correlation function g deﬁned as thermal average of
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respectively. A non-vanishing  implies the existence of long-range order, i.e.
lim
|i−j|→∞
gij 6= 0 , lim|r−r′|→∞ g(r, r
′) 6= 0 . (3.9)
In the disordered phase, the order correlations decay exponentially.
Second order phase transitions are continuous and the order parameter is zero
at the critical point Tcr. Hence, one can try to expand the free energy in terms of
the (local) order parameter in vicinity of Tcr. is is the main idea of the standard
Ginzburg-Landau ansatz whi describes ﬂuctuation of the equilibrium order, i.e.,
F(T, V0, φ) ≈ F0(T ) +
∫
ddrA(∇φ)2 + a(T − Tcr)φ2 + uφ4 − V0φ ,
(3.10)
with the expansion coeﬃcients A, a and u whi depend on the underlying sys-
tem, the external ﬁeld V0 coupling to the order parameter, the equilibrium free
energy F (T, V0) = F(T, V0,(T, V0)) and F0(T ) ≡ F (T, 0).
e driving meanism for a transition is the spatial divergence of local per-
turbations. When the critical point is approaed from the high-temperature dis-
ordered phase, isolated ordered domains grow until they encompass the whole
system. Coming from the other phase, diverging ﬂuctuations around the equilib-
rium order eventually dominate and destroy the order. Near the critical point, the
system’s physics are governed by long-range correlations of either perturbations.
is critical behavior is aracterized by the correlation length ξ, i.e., the decay
constant of the correlation function (3.8). A related quantity is the susceptibility χ,
i.e. the response of the (local) order parameter to an external ﬁeld, φ = χV0. At
the critical point, an inﬁnitesimal ﬁeld V0 is suﬃcient to cause a large scale ange
of the order. In other words, the susceptibility diverges, χ→∞.
An intriguing consequence of critical behavior is its independence of the ac-
tual – typically short-range – particle interactions: e expansion (3.10) empha-
sizes similarities of phase transitions whi actually appear in very diﬀerent sys-
tems. Because of these similarities, the essential properties of a phase transition
like the singularity type of the susceptibility χ or the correlation length ξ, solely
depend an the system dimensionality d and the degrees of freedom n of the order
parameter. Systems with the same d and n fall into the same universality class. For
example, the macroscopic wave-function of a Bose gas is complex and, thus, has
two independent components (n = 2). A typical n = 3 case is the magnetization
of ferromagnets.
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3.3 Absence of Long-Range Order
Bogoliubov is noted for having established a rigorous relation between two oper-
ators A^ and B^ and the Hamiltonian H^ of a physical system [11, 77]:∣∣〈[B^, A^]−〉∣∣2 ≤ β2 〈[A^, A^†]+〉〈[B^†, [H^, B^]−]−〉 , (3.11)
where β = 1/(kBT ) is the inverse temperature and
〈
.
〉 denotes thermal averaging
as deﬁned in (3.1) or (3.4), respectively. e inequality is a quite strong statement,
as it holds for essentially arbitrary A^ and B^.
e Bogoliubov inequality (3.11) can serve to exclude phase transitions de-
pending on the nature of the system’s Hamiltonian.e general idea can be traced
to Hohenberg [78], but notably Mermin and Wagner are credited for establishing
a method for a rigorous proof [53]. e paradigmatic procedure can be outlined
as follows: e general idea is to use the Bogoliubov inequality (3.11) to ﬁnd an
upper bound f for the order parameter  in question:
 ≤ f(V0,) . (3.12)
e bound will normally depend on the external ﬁeld V0 that couples to the order
parameter, and (implicitly) on the order parameter itself. If the assumption of a
non-vanishing order parameter  6= 0 leads to a violation of (3.12) in the limit of
a vanishing perturbation V0 → 0, the assumption must be dropped. is leaves
the conclusion that V0 → 0 implies → 0, so a phase transition cannot occur at
any ﬁnite temperature.
Mermin andWagner themselves applied the proof to show that theHeisenberg
model does not show spontaneous magnetization for d ≤ 2 [53]. e Heisenberg
model is the n = 3 case of the general n-vector model. In classical meanics,
the laer places n-component, unit length, classical spins si on the vertices of a
d-dimensional laice. With a next-neighbor coupling strength J , the interaction




si · sj , (3.13)
Table 3.1 Existence of long-range order in the n-vector model. e 2D XY model is peculiar
insofar as it shows a phase transition, but no long-range order. e Ising model is included
here although it does not have a continuous symmetry.
Dimension (d) Ising (n = 1) XY (n = 2) Heisenberg (n = 3)
1D no no no
2D yes (no) no
3D yes yes yes
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where the sum runs over all pairs of neighboring spins {i, j} and · denotes the
standard Euclidean inner product. Compare this to the Hamiltonian of the quan-













e−iK·ri Szi , (3.14)
where the second term is due to the interaction with an external magnetic ﬁeld
B0 coupling with b = gJµBB0/~.
e n-vector model is the reference for a system with continuous symme-
try whose order parameter has n degrees of freedom. Hence, a “successful” proof
implies that all systems whi fall into the same universality class fail to show
(long-range) order. Su proofs have been applied to many systems (for a re-
cent survey see [54]). e ﬁndings are summarized in Tab. 3.1. e implication
of Mermin-Wagner’s theorem is quite severe for 2D systems: It rules out spon-
taneous magnetization, superconductivity, superﬂuidity, and solids whi all fall
into the so-called XY class [54].
3.4 The Kosterlitz-Thouless Transition
Despite the above reasoning, there is a strikingly simple argument for the exis-
tence of a phase transition in the XY-model. It is based on the free energy needed
for the creation of a particular spin paern around a singular point. Su a topo-
logical defect is called vortex and disrupts the long-range spin-ordering. Two ex-
amples for vortices are shown in Fig. 3.1.
In harmonic approximation for the spin-spin interaction, the energy cost per
spin falls of as J/2(1/r)2 with distance r from the vortex core [79]. As there are
2pir dr spins at any distance, the energy Evortex of a vortex is given by
Evortex(L)− Ecore = Jpi
∫ L
rc
dr r−1 = Jpi ln L
rc
. (3.15)
e integral is bounded by the system size L to large distances and some (o-
sen but ﬁxed) cutoﬀ radius rc to smaller distances where the harmonic approxi-
mation fails [cf. Fig 3.1]. e vortex energy associated to this core region is de-
noted as Ecore and is unknown but ﬁnite. e number of possible locations of
su a vortex is approximately (L/rc)2. is yields an entropic contribution of
Svortex = 2kB ln(L/rc) whi diverges logarithmically with the system size like
the vortex energy (3.15). Neglecting the core energy Ecore, the total free energy
ange for the creation of a vortex reads
Fvortex = Evortex − TSvortex = Jpi ln L
rc
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a) Vortex with negative vorticity b) Vortex with positive vorticity
Figure 3.1 Two examples for a spin vortex in the laice XY-model. Dots denote laice points
at whi the spins are aﬃxed. e shaded area denotes some arbitrary, yet ﬁnite core region
where the harmonic approximation for the next-neighbor interaction fails.






where the system crosses from a vortex-free phase to a disordered phase in whi
vortices are abound. Although further investigations reject this particular physical
picture, a vortex driven phase transition does exist and the estimate (3.17) for Tcr
is only modiﬁed to a small degree.
A vortex is a topological defect of the XY-model. e concept of a vortex
driven transition was ﬁrst discussed by Berezinskii [55] and fully developed by
Kosterlitz and ouless [56]. With the harmonic approximation for the spin-spin









∣∣∣∣ , 0 =∑
i
qi , (3.18)
whi resembles the Hamiltonian for the 2D two-component Coulomb gas with
the vorticities qi = ±1 as particle arges and Ecore acting as the emical poten-
tial. Both the core energy and the coupling constantK are assumed to be temper-
ature dependent. Since the creation of a single vortex leads to an inﬁnite energy
contribution [cf. Eq. (3.15)], only the creation of vortex-antivortex pairs is possi-




e analogy to a Coulomb system provides an intuitive view on theKosterlitz-
ouless transition (KT): e systemanges from a state with bound arges to a
plasma. Or, when translated to the original spin model, the driving meanism is
the unbinding of bound pairs of vortices with opposite vorticities. e presence of
su vortex dipoles or unbound free vortices acts analogously to a dielectric – the
bare Coulomb interaction V0(r) between two test vortices with opposing signs is
modiﬁed due to polarization or screening of the baground. Hence, the dielectric
response (k) is the key quantity for the description near the critical point Tcr [cf.
Appx B].
e spin-spin correlation function in the presence of a vortex dipoles does
not show long-range order (whi is strictly forbidden according to the Mermin-
Wagner theorem), but shows algebraic decay instead [79]. Usually, algebraic de-
cay (with a decay exponent η) of correlation functions is a signature of phase
transitions at the critical point. In the present case, critical point-like behavior ex-
tends over the whole low-temperature region of the phase diagram. Su a phase
in whi the correlation function exhibits algebraic decay, or quasi long-range
order, is known as critical phase. Here, the decay exponent η(T ) is temperature
dependent.
e KT theory is a renormalization-group treatment of the screening eﬀects
[80, 81]. e theory predicts a continuous melting transition from a phase ar-
acterized by quasi long-range order to a disordered phase. However, the coupling
constant K renormalizes to a universal limiting value at the critical point and
then jump discontinuously to zero. e critical temperature is the same as that
predicted by the simple discussion above [Eq. (3.17)] when the coupling constant
is replaced by its renormalized value [79].
e concept can be applied to both the laice and the continuum version of
the XY-model. e laer quite naturally applies to superﬂuids where vortices ap-
pear as (quantized) disruptions of the superﬂuid velocity ﬁeld. Here, the critical







where ns is the superﬂuid density at the critical point for T → T−cr . Above Tcr, the
superﬂuid density is zero.is prediction has been conﬁrmed both experimentally,
e.g. [57], and with Monte-Carlo studies, e.g. [83].
3.5 Melting
eKosterlitz-ouless transition of the XY-model strongly implies that 2D solids
with quasi long-range translational order exist. Applying a defect-unbinding the-
ory to melting, however, has its own complications. Two-dimensional particle
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systems are aracterized by two diﬀerent order parameters, translational and
orientational order. Consequently, there are two diﬀerent types of topological de-
fects, dislocations, i.e. at the end of an extra (or missing) row of particles stu
partway in the crystal, and disclinations, i.e. particles with more (or less) than 6
neighbors. e implications were considered independently by Halperin and Nel-
son [84, 85] and by Young [86]. e KTHNY theory of melting has been reviewed
several times, a good overview can be found in [79].
Here, only the basic implications for the melting transition are sketed. As
noted above, ea type of topological defect has a “positive” and a “negative”
arge and, thus, can bind in a “neutral” pair. Considering the two diﬀerent types,
only disclinations disrupt orientational order. KT theory then predicts a transition
driven by the unbinding of disclination pairs. Below the critical point Ti, there is a
phase with quasi long-range orientational order. Dislocations, on the other hand,
disrupt translational order, so there exists a phase quasi long-range orientational
order below a critical point Tm in whi dislocations only occur in pairs.
Since dislocations may be viewed as a pair of disclinations, dislocations pairs
are also bound pairs (quartets) of disclinations. Su quartets imply true long-
range orientational order andTi > Tm. Hence, KTHNY theory predicts a sequence
of two continuous transitions from solid over an intermediate phase called hexatic
to liquid. ese ﬁndings are summarized in Tab. 3.2.
Table 3.2 Predictions of the KTHNY theory for 2D melting [79].
Phase Solid Hexatic Fluid
Dislocations Pairs Free Free
Disclinations artets Pairs Free
Translational order asi Long-Range Short-Range Short-Range







Explicit analytical expressions for the N -body density matrix ρ(R,R′;β) only
exist for non-interacting systems where the density matrix factorizes into single
particle contributions [cf. Sec. 2.3]. In interacting systems, no closed analytical
expressions for ρ(R,R′;β) exist, but an approximation in terms of pair density
matrices ρ(2)(r1, r2, r′1, r′2;β) is accurate at high temperatures [Sec. 2.4.4].
Constructing an accurate expression for the pair density matrix is far from
trivial, however, as ρ(2)(r1, r2, r′1, r′2;β) is still a function of 4d + 1 variables.
Fortunately, most interaction potentials only depend on the pair distance r12 =∣∣r1 − r2∣∣. Under these circumstances, an eﬃcient numerical procedure, called
Matrix Squaring, exists whi is capable of computing the pair density matrix at
any temperature to a high degree of accuracy.
is apter explains how a spherical potential reduces the complexity of the
problem and how Matrix Squaring can be used to numerically compute the re-
maining density matrix. e method itself was developed by Storer [87] for at-
tractive Coulomb forces and later applied to Lennard-Jones like interactions by
Klemm and Storer [88]. Here it is presented in a general way with some exten-
sions from [89].
4.1 Reduction of Complexity










(∣∣r1 − r2∣∣) , (4.1)
whereW is the pair interaction potential whi only depends on the particle sepa-
ration.is Hamiltonian can be rewrienwith center-of-mass (cm)R and relative
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whereM = m1 +m2 is the total mass and µ−1 = m−11 +m−12 is the reduced








′;β) ρrel1 (r, r
′;β) , (4.3)
















∣∣r∣∣)] ρrel1 (r, r′;β) . (4.5)
Hence, the Blo equation for ρ2(r1, r2, r′1, r′2;β) can be solved if both single
particle density matrices independently satisfy these single particle Blo equa-
tions. e initial condition splits into two separate conditions, ρcm1 (R,R′; 0) =
δ(R−R′) and ρrel1 (r, r′; 0) = δ(r − r′).
Equation (4.4) is the known free particle problem considered in Sec. 2.3.1. Its












e relative particle problem (4.5) corresponds to the problem of a single parti-
cle in a spherical trap, i.e. a potential whi only depends on the particle’s distance
to the trap center. In su cases, the Blo equation can be solved by separating
the variables by spliing oﬀ the angular variables. e procedure varies slightly
with respect to the dimension of space d. For d = 3, one employs the spherical





h(θ, φ, θ′, φ′) . (4.7)
to separate the angular dependence from the radial density matrix ρrad(r, r′;β).
Some algebra shows that ρrel1 (r, r′;β) solves the Blo equation if and only if






















−∇2θ,φ + l(l + 1)
]
hl(θ, φ, θ
′, φ′) , (4.9)
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with l(l+1) with l ∈ N0 enumerating all possible solutions. ese equations can
be wrien for either the primed or unprimed coordinates due to the symmetry of
the density matrix.
e general solution to the angular equation (4.9) are given by the usual spher-
ical harmonics Ylm(θ, φ)with
∣∣m∣∣ ≤ l [90]. From these, the symmetrized angular










where the second step leverages the addition theorem for spherical harmonics to
simplify the expression introducing the Legendre polynomials Pl(x) with α as the
in-plane angle between r and r′.





h(φ, φ′) . (4.11)
One obtains the similar expressions as Eqs. (4.8) and (4.9), but with l2+1/4 instead














where α = φ− φ′ is the in-plane angle between r and r′.














with the quantumness λµ = ~2/(2µ) and the eﬀective potential






l2 + 14 , (2D),
l(l + 1) , (3D).
(4.14)
e second term is the usual eﬀective contribution from the angular momentum
quantized by l. Obviously, this part is missing in 1D. Equation (4.13) is the furthest
point one can reawithout speciﬁc knowledge of the potential. Finding solutions




In summary, the solution for the relative single-particle density matrix can be
constructed from a partial wave expansion (not applicable to the 1D case), i.e.
(1D) ρrel1 (r, r′;β) = ρrad(r, r′;β) , (4.15)
















(2− δ0l) ρradl (r, r′;β) Tl(cosα) , (4.16)





(2l + 1) ρradl (r, r
′;β) Pl(cosα) , (4.17)
where ρradl (r, r′;β) satisﬁes the 1D-Blo equation with an eﬀective Hamiltonian
as given in Eq. (4.13). e Tl are the Chebyshev polynomials and the Pl are the
Legendre polynomials. For both polynomials exist recurrence relations:
Tl+1(x) = 2xTl(x)− Tl−1(x) , T0(x) = 1 , T1(x) = x ,
(4.18)
(l + 1) Pl+1(x) = (2l + 1)x Pl(x)− l Pl−1(x) , P0(x) = 1 , P1(x) = x ,
(4.19)
whi simplify the numerical evaluation, e.g., by employing the Clenshaw algo-
rithm [91, 92].
Equation (4.13) has an analytic solution for free particles, corresponding to
the coeﬃcients of a partial wave expansion of the free particle density matrix

























by introducing the scaled modiﬁed Bessel-functions
I l(x) =
√




2pix e−x Il(x) , d = 2 ,
2x e−x il(x) , d = 3 ,
(4.21)
where Il(x) and il(x) denote themodiﬁed Bessel functions [93, Ch. 10.1] andmod-







e main idea of the Matrix Squaring method developed by Storer[87] centers
around the convolution property of the density matrix [Eq. (2.23)]. Wrien in
coordinate representation it reads
ρ(R,R′; 2β) =
∫
dR′′ ρ(R,R′′;β) ρ(R′′, R′;β) . (4.22)
e message is that the density matrix at a any given temperature can be obtained
by squaring the density matrices at twice the temperature. In theory, one should
be able to derive the low temperature density matrix by iteratively squaring its
high-temperature equivalent for whi good approximations are available as the
system behaves quasi classical.
In practice, one has to solve a key issue. A direct evaluation of Eq. (4.22) in-
volves the computation of a dN -dimensional integral. If ρ(R,R′′;β) is tabulated
on a grid with M points for ea variable, the computational cost for a single
integration is of order O(MdN ) – and in order to determine the full 2β-density
matrix, Eq. (4.22) must be repetitively evaluated for all of itsM2dN grid points.
is kills any hope for a general application.
However, it is demonstrated in the previous section 4.1 that the pair density
matrix ρ(2)(r1, r2, r′1, r′2;β) for a pair potential of the formW (
∣∣r1−r2∣∣) factor-
izes into a center-of-mass and a relative density matrix, the laer of whi can be
expanded in partial waves. General analytical expressions for all ingredients are
known but for the expansion coeﬃcients ρradl (r, r′;β). Because ρradl (r, r′;β) sat-
isﬁes a Blo-equation (4.13), ea coeﬃcient is a density matrix in its own right.
us, it also inherits all other applicable properties discussed in Ch. 2. In particu-






dr′′ ρradl (r, r′′;β) ρradl (r′′, r′;β), (4.23)
for ea integer l ≥ 0.
In contrast to Eq. (4.22), this equation requires the evaluation of only a one-
dimensional integral with the computational cost of O(M). In theory, however,
one now needs inﬁnitelymany integrations – one for ea partial wave coeﬃcient.
In practice, a limited number lmax of partial waves is suﬃcient for the convergence
to the relative density matrix, especially at low temperatures and small distances.
Hence, the cost to compute the relative density matrix ρrel(r, r′;β), when starting
from its high-temperature partial wave expansion ρradl (r, r′; 2−sβ), s ∈ N by




For an eﬃcient implementation of Matrix Squaring, one must ponder the follow-
ing items:
• A good high temperature approximation is needed. is determines the
number of iterations or squarings s needed to be rea the destined tem-
perature β.
• A suitable integration seme must be osen. is requires to invest some
thought on the discretization of the coordinate axis, i.e. howmany pointsM
are needed and up to whi cutoﬀ value rcut.
• e question of how many partial waves lmax are necassary must be ad-
dressed.
Higher values for the parameters s,M , rcut, and lmax improves the convergence to
the sought ρrel(r, r′;β), but also increases the run-time. e optimal values bal-
ance program execution and convergence and can be determined by simple trial
and error. e next section goes into more detail when discussing the application
of matrix squaring to some examples. Important for the actual implementation
is the initial high temperature approximation, the internal representation and the
integration.
As for the initialization, any high-temperature approximation presented in
Sec. 2.4 will do. Beer approximations allow to reduce the starting temperature of
the matrix squaring while retaining the same accuracy. A convenient oice is the
semiclassical approximation [Eq. (2.34)] whi reads in partial wave expansion,
ρsemil (r, r










where ρfreel (r, r′;β) is deﬁned in Eq. (4.20). is form justiﬁes an alternative def-
inition of the radial density matrix as
ρradl (r, r




where the common free-particle density matrix is factored out. e semiclassical

























dz e−z2 ~ρl(r, q + σz;β) ~ρl(q + σz, r′;β) , (4.27)
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with the midpoint q = (r + r′)/2 and the variance σ2 = 2λµβ.
For the integration seme, the simplest oice is the trapezoidal integra-
tion coupled with a M ×M square laice representation of the density matrix
(up to the cutoﬀ rcut). en, Equation (4.23) literally corresponds to the squar-
ing of a matrix. It is worth noting that above run-time estimation of O(M3)
for computing a single squared density matrix corresponds to the run-time of
straightforward naïve square matrix multiplication. However, there exist fast ma-
trix multiplication methods whi perform beer, like the original Strassen algo-
rithm [94] with O(M log2 7) ≈ O(M2.807) or the currently best-performing Cop-
persmith–Winograd algorithm [95] with O(M2.376). Su algorithms are readily
available from standard Linear Algebra libraries.
Unfortunately, there is a cat for su an integration seme. e density
matrix is sharply peaked at the diagonal at high temperatures, but quite smooth
at low temperatures. A qualitative measure for the spread from the diagonal is
given by the variance of the free-particle density matrix σ ∝ √β. Supposedly, an
adequately tabulated density matrix needs a constant number of points per σ in
oﬀ-diagonal direction. is implies that any ﬁxed linear grid wastes most points
at high temperatures and is far to dense at low ones: Even if justM points were
suﬃcient at the initial temperature, a total of M s/2 points is needed to aieve
the necessary accuracy aer s squarings. A square grid even requiresM s points,
although the spacing of points on diagonal does – by itself – not scale with tem-
perature.
In conclusion, the advantage in processing time whi eﬃcient matrix mul-
tiplication algorithms oﬀer, cannot overcome the burden of the then necessary
square grid. Amu beer eﬃciency is aieved with a slower integrationmethod
on smaller grids. According to above considerations, the grid must either be ex-
panded on ea squaring or its points spaced on a logarithmic scale.
e integration method can be freely osen. Considering the convolution
in Eq. (4.25), a natural oice [89] is the Gauss-Hermite quadrature [96, Ch. 4.6]
applicable for integrals of the type∫ ∞
−∞












where n is the order of the approximation, the xi are the roots of the n-th Hermite
polynomial Hn(x) and the wi are the weights with whi the function value at
this point contributes to the integral. ey are given by [93, Ch. 25.4]









For any order n, the roots and their weights can be precomputed and tabulated.
An analytical expression of the remainder Rn is available [93, Ch. 25.4]; if
f(x) is a polynomial of n-th order, the Gauss-Hermite approximation of n/2 or
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higher orders yields the exact result. Hence, Gauss-Hermite quadratureworkswell
for polynomial integrands.
In the present case, the integrand of Eq. (4.25) has three separate peaks at z =
0, z = (r−q)/σ and z = (r′−q)/σ and eadecays exponentially. Consequently,
Gauss-Hermite quadrature should not be applied within the interval σz ∈ [−q, q]
whi severely limits its usefulness. In summary, one should not try too hard to
ﬁnd the optimal quadrature – the standard Simpson rule applied on this interval
already accounts for all dominant contributions to the integral.
4.3 Beyond Matrix Squaring
ere are at least two other methods for the numerical computation of pair den-
sity matrices. e ﬁrst is simply an application of the Path-Integral Monte Carlo
method introduced in the next apter. e other is a direct computation from
the sum of states (2.7). is is only possible if closed forms for bound states and
continuum states of the system in question exist. e notable example here is the
Coulomb potential [97] (see also Appx. C).
Matrix Squaring itself is related to the general mathematical problem consid-
ering the computation of the exponential of a matrix. Many methods have been
proposed in the past and Matrix Squaring is one of the few methods preferable
regarding the computational stability and eﬃciency [98]. Note that it can also be





Riard Feynman introduced the path integral representation of the quantum sys-
tem in 1948 whi generalizes the action principle of classical meanics. Within
this theory, ea quantum particle is considered as a series of positions forming
a closed trajectory in space. e particle propagates along this trajectory obeying
a law similar to the classical action. e physics of the system itself are derived
from an functional integration over all possible paths, see [72, 74].
However, the explicit calculation of physical observables is somewhere lim-
ited, as huge amounts of computational time are needed in order to perform
the integration. e combination with Monte Carlo integration method remedies
this issue and constitutes the path integral Monte Carlo (PIMC) method [89]. It is
suited for statistical investigations of a quantum system at any ﬁnite temperature.
In principle, all errors due to necessary approximations can be made arbitrarily
small, whi makes PIMC a powerful numerical method based on ﬁrst princi-
ples [99].
5.1 Discrete Imaginary-Time Path-Integrals
As with matrix squaring, path-integral Monte-Carlo (PIMC) leverages the con-
volution property of the density matrix [Eq. (2.23)], although to a quite diﬀerent
end.
Recall the original product property of the density operator as laid out in
Sec. 2.2.3. Obviously, if the product of two density operators is a density oper-
ator, so is the product of any higher number than two, i.e. one has the property




= [ρ^(β/M)]M , (5.1)
for anyM ∈ N. Wrien in coordinate representation with labeled particles, above
equation leads to the discrete imaginary time path-integral representation of the
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density matrix of distinguishable particles
ρ(R,R′;β) =
∫
dR1dR2 . . . dRM−1
ρ(R,R1; τ)ρ(R1, R2; τ) · · · ρ(RM−1, R′; τ) , (5.2)
with the imaginary time step τ = β/M . e term imaginary time reﬂects the
picture of the density operator resembling an imaginary-time propagator.
In the limitM → ∞, above representation corresponds to the path-integral
interpretation of quantum meanics introduced by Feynman [72, 74]. However,
Equation (5.2) is exact for any M as long as the exact density matrix is inserted
in the r.h.s..
For a given physical system, one is typically not interested in the full N -
particle density matrix directly, but in measurable quantities or, more generally,
the partition function Z . Wrien in path-integral representation, the partition







dR0 . . . dRM−1 ρ(R0, R1; τ) · · · ρ(RM−1, PR0; τ) . (5.3)
In the following, the shortcut RM ≡ PR0 is used frequently. A similar expres-
sion for the fermionicZ is foundwhen using Eq. (2.18) instead. If neither quantum
statistics have a large impact on the partition function, one has ρ(R,PR′;β) =
ρ(R,R′;β) δ(R′ − PR′) and the sum over all permutations drops out. Su dis-
tinguishable particles are also called boltzmannons.
5.1.1 Notation and Classical Interpretation
e path-integral representation shares striking similarities with classical poly-
mers and the commonly used notation reﬂects this fact.
e sequence of all coordinates in a speciﬁc conﬁguration s is called the path,
s = {R0, R1, . . . , RM−1, RM }, withR0 ≡ R andRM ≡ PR. A singleRα, the
αʰ time slice, is associated with the imaginary time ατ . As already introduced,
Rα represents the dN coordinates of N particles, Rα = { r1,α, . . . , rN,α }, the
position rj,α of the jʰ particle on the αʰ time-slice is called bead.
An individual particle can be thought to propagate in the discretized imagi-
nary time interval [0;Mτ ] following a trajectory or world-line of beads. In con-
ventional PIMC, one considers only paths whi are periodic on the β = Mτ -
interval. Coupled with the physical indistinguishability of particles (expressed by
R0 ≡ R and RM ≡ PR), the (M − 1)ʰ bead of ea trajectory links to zeroth
bead of either the same, or another trajectory. e picture of the conﬁguration
space is that of closed loops on the (d + 1)-dimensional surface of a (d + 2)-
dimensional β-cylinder whi is divided intoM equidistant imaginary time hy-
perplanes, the time-slices. A trajectory whiwinds l times around the β-cylinder
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Figure 5.1World-lines of 3 1D-particles. Le-hand panel represents a single conﬁguration
(path) withM = 8 time-slices (vertical lines). e beads (bla dots) on the ﬁrst and last
time-slice are the same, but the single-particle trajectories (bla lines, with 8 links ea)
do not necessarily end on their initial values. e righthand panel illustrates the physical
picture more clearly – neither time-slice is the ﬁrst due to the β-periodicity, but an imagi-
nary time order is still imposed. One cannot distinguish the trajectories of particles 1 and 2,
only the number of exange cycles is known and how many particles are involved in ea.
before closing on the initial position, represents l particles involved in the same
exange cycle.
e αʰ link is the pair of time-slices (Rα−1, Rα) connected with the density
matrix ρ(Rα−1, Rα; τ). One deﬁnes the action of the link as
Sα ≡ S(Rα−1, Rα; τ) = − ln [ρ(Rα−1, Rα; τ)] , (5.4)
where ρ(Rα−1, Rα; τ) denotes the exact density matrix. It is beneﬁcial to factor
out known contributions from the exact link-action before applying some approx-
imation. To this end, one deﬁnes the kinetic action as
Kα ≡ K(Rα−1, Rα; τ) = −dN
2




with the quantumness λ = ~2/(2m). Equation (5.5) follows directly from insert-
ing the free-particle density matrix [Eq. (2.27)] into Eq. (5.4). e inter-action is
the remainder
Uα ≡ U(Rα−1, Rα; τ) = Sα −Kα . (5.6)




Using above deﬁnitions, the path-integral representation of the density matrix
can be expressed in term of the action. e two following are among the most
common
ρ(R0, RM ;β) =
∫






dR1 . . . dRM−1
M∏
α=1
ρ0(Rα−1, Rα; τ) e−Uα . (5.8)
5.1.2 High-Temperature Approximation
At the ﬁrst glance, the usefulness of Eq. (5.3) is elusive as one has to solve a dNM -
dimensional integration for ea of theN ! possible permutations. However, su
high-dimensional integrals can be very eﬃciently evaluated with Monte-Carlo
methods [100]. Using high-temperature approximations for ρ(R,R′; τ) [Sec. 2.4]
on the r.h.s of Eq. (5.2) one has the basic components of the Path-Integral Monte-
Carlo (PIMC) method [89].
e problem of approximating the high-temperature density matrix is equiv-
alent to ﬁnding an expression for the inter-action U . For example, the primitive




[V (Rα−1) + V (Rα)] , (5.9)
with V (R) = 〈R|V^ |R〉. As discussed in Sec. 2.4.1, the primitive approximation
neglects the commutator [T^ , V^ ] from the operator identity (2.29). As a result, the
error of U prim is proportional to τ2. e error vanishes in the limitM →∞ from
U prim, but in the inﬁnite product (5.8), the inﬁnitesimal errors might build up to
ﬁnite error. According to the Troer theorem [101], however, the identity






holds as long as the operators T^ , V^ , and T^ + V^ are self-adjoint and make sense
separately. is is the case for Hamiltonians describing existing physical systems.
5.2 Action
With the primitive action as valid high-temperature approximation, one has all in-
gredients to r.h.s. of Eq. (5.3) and could start evaluating the integral [Sec. 5.3].With
a beer approximation, however, the number of time-slices needed to aieve the
same overall error can be signiﬁcantly reduced.
Section 2.4 lists several high-temperature approximations for the N -particle
density matrix. In particular, Sec. 2.4.4 shows how to construct ρ(R,R′;β) from
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two-body density matrices. If the pair potential only depends on the relative dis-
tance, i.e. W (r1, r2) = W (r12) with r12 = r1 − r2, Equation (2.41) can be
rewrien for the inter-action as










jk; τ) , (5.11)
where u1(rj , r′j ; τ) is the exact action for the jʰ particle and u2(rjk, r′jk; τ) the
exact action for the particles j and k. Note that u2 is eﬀectively a single-particle
action due to the initial assumption. U pair is exact for a pair of particles and ne-
glects only 3 and higher-body correlations in general. is approa was ﬁrst
suggested by Barker [102] and is now commonly referred to as pair action ap-
proximation [89, 99].
e pair action is only useful if u1 and u2 are known. However, the un-
derlying external or pair potential are oen spherical, i.e. V (r) = V (∣∣r∣∣) and
W (r) = W (
∣∣r∣∣). en, one may expand the corresponding density matrix in
terms of partial waves [cf. 4.1]. e expansion coeﬃcients only depend on the
radial distance from the potential center. If given in su form, the action can be
computed from the expansion with






















where u denotes either u1 or u2, the expansion coeﬃcients are c2Dl = 2 − δl0 or
c3Dl = 2l + 1 and the Fl are the Chebyshev polynomials (2D) or the Legendre
polynomials (3D), respectively. α denotes the angle between r and r′.
e partial wave expansion reduces the complexity from a single d-dimen-
sional problem to l-1D problems. is is crucial for the computation of the ra-
dial density matrices ~ρl(r, r′; τ) with an integration seme like Matrix Squaring
[Ch. 4]. However, the reconstruction (5.12) converges rather slowly, especially for
large r and for high temperatures τ . PIMC simulations repeatedly evaluate the
same inter-action over and over and beneﬁts greatly from a more suitable repre-
sentation than (5.12).
Although single-particle inter-actions depend on 6 separate coordinates, only






∣∣r − r′∣∣ , z = r − r′ . (5.13)
e density matrix peaks on the diagonal and its oﬀ-diagonal elements decay on
the order of the thermal de Broglie wavelength, so the oﬀ-diagonal s and z are
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small and one can expand the action in a power series whi reads












e ﬁrst term uend(r, r′;β) is called end-point action.e end-point action collects
all diagonal terms from the exact pair inter-action.e higher order expansion co-
eﬃcients ukj(q;β) are purely oﬀ-diagonal contributions. e end-point action is
equivalent to the primitive action for an eﬀective temperature-dependent poten-
tial where
τV eﬀ(r; τ) = uend(r, r; τ) . (5.16)
Although the end-point action alone constitutes an advantage over the prim-
itive action, one must take the oﬀ-diagonal contribution into account to aieve a
signiﬁcant reduction of necessary time-slices in PIMC. Fortunately, in contrast to
the partial wave expansion (5.12), the power series expansion typically converges
very fast. A neat example is the inter-action of the harmonic oscillator where the
















coth f − tanh f − f−1
]
(5.18)
u11(q;β) = 0 (5.19)
All higher order contributions are exactly zero. Figure 5.2 shows the harmonic
end-point action at several temperatures using the interpretation as temperature-
dependent potential [Eq. (5.16)].e constant oﬀ-diagonal contribution to the har-
monic inter-action is not shown.
5.3 Monte-Carlo Sampling
e path-integral representation of the partition function in conjunction with an
approximate high-temperature expression of the density matrix covers the physi-
cal aspect of the PIMC method. e remaining issue is the actual numerical eval-
uation of the high-dimensional integral.
A straightforward naïve integration is out of question as the computational
complexity grows linearly with the number of integration variablesN . eMonte
Carlo (MC) integration tales the scaling problem by sampling over randomly
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Figure 5.2 End-point action of the harmonic
potential interpreted as eﬀective potential
according to Eq. (5.16). e red line corre-
sponds to the classical potential recovered in
the limit β → 0. All quantity values are












distributed points ~xi from the integration basis, e.g. RN . For some function f :














where the probability of sampled points ~xi is given by p(x)dx. One may consider
the integral as the expectation value of the function f(x)/p(x).
e probability distribution p can be osen arbitrarily. For the problem in
question, p(s) can be interpreted as the canonical weight of themicrostate swhi




ρ(Rα−1, Rα; τ) =
M∏
α=1
ρ0(Rα−1, Rα; τ) e−Uα , (5.21)
and s = {R0, . . . , RM } with RM = PR0.
Unfortunately, one needs the partition functionZ to generate microstates dis-
tributed according to pi(s)/Z . Since the partition function is not known a priori,
one constructs a so-called Markov ain whi is a sequence of conﬁgurations
with a ﬁxed transition probability P (s, s′) to advance from microstate s to s′.
Due to the law of conservation, the probability to rea any state must be one,∑
s′
P (s, s′) = 1 , (5.22)
and the transitions between states at equilibrium must leave the distribution of
states invariant, i.e. ∑
s
pi(s)P (s, s′) = pi(s′) . (5.23)
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Eqs. (5.22) and (5.23) imply that 1 is an eigenvalue of P . e Perron-Frobenius
theorem states that all remaining eigenvalues must all be less than 1, otherwise
convergence to equilibrium cannot be aained. In su a case, kernel P is called
primitive. Primitive Markov ains are also called ergodic or regular and they
converge to a unique stationary limit if and only if the transition matrix P satis-
ﬁes (5.23), whi is commonly referred to as the balance condition. Note that the
balance condition is holds regardless of whether pi(s) is normalized or not.
One may devise a more strict condition known as detailed balance
pi(s)P (s, s′) = pi(s′)P (s′, s) (5.24)
whi automatically satisﬁes the balance condition (5.23) if P obeys (5.22). e
inverse is not true in general – the detailed balance condition is suﬃcient but
not necessary to guarantee for the convergence of an ergodic Markov ain to its
stationary limit.
Metropolis et al. [103] devised an ingenious way to construct the transition
probabilities P (s, s′). In the general Metropolis seme, P (s, s′) is split into an a
priori sampling distribution T (s, s′) and an acceptance probability A(s, s′), i.e.
P (s, s′) = T (s, s′)A(s, s′) . (5.25)
For any osen T (s, s′) the acceptance probability







is suﬃcient for P (s, s′) to satisfy detailed balance.e proof is easy when consid-
ering that A(s, s′) = T (s′, s)pi(s′)/T (s, s′)pi(s) implies A(s′, s) = 1 and vice
versa.
e sampling distribution T (s, s′) determines the probability for an aempt
to move from the state s to s′. e acceptance probability A(s, s′) determines if
this aempt is accepted or rejected. It is important to realize that although the
variables of s′ remain unanged in the laer case, the state does still contribute
to Eq. 5.21.is is why anyoice for the sampling distribution is valid – Eq. (5.26)
corrects for that by balancing accepted and rejected moves.
Obviously, states generated with Markov ains are correlated. Although bad
performance can be counteracted by sampling more conﬁgurations, a beer way
is to increase the eﬃciency of the algorithm by minimizing the correlations. A
careful oice of T (s, s′) can speed up convergence signiﬁcantly. e optimal










where the neighborhood N (s) is the set of all states whi can be reaed with a
single move from s. Eq. (5.26) will then simply read







If the neighborhoods of s and s′ are identical, then all moves will be accepted.
From the deﬁnition (5.27), the normalization constant represents a kind of local
partition function. Unfortunately, there is usually no convenient way to compute
this constant in continuous space Monte-Carlo. However, one can use Eq. (5.27)
as a guideline to construct eﬃcient sampling distributions.
For PIMC, the elementary operation is the sampling of a single point on the
path. More elaborate manipulations build upon this move. Without loss of gener-
ality, the task is to sample a new coordinate r′1 for a osen bead whi is con-
nected to two ﬁxed end points, located at r0 and r2 at the imaginary-times 0 and
2τ , respectively. e neighborhood of this move is the subspace obtained by ﬁx-
ing d(NM − 1) variables (and the permutation), but allowing the remaining d
coordinates vary throughout the box. According to the heat bath rule, the optimal











1, R2; τ) , (5.29)
where 1/(NM) is the probability to randomly oose a bead (out of a totalNM )
and with the normalization
Cs =
∫
dR′1ρ(R0, R′1; τ)ρ(R′1, R2; τ) = ρ(R1, R2; 2τ) . (5.30)
As the neighborhood remains unanged (i.e.R′0 = R0 and R′2 = R2), all moves
will be accepted.
As noted before, it unfeasible to compute the necessary normalization fac-
tor CR, especially in the presence of long-range potentials. A related, but simpler
method known as free particle sampling, drops all potential contributions and un-






















with the midpoint rm = (r0 + r2)/2. Disregarding the leading factor, this dis-
tribution corresponds to a normalized Gaussian centered at rm with the width√
λτ . Gaussian deviates can be easily sampled from uniform deviates with the
Box-Muller transformation [96] or improvements on this method [104, 105].
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e terms neglected in the sampling distribution reappear in the acceptance
probability: Inserting Eq. (5.31) into Eq. (5.26) yields





where the diﬀerence of interactions,U , is given by




1, R2)− U(R0, R1)− U(R1, R2) . (5.33)
Note that the action diﬀerence of two links contribute to Eq. (5.33). If U(R,R′)
is diagonal, e.g. when using the primitive or the endpoint approximation, the ex-
plicit dependence on the endpoints R0 and R2 drops out of Eq. (5.33) leaving an
expression of the formU = τ(V (R′1)−V (R1)). In this case, PIMC very mu
resemblesM classical Monte-Carlo simulations coupled by kinetic energy links.
It is certainly possible to improve upon free-particle sampling for single point
moves. Su semes try to incorporate some part of the inter-action into the sam-
pling distribution, either explicitly or by using clever approximations. However,
discussion of the ﬁne points in this direction is beyond the scope of this thesis. A
good overview can be found in Ref. [89].
Although single point moves already ensure traversal through the full spatial
conﬁguration space (i.e. excepting the permutation space), its overall performance
is poor. More eﬀective sampling semes aempt to move several beads at once.
With respect to PIMC, they are commonly called multi-slice moves and the fol-
lowing sections list the most important ones.
5.3.1 Staging
Staging refers to the straightforward extension of single bead sampling to a string
of connected beads. More speciﬁcally, one aempts to sample a randomly osen
number P ≤ Pmax of free-particle links between two ﬁxed endpoints, r0 and rP ,
spaced Pτ time-steps apart. One may think of the procedure akin to growing a
new set of P − 1 beads from one endpoint to the other.














where r′0 = r0 and r′P = rP . e normalization pis up an additional fac-
tor Pmax − 1 accounting for the freedom to ose any P ∈ [2, Pmax]. However,
this form is unsuitable for sampling as it would require to sample all intermedi-
ate beads r1, . . . , rP−1 at once. A beer approa is to rewrite Eq. (5.34) into a
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α−1, r′α; τ)ρ0(r′α, rP ; (P − α)τ)



















where the reduced temperature τα and the weighted midpoints rm,α are deﬁned
as [cf. Appx. D.1]
τα =
P − α
P − α+ 1 τ , rm,α =
(P − α)r′α−1 + rP
P − α+ 1 . (5.36)
In contrast to Eq. (5.34), Equation (5.35) corresponds to the subsequent sampling
of new points as ea new midpoint requires knowledge of the formerly sam-
pled point. ereby, ea new point r′α is sampled from a normalized Gaussian
centered at this midpoint with the width√λτα.
e acceptance probability keeps the functional form of Eq. (5.32), but the







α)− U(Rα−1, Rα) , (5.37)
where R′0 = R = 0 and R′P = RP .
5.3.2 Bisectioning
Instead of growing the trajectory from one end as above, one may use a Lévy
construction. Hereby, the midpoint of the new trajectory pieces is sampled ﬁrst
leaving two half-length trajectory pieces. en, one recursively applies the same
procedure to ea half until all beads are sampled. For convenience, the original
number of links is osen as P = 2l with 1 ≤ l ≤ lmax.
Without further modiﬁcations, bisectioning basically is identical to staging,
but uses an alternative sampling method for the trajectory points. However, one
can implement bisectioning as a multi-level move [cf. Appx. D.1] where the mid-
point sampling of trajectories with 2k links is done on the kʰ level (counting from
l to 1). Aer ea level, one tests the so-far sampled points according to a modi-
ﬁed level acceptance probabilityAk(s, s′). Ak(s, s′) is constructed in su a way
that ∑lk=1Ak(s, s′) corresponds to Eq. (5.32) with U as in Eq. (5.37). As the
midpoint on the kʰ level is stoastically displaced the furthest, it has the highest
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impact on the acceptance probability. us, early rejections of immature trajec-
tories save the computational trouble to fully develop bad aempts.
e speciﬁcs of multi-level moves are explained in Appx. D.1. For bisectioning,
one ooses the level sampling distributions according to (disregarding the initial
normalization constant 1/(NMlmax))






























with the ﬁxed endpoints r′0 = r0 and r′2lδl = r2lδl , the level link length δk =














, Ul+1 = 0 , (5.40)
whereUk = U(s′k)−U(sk) is the inter-action diﬀerence between the new and
old conﬁgurations of all coordinates sampled down to the kʰ level. Note that, on
ea level, the inter-action diﬀerence from the previous level is subtracted. Hence,
one may use functionally diﬀerent inter-actions on all levels save the last where
the correct inter-action must be used.
5.3.3 Whole-Chain Displacement
Whole-Chain Displacement is the equivalent of the classical Monte-Carlo move
where a particle is randomly displaced within a box. Here, ea point of a closed
loop of M links is displaced by the same vector n. If osen uniformly within
a box with a Volume of V = d, the sampling distribution is a constant, i.e.
Tdisplace(s, s′) = 1/(NV ). e acceptance probability is given by Eq. (5.32) where
U must be computed over the full trajectory.
Displacement moves are important during equilibration and in the more clas-
sical, high temperature regimes. In the quantum regime, it suﬀers either from
small acceptance ratios or small aievable displacement vectors. Here, displace-
ment should be aempted rarely as the move comes with a high computational
cost. One may also displace a multi-particle exange cycle, but the cost to per-




If quantum exange is important, staging or bisection alone is not suﬃcient as
neither samples permutation space. An additional specialized move is necessary
for this task. Changing the permutation state involves two particles at the very
least. In principle, one can sample the full permutation space using only pair ex-
anges.
To sample a pair exange, one simultaneously cuts two trajectories and re-
grows them aer an exange of the ﬁxed endpoints. e regrowth itself can
be done with staging, bisectioning, or any other suited sampling algorithm. For
any free-particle sampling method, the sampling distribution is equivalent to [cf.
Eq. (5.34)]













k,α+1; τ) , (5.41)
where rk,α denotes the αʰ bead in the trajectory of the kʰ particle. Due to ﬁxed
initial endpoints, one has r′k,0 = rk,0 but r′1,P = r2,P and r′2,P = r1,P for the
ﬁxed exanged endpoints. Without further restraints, Tpi denotes the probabil-
ity to pi any pair of particles, an initial time-slice and number of links, i.e.
Tpi =
2
N(N − 1)M(Pmax − 1) . (5.42)
In this case, only the inter-action diﬀerence determines the acceptance probability
of this move [cf. Eq. (5.32) and Eq. (5.37)].
While the above will sample permutation space theoretically, one enjoys very
small acceptance ratios and, thus, poor performance in practice. Assuming that
particle exanges are likely at all – whi is certainly not the general case – the
main other reason lies in the naïve way how the pair of particles is osen as the
success of an aempt strongly correlates with the spatial distance of the endpoints.
e general approa for improvement is an implementation of permutation sam-
pling as multi-level move. Here, in a preluding step (level), one pis [cf. Eq. (5.42)]
and tests a pair under certain constraints, so the move can be rejected before one
did the actual sampling in a second step. As with any multi-level move, the rules
on oosing and testing a pair (or cyclic exanges of more particles) are arbi-
trary as long as the full move satisﬁes detailed balance [cf. Appx. D.2]. Details on
diﬀerent methods can be found, e.g., in [89, 99].
5.4 Worm-Algorithm
Permutation sampling is actually the so spot of the PIMCmethod.e simulation
of properties that are most directly aﬀected by quantum exanges suﬀers from a
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very unfavorable scaling of required computer time with system size. is hurdle
seems diﬃcult to conquer within conventional PIMC, and more generally within
any Monte Carlo seme formulated in the canonical ensemble.
is complication is overcomewith theWorm-Algorithm (WA)whihas been
adapted to continuous space models by Boninsegni et al. [106, 107]. In contrast
to PIMC, the method works with the grand-canonical ensemble, i.e. the system
is connected to a particle reservoir so that the particle number N in the sys-
tem ﬂuctuates. Consequently, in order to specify the thermodynamic state of
the system, one needs to assign the emical potential µ, as well as the tem-
perature β = 1/(kBT ) and the volume V . Additionally, the WA operates in an
extended conﬁgurational space whi encompasses the usual closed-loop conﬁg-
urations (referred to as Z sector or diagonal conﬁgurations) and conﬁgurations
containing an additional open trajectory being the eponymous worm. e laer
are called G sector or oﬀ-diagonal conﬁgurations. States in G contribute to the
one-particle Matsubara Green function while only states in Z contribute to the
(grand-canonical) partition function. Due to




one may also compute canonical averages by taking only thoseZN conﬁgurations
whi have a speciﬁc particle number N .
e Z sector of the WA conﬁguration space is nothing but the full conﬁgura-
tion space of conventional PIMC. It emerges from the path-integral representation
of the grand-canonical density matrix ρ^gc corresponding to the sum over canoni-
cal density-matrices ρN (R,R′;β) weighted with the fugacity z = eβµN .
G sector conﬁgurations are made up of a single open-ended trajectory in ad-
dition to the many-particle baground. ey are described by the one-particle
Matsubara Green function, i.e.
G(r1, r2;β1 − β2) =
〈





g(r1, r2;β1 − β2) ,
(5.44)
where ψ^† and ψ^ are the particle creation and annihilation ﬁeld-operators, respec-
tively, and T denotes the (imaginary) time-order operator. In path-integral repre-
sentation, the unnormalized g(rI , rM;Pτ) (with P ∈ N) describes the creation
of a particle at rM (Masha), its propagation for P imaginary-time steps and an-
nihilation at rI (Ira). is open-ended string of beads makes up the worm. All
time-slices toued by the worm contain an additional particle and since P need
not be an integer multiple of the total number of time-slicesM , conﬁguration in
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Figure 5.3 Illustration of an oﬀ-diagonal conﬁguration (G sector). One of the three single-
particle trajectories [see Fig. 5.1] is cut open creating the open-endedworm propagating from
M to I . ere are three time-slices whi ea contain one bead less. But, the worm itself
may wrap multiple times around the β-cylinder and eﬀectively represent several particles.
Formally, the ensemble of all conﬁgurations corresponds to the generalized
partition function
ZWA = Z + Z ′ , (5.45)
with




drIdrM g(rI , rM; (jI − jM)τ) , (5.46)
where C is a dimensionless constant. C does not enter into thermal averages and
can be set to any value. It purely aﬀects the relative statistics of Z and G-sectors,
i.e. how many G conﬁgurations are sampled for ea Z conﬁguration.
As before, the partition function is unknown, so individual conﬁgurations are
constructed by a Markov-ain. To do so, one must devise new moves to sam-
ple the additional degrees of freedom. Although one may keep the usual PIMC
updates for manipulating Z conﬁgurations, the original WA [106] traverses the
full conﬁguration space by creating, destroying and manipulating the worm ex-
clusively.
A striking diﬀerence to conventional PIMC is that the number of coordinates
across individual conﬁgurations is not constant. Since ea move whi anges
the number of coordinates is not self-adjoint, it must have a partner for the re-
verse step. e complementary pair as a whole satisﬁes detailed balance. Conse-
quently, instead of oosing a move one now ooses a pair. e ﬁnal result does
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not depend on the global probability of addressing ea pair, as long as the spe-
ciﬁc moves within a pair are osen uniformly. is is assumed in the acceptance
probabilities presented below.
5.4.1 Open/Close
e ﬁrst method to introduce a worm is to select a bead at random and remove
the next P links of the single-particle trajectory. e osen bead, r0, is the head
(M) and rP the tail (I) of the new worm. is move is called open and swites
from the Z to the G-sector. Its sampling distribution is simply




wherePmax denotes the maximum number of links whi can be removed at once,
i.e. 1 ≤ P ≤ Pmax. For the complementary move, close, one samples P free-
particle links from rM to rI . e natural oice of the sampling method is staging










α; τ) , (5.48)
with r0 = rM and rP = rI . ese beads are unique within anyG conﬁguration,
so the leading factor of Eq. (5.34) drops out. Note that with respect to open, one is
only allowed to sample up to Pmax links. If tI − tM > Pmaxτ , close is rejected in
any case.
With Eq. (5.26), the acceptance probabilities read










Aclose(sG, s′Z) = min
[
1,





whereU = U(s′)−U(s) denotes the inter-action diﬀerence between new and
old conﬁguration and N refers to the number of particles in the corresponding
Z sector, i.e. before opening and aer closing. e factor ePµτ/C appears from
the ratio of the grand-canonical weights pi(sZ)/pi(sG). Aside from the arbitrary
constant C , it accounts for the energy diﬀerence when anging the number of
links in the system.
5.4.2 Insert/Remove
Instead of introducing a worm by removing a trajectory piece, one may simply
insert a new worm from scrat. To do so, one selects a random time-slice on
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whi one samples the position of r′M = r′0 uniformly in V and grows a trajec-
tory of 1 ≤ P ≤ Pmax links on its head. Since, rP is not ﬁxed a priori one has the
sampling distribution









α; τ) . (5.51)
Remove involves no randomness at all, i.e.
Tremove(sG, s′Z) = 1 , (5.52)
although this move is automatically rejected if the worm has more than Pmax
links.
With Eq. (5.26) the acceptance probabilities are













where U = U(s′) − U(s) is the inter-action diﬀerence between new and old
conﬁguration.
One can oose the constant C and the maximum number of links Pmax to
balance moves between the G sector and the Z sector. e natural oice,
C ∼ 1
VMPmax






guarantees that no macroscopically large factors arise in the acceptance probabil-
ities of open, close, insert and remove.
5.4.3 Advance/Recede
Another possibility to eﬀectively ange the particle number but without leaving
the G-sector is to lengthen the worm by sampling a new trajectory piece of P
links on its head. is move is called advance and its counterpart recede. Advance
is very similar to insert, except that one does not need to sample the initial bead.
Recede diﬀers from remove as one has the freedom to remove any number of

















where, for advance, one has r′0 = rI and r′P = r′I . Recede is rejected if the worm
has only P or fewer links. e acceptance probabilities are simply











Although advance and recede can ange the per Permutation sampling can be
very eﬀectively realized in the G-sector. First, one ooses a random bead, r0,
located on the same time-slice as the head of the worm rI . en, one deletes the
next P = Pmax links from r0 up to rP and reconnects rI to rP with a newly
sampled trajectory piece. is self-adjoint move is called swap.












α; τ) , (5.60)
with r′0 = rI and r′P = rP . e swapped head of the worm gives rise to a kinetic
action contribution in the acceptance probability,








One can signiﬁcantly improve the acceptance ratio by selecting only swaps whi
minimize the impact of the kinetic contribution, see e.g. [106]. is puts spatial
restraints on the initial selection converting swap to a local move. As su, it
enjoys high acceptance ratios similar to those of advance/recede. Note that the
laer two also ange the permutation state if the worm length crosses an integer
multiple ofM .
5.5 Estimators
With a PIMC or a WA simulation, one generates path conﬁgurations s up to some
total S. In order to compute thermal averages, one needs to express a given quan-
tum expectation 〈A^〉 [Eq. (2.10)] as an average over paths. Ultimately, one records








Ai , Ai ≡ A(si) . (5.62)
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e speciﬁc formulawhi is used to obtainA is called estimator.ere are usually
diﬀerent estimators for the same thermal expectations.
In contrast to the non-random thermal average A^, every A is only an estima-
tion of the former and as su a ﬂuctuating quantity. One can easily show that









(A0 −A)(Ak −A) (5.63)
where σ2A is the variance of the Ai and τA the (integrated) auto-correlation time.
ere are further errors from various sources. In summary, every estimator isar-
acterized by its systematic bias, time-step error (due to ﬁniteM ), ﬁnite-size error
(due to ﬁniteN and V ), statistical error (due to ﬁnite S) and eﬃciency (robustness
to temporal correlations of the Markov ain).
For an observable A^whi are diagonal in the coordinate representation used
by PIMC, there is always a straightforwardmethod to construct an estimator since
one can compute A(Rα) on any time-slice α. e estimator is given by a simple
average over paths [cf. Eq. (2.10)], i.e.






where s ∈ Z denotes a conﬁguration in the ensemble given by Z . One may
replace A(Rα) with the average over time-slices whi improves statistics. In the
following – to keep the notation simple – su optional averaging is not explicitly
noted. All bead indices refer to positions within the same time-slice (with the
exception of rI and rM whi are unique).
Furthermore, the diagonality allows to construct local estimators. e typical











where V denotes the volume. Su estimators usually require somemeans to com-
pute functions like δ(r − rj)). is is typically solved by collecting statistics to
ﬁnite-size spatial bins at the expense of an additional systematic error. In some
cases, one may devise more elaborate semes to circumvent this problem.







δ(r − (rj − rk))
〉
ZN

























whereGj is the local bond order parameter of the jʰ particle. e complex valued
Gj is computed from theNnbj neighboring particles (within some deﬁned radius)
where φjl denotes the angle of the connecting line to the lʰ neighbor with respect
to some ﬁxed axis.
If sampling the oﬀ-diagonalG-sector with WA, one can estimate theMatsub-
ara Green function with
gM(r, τ) = 〈δ(τ − (τI − τM)) δ(r − (rI − rM))〉G . (5.68)
A beer estimator is given in [106].
ere is another general approa if the thermal expectation 〈A^〉 can be writ-
ten as derivative of the partition function. Applying the derivative to a single link
of the path-integral yields
d
dxρ(Rα−1, Rα; τ) = −ρ(Rα−1, Rα; τ)
d
dxSα , (5.69)

















where, on average, the sum over all link equalsM single-link contributions due
to the symmetry in imaginary-time. is simpliﬁcation can be omied in order
to improve statistics. Equation (5.70) is especially useful for quantities whi are
not diagonal in coordinate representation.
e prime example is the thermodynamic estimator of the energy whi is
obtained by diﬀerentiating Z with respect to the inverse temperature, i.e.






















where the derivative of the kinetic action was inserted in the last step [cf. (5.5)].
In the high-temperature limit τ → 0, the ﬁrst two terms are the kinetic energy
and the last is the potential energy since U reduces to τV [cf. (5.9)].
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Herman et al. [108] noted that Eth behaves poorly near classical limit. e
reason is due to the troublesome behavior of the kinetic energy contributions if
M is ﬁxed while leing τ get small. is can be circumvented with the virial
















∇Rα [Uα−1 − Uα] (5.73)
is the generalized force – whi converges to the classical force when inserting the
primitive action – and





is the displacement of the particles’ positions from their imaginary-time averages
within the window L, 1 ≤ L ≤M .
e size of the window determines the behavior of the virial estimator. IfL =
1, the force term drops from Ev leaving exactly Eth. If L = M , the troublesome
second term vanishes unless there are permutations, i.e. Rα+M 6= Rα, whi
are, however, unlikely in the critical near classical limit. If they do appear, the
second term describes (approximately) the energy contribution of bosonic particle
exanges.
Lastly, a particularly appealing property of PIMC simulations is the possibility
to compute the superﬂuid fraction γs, i.e. the fraction of the total density whi
does not respond to slow movements of the conﬁnement. In the rotating buet
experiment [109], the superﬂuid will stay at rest while the normalﬂuid rotates
rigidly with the walls. e smaller rotating mass reduces the eﬀective moment of
inertia Iqm. e measured deviation to the classically expected value Icl leads to







is eﬀect is known as non classical rotational inertia (NCRI). It is directly linked
to the presence of oﬀ-diagonal long-range order (ODLRO) [110], a concept intro-
duced by Yang [6]. As su, the superﬂuid fraction must be estimated from the full
path conﬁguration and cannot be computed from individual time slices or links.
e work done is E = Iqmω2/2, where ω is the angular velocity. In linear




















where F is the free energy, L^z is the total angular momentum operator in z-axis
and φi is the angular coordinate in cylindrical coordinates of the iʰ particle.
Statistical meanics do not require the use of an inertial reference frame.
Hence, in order to derive an estimator for Iqm, one considers the system in the
frame rotating with the buet. e Hamiltonian is simply given by H^ω = H^0 −
ωL^z where H^0 is the Hamiltonian at rest. e details of how to derive a path-
integral expression for Eq. (5.76) with this Hamiltonian are discussed in [89]. In
















rj,α−1 × rj,α , (5.78)












wheremj is the mass and r⊥j,α is the projected position of the jʰ bead on the αʰ
time-slice. Note that due to the symmetry ofA its average, 〈A〉, vanishes.
Equation (5.77) is referred to as area formula in literature [111]. It relates the
superﬂuid fraction to the ratio of the covered area by the particle trajectories to
the cross-sectional area of the whole system. It obviously emphasizes the impor-
tance of particle exange, since a N -particle permutation trajectory naturally
covers more area. Since single-particle paths also have a ﬁnite extension, they re-
sult in a non-bosonic contribution to superﬂuidity in ﬁnite systems [112]. If the
size of the buet is greater than the thermal wavelength, su contributions are
negligible [89].
ere is an elegant way to adapt the area formula to macroscopic systems sim-
ulated as rectangular conﬁnements with periodic boundary conditions. Consider
a superﬂuid conﬁned in a thin annulus of width d with a mean radius R  d.
e classical moment of inertia is Icl = mNR2. e area A can be wrien as
WR/2 where the winding number W is deﬁned as the ﬂux of trajectories wind-
















dt drj(t)dt , (5.80)
where the vectorized deﬁnition of the winding number takes the periodic bound-
ary condition in all spatial directions into account. Equation (5.80) ignores any
non-winding trajectories, since their contribution is O(R−2) and negligible for
large R, i.e. for simulation boxes mu larger than the thermal wavelength. One
can derive Eq. (5.80) directly when calculating the response of the (periodic) sys-
tem to a linear velocity of its walls, i.e. using the total momentum operator P^







Modeling the Interaction of
Indirect Excitons
Excitons are bound electron-hole pairs in semiconductors [26]. One can certainly
simulate a composite gas of electrons and holes with the PIMC method presented
in Ch. 5, but this only works reliably for a very small number of particles. e rea-
son is the ubiquitous fermion sign problem whi causes an exponential increase
in the numerical complexity either when lowering the temperature, increasing the
particle number, or increasing the correlation strength. In 2005, Troyer and Wiese
have proven the sign problem to be NP-hard [113]. is implies that a full and
generic solution of the sign problem would also solve all problems in the com-
plexity class NP in polynomial time.
In order to circumvent the fermion sign problem, one has to introduce addi-
tional approximations. In the case of excitons, the obvious approa is to consider
excitons as single entities. Since excitons are bosons, PIMC can accurately ac-
count for bosonic exange symmetry with no further approximation [cf. Ch. 5].
e complexity of the original setup is hidden in an eﬀective exciton interaction.
is apter details how this interaction is derived in case of spatially indirect
excitons with a strong dipole moment. It mainly follows the method introduced
by Filinov et al. [114], but goes beyond a purely numerical derivation.
6.1 Model
e importance of spatially indirect excitons has been emphasized in the intro-
duction. e general idea is to conﬁne electrons and holes into separate layers
for whi several possible experimental realization exist [33, 50, 51]. e model
used here considers a single wide semiconductor quantum well (QW) of width L
containingNe electrons in the conduction band andNh holes in the valence band
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whi are created by an optical pulse [50, 51]. Application of an electrostatic ﬁeld
of strength E perpendicular to the QW plane created allows to spatially separate
electrons and holes to diﬀerent edges of the QW. By varying E this separation
can be anged between 0 and L giving rise to a variable dipole moment d.
e full Hamiltonian governing a system of Ne electrons and Nh holes reads


































(ri − rj)2 + (zi − zj)2
, (6.4)
withN = Ne +Nh. e Hamiltonian is split into the out-of-plane H^⊥ and in in-
plane single particle contributions H^q and the two-body Coulomb interaction W^
coupling the out-of-plane problem and the in-plane problem.
If the aracteristic spacing of the quantized one-particle energy levelsi is
mu larger than the typical inter-particle interaction energy Uαβ , the dynamics
of the laer take place on a larger time frame than the former. is satisﬁes the
conditions for an adiabatic approximation explained inapter 2.4.3: One can sep-
arate the out-of-plane motion of ea hole and electron from the in-plane motion
with the ansatz






ρh(zj ;β) . (6.5)
If the single particle density matrices ρe(z;β) and ρh(z;β) are known, one inte-
grates the original Blo equation over all out-of-plane coordinates yielding the
reduced in-plane problem with the eﬀective Hamiltonian
H^eﬀq = H^q + W^q , (6.6)















where ea term represents a smoothed, particle species dependent Coulomb po-







r2 + (z − z′)2 , α, β = h, e . (6.8)
In the following, Greek indices denote the particle species, electron (e) or hole (h),
and Roman indices label individual particles.
e actual work lies in ﬁnding the single particle density matrices ρα(z;β).
ese can be computed by solving the 1D single particle problem in a quantum
well with an applied electric ﬁeld. ere are several methods to oose from,
the list includes PIMC simulations or a direct numerical computation via matrix
squaring (see apter 4.2). e section 6.3 discusses the solution of the quantum
well Blo equation in detail.
While the Hamiltonian (6.6) hides the out-of-plane complexity in an eﬀective
in-plane interaction potential, it still describes a system of individual electrons
and holes. A PIMC simulation of su a system is only feasible if one neglects the
fermionic nature of the particles. However, electrons and holes may form bound
pairs called excitons under certain conditions. Excitons are compound bosons and
PIMC is perfectly capable of handling bosonic exanges.
e existence of excitons requires that its binding energy EX is mu larger
than the thermal energy kBT and the eﬀective exciton-exciton interaction VXX.
e eﬀective exciton dipole moment d follows directly from the electron and hole




〉− 〈zh〉 = ∫ dz z ρe(z;β)− ∫ dz′ z′ ρh(z′;β) . (6.9)
e electron re and hole coordinates rh are dropped in favor of a more suit-
able set describing the exciton center-of-mass positionR and its internal electron
hole separation reh, i.e. (rei , rhi ) → (Ri, rehi ) for all i = 1, . . . , NX. Electrical



















reh = re − rh ,
(6.10)
where MX = mqe + mqh is the exciton mass. With these new coordinates, the
Hamiltonian (6.6) is split into a center-of-mass H^cm, a relative H^rel, and a coupling
term W^ , i.e.
H^eﬀq = H^cm + H^rel + W^ , (6.11)
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∣∣rei − rej∣∣) + Vhh(∣∣rhi − rhj ∣∣) + Veh(∣∣rei − rhj ∣∣)] , (6.14)
where µ = mqemqh/MX is the reduced mass. Note that the relative Hamiltonian
pis up those terms from the eﬀective in-plane potential (6.8) where electron and
hole coordinates belong to the same exciton.
e assumed energy relation EX  VXX paves the road for another adiabatic
approximation, this time within the 2D plane. Consider the ansatz
ρq(r
e




1, . . . , r
h
Nh ;β) = ρ(R1, . . . ,RNX ;β)
NX∏
i=1
ρX(rehi ;β) . (6.15)
Again following the approximation procedure and integrating over all internal










with the center-of-mass distance Rij ≡
∣∣Ri −Rj∣∣ and the eﬀective exciton in-






∣∣rαi − rβj ∣∣;β) ρX(rehi ;β)ρX(rehj ;β) ,
(6.17)
where ea rαi refers to the coordinates of the iʰ excitons’ component α, namely
the electron α = e or hole α = h. ese may be expressed in terms of the inte-
gration variables as
rh1 − rh2 = R1 −R2 +
mqe
MX
(reh1 − reh2 ) , (6.18)
re1 − re2 = R1 −R2 −
mqh
MX
(reh1 − reh2 ) , (6.19)







e required density matrix ρX(reh;β) solves the single exciton Blo equa-
tion for Eq. (6.13). is problem and the computation of the ﬁnal exciton interac-
tion are discussed in Sec. 6.4.
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6.2 The Classical Approximation
Above derivation recovers the classical exciton potential for point-like arges. In
order to show this, one assumes an electron-hole layer separation of d and sets
the corresponding densities
ρe(z;β) = δ(z − d) , ρh(z;β) = δ(z) . (6.21)
Insertion into Eq. (6.9) validates this ansatz. e in-plane interaction for singly
arged pair of particles with e ≡ qh = −qe can then be directly read of Eq. (6.8):
















In the classical picture of a bound pair, the electron is siing directly atop the
hole, so the in-plane distance of the two is zero. is motivates the ansatz for the
exciton density distribution
ρX(r;β) = δ(r) . (6.24)















e most noticeable implication of the classical model (6.25) is its mass in-
dependence. e semiconductor material enters only as a dielectric but does not
aﬀect the systems physics. is is easy to see when considering a reduced Hamil-
tonian in eﬀective atomic units – all material diﬀerences are then hidden in the
renormalization of length and energy scales.
However, the model (6.25) is an improvement over a pure dipole approxima-
tion for the exciton interaction. is approximation remains valid in the R  d
case. Deviations occur when the exciton spacing falls below the dipole moment,
i.e. R . d. e excitons feel their compound nature and recover a Coulomb-like














e factor of 2 in the Coulomb limit accounts for the two simultaneous electron-
electron and hole-hole repulsions. Figure 6.1 shows the model interaction (6.25)
and its limits.
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Figure 6.1 Classical approximation of the indirect exciton interaction V clXX [Eq. (6.25)]. e
dashed lines show the asymptotic behavior [Eq. (6.26)].
6.3 Theantum Well Problem
e ﬁrst step of the adiabatic approximation involves the solution of the single-
particle out-of-plane problem. e Hamiltonian for a single electron (hole) in a
quantum well with an electric ﬁeld reads












Ezz , α = e, h , (6.27)
wheremα is the (out-of-plane) mass and qα the arge of the particle in question,
Vα the depth and L the width of its conﬁning quantum well centered at 0, and
Ez the strength of the applied electric ﬁeld in z-direction.
For numerical treatment, it is essential to reduce the problem to its actual free




E′ , z → Lz′ , (6.28)
where λα = ~2/(2mα) is the quantumness of the particle species “α”. Applying
(6.28) with an additional intermediate stepE → 2λαE′′ without length rescaling,
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one obtains the eﬀective Hamiltonian(s)

















+ L3Eeﬀz′ , (6.30)
where the shortcuts V eﬀ = 2λαVα and Eeﬀ = 2λαEzqα/ were introduced.
e two-step approa was used to stress the problem’s scaling with length, i.e.
replacing the parameters as
(L, V eﬀ, Eeﬀ)→ (1, L2V eﬀ, L3Eeﬀ) , (6.31)
in the ﬁrst Hamiltonian yields the secondHamiltonian describing exactly the same
problem (on a renormalized energy scale). us, on a theoretical level, the quan-
tum well plus electric ﬁeld problem can be fully understood by considering it at
a ﬁxed width and anging only the potential depth and electric ﬁeld strength.
For an experimental realization in semiconductor heterostructures however, the
potential depth is a material constant, but a large region of the parameter space
is still accessible by tuning the well width. is will be explored at the end of this
section, when discussing the application of the theoretical results to real materials.
6.3.1 Electron and Hole Density Distributions
Severalmethods are available for ﬁnding solutions to (6.30). In the present case, the
focus lies on obtaining the thermal (canonical) density matrix ρ(z;β). A straight-
forward path is the simulation of a single particle in the potential deﬁned by (6.30)






PIMC is a natural oice for the simulation method and has been done in previous
studies [114, 115]. Taling the problem with PIMC has the advantage that the
method delivers more than just density proﬁles. Additionally, it is easy to extend
the analysis to related multi-particle problems.
e disadvantages of computing ρ(z;β) with PIMC are mainly numerical
concerns (convergence, simulation time, stability, etc). e biggest problem arises
due to the non-diﬀerentiability of the potential at the quantum well edges – in
the simulation, inter-action derivatives are needed for an exact energy estima-
tion. is can be circumvented if using a slightly modiﬁed, diﬀerentiable poten-
tial. A more triy approa uses immobile virtual particles and mimics the wall
potential with the interaction to these particles [115].
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Figure 6.2 Temperature dependence of the eﬀective trapping potential V (z) of a parti-
cle in quantum well of width L and strength L2V eﬀ = 50 at two diﬀerent electric ﬁeld
strengths L3Eeﬀ. e red curve shows the classical quantum well potential valid in the
high-temperature limit β → 0. Ea bla curve displays the eﬀective potential a classical
particle feels due to quantum eﬀects.
For this thesis, a completely diﬀerent approa was osen. Due to its single-
particle 1D nature, the matrix squaring method qualiﬁes as a direct way to com-
pute ρ(z;β). e diﬀerentiability of the potential is of no concern as the method
bases solely on integration. It also very robust and very fast, especially in 1Dwhere
no partial wave expansion is needed.
Matrix squaring itself is explained in detail in apter 4.2. In a nutshell, the
same high-temperature representation of the density matrix as for PIMC is lev-
ered, but the path-integral is computed directly. is works reliably only if the
integral’s complexity is low, i.e. the penalty for writing a given density matrix as
a product at twice the temperature leads only to a single additional integration.
m iterations of convolution integrals of the density matrix with itself – starting
at a given temperature β – then yields the desired density matrix at a 2m-times
lower temperature. e accuracy can readily be eed by starting at a higher
temperature and doing more iterations (squarings).
e resulting density matrix can be interpreted as an eﬀective potential V (z)
according to Eq. (5.16) in the following sense: A classical point-like particle mov-
ing in su an eﬀective potential leads to thermal expectations identical to those
obtained when solving the original quantum meanical problem. All single-par-
ticle quantum eﬀects are absorbed in shape of the potential. Figure 6.2 illustrates
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the impact of these eﬀects for the quantum well problem. Ea bla curve dis-
plays the potential at a diﬀerent temperature starting from the classical poten-
tial shown with a red curve. e (eﬀective) temperature range was adjusted to
highlight the typical results when employing this method. At high temperatures
β . 0.1 only minor alterations are observed – sharp edges are smoothed, but the
original shape is clearly visible. Around β ≈ 0.1 . . . 1, quantum eﬀects start to
dominate and smooth out most of the details found in original potential. In the
shown β = 1.6 case, even the diﬀerences between diﬀerent electric ﬁeld strengths
(cf. le and right panel of Fig. 6.2) seem to disappear. Below β ≈ 1, the system
seles into the ground state whi then constitutes the sole remaining contribu-
tion to the density matrix (or the action, respectively). Due to Eq. (5.16), only the
product βV (z) converges, so the eﬀective potential V (z) still soens to counter-
act an increase of β. Indeed, the perceived diﬀerence of the β = 0.6 and β = 1.6
cases in Fig. 6.2 is a constant proportional to the temperature ange.
e density distribution ρ(z) can be computed from the diagonal elements of
the density matrix ρ(z, z′;β). As the matrix squaring method works with unnor-





dz′ ρ(z, z′;β) δ(z − z′) = 1
Z
ρ(z, z;β) , Z =
∫ a
−a
dz ρ(z, z;β) ,
(6.33)
where z, z′ ∈ [−a; a] is the interval on whi the density matrix is tabulated. If
ρ(z, z;β) does not fall oﬀ fast enough towards this artiﬁcial boundary, the inter-
val must be extended to obtain an accurate normalization. Although the compu-
tational cost to do so is easily manageable, the Hamiltonian (6.30) in combination
with matrix squaring does not improve the results in the way sought. Firstly, a
constant homogeneous electric ﬁeld extending inﬁnitely is unphysical and would
result in particles gaining ever more energy by running down the ramp. Secondly,
the matrix squaring method as a statistical method is ignorant of the particle dy-
namics, i.e. there is no initial preparation of the particle in a particular state. If
the outermost edge of the (spatially ﬁnite) electric ﬁeld falls way below the bot-
tom of the quantum well, the resulting density matrix will be more or less sharply
peaked at this edge. In thermal equilibrium, this is the expected and correct result,
regardless how long an initially trapped particle could sustain before it escapes by
tunneling.
Fortunately, matrix squaring is quite stable with respect to edge conditions:
Extending or shrinking the tabulated area does not aﬀect the shape of the density
very mu, it only alters the normalization of the density distribution ρ(z) as
discussed above. Furthermore, the focus here lies on ﬁnding ρ(z) for a particle
whi remains conﬁned in the quantum well for long, but not necessarily inﬁnite
time. A good indicator for a low tunnel leakage rate is a high (well) peak to (wall)
minimum ratio of ρ(z) whi is independent of the normalization. If this is the
71















Figure 6.3 Temperature dependence of the density distribution ρ(z) of a particle in quantum
well of width L and strength L2V eﬀ = 50 at two diﬀerent electric ﬁeld strengths L3Eeﬀ.
Ea ρ(z) is normalized to 1 over the full computational range [−L,L]. Obviously, su a
normalization is very sensitive on the computational range if the particle is not fully trapped
as in the high-temperature scenarios β . 0.1.
case, the inevitable increase of ρ(z) to the edge of the computational interval
becomes irrelevant. One can then trim a so that any major out-of-well increase is
absent and obtain a meaningful estimate for ρ(z) by using (6.33).
Figure 6.3 displays the density distribution ρ(z) for the same simulation pa-
rameters as in Fig. 6.2. e normalization according to (6.33) was carried out on
the full computational range spanning 2L. Apparently, this does not make the
results look very normalized for higher temperatures β ≤ 0.06. However, the
problem is only partly related to the issues discussed above – for β . 0.1, there
is a non-negligible contribution of continuum states to the thermal density ma-
trix ρ(z, z′;β).
On the other end of the temperature range, the only remaining contribution to
ρ(z, z′;β) originates from the ground state. is point is reaed at β & 1 where
no furtheranges to ρ(z) are observed at lower temperatures. For this reason, the
data for β = 0.6 (cf. Fig. 6.2) is omied from Fig. (6.3) as it practically coincides
with the curve shown for β = 1.6. Due to its origin, ρ(z) is sharply peaked at
low temperatures. As expected, the position of the peak is shied in presence of
an electric ﬁeld. e amount of this shi with respect to the external parameters
is the central question of the following investigation.
e results shown Fig. 6.2 and 6.3 allow to draw a ﬁrst conclusion regarding
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the temperature necessary for an experimental realization of indirect excitons. For
multiple reasons – stable conﬁnement and strong localization among others – it
is necessary to rea temperatures where the particle resides in the ground state
whi implies






where the laer expression follows immediately from the deﬁnition (6.32). In this
context, the following computations are done at a single temperature, β = 2. is
restriction comes with no loss of generality for the validity of ρ(z) as long as (6.34)
holds.
Figure 6.4 shows the results for the three diﬀerent eﬀective trapping poten-
tials L2V eﬀ = 5 (top), 50 (middle) and 500 (boom). Ea time, the eﬀective
electric ﬁeld strength L3Eeﬀ is increased in evenly spaced steps until the quan-
tum well fails to trap the particle within its walls. Curves shown in red indicate
su failings.
When increasing L2V eﬀ, the localization of ρ(z) also increases greatly and
L3Eeﬀ can be increased to mu higher values before the particle leaks out of
the trap. More interestingly, the maximum aievable shi of the peak position
of ρ(z) is greatly enhanced: At L2V eﬀ = 5, ρ(z) barely leaves its central position
before leaking atL3Eeﬀ ≈ 3. But atL2V eﬀ = 500, ρ(z) can be pinned against one
potential wall. e opposite half of the potential is almost completely evacuated.
6.3.2 Estimating the Dipole Moment
e dipole moment of an electron-hole pair in the quantum well can be computed
according to Eq. (6.9). For an accurate estimation, one needs to insert the elec-
tron and hole density distributions obtained from the two-body problem whi
includes the araction of electron and hole. Unfortunately, Matrix Squaring is un-
able to cope with this problem, so one should resort to other methods like PIMC
simulations. On the other hand, one may safely use the single body solutions
from the previous section if the correlations are suﬃciently weak. Previous stud-
ies [115] found that the correlations can be neglected for strong electric ﬁelds, or,
more speciﬁcally, if the condition
e2
d
 Ez d (6.35)
is satisﬁed. Otherwise, using the single-particle solutions overestimates the dipole
moment. In the following, it is assumed that this condition holds. In any case,
the presented results set an upper bound for the dipole moment with the given
parameters.
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Figure 6.4 Density distribution ρ(z) of a particle in quantum well of width L at
three diﬀerent trapping strengths L2V eﬀ (ﬁxed in ea panel) and various electric ﬁeld
strengths L3Eeﬀ. e scaling of the ordinates is kept constant across all panels and ea
ρ(z) is normalized to 1 over the full computational range [−L,L] making the particle lo-
calizations visually comparable. Curves drawn in red mark parameter oices where the
particle cannot be fully trapped in the quantum well. Note that this aracterization is
somewhat dependent on the computational range, see text for an explanation.
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In the simplest, mass symmetric case, λe = λh, the dipole moment can be




dz zρ(z) , (6.36)
where [−a; a] is the tabulation interval.e reasoning for theoice of a ﬁnite a is
the same as before (see discussion for Eq. (6.33)). Computing the dipole moment in
this way is the most useful approa for quantifying the shi of the peak position
of ρ(z).
Obviously, the dipole moment d is always 0 in absence of an external electric
ﬁeld. e well width L sets the maximum theoretical value for d, but this value
can only be aieved in the limit V0 →∞. As seen in Fig. 6.4, the practical upper
limit of d is dependent on the ability to trap the particle successfully. For weak
dipole moments, any reasonable oice for the integration interval a yields accu-
rate results for d [Eq. (6.36)]. Increasing the eﬀective electric ﬁeld strength L3Eeﬀ
while keeping a constant results in a sudden jump of d at some point, especially
for large trapping strengths L2V eﬀ (cf. the diﬀerence between the red and bla
curves in Fig. 6.4). is point sets a lower bound for the estimate of the maximum
dipole moment.is bound can be improved if a is trimmed down carefully; how-
ever, computations of d remain unreliable to certain degree in vicinity of its upper
limit due to the restrictions on oosing a (see discussion for Eq. (6.33)).
If an exact estimate of the limiting value of d is not the primary concern, the
oice of a is not so important. is is certainly the case here, as operating at
the utmost edges is not required for an experimental realization of indirect ex-
citons. To this end, a was set to L, i.e. computing the integral (6.36) over twice
the quantum well width, 2L. A large array of computations has been carried out
at several potential strength L2V eﬀ = 1 . . . 4000 while also varying the elec-
tric ﬁeld strength L3Eeﬀ = 1 . . . 1000. e results for the dipole moment d are
shown in Fig. 6.5. Red curves correspond to results where L2V eﬀ is weak and
stable trappings seems rather uncertain [cf. Fig. 6.4, upper panel]. However, the
trend for weak L3Eeﬀ mates those shown for larger L2V eﬀ (bla curves). In
this regime, the dipole moment d/L increases linear with L3Eeﬀ. e response
coeﬃcient decreases with increasing L2V eﬀ, but seems to sele at a lower bound
marked via a solid red line in Fig. 6.5, for L2V eﬀ & 1000.
e estimate for the lower bound of the maximum d is marked by the dot-
dashed red line in Fig. 6.5. e behavior of d in vicinity to this limit depends
on L2V eﬀ. For large L2V eﬀ, d saturates and increases only slightly with further
increase ofL3Eeﬀ before reaing its maximum value.is plateau regime cannot
be reaed for L2V eﬀ . 100. Or equivalently, stable trapping must be possible
for L3Eeﬀ & 600.
e universal behavior of d for L2V eﬀ & 1000 extends to plateau regime –
the only perceptible diﬀerence is the value of L3Eeﬀ at whi trapping becomes
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Figure 6.5 Dependence of the eﬀective dipole moment d/L on the eﬀective electric ﬁeld
strength L3Eeﬀ for a mass symmetric pair of particles with opposite arges conﬁned in a
quantum well of width L. Bla lines connect matrix squaring results for the same eﬀective
potential depth L2V eﬀ. ere is no clear distinction whether a particle resides within or
without the trap in case of the two weakest trapping strengths (marked with open circles),
especially near the maximum d/L line (dashed red) [cf. Fig. 6.4, upper panel]. e solid red
line marks a linear ﬁt approximating the d-dependence for weak ﬁeld strengths E at high
trapping strengths L2V eﬀ & 600.
unstable. e overall dependence of d on L2V eﬀ and L3Eeﬀ is neatly summarized
in a contour plot (6.6), ea curve connecting points of equal dipole moment d.e
red line marks the maximum theoretical limit d = L – parameter values whi
fall into the shaded area are not expected to yield stable results.
In realistic materials, one must take the usually asymmetric electron/hole
masses into account. Considering the generic Hamiltonian (6.30), the diﬀerences
between an electron and a hole enter by anges of the eﬀective V eﬀ and Eeﬀ.

















with Ve ≈ Vh whi holds for most materials. us, the results presented for the
dipole moment d of symmetric particles can easily be adapted to the new situation
provided that the temperature condition (6.34) is still met by the heavier particle
























































limit d = L
Figure 6.6 Eﬀective dipole moment d/L depicted as contour plot. e axes span the para-
meter space of L3Eeﬀ and L2V eﬀ on whi d/L was computed with the matrix squaring
method for a mass symmetric pair of particles with opposite arges conﬁned in a quantum
well of width L. Points with equal d/L are connected with bla lines. e red line marks
the theoretical upper limit of d = L. Parameter tuples whi fall into the shaded area are
unable to reliably trap particles within the quantum well.
when taking the hole as reference particle.
According to Eq. (6.37), pairs of parameter tuples always obey V eﬀe /Eeﬀe =
V eﬀh /E
eﬀ
h . us, both tuples fall onto a line parallel to L2V eﬀ = L3Eeﬀ. e mass
ratio mh/me determines the spacing between the electron tuple and hole tuple.
When noting their values in Fig. 6.6, their arithmetic average corresponds para-
meter tuple determining the value of the dipole moment d. Obviously, this point
falls onto the line connecting the electron tuple with the hole tuple.
An example for the graphical construction of the dipole moment dasymm for
mh/me = 3 is marked in Fig. 6.6. e lower red dot corresponds to the electron’s
parameter tuple and the upper to the hole’s. One of either can be freelyosen, the
mass ratio unambiguously determines the other. e value of dasymm can be read
oﬀ at the position marked by the red square. Judging from this example, the mass
ratio of a given material can have a signiﬁcant inﬂuence on the dipole moment.
6.3.3 The Eﬀective in-Plane Interactions
With the single electron/hole density distribution ρe(z), the eﬀective in-plane in-
teraction can be computed according to Eq. (6.8). Introducing a relative variable
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where hαβ is deﬁned as density-density correlation
hαβ(t;β) ≡
∫
dz ρα(z;β)ρβ(z + t;β) = (ρα ? ρβ)(t;β) . (6.40)
In the same species scenario, i.e.α = β, Equation (6.40) yields the auto-correlation
hαα(t;β) and hββ(t;β). e correlation integral can be solved directly, or by us-
ing the relation (f ?g) = F−1[F [f ]∗ ·F [g]], whereF [f ] is the Fourier transform
of f . e second, indirect method is mu faster when taking advantage of Fast-
Fourier-Transforms (FFT).
When using results from the previous section, the conversion from the eﬀec-









where the prime indicates that the quantity is to be taken in eﬀective units used
in the previous subsection. With Eq. (6.40), one has hαβ(t;β) = h′αβ(t/L;β)/L,















It is instructive to take a look at the correlation function hαβ(t;β) separately,
as it enters Eq. (6.39) like an eﬀective density distribution. Figure 6.7 shows the
results for a symmetric electron-hole pair. e osen eﬀective trapping strength
of L2V eﬀ = 500 is suﬃciently large to ensure strong particle localizations and
make large electron-hole separations possible (cf. Fig. 6.6). ree diﬀerent electric
ﬁeld strengths, L3Eeﬀ = 5 (le panel), 50 (middle panel), and 500 (right panel)
cover the full range from weak to strong e-h-separation. In ea case, the input
density distributions for the electron, ρe(z), and for the hole, ρh are shown as red
curves. A bla solid line denotes the auto-correlation hαα(z) and a bla dashed
line denotes the cross-correlation hαβ(t). is covers all cases, as it is hee = hhh
and heh = hhe due to the mass symmetry.
Not surprisingly, the correlation functions are always smoother than their
generating density distributions. e auto-correlation is also always symmetric
with respect to t = 0. It is singly peaked at t = 0 whose height grows in unison
with its contributing density distribution: e stronger ρα is localized, the higher
hαα peaks.
e cross-correlation is also symmetric to t = 0 and for small dipole mo-
ments d  L, the cross-correlation is virtually identical to the auto-correlation
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Figure 6.7 Density-density correlations hαα(t) (solid bla), and hαβ(t) (dashed bla) for
amass symmetric pair of particles with oppositearges conﬁned in a quantumwell of width
L. e wall potential is suﬃciently strong (L2V eﬀ = 500) to enable strong localization of
the particle densities ρα(z) (solid red), ρβ(z) (dashed red). Displayed are three cases with
increasing ﬁeld strength L3Eeﬀ = 5, 50, 500 from le to right.
with a single peak at t = 0. However, the peaks of hαβ are approximately cen-
tered at |t| = d and, thus, hαβ develops its typical bimodal appearance for larger
d.
Because the correlation functions retain the normalization to unity, the ea
peak of the cross-correlation has (approximately) half the weight of the single
auto-correlation peak. Taking into account the form of the integrand in Eq. (6.39),
one has ∣∣Vαβ∣∣ ≤ Vαα and ∣∣Vαβ∣∣ ≤ Vββ for all in-plane distances r. Hence, the
eﬀective in-plane potential is purely repulsive.
Figure 6.8 displays the eﬀective in-plane potential and its contributions for
the same parameters as in Fig. 6.7. Because auto-correlation and cross-correlation
are virtually identical for small d  L (le panel), their contributions to the
in-plane potential Vαα + Vαβ (bla dashed line) cancel ea other to a large
degree. is leads to a deviation of several orders of magnitude from the classical
exciton-exciton interaction V clXX (red dashed line) at small in-plane distances r .
d. e quality of V clXX improves for larger d. In all cases however, both classical
and eﬀective in-plane potential coincide in their long-range asymptotes r → ∞
mating the standard dipole potential V ∼ d2/r3.
A striking feature of the computed same-species potentialsVαα(r) is their log-
arithmic divergence in the limit r → 0, in contrast to the usual 1/r divergence of
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Figure 6.8 Several eﬀective in-plane interactions for a mass symmetric pair of particles with
opposite arges conﬁned in a quantum well of width L. e conditions are identical those
of Fig. 6.7 with a wall potential of L2V eﬀ = 500 and the three cases of increasing ﬁeld
strength L3Eeﬀ = 5, 50, 500 from le to right. Ea panel displays the same-species in-
plane interaction V ′αα(r′) (dot-dashed bla), the inter-species interaction V ′αβ(r′) (solid
bla) and their sum (dashed bla) in comparison to the classical e-h interaction V ′clαβ(r′)
(solid red) and the classical exciton interactionV ′clXX(r′) (dashed red). Primed quantities refer
to the deﬁnition (6.42).
point-like arges. Due to the aforementioned similarity, the inter-species poten-
tial Vαα(r) shares this behavior for small d L. e asymptotic can be derived








−hαβ(0) ln r′ . (6.43)
is limit holds as long as hαβ(t) vanishes exponentially for t→∞ and one has
hαβ(0) > 0. Interestingly, the laer condition is not met for heh(t) at large e-h
separations [cf. Fig. 6.7, right panel]. In this case, V ′eh(r′) does not diverge and can
be accurately approximated by V cleh(r) = 1/
√
r2 + d2 (solid red line in Fig. 6.8).
6.3.4 Application
e theoretical investigation of the quantumwell problem identiﬁes two indepen-
dently tunable parameters: e eﬀective potential depth L2V eﬀ and the eﬀective
electric ﬁeld strengthL3Eeﬀ. Both parameters depend on the widthL of quantum
well whi can be controlled by varying the thiness of the intermediate layer
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Figure 6.9 Dependence of the dipole moment d on the electric ﬁeld strength E in a Al-
GaAs/GaAs quantum well of diﬀerent widths L. Both panels depict the same data obtained
via matrix squaring at temperatures satisfying condition (6.34). e upper panel shows d
in nm. In the lower panel, the ordinate is rescaled according to d/L for ea curve. e red
lines marks the limiting d – and vertical bla lines the corresponding limiting E – up to
whi stable solutions were found.
in an experimental realization with semiconductor heterostructures. us, very
strong eﬀective potential depths can be aieved, although V eﬀ is given only by
material constants.
Of central importance is the dipole moment d of an electron-hole pair. Obvi-
ously, the osen well width L limits the aievable dipole moment, i.e. d < L.
Figure 6.9 displays the dependence of d in a AlGaAs/GaAs quantum well on the
electric ﬁeld strength E where ea line corresponds to diﬀerent widths L. Ea
curve shows a similar behavior: d increases linearly with E for weak electric
ﬁeld strengths and saturates before reaing its maximum value. Due to the scal-
ing law L3Eeﬀ, one needs mu smaller values of E to aieve the same d in
broader quantum wells. e limiting value is also reaed at mu smaller ﬁeld
strengths E.
e lower panel suggests that the upper limit for d is given by d/L ≈ 0.7,
e.g. one needs at least a well width of L & 50 nm to aieve a dipole moment
of d = 35 nm. However, the maximum upper limit is usually underestimated as
calculations near this boundary depend heavily on the size of the integration grid
(see explanation of Eq. (6.33)). us, it is likely that even larger d/L-ratios are
possible.
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From the ﬁndings above, onemay conclude that a broader quantumwell oﬀers
only advantages. It certainly allows for larger dipole moments d at smaller ﬁeld
strengths E and improves the electron-hole separation due to higher an eﬀective
potential depth L2V eﬀ. However, there is one serious drawba. All these results
are valid if and only if the temperature condition (6.34) is met. If the temperature
is too high, neither trapping nor a strong particle localization and, hence, dipole
moment can be expected [cf. Fig. 6.3]. Unfortunately, the limiting temperature
scales as ∝ L−2 according to (6.34) whi runs contrary to the aforementioned
advantages. As a result, the optimal experimental setup operates in the saturated
regime close to the limiting d/L ratio for any desired dipole moment d.
Note that condition (6.34) must be satisﬁed for ea particle species at the same
time. Due to the scaling T ∝ m−1α , the limiting temperature is determined by the
heavier particle whi is the hole in most cases. For example, one has T . 2.61K
for a 30 nm wide AlGaAs/GaAs quantum well for whi Figure 6.10 displays
the density proﬁles ρh(z), ρe(z) and eﬀective in-plane potentials Vhh(r),Vee(r),
Veh(r). e valence/conduction band oﬀsets in an AlGaAs/GaAs heterostructure
are quite similar, but GaAs features an out-of-plane mass ratio ofm⊥h /me = 5.65
causing a mu stronger eﬀective trapping potential of L2V eﬀh = 725.4 for the
hole in contrast to the electronic L2V eﬀe = 170.1. Hence, the hole is more local-
ized even in absence of an external electric ﬁeld [cf. the weak E case in Fig. 6.10,
upper le panel], but the diﬀerence is quite small.
e particle’s mass also aﬀects its response to the electric ﬁeld E as it en-
ters into the eﬀective ﬁeld strength L3Eeﬀ. e ratio Eeﬀh /Eeﬀe always equals the
mass ratio (see Eq. (6.37)). Hence, the hole reacts 5.65-times stronger to an electric
ﬁeld E resulting in larger shi and stronger edge localization. is behavior can
be seen in the upper middle and rightmost panel of Fig. 6.10. e strength of the
density localization is directly proportional to the height of the corresponding den-
sity auto-correlation. It comes at no surprise that hhh(t) (upper panel, solid bla
lines) has a more pronounced peak than hee(t) (dashed bla lines). While both
peak heights increase with growing E, the hole-density auto-correlation is mu
more strongly aﬀected and, thus, the peak-diﬀerence to hee(t) also increases.
e eﬀective same-species in-plane interactions Vαα(r) [Eq. (6.39)] features
a logarithmic divergence for r → 0 proportional to hαα(0) [Eq. (6.43)]. hαα(0)
increases with E and so does the corresponding Vαα(r) for small r – and Vhh(r)
more so than Vee(r) (Fig. 6.10, lower panels, solid and dashed bla lines, respec-
tively).
Of course, the shape of the electron-hole cross-correlation heh(t) is also af-
fected by the mass ratio. But as in the equal mass case, heh(t) always remains
symmetric with respect to t = 0 and its peaks are close to t = ±d for large di-
pole moments. For suﬃciently strong d, the corresponding eﬀective e-h in-plane
interaction Veh(r) approaes the ∝ −1/
√
r2 + d2-limit. e quality of this ap-
proximation depends on heh(0) with a perfect alignment for a vanishing value.
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Figure 6.10 Results for a 30 nm wide AlGaAs/GaAs quantum well at three diﬀerent electric
ﬁeld strengths.e densities were computed with the matrix squaring method at an eﬀective
β = 2 for ea particle species. e results are valid for any temperature T . 2.61K whi
satisﬁes Eq. (6.34) for both species at the same time. Upper panel: Electron density ρe(z)
and hole density ρh(z) (red curves) as well as their correlation functions hhh(t), hee(t) and
heh(t) (bla curves). Lower panel: Eﬀective in-plane interactionsVhh(r),Vee(r), andVeh(r),
the laer shown in comparison with the classical approximation V cleh(z) (Eq. (6.23)). For
reference, the sum Veﬀ(r) = Vhh(r)+Vee(r)+2Veh(r) and the classical exciton interaction
V clXX are also shown.
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Otherwise, Veh(r) still diverges logarithmically for r → 0.
In summary, the mass ratio plays an important role in the small r behavior of
same-species interactions, but is mostly irrelevant for the electron-hole potential
in a scenario with a strong e-h separation and, hence, heh(0) → 0. While the
localization depends on the particle mass (see above), a suﬃciently strong electric
ﬁeld in a suﬃciently deep potential well can always enforce a good separation.
e displayed E/ = 20 kV/cm results in Fig. 6.10 serve as an example.
6.4 The in-Plane Problem
e in-plane system describing electrons and holes as individual particles can be
mapped to a system of excitons Eq. (6.11). e second adiabatic approximation
requires a solution of the single exciton problem [cf. Eq. (6.13)], i.e.
H^X = − ~
2
2µ
∇2r + Veh(r) , (6.44)
where the eﬀective in-plane Veh(r) is given by Eq. (6.42). e previous investi-
gation have shown that the classical approximation of the interaction potential
(Eq. (6.8)), i.e.






describes the system quite accurately for situations where the electron-hole sepa-
ration is suﬃciently pronounced. erefore, the problem is considered within this
approximation as it simpliﬁes the application of the matrix squaring method.
As with the quantum well problem, the Hamiltonian can be brought to a di-
mensionless form with the renormalization
E → 2λµ
~aB2




where ~aB and ~Ha are the eﬀective atomic units of length and energy, respectively.









where ~d ≡ d/ ~aB denotes the dipole moment in units of the eﬀective Bohr radius. ~d
is the only remaining degree of freedomwhi greatly simpliﬁes the investigation
of the problem.
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Figure 6.11 Radial density distributions ρX(r) of the single-exciton problem (6.47) for dif-
ferent values of the dipole moment d. Bla curves denote results from the matrix squaring
method at temperatures satisfying the condition (6.48). Gaussian ﬁts to the density proﬁles
are shown as red curves. e right-hand panel is magniﬁed by a factor of ten compared to
the le; the curves for d = 10 ~aB are repeated to illustrate the scaling.
6.4.1 The Exciton Density Distribution
As before, matrix squaring can be used to solve the Blo equation of the Hamil-
tonian 6.47 by computing the density matrix ρX(~r, ~r′;β) directly. e procedure
is more involved as one has to deal with a two dimensional problem. For isotropic
potentials, ρX(~r, ~r′;β) can be expanded in partial waves. One then applies matrix
squaring to ea of the l radial density matrix coeﬃcients ρXl (~r, ~r′;β) where l is
the order of the expansion.
In the limit d → 0, equation (6.47) converges to the standard 2D-Coulomb
Hamiltonian. It is expected that the density distribution ρX(~r;β) is dominated
by ground state contributions at roughly kBT . 0.1 ~Ha in this case. is condi-
tion is not valid for larger dipole moments ~d > 1, where the potential becomes
more shallow and lower temperatures are needed. Tests with diﬀerent values of ~d
show that the temperature necessary to observe convergence of ρX(~r;β) can be
estimated with






Furthermore, the increasingly shallow potential with increasing dipole mo-
ment ~d implies that the resulting radial density distribution ρX(r) should also
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broaden. Indeed, the results presented in Fig. 6.11 support this trend. One also
notes that the density proﬁle has a distinctive Gaussian shape as indicated by the
ﬁing curves shown in red. Gaussian densities are aracteristic for harmonic po-

















e constant 1/∣∣d∣∣ is simply an energy shi whi does not inﬂuence the shape of
the density. e second term can be identiﬁed as an eﬀective harmonic potential
with ω = ∣∣d∣∣−3/2. e density matrix for the harmonic potential can be computed
analytically, the exact expression is given in Ch. 2.3.2. Adapted to eﬀective atomic
units, one obtains














Note that coth(x > 2) ≈ 1 whi supports the empirically found scaling of
β ∝ d3/2 in the ground state condition (6.48). e computed densities have been
compared to Eq. (6.50). However, a Gaussian ﬁt shows mu beer agreement for
σ2(d) = 1.05 d4/3 , (6.51)
whi is used in Fig. 6.11 for the red curves.is deviationmay be due to neglected
higher order terms in Eq. (6.49).
6.4.2 The Eﬀective Exciton Interaction
Deriving the eﬀective interaction VXX(R;β) is rather involved in the present case,
as it requires a solution of the four dimension integral Eq. (6.17). As both, den-
sity matrices and the interaction potentials, are sharply peaked, a straightforward
computation is additionally quite error prone.
Fortunately, Eq. (6.17) can be brought into a form similar to Eq. (6.42). To







d2rehi d2rehj Vαβ(rαβij ;β) ρX(rehi ;β)ρX(rehj ;β) . (6.53)
where the original expressions Eqs. (6.18)–(6.20) are condensed to
rαβij = Rij + µβr
eh
i − µαrehj , (6.54)
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with the shortcuts rαβij ≡ rαi − rβj , Rij ≡ Ri −Rj , and the deﬁnitions µh ≡
mqe/MX and µe ≡ −mqh/MX.
Switing to a new set of integration variables
tαβ = µαr
eh
j − µβrehi = Rij − rαβij , x = µαrehj , (6.55)




∣∣Rij − tαβ∣∣;β)hαβ(tαβ) , (6.56)







d2x ρα (x;β) ρβ (x+ t;β) = (ρα ? ρβ)(t) , (6.57)
of the rescaled exciton densities ρα(x) ≡ ρX
(∣∣x∣∣/∣∣µα∣∣;β). e integration (6.56)
also has the form of a convolution unlike its cousin Eq. (6.42) for the quantum
well case. is stresses the eﬀect of the integration as a smoothing operation of
the input potential Vαβ . Due to the Coulomb-like form of the input however, an
evaluation of (6.56) using FFTs seems unfeasible.
e previousapter shows that the exciton densitymatrix ρX quite accurately
resembles a Gaussian of width σ, especially in the limit of strong dipole moments




∣∣µα∣∣;σ) = µ2α G2 (x; ∣∣µα∣∣σ) , (6.58)
the correlation integral (6.57) can be computed analytically whi gives





Equation (6.42) can also be simpliﬁed with this result: Switing to polar coordi-













where In(x) is the scaled modiﬁed Bessel function [Eq. (4.21)].
e strength of the smoothing solely depends on the width σαβ of the Gauss-
ian kernel. σαβ in turn depends parametrically on the dipole moment and the
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whereµX denotes the reducedmass of the exciton.e ratioµX/MX never exceeds
1/4 – this value is reaed for equal masses of electrons and holes. e speciﬁc
expressions presented above wereosen due to stylistic reasons – one can rewrite
ea σαβ in terms of only two parameters, the dipole moment d and the in-plane
mass ratiomqh/me.
e integral (6.60) has an analytical solution for the Coulomb potential, i.e.





















Equation (6.60) must be evaluated numerically for V clαβ(r) = 1/
√
r2 + d2.






















As shown in Sec. 6.3.3, the classical electron-hole interaction V clαβ(r) is an
accurate approximation of the exact Vαβ(r) for strong e-h separations. One can
expect a similar accuracy of ~V Cαβ(R) in this case. Contrastingly, diﬀerences be-
tween Vαα(R) and ~V Cαα(R)may appear because the exact Vαα(r) has a logarith-
mic divergence for r → 0. As even the stronger 1/r divergence is completely
smoothed out however, diﬀerences should be restricted to a minor shi of the
R→ 0 asymptotic (6.63).
In summary, a direct evaluation of Eq. (6.60) using the classical potentials
likely yields a very good approximation of the exact eﬀective exciton interac-
tion VXX(R) [Eq. (6.52)].e approximation only depends on the dipole moment d
and the (in-plane) mass ratio mh/me via Eq. (6.61). e laer are material con-
stants and the ﬁrst is determined by the out-of-plane problem. Note that it is not
important how exactly a speciﬁc value of d is realized.
Figure 6.12 shows the dependence of the eﬀective exciton interaction VXX(R)
[Eq. (6.52)] on the dipole moment d and the mass ratiomh/me. e curves were
computed using Eq. (6.60) with the classical approximations for the particle in-
teractions. e ﬁndings show two general trends: First, increasing the dipole mo-
ment d strengthens the repulsion at large distancesR & d, but weakens the inter-
action otherwise. Second, a higher mass ratio leads to stronger repulsion at small
distances R . d, but causes no anges on long ranges.
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Figure 6.12 Eﬀective exciton interaction VXX(R) [Eq. (6.52)] and its components ~Vαβ(R)
[Eq. (6.60)] for three dipole moments d = 5, 10, 15 (from le to right). Results were obtained
using the Gaussian exciton density approximation [Eqs. (6.50) and (6.61)] and the classical
approximation for the particle interaction. Bla curves correspond to equal mass particles,
red curves tomα/mβ = 2.
e exact VXX(R) shares the R → ∞ asymptotic with the classical exciton
potential V clXX(R) [(6.25)], but diﬀers fundamentally on small distances. While
V clXX(R) retains the Coulomb singularity at r → 0, VXX(R) always converges to
a ﬁnite value. is limit depends on the in-plane mass-ratio whi does not aﬀect
V clXX(R) at all.
6.4.3 Application
e general investigation above hints that the ﬁnal exciton potential may depend
on only two parameters: e eﬀective dipole moment ~d and the in-plane mass
ratio mqh/me. e validity of this assumption can be eed by using the exact
in-plane interactions derived from the quantum well solutions for determining
ﬁrst the exciton density ρX(r) via matrix squaring and aerwards the smoothed
out eﬀective exciton interaction.
To this end, the eﬀective exciton interaction VXX(R) has been computed for a
ZnSSe/ZnSe semiconductor heterostructure. Choosing ZnSe over GaAs has some
practical advantages whi will be discussed at the end of this section.
Figure 6.13 displays the results for VXX(R) for several eﬀective dipole mo-
ments ~d.e speciﬁc values of ~dwereosen tomat those from [114] whi uses
d0 ≡ 20.41 nm = 4.8 ~aB as the dipole moment of a 30 nm wide ZnSe quantum
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Figure 6.13 Eﬀective interaction VXX(R)
[Eq. (6.52)] of excitons in a ZnSSe/ZnSe well
for four dipole moments d. Curves in bla
correspond to results obtained by numerical
smoothing (6.60) of the true particle inter-
actions Vαβ(r) [Eq. (6.42)]. Red curves show
the approximate solution using the classical
point-particle interaction [Eq. (6.62) and fol-
lowing].
well with an applied electric ﬁeld ofE/ = 20 kV/cm.e bla curve in Fig. 6.13
denote exact results whilst the red curves correspond to solutions of Eq. (6.60) us-
ing classical particle interactions. One observes a close to perfect mat of both
methods in the investigated range with only very minor deviations for the two
low- ~d cases.
ere is a simple argument why the analytical solutions of Eq. (6.60) with
classical potentials works so well. In the ﬁrst step, the exciton denstiy matrix is
approximated by a Gaussian. e original approximation of the exact in-plane in-
teraction neglect the logarithmic r → 0-divergences of the laer. For the electron-
hole interaction, this is of lile importance as the deviation is minor to begin with
and matrix squaring eﬀectively smooths the potential, making the deviation even
smaller. Consequently, the Gaussian ﬁt to the exciton density distribution of the
simpliﬁed model (6.47) also describes the exact solution very well.
Hence, the second step, smoothing the in-plane interactions with the exciton
density-density correlation [Eq. (6.56)], can be simpliﬁed to Eq. (6.60) without any
loss. is form smooths out the 1/r-divergence of the classical Coulomb potential
[Eq. (6.62)], so the weaker logarithmic divergence of the exact potential disappears
as well. e core region, i.e. the region where deviation of the exact potential to
the Coulomb potential occur, is smaller than the width σ of the smoothing kernel.
is causes any potential weaker than Coulomb to be smoothed to the same result.
Note that VXX(R) does also depend on the hole to electron mass ratio, but
speciﬁcally only their in-planemass ratio.is dependence enters explicitly through
the width σαβ of the Gaussian smoothing kernel [Eq. (6.61)]. us, the results for
a speciﬁc eﬀective dipole moment ~d vary from material to material. A compari-
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Figure 6.14 Eﬀective interaction VXX( ~R)
[Eq. (6.52)] of excitons for four dipole mo-
ments d. Curves in bla show results for a
AlGaAs/GaAs well with an (in-plane) mass
ratio of mqh/me = 1.68; curves in red cor-
respond to ZnSSe/ZnSe well withmqh/me =
2.47. Results are shown in eﬀective atomic
units Eq. (6.46) whi diﬀer between both
cases,i.e. ~aBGaAs = 15.9 nm and ~aBZnSe =
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son of GaAs and ZnSe is shown in Fig. 6.14. ZnSe features withmqh/me = 2.47 a
greater mass ratio than GaAs withmqh/me = 1.68. It has been noted before that
a larger mass ratio increases the repulsion in the core region and the same trend
is observed in the present case. For r & d, both curves converge to the classi-
cal potential of two parallel point dipoles. Obviously, they also coincide with the
classical exciton potential at this point.
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Table 6.1 Parameters for semiconductor quantum wells. e values for AlxGa1−xAs/GaAs
correspond to x = 0.3. e ZnxS1−xSe/ZnSe values for Vh and Ve are the maximum values
for x = 1. With doping and other values for x, the potential depths for electrons and holes
my be tuned to a certain degree. From [114] and references therein.
material AlxGa1−xAs/GaAs ZnSxSe1−x/ZnSe
 12.58 8.7
m⊥h /m0 0.377 0.86
mqh/m0 0.112 0.37
me/m0 0.0667 0.15
Vh meV 163 335
Ve meV 216 335
λ⊥h nm2 eV 0.101
λe nm2 eV 0.571
V eﬀh nm−2 0.806
V eﬀe nm−2 0.189
Eeﬀh nm−3 keV−1 39.31× 10−⁶
Eeﬀe nm−3 keV−1 6.96× 10−⁶
µ/m0 0.0418 0.107
λµ nm2 eV 0.911 0.356
~aB nm 15.93 4.30
~Ha meV 7.187 38.47
MX/m0 0.179 0.52
MX/µ 4.28 4.86
a∗B nm 3.73 0.885





e model from the previous apter can be used to simulate a large number of
spatially indirect excitons with the Path-Integral Monte Carlo (PIMC) method
[Ch. 5] based on ﬁrst principles: PIMC can accurately account for bosonic ex-
ange symmetry with no further approximation.
isapter presents the results from su PIMC simulations of spatially indi-
rect excitons with a strong dipole moment. ey show that the system can indeed
crystallize as it has been predicted in the past [64, 65]. As noted in the introduction,
crystallization requires a suﬃciently strong interaction whi exceeds the kinetic
energy by a certain threshold. is obviously bounds the solid to low temperature
regimes, i.e. the system always melts at some point when heated. In quantum sys-
tems, however, one must take the zero-point motion into account whi leads to
the existence of quantum phase transitions, i.e. constant-temperature melting ei-
ther by compression [116, 117] or by relaxation [60, 61]. Due to the peculiar shape
of the exciton interaction, the solid phase of indirect excitons shows both of them.
e ﬁndings are summarized in a full phase diagram of spatially indirect excitons
with strong dipole moments.
7.1 Model
e Hamiltonian (6.1) governs the dynamics of a system of Ne electrons in the
conduction band and Nh holes in the valence band conﬁned in a semiconduc-
tor quantum well (QW). It contains the kinetic energy, the interaction with the
external electric ﬁeld [Eqs. (6.2) and (6.3)] and all Coulomb pair interactions be-
tween the particles [Eq. (6.4)]. e thermodynamic properties of this system is
fully described by the density operator of the electrons, ρ^NeA , and the holes, ρ^NhA
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[cf. Eq. (2.14)].
A full many-body description of this system is hampered by the fermion sign
problem whi makes a direct numerical investigation of the fermionic density
operators virtually impossible [113]. Fortunately, the system can be substantially
simpliﬁed under the assumption of strongly bound indirect excitons with parallel
dipole moments. In this case, the composite electron-hole system can be mapped
ontoNe = Nh = NX indirect excitons. As a result, the dynamics of su a system








where λX = ~2/(2MX) is the exciton quantumness with the eﬀective in-plane
exciton mass MX = me + mqh, ri the center of mass (com) coordinate of the
iʰ exciton and rij =
∣∣ri − rj∣∣ denotes the com distance between two excitons.
e complexity of the out-of-plane interaction and internal exciton structure are
hidden in the eﬀective inter-exciton interaction VXX. e detail on the mapping
procedure and the computation of the eﬀective potential VXX are explained in
Chapter 6.
e Hamiltonian (7.1) serves as model whi is investigated in this apter.
As excitons are composite bosons [118, 119], the thermodynamic properties are
determined by the bosonic density operator ρ^NXS [cf. Eq. (2.13)]. Treating excitons
as bosons implies that electrons and holesmay only exange coordinates as a pair.
Su a bosonization procedure has been used in many theoretical analysis [120].
One might worry that this causes deviations due to the original fermionic nature
of the excitons’ components [121, 122]. However, as long as excitons are stable
and strongly repulsive, the error has been found negligible [114].
e relevant parameter whi determines the phase of the system is the cou-
pling parameter, the ratio of average potential, 〈V 〉, to kinetic energy, 〈T 〉 [58].
One can approximate the average potential energy as 〈V 〉 ≈ V (r) where r is the
average inter-particle distance. e expression for the kinetic energy depends on
the nature of the system.
In classical two-dimensional systems, the the average kinetic energy is given





















In (bosonic) quantum systems, the average kinetic energy is given by 〈T 〉qm =
2λX/r2. Again, the limiting cases of the potential are described by diﬀerent cou-
pling parameter. In the Coulomb high density limit, one has the Coulomb coupling
parameter rs and, in the low-density dipole limit, one has the dipole coupling para-
meter rd. eir deﬁnitions are readily obtained when inserting the corresponding










where a∗B = ~2/(e2MX) is the eﬀective exciton Bohr radius. By convention, the
quantum dipole coupling parameter has an additional factor of 1/√pi [61, 114].







Instead of oosing eﬀective exciton Bohr radius, one is certainly free to use
the more familiar eﬀective electron Bohr radius a∗Be = 2λX/e2 = ~2/(e2me) as
unit of length. e full transformation to eﬀective atomic units reads [cf. Appx A]




In this system of units, the deﬁnition (7.2) of the classical coupling parameters
remains unaﬀected, but their quantum counterparts Eq. (7.3) explicitly depend on































where the usual electron Coupling parameter or Bruener parameter rse is intro-
duced.
Table 7.1 Eﬀective electron atomic units. From [114].
material AlGaAs/GaAs ZnSSe/ZnSe
MX/me 2.68 3.46
a∗Be nm 9.98 3.07
Ha∗e meV 11.47 53.93
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From the deﬁnitions of the coupling parameters Eqs. (7.2) and (7.3), it is clear
that the phase of the system depends on three external parameters, the reduced
(inverse) temperature T ∗ (β∗), the reduced dipole moment d∗ and the reduced
density n∗ whi determines the average particle spacing r. ey are deﬁned as
1
β∗
= T ∗ ≡ kBTHa∗e
, n∗ ≡ a
∗2Be
pir2
, d∗ ≡ d
a∗Be
. (7.8)
e dipole moment d only determines the speciﬁc interaction potential of the
model (7.1). In a Monte-Carlo simulation the system, one typically works within
the canonical ensemble whi is deﬁned by the inverse temperature β and the
density n = NX/V . e former enters into the acceptance ratios of conﬁguration
anges and the laer is controlled by preparing a system of NX particles and
oosing the size of the simulation box accordingly. Furthermore, a Path-Integral
Monte-Carlo simulation [Ch. 5] takes bosonic quantum exange into account.
Hence, the simulation works on ﬁrst principles – no further approximations are
necessary for the given model (7.1).
7.2 Simulation Results
e eﬀective exciton potential parametrically depends on two quantities, the di-
pole moment d and the in-plane mass ratio mqh/me. In a wide quantum well
setup, the ﬁrst can be controlled by the well width and the applied electric ﬁeld
strength while the laer is determined by the material oice. Since ZnSe has su-
perior properties regarding experimental realizations, it is the material of oice
for whi the results in thisapter are computed. Figure 7.1 shows VXX for several
values of d. A detailed explanation of the behavior is given in Ch. 6.
In a ﬁrst step, the approximate boundaries of the solid phase have been com-
puted for a ﬁxed dipole moment. Its value is osen to d = 13.3 a∗Be (red curve
in Fig. 7.1) – strong dipole moments are preferable as the relation of the relevant
coupling parameters (7.4) suggests stabilization of the solid with increasing d. e
system (7.1) with the given inter-action potential VXX(r; d) has been simulated
extensively using PIMC [Ch. 5]. ereby, the number of excitons is kept ﬁxed
to NX = 60 while the (inverse) temperature β and the density n are varied by
several orders of magnitude to traverse the canonical conﬁgurational space. Nat-
urally, the excitons are treated as bosons and the simulation box has periodic
boundary conditions.
e relevant quantity to detect crystallization is the pair distribution function
[PDF], g(r). Being diagonal in coordinate representation, the PDF can be easily
estimated with PIMC [Eq. (5.66)] and converges very fast. Hence, a rather low
number of Monte Carlo steps is suﬃcient (i.e. ∼ 200–1000k steps) whi makes
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Figure 7.1 Eﬀective exciton interaction VXX in a ZnSe quantum well for varying strengths of
the dipole moment d. e righthand panel shows the potential in a double logarithmic plot
for d = 13.3 a∗Be (red curve). For comparison, the dipole potential d2/r3 and the classical
exciton potential V clXX [Eq. (6.25)] are also shown.
e PDF denotes the probability to ﬁnd a pair of particles separated by the
distance r. In an ideal gas, the PDF equals unity everywhere. Otherwise, the
PDF starts at 0 (known as the correlation hole) but asymptotically converges to
unity. Increasingly strong modulations signal emergence of spatial order. While
the usual pair distribution function g(r) = g(∣∣r∣∣) only accounts for translational
order, the full 2D PDF resolves orientational modulations as well. Orientational
order is absent in the liquid whi eases the distinction of the phases. Visual in-
spection is already suﬃcient to locate the transitions to the solid phase.
Doing so, one can identify three transitions in the present system – one while
keeping the density ﬁxed (shown in Fig. 7.2) and two while keeping the tempera-
ture ﬁxed (shown in Fig. 7.3). e 2D PDF is displayed as color coded heat map.
e bla spot indicates the correlation hole whi is centered around the pinned
reference exciton. Modulations around unity are shown in green (red) for negative
(positive) deviations. In the ﬁgures, the solid phase is aracterized by a regular
hexagonal grid of yellow dots. e liquid las clear orientational modulations
but still shows concentric modulations.
While all panels show the transition to the solid, the nature of the transition
is fundamentally diﬀerent and is explored in the following.
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Figure 7.2 Constant density freezing for na∗2Be = 0.0035 illustrated with the 2D pair dis-
tribution function g(r) relative to a ﬁxed particle in the center. e temperature decreases











Figure 7.3 Isothermal transitions for kBT1 = 0.001Ha∗e illustrated with g(r). e top row
shows freezing for na∗2Be = 0.84 · 10−3 (a), 1.3 · 10−3 (b), and 1.7 · 10−3 (c) while the






















Figure 7.4 Constant density freezing. Translational correlation function ∣∣g(r) − 1∣∣ (le)
and bond-order correlation function g6(r) (right) at na∗2Be = 0.0022.
7.2.1 Normalfluid-Solid Transition
e deﬁning feature of a conventional solid is spatial long-range order. e exis-
tence or absence of translational long range order is detected from the asymptotes
of the angle-averaged function pair distribution function [PDF] g(r) for large
r =
∣∣r∣∣. While the simulations forNX = 60 provide a reasonable estimate of the
parameter range where the transition to the solid can be expected, su small scale
simulations only extend to 3 peaks of the PDF. In order to judge the asymptote of
the PDF, the particle number must be increased signiﬁcantly. Using the WA, su
simulations – while still including bosonic particle exange – are certainly possi-
ble. However, the particle number is a ﬂuctuating quantity with WA, determined
by the emical potential µ. Preliminary runs are necessary to ﬁnd the “correct”
value of µ for the desiredNX. In this sense, the results presented in this subsection
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are recorded for the “ﬁxed” number of NX = 500 excitons.
As discussed in Ch. 3, true long-range translational order does not exist in 2D
systems [54]. Instead, the Kosterlitz-ouless-Halperin-Nelson-Young (KTHNY)
theory for freezing predicts a solid phase aracterized by quasi long-range trans-
lational order [79]. So while the PDF always converges to unity in the limit of
large pair distances, r → ∞, it anges from an exponential decay in the liquid
to an algebraic decay in the solid phase.
e transition is illustrated in the le panel of Fig. 7.4. Shown is not the PDF
directly but the related correlation function ∣∣g(r) − 1∣∣ whi accounts for the
deviation of the PDF from unity and decays to zero. e long-range behavior can
be read oﬀ the enveloping curve. In the log-log plot, algebraic decay implies a
linear envelope whi is the case for kBT1 = 0.001Ha∗e data (solid bla line).
Contrastingly, e envelope of the kBT1 = 0.00152Ha∗e data (dash-doed bla
line) curves downward indicating the absence of any long-range order.
Additionally, KTHNY theory expects true long-range orientational order in
the solid. Its existence follows from the asymptote of the bond-order correlation
function g6(r) [cf Eq. (5.67)]. e right panel of Fig. 7.4 displays the results for
the transition. e kBT1 = 0.001Ha∗e data (solid bla line) clearly exhibits long-
range order as g6(r) converges to a ﬁnite value for r →∞.
Within KTHNY theory, there is no direct melting transition to the liquid with-
out any long-range order, but two continuous transition with an intermient
hexatic phase aracterized by quasi long-range orientational order [cf. Tab 3.2].
Indeed, the simulation results for g6(r) support this scenario. Figure 7.4 marks
data whi fall into the hexatic phase in red, namely the results obtained for
kBT1 = 0.00105Ha∗e and kBT1 = 0.00125Ha∗e . e hexatic phase does not ex-
hibit long-range translational order as shown in the le panel of Fig. 7.4.
e KTHNY scenario for melting assumes two separate continuous transitions
mediated by unbinding of dislocation pairs and breaking of dislocations into point
defects, respectively. It does not rule out the possibility of a direct ﬁrst order tran-
sition from solid to liquid [79].e existence or absence of the hexatic phase in 2D
systems is not rigorously proven up to date – there are studies supporting both
scenarios. A recent work from Clark et al.. [123] claims its existence in quan-
tum Coulomb systems composed of boltzmannons. On the other hand, classical
Coulomb systems are thought to have a clear ﬁrst order phase transition [124]
and, in Yukawa and dipole systems, the hexatic phase seems to be of a transient
nature whi disappears in true equilibrium [125].
e diﬃculties arise as equilibration may be extremely long for large systems
(e.g. with up toN = 106 particles) whi is troublesome even in classical simula-
tions. In the present case, neither the particle number nor the accessible simulation
time is suﬃcient to rule out su eﬀects. Indeed, when monitoring the number of
defects, there is an abrupt increase at the melting temperature whi is inconsis-
tent with KTHNY theory. Additionally, one normally observes a region of phase
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coexistence for ﬁrst order transitions when simulated with a ﬁnite systems. e
discovered “hexatic” phase may be a relic of su.
7.2.2 Superfluid-Normalfluid Transition
Figure 7.3 indicates that the solid phase is conﬁned to limited density range. e
nature of the isothermal transitions themselves is explored in the following sec-
tion. is section addresses the question what happens if one ooses a constant
density cooling path, as in the previous section, but outside the density range of
the solid.
Since the model deals with an interacting bosonic system, cooling without
crystallization leads to the spontaneous emergence of quantum coherence – the
system crosses normalﬂuid-superﬂuid transition. e natural quantity to detect
this phase transition is the superﬂuid density ns. In macroscopic PIMC simula-
tions, ns can be estimated with the winding number formula (5.80).
Being a 2D system, the transition falls into the XY universality class whi is
covered by the Berezinskii-Kosterlitz-ouless (KT) theory [55, 56] discussed in









At Tcr, the superﬂuid density jumps from zero to ns. is is a universal prop-
erty [82], i.e. a lower critical temperature always implies a lower critical superﬂuid
density. Finite system do not show a sudden jump, but a smoothed out curve when
ploing ns vs. temperature. However, one can locate the critical temperature on
this curve at the point whi satisﬁes (7.9).
Part of the critical behavior is the divergence of the correlation length ξ(T )
according to [126]












with a being a non-universal temperature-density-dependent scaling factor. In a
ﬁnite system, the system size L = √NX adopts the role of ξ somewhere in the
vincinity of the critical point. When comparing the critical temperatures Tcr(L)
measured for diﬀerent system sizes, Equation (7.10) implies the scaling
Tcr = Tcr(L)− bln2 L , (7.11)
where b is a constant and Tcr the true critical temperature in the thermodynamic
limit. More details on this method can be found in [70].
In summary, one records the critical temperatures on the same cooling path for
several particle sizes according to Eq. (7.9) and extrapolates to the thermodynamic
limit with Eq. (7.11). Figure 7.6 displays the results obtained for several densities.
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Figure 7.5 Superﬂuid fraction γs, Eq. (5.80), vs. density for two temperatures. Data points
with error bars are PIMC results, lines are a guide to the eye.
7.2.3 Superfluid-Solid Transition
From the discussion of the previous sections, it is clear that there must be a tran-
sition from the solid the superﬂuid phase by anging the density while keeping
the temperature ﬁxed. is transition is detected by the pair distribution function
and the superﬂuid fraction simultaneously. e measurements of the laer along
two isothermal melting paths are displayed in Fig. 7.5. e spanning arrows on
top of the plot indicate where the PDF indicate the crystal phase [cf. Fig. 7.3].
Consider the solid at a low temperature of kBT = 0.0001Ha∗e . When in-
creasing the density while the temperature is kept ﬁxed, one observes that the
system melts at nCa∗2Be ≈ 0.0036 ± 0.003 accompanied by a jump of the super-
ﬂuid fraction γs from 0 to 1 (bla curve in Fig. 7.5). Pressure melting is a feature
of Coulomb-like systems [117] where the quantum coupling parameter decreases
with density [cf Eq. (7.3)]. Its value at the transition is rcrse = 9.4± 0.3 whi per-
sists even at zero temperature. When shiing the melting path to higher temper-
atures, melting and the onset of superﬂuidity decouple above kBT & 0.001Ha∗e
– the system crosses into the normalﬂuid phase before seling into the superﬂuid
phase. e nature of these transitions is discussed in the previous two subsections.
Figure 7.5 includes the data for a melting path at kBT = 0.001Ha∗e (red curve).
Here, the superﬂuid fraction γs does not jump immediately to 1whi is expected
due to the closeness to the KT transition in vincinity of the triple point. Moving
away from the KT transition, γs quily approaes unity at higher densities.
Now consider the behavior when lowering the density starting from the orig-
inal spot at kBT = 0.0001Ha∗e in the solid. Again keeping this temperature ﬁxed,
one observes a similar melting transition to the superﬂuid phase at ndipa∗2Be ≈
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0.00078 ± 0.00005 whi, again, persist to zero temperature. e diﬀerence is
that the system melts by relaxation or, alternatively, freezes upon compression.
Su transitions are known to occur in dipole systems where the relevant coupling
parameter increases with density [cf Eq. (7.3)]. Its value of rcrd = 17 ± 1 corre-
sponding to ndip agrees with values obtained for pure 2D dipole systems [60–62].
Note that the superﬂuid fraction does not directly jump to unity. On the low-
density side of the crystal, the melting path crosses the transition line already
quite close to the triple point. Hence, when relaxing along the high-temperature
path at kBT = 0.001Ha∗e (red line in Fig. 7.5), the system already melts at a
higher density of n2 a∗2Be ≈ 0.0017 but never crosses into the superﬂuid phase
upon further relaxation. is is expected as, on one hand, the melting transition
is located on the normalﬂuid side of the universal temperature-density relation
stated by the KT criterion [cf. (7.9)]. Since, on the other hand, the relation is strictly
monotonic, the system can only leave the superﬂuid phase upon relaxation. is
is also the case at n1 a∗2Be ≈ 0.00033 (rd = 11 [70]) for the low-temperature path.
As a closing remark, quantum transitions from a superﬂuid to a solid are ﬁrst
order transitions. In the conducted simulations, coexistence of both phases is ob-
served at both transition lines. ese regions are delimited by vertical lines in
Fig. 7.5. e value of γs ﬂuctuates wildly from 0 to a ﬁnite value in these regions.
7.3 Phase Diagram
Figure 7.6 summarizes the ﬁndings in a full n–T phase diagram of indirect exci-
tons.e parameter space is paerned into the three observed phases: normalﬂuid
(unshaded), superﬂuid (striped red), and solid (criss-crossed). e solid divides
the superﬂuid region into two disconnected areas. A forth phase is sketed at
the righthand border where the system is expected to transform into an electron-
hole plasma. e pressure dissociation of excitons, known asMo eﬀect [127] (see
also [128, 129]), is not included in themodel as excitons are assumed stable a priori,
but can be estimated to densities at around nM a∗2Be = 0.03 (rMse = 3.2±0.4) [130–
132]. ough not part of the present study, the electron-hole plasma can exhibit
a ri phase diagram on its own, like hole crystal embedded in an electron liq-
uid [116, 133].
e existence of two quantum transitions – even in the ground state – is the
most striking feature of the exciton phase diagram. e transitions are located at
rcrd = 17± 1 and rcrse = 9.4± 0.3 (denoted with vertical dashed lines in Fig. 7.6)
whi translates to ndipa∗2Be ≈ 0.00078± 0.00005 and nCa∗2Be ≈ 0.0036± 0.003,
respectively. Pressure melting is a signature of Coulomb systems including the
Wigner crystal of strongly correlated electrons [117], the hypothetic crystals of
carbon and oxygen nuclei in the core of white dwarf stars and nuclear maer in
the crust of neutron stars. Remarkable is the fact that all of the laer take place in
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Figure 7.6 Phase diagram of 2D indirect excitons with d = 13.3 a∗Be. Circlesmark PIMC sim-
ulation results, data for triangles is taken from [70]. Vertical dashed lines indicate density
induced quantum freezing (melting) transitions located at rcrd = 17±1 and rcrse = 9.4±0.3.
Stars mark the two triple points. e normal ﬂuid–superﬂuid phase boundary is marked by
the red line and is below the ideal estimate TKT,max according to Eq. (7.9), cf. thi solid
line labeled χ = 4. Line Tdip marks the freezing transition of a classical 2D dipole system.
Vertical doed line is an estimate for the exciton pressure ionization nMo (Mo eﬀect).
arged systems while neutral maer, in general, crystallizes upon compression.
As neutral particles, excitons show the aracteristics of a dipole system at low
densities while “remembering” the Coulomb origin of their components when
brought close at higher densities.
It stems from the peculiar form of the exciton-exciton interaction VXX. is
is readily explained if one considers distances in proximity to the average inter-
particle distance deﬁned by the density as the eﬀective range of the potential. Ver-
tical dashed lines mark the average inter-particle distance at the quantum tran-
sitions in Fig. 7.1. One observes that the slope of the potential at rcrd essentially
resembles the classical dipole potential while at rcrse, it shares strong similarities
with the soer Coulomb potential.
e quantum melting lines end in the triple points to high-temperatures de-
noted by bla dots in Fig. 7.6. e line connecting the triple points marks the
melting line bounding the solid phase. e nature of this transition is discussed
in Sec. 7.2.1. e potentially adjacent hexatic phase to the high temperature side
is not explicitly marked – within the resolution of Fig. 7.6 it would squeeze in a
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thin strip above the melting line. e melting transition can be compared to the
that of classical 2D dipoles. For the laer, Kalia et al. [59] showed the existence
of a universal ﬁrst-order melting transition at  crd = 62± 4. is limit is denoted
as dash-doed line in Fig. 7.6. In a study of quantum dipoles [61], this estimate
is shown to be valid only in the limiting case of strong coupling, rd  rcrd . e
same trend is observed for the present system, but here the validity holds only up
to intermediate densities. At higher densities, deviations of VXX from the classical
dipole potential VD become important.
Usually, the quantum degeneracy parameterχ serves as an estimate of the im-
portance of quantum eﬀects for given external parameters. For a two-dimensional
system, it is deﬁned as




where  is the free particle thermal wave-length. Values smaller than unity,i.e.
χ < 1, lead to expect classical behavior while χ > 1 suggests quantum behav-
ior. e parameter space is divided into these two regimes by the χ = 1 line [cf.
Fig. 7.6]. e validity of the classical melting transition  crd at intermediate densi-
ties suggests that this transition is not governed by quantum eﬀects. As all phase
boundaries fall in the χ > 1 regime, this conclusion comes as some surprise.
antum eﬀects are clearly important for the normalﬂuid-superﬂuid transi-
tion whi is marked with red lines in Fig. 7.6 curving outward from the triple
points. e transition is governed by the Berezinskii-Kosterlitz-ouless (KT) sce-
nario discussed in Sec. 7.2.2. e universal condition for the critical point (7.9) has
a straightforward upper limit when one replaces the exact superﬂuid density with
the full density. e physical picture is a hypothetical jump of the superﬂuid frac-
tion γs to unity at the transition point. Inserting Eq. (7.9) into the deﬁnition (7.12)
of the quantum degeneracy parameter χ, one sees that this upper bound corre-
sponds to the condition χ = 4.
Due to the universality of Eq. (7.9), the deviation of the actual transition from
this upper bound is directly proportional to 1 − γs at the critical point. As seen
in Fig. 7.6, the γs = 1 limit is approaed when moving away from the triple
points. However, this limit is never reaed. At high densities, the system ionizes
at the Mo density. Since unbound electrons and hole are naturally fermions, the
superﬂuid phase ceases to exist. At very low densities, the system can be described
as a dilute 2D quantum Bose gas. In this case, an analytical approximation for the
critical temperature and superﬂuid fraction was derived and tested in [134, 135].
A recent study by Filinov et al. [70] discusses the connection up to the onset of
crystallization for dipole systems. PIMC data marked by triangles in Fig. 7.6 is
taken from this reference.
All results obtained up to this point have been computed for the ﬁxed dipole
moment d = 13.3 a∗Be. According to the relation (7.4), the solid phase stabilizes
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Figure 7.7 e le panel shows the density range of solid phase vs. dipole moment d. e
lower limit is given by rcrd = 17± 1 whilst the upper limit is set by rcrse = 9.4± 0.3. A solid
phase does not exist below a critical dipole moment dcr = 9.1 ± 0.3 a∗Be (red line). In the
right panel, the curve labeled  crd ∩ rcrse marks an estimate for the maximum temperature of
the solid phase.
with increasing d. Together with the critical coupling parameters rcrse and rcrd , one
can easily extrapolate the low-temperature phase boundaries to other values of d
whi is depicted in the le panel of Fig. 7.7. In the osen system of units, only rd
depends on d [cf. Eq. (7.3)]. Hence, an increase of d only reduces the low-density
boundary of the crystal phase. e rcrse boundary is unaﬀected whi has been
conﬁrmed in other simulations [114].
e most interesting aspect is the existence of a critical dipole moment dcr.
With Eq. (7.4), its value can be determined to dcr = 9.1 ± 0.3 a∗Be. Below this
point a solid exciton phase does not exist (see red line in Fig. 7.7). Moving in the
opposite direction to very large dipole moments, the system will dissociate into
separate electron and hole layers at some point. Since the model treats excitons as
unbreakable entities, it cannot show this eﬀect.
e thermal boundary of the solid can be estimated from the classical dipole
melting transition at  crd = 62. A rough estimate is obtained when using its cross-
ing point with the quantum melting line at rcrse = 9.4 (bla triangle in Fig. 7.6).
One obtains a quadratic scaling law of the maximum temperature with d whi




e main focus of the present work was the study of correlation eﬀects in a low-
temperature gas of indirect excitons. As motivated in the introduction, indirect
excitons oﬀer a number of aractive features: a strong dipole-type interaction,
the suppression of biexciton or trion formation [66, 67], the comparatively long
radiative life time [49] and the external controllability of the density and dipole
moment [33, 50, 51].
Experiments have conﬁrmed the existence of spontaneous onset of quantum
coherence [32, 33] and superﬂuidity [31] in systems of indirect excitons. e pos-
sibility of exciton crystallization has been considered [64, 65], but experimental
evidence is still missing [51]. For this work, numerical and analytical methods
have been employed to compute an eﬀective interaction for indirect excitons. Sub-
sequently, extensive numerical simulations were performed to compute the full
phase diagram of a system of indirect excitons.emain ﬁndings are summarized
in the following sections.
8.1 An Eﬀective Interaction for Indirect Excitons
In Chapter 6, it has been demonstrated how an electron-hole bilayer system can
be mapped onto a two-dimensional system of excitons. e eﬀective exciton in-
teraction VXX(R) hides the complexity of the out-of-plane conﬁnement and the
internal ﬂuctuations of the exciton themselves.e interaction shows a dipole-like
asymptotic decay, but diﬀers dramatically at small distances.e classical approx-
imation of the exciton interaction V clXX(R) already shows this, it converges to a
Coulomb-like potential for R . d. e improved model includes an additional
smoothing as the particles are not point-like. e result is an eﬀective potential
whi converges to a ﬁxed value at R = 0.
e comparison of a full numerical computation to analytical approxima-
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tions shows that VXX(R) depends parametrically on two quantities, the dipole
moment d and the in-plane eﬀective mass ratio mqh/me. While d is certainly in-
ﬂuenced by other out-of-plane parameters like the out-of-plane mass ratio or the
electric ﬁeld strength, neither of the laer inﬂuences VXX(R) directly – under the
condition that d is suﬃciently strong, i.e. d  ~2/(e2µX) where µX is the re-
duced mass of the exciton. In this case, an analytical expression for VXX(R) is
given by Eq. (6.60) when evaluated with the classical inter-particle interactions
Eqs. (6.22) and (6.23).
One must only consider the out-of-plane problem to determine the parame-
ters necessary to realize a speciﬁc dipole moment d. e dependence of d on the
parameter space for a mass symmetric electron-hole pair is summarized in Fig. 6.6
from whi the mass asymmetric case can be constructed graphically.
An interesting consequence is that the validity of VXX(R) naturally gener-
alizes to any experimental realization of indirect excitons yielding the desired
dipole moment d. e only condition is a reasonably strong electron-hole sepa-
ration. So instead of the single wide quantum well one could use the alternative
double quantumwell setup [33].e laer has the advantage that the temperature
condition (6.34) for aieving the necessary localization does not apply, or, more
speciﬁcally, applies to both quantum wells independently. So, in theory, one does
not need temperature as low as for the single wide quantum well setup. e dis-
advantage of this approa is that quantum well width ﬂuctuations become mu
more important and may aﬀect the eﬀective exciton interaction. ey are not
considered here, as their inﬂuence has been found negligible for wide quantum
wells [66]. In conclusion, the optimal experimental setup would try to combine
the positive aspects of both setups: two reasonable wide quantum wells with an
external electric ﬁeld.
8.2 Conditions for the Crystallization of Indirect Excitons
Based on ﬁrst principle PIMC simulations [Ch. 5] and an eﬀective composite bo-
son model [Ch. 6], the complete phase diagram of a system of indirect exciton has
been computed. Above a critical dipole moment, dcr ≈ 9.1 a∗B, the system exhibits
a crystal phase with a unique property: e solid features two quantum melting
transitions – a low-density boundary at rcrd ≈ 17 and a high-density boundary
at rcrse ≈ 9.4 – whi persist at zero temperature. e driving force behind this
behavior is the non-trivial form of the eﬀective exciton interaction potential VXX.
e critical coupling parameter for the low-density quantum transition, rcrd =
17±1, is in agreementwith studies of pure dipole systems [60–62]. In this limit, the
improved model for the exciton interaction adds lile, since the indirect excitons
are accurately approximated by polarized point-dipoles. On the other hand, the
critical coupling parameter for the Coulomb-like pressuremelting, rcrse = 9.4±0.3,
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deviates strongly from the melting point of electron Wigner crystals at rcrse ≈
37 [117].
For the melting transition to high temperatures, the critical classical dipole
melting parameter  crd ≈ 62 [59] applies to the present case where the dipole
approximation of the potential holds. Otherwise,  crd overestimates the critical
temperature. Nevertheless, it provides a reasonable guideline for an experimental
realization.
e results presented in Ch. 7 have been computedwith a potentialVXX specif-
ically designed for the in-planemass ratio of ZnSe semiconductors [Fig. 7.1]. How-
ever, the diﬀerence between potentials with other in-plane mass ratios is close to
negligible in the density range relevant for the crystal phase [cf. Fig 6.14]. Hence,
the results from Figs. 7.6 and 7.7 can be adapted to generic materials inserting the
appropriate expressions for the dimensionless units.
Figure 7.6 presents the results for an eﬀective dipole moment of d = 13.3 a∗Be.
Using the values from Tab. 6.1, one can estimate the quantum well width neces-
sary to aieve this dipole moment. One obtainsL ≈ 148 nm for a GaAs quantum
well and L ≈ 50 nm for a ZnSe quantum well, both at an electric ﬁeld strength
of E = 20 kV/cm. At the very least, one must use well widths of Lmin ≈ 35 nm
in ZnSe and Lmin ≈ 114 nm in GaAs to accommodate the critical dipole moment
where it is assumed that the dipole moment can aieve 80% of the total width.
Alternatively, one can use a multi-well setup with the appropriate inter-well spac-
ing.
Using the values from Tab. 7.1 and d = 13.3 a∗Be, the solid exciton phase
span the density interval 1.3× 109 cm−2 … 3.6× 109 cm−2 in a GaAs QW and
8.2× 109 cm−2 … 3.8× 1010 cm−2 in a ZnSe QW. e maximum temperature
where the crystal can exist is around T = 0.15K (GaAs) and T = 0.78K
(ZnSe).is makes ZnSe the more favorable material. It has been suggested to em-
ploy Bragg scaering methods [51] for an experimental observation of the crystal
phase.
In conclusion, the results emphasizes the role of the coupling parameter for
phase transitions. For quantum phase transitions, in particular, the scaling of the
coupling parameter with density is important. e existence of two transitions
here can be linked to the positive scaling at low densities and the negative scaling
at high-densities. e coupling can be made suﬃciently strong in intermediate
densities enabling the system to crystallize. For systems of indirect excitons, the
peculiar eﬀective interaction potential VXX – a dipole-like interaction at low den-
sities and a Coulomb-like interaction at high densities – triggers this behavior.
However, a crystal phase bounded by two quantum phase transitions must not
be restricted to excitonic maer. Any other potential whi shares the outlined







Numerical simulations almost always work on with set of units whi circumvent
the need to calculate energy terms with explicitly deﬁned particle properties. De-
riving su units is done by taking universalities of the Hamiltonian into account.
is reduces the number of input diﬀerent input parameters and identiﬁes the ac-
tual free parameters needed to specify the system. For example, the Hamiltonian
may only depend on the ratio of mass and arge of a particle. us, only this
ratio is needed as input parameter but not mass and arge separately. Typically,
this has the additional beneﬁt to normalize variable values (i.e. small values, e.g.,
1…100).
How does one derive an appropriate set of reduced units? It turns out that in
almost all cases, one can follow a quite general procedure. Consider the Hamil-
tonian
H^ = T^ + V^ + W^ , (A.1)
where the kinetic energy T^ , external potential energy V^ and pair-interaction en-










v(ri) , W^ =
N∑
i<j
w(|ri − rj |) , (A.2)
where λ = ~2/(2m) is the quantumness and ri denotes the position of the iʰ
particle of a total of N .
Now, one ooses a length scale ξ in whi all distances shall be expressed.
With the transformation
r → ξr′ , E → 2λ
ξ2
E′ ≡ ηE′ , (A.3)
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While this general procedure does not specify what length scale ξ is exactly, any
oice simultaneously determines the unit of energy η according to Eq. (A.3).
ere are several options how to ose a speciﬁc length scale. e natural





















whi deﬁnes the eﬀective Hartree energy Ha from the electron arge e the eﬀec-
tive massm and the material dielectric constant . Without external conﬁnement,



















mω2 r2 , (A.8)








= ~ω , (A.9)














If the Hamiltonian in question implies more than one natural length scale,
one can ose either for ξ and has ea other deﬁned by a coupling parameter ν.
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where the coupling parameter ν is deﬁned as ν = l0/aB.
Coupling parameters also appear if one ooses an externally imposed length
scale for ξ. e prime example occurs in numerical simulations of macroscopic
systems whi are considered at a speciﬁc density n. e laer deﬁnes a mean
inter-particle spacing r ∝ n−d, where d is the dimensionality of the system. e
Bruener parameter rs = r/aB, for example, appears in systems with Coulomb







In electrostatics, the dielectric function (k) is related to the arge density dis-















qifrc(r − ri) , lim
rc→0
frc(r) = δ(r) . (B.2)
e unknown nature of the vortex interaction within the core radius rc (or at
large k) is reﬂected in the modiﬁed distribution function frc . frc replaces the
Dirac-δ function in the Poisson equation deﬁning the Coulomb interaction
∇2V0(r) = −2pifrc(r) . (B.3)
However, this poses a minor problem to a theory for phase transitions, as critical
phenomena manifest themselves in the ange of long-range correlations. e
potential converges to the usual V0(r) ∝ ln(r) result at large distances. For small
k, a Fourier transform of (B.3) yields V0(k) = 2pi/k2.
e dielectric function modiﬁes the Fourier transform of the bare Coulomb









B. Dielectric Response and Susceptibility of the 2D Coulomb Gas
On the insulting, low-temperature side of the KT transition, there are no free
vortices so the leading contribution to (k) for small k stems from polarization of
vortex pairs. In this case, the impact of the dielectric reduces to a constant 0, i.e.







, 0 ≡ lim
k→0
(k) . (B.5)
On the conducting, high-temperature side, the interaction is also screened by free








where λ is the screening length and p is a constant describing the polarization.
e low-temperature result is recovered if assuming an inﬁnite screening length.











−10 , for T < Tcr ,
0 , for T > Tcr .
(B.7)
At the critical point, there is a discontinuous jump from a ﬁnite −1cr ≡ −10 (Tcr) to
zero. Or in other words, the vortex unbinding occurs where the dielectric constant
diverges.
Since 1/(k) is ﬁnite the limit k → 0, the correlation term in the deﬁni-






















dr r3〈n(r)n(0)〉 , (B.9)
whi links the dielectric constant to the vortex density correlation. In intuitive
picture of the KT theory, the low-temperature phase consists of vortex dipoles.
When assuming independent vortex dipoles, equation (B.9) can be physically in-









dr r3〈n(r)n(0)〉 , (B.10)
where α(r) = r2/(2T ) is the polarizability of a single vortex dipole [80] with














where the index + (−) denotes the density of vortices with a positive (negative)
vorticity (cf. Eq. (B.2)). With Eq. (B.10), the dielectric constant can be wrien as
1
0
= 1− 2piχ0 . (B.13)




1− 2piχ0 . (B.14)
With the previously derived condition (B.7) for the critical point, one identiﬁes
χ0 <
1
2pi for T < Tcr and χ0 = 12pi for T > Tcr. In laer case, the susceptibility χ
diverges. e essential point of the above interpretation of (B.9) is that one may
understand 0 in the low-temperature phase as being caused by vortex dipoles of





the Pair Density Matrix
C.1 Inter-Action Derivatives With respect to β and λ
Consider the following deﬁnitions:
~ρ_= ~ρ
d
dβ ln ~ρ ≡ −~ρ~u_ v
β(r, r′;β) ≡ β~u_(r, r′;β) (C.1)
~ρ∗ = ~ρ
d
dλ ln ~ρ ≡ −~ρ~u
∗ vλ(r, r′;β) ≡ λ~u∗(r, r′;β) (C.2)
All following relations can be derived by taking the derivative with respect to β
































0, 1Dl + x [Il+1(x)Il(x) − 1] , else ,
(C.5)






















C. Notes on the Pair Density Matrix
and from Eq. (5.12), for either V = β _U or V = λU∗:





(cos θ − 1)
−
∑∞
l=0 cl ~ρl(r, r
′;β) vl(r, r′;β)Fl(cos θ)∑∞
l=0 cl ~ρl(r, r
′;β)Fl(cos θ) , (C.7)
C.2 Sum of States for the Coulomb Potential
e density matrix for a particle in the Coulomb potential may be derived from an
explicit sum over energy eigenfunctions since closed forms for both bound states
and continuum states exist [97]. ese read:
Rboundnl (r) = Cnl e−
nr
2 rl L2l+1+2δn−l−1 (nr) , (C.8a)











with the dimensional reduction 2δ = d − 3 and the eﬀective arge number
Z = Z1Z2/λ. For the bound-state wave functions, the Lan denote the associated
Laguerre polynomials [93, Ch. 22] and the energy eigenvalues, En, and normal-

















(n− l − 1)!
(n+ l + 2δ)!
, (C.10)
For the continuum wave functions, the FL(η, ρ) are the usual regular Coulomb
wave functions [93, Ch. 14] deﬁned as
FL(η, ρ) = CL(η) ρL+1 e−iρ 1F1(L+ 1− iη; 2L+ 2; 2iρ) , (C.11)
CL(η) = 2
L e−piη/2
∣∣ (L+ 1 + iη)∣∣
 (2L+ 2)
, (C.12)
where 1F1(a; b; z) is the Kummer’s function or conﬂuent hypergeometric func-
tion [93, Ch. 13] and  (x) the Gamma function [93, Ch. 6]. e GSL library
provides routines for the direct computation of the regular Coulomb wave func-
tions (C.11).
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C.2. Sum of States for the Coulomb Potential
Both, bound state and continuum state wave functions are real-valued. us,









dk e−βλk2 Rcontl (k, r)Rcontl (k, r′)
]
, (C.13)





































e sum and the integral must be evaluated numerically with an appropriate
method [96].
e analytical expressions for the density matrix of the Coulomb potential can
be used to test the Matrix Squaring method. When using the pair density matrix
with Path-Integral Monte-Carlo simulations, one should rewrite the partial-wave
expansion to the faster converging power-series expansion Eq. (5.14). A special
property of the Coulomb potential is that the pair density matrix depends only on
two spatial variables, e.g. q and s [Eq. (5.13)] [97]. is simpliﬁes the power series






D.1 Asymmetric Kinetic Energy Links
emost fundamental type of sampling in path-integral Monte-Carlo is themove-
ment of a bead on an arbitrary slice. e free kinetic energy its neighboring beads
can be treated exactly, even if the connecting links are asymmetric.
Suppose we wish to sample a new bead r′ on a slice spaced by P1τ and P2τ
from its neighbors. e slice indices of the laer we set to 0 and P = P1 + P2,
respectively. e sampling distribution then reads
T (s, s′) =
ρ0(r0, r
























with the reduced temperature ντ = P1P2/Pτ and the weighted midpoint rm =
P2r0 + P1rP /P . Since Eq. (D.3) is Gaussian, the coordinates of the new bead can
be computed as
r′ = rm +
√
ντn , (D.4)
where n is a random vector sampled from the normal distribution Gd(0, 1).
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D. Notes on Monte-Carlo Sampling
D.2 Multilevel Sampling
Suppose that one wishes to sample a new conﬁguration not at once but in a
sequence of steps whi can be interrupted and rejected at any point. Let the
full conﬁguration s be partitioned into l + 1 groups (levels) of coordinates s =
{~s0, ~s1, . . . , ~sl}, where ~s0 are the coordinates le unanged, ~s1 the coordinates
sampled in the ﬁrst step and so on.
For ea level one devises a level sampling distribution Tk(sk, s′k) and a level
acceptance probability Ak(sk, s′k) whi both shall only depend on the coordi-
nates sk ≡ {~s0, ~s1, . . . , ~sk} sampled up to this point. Any oices are valid as
long as the total transition probability








satisﬁes detailed balance (5.24). For the level distribution of states pik(s) any ap-
proximation is valid, except on the last level, on whi
pil(s) = pi(s) , (D.6)
must obviously hold. Note that pik(s)may depend only on already sampled coor-
dinates, i.e. pik(s) = pik(sk).



































k, sk) . (D.8)
Due to s0 = s′0, the distribution of states on the lowest level pi0 cancels in both
equations above and, thus, can be set to unity. Taking ∏lk=1 . . . on both sides of
Eq. (D.8) proves that the whole aempt [Eq. (D.5)] satisﬁes the detailed balance
for any level sampling distribution Tk(sk, s′k) one desires.
Since the distribution of states on the kʰ level should not depend on any co-
ordinates of higher levels, the optimal oice of pik(sk) is given if all these higher





d~sk+1 . . . d~sl pi(s) . (D.9)
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