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Abstract. Road network maps have been used for autonomous vehi-
cle path planning. These maps are basically formed by GPS waypoints
and can contain semantic information about the environment to help
following traﬃc codes. This paper describes a novel method for auto-
matic construction of a waypoint map containing semantic information
about roads. The collected GPS points are stored into ﬂexible waypoint
data structures that can represent any relevant information for vehicle
navigation. The mapping method also reduces the amount of waypoints
by recognizing and converting them into traﬃc structures. The resulting
waypoint map is stored in a text ﬁle which is both human and machine-
readable. This work makes part of CaRINA II platform, an autonomous
vehicle under development by the Mobile Robotics Laboratory (LRM) -
ICMC/USP. Tests were conducted in urban environment and the result-
ing maps were consistent when compared to publicly available satellite
maps.
1 Introduction
In order to determine the optimal path for an autonomous vehicle reach a des-
tination, it is important to maintain the road network of the environment. The
road network is an environment representation that informs the traversable paths
and may contain information about traﬃc signals and obstacles present in the
streets. Basically, the road network map is formed by a set of waypoints that can
be expanded to store semantic information as lanes, crosswalks and stop signs.
Some authors denominate this structure as topological maps [10,14].
Some road network mapping methods focus only on storing a set of GPS data
in a graph structure to represent the connection between locations. In [17] vehicle
GPS pose data are plotted in a bitmap and its skeleton computed. Then a graph
extraction algorithm is applied to extract the road network graph. The work
in [14] combines GPS and LIDAR sensor to detect the road surface and build a
metric map. A road skeletonization algorithm is used to convert the metric map
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into a topometric map (topological map with metric information). Some works
add semantic information in the obtained road network map. [9] represented
static and dynamic obstacles in a map to retrieve the trajectory of the obstacles.
[10] developed a topological map that integrates geographic information system
(GIS) data. The topological map node stores the type of horizontal signalization,
type of lane, lane width and curb height. The work of [5] extended the Route
Network Deﬁnition File (RNDF) format speciﬁed for DARPA Urban Challenge.
The proposed ﬁle named RNDFGraph adds graph structure in which the nodes
can store any traﬃc information such as traﬃc lights and stop restrictions.
Despite the automatic construction of the road network, these works require
manual speciﬁcation of the traﬃc information associated with each node. Thus,
the map building process can be exhaustive and take long time. In this work we
propose a road network map that automatically relates waypoints with any traf-
ﬁc information. The mapping method is integrated with the vehicle perception
system, therefore, the detected traﬃc elements are associated on-the-ﬂy with the
waypoints that corresponds to the detected pose. In this work, we focused on the
detection of roundabouts and lane structures. The roundabouts are represented
using its centers and radiuses. Lanes are represented through a list of waypoints.
We also store the interconnections between these structures. This representa-
tion model allows us to reduce the stored data size. Another advantage of our
mapping process is the capability of handling sparse GPS data thanks to the
lane points smoothing. The map data is stored in YAML format which is a
human-readable markup like language.
We tested the proposed road network mapping using GPS data collected
in real urban environments through an autonomous vehicle prototype named
CaRINA II [6]. The reconstruction of roundabouts and lanes were compared
with publicly available satellite aerial maps and were integrated with navigation
system of CaRINA II to experimental tests in the campus of University of Sa˜o
Paulo (USP).
This paper is structured as follows. Section 2 details the automatic seman-
tic waypoint mapping method. Section 3 describes all the software framework
used to build and represent the map and the navigation system of CaRINA II.
Section 4 presents the obtained results in urban environments and Sect. 5 con-
cludes this work.
2 Route Map Processing
The route map processing is the core of this work as it converts the GPS points
into more compact and suitable information for vehicle navigation. These struc-
tures allow us to classify each point with diﬀerent semantic values, for instance,
roundabouts points and lane points. In short, we eliminate points without los-
ing world information by applying ﬁlters and detecting traﬃc structures. Also,
speciﬁc tags can be appended to a waypoint to indicate location or traﬃc infor-
mation.
The entire system follows eight steps performed sequentially to obtain the
road network map. The ﬁrst one is the speed bump detection, followed by a
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Fig. 1. Route map processing steps.
preprocessing step to eliminate a great amount of points obtained by the GPS.
Then, the detection and ﬁltering of roundabouts is performed. The same idea is
applied to lanes. The subsequent step is responsible for evaluating and deﬁning
waypoint connections. At last, the resulting map is converted into human and
machine readable text (YAML ﬁle). In Subsect. 2.9 we provide additional expla-
nation on the visualization of the map, giving an overview of the steps performed
after the map is generated. Figure 1 synthesizes the mapping method.
2.1 Speed Bump Detection
The information about the position of speed bumps make possible to set up
the velocity of the vehicle to smoothly cross these structures. To detect speed
bumps, the pitch value provided by an IMU was analyzed.
As speed bumps are formed by a steep ascend and descend, three events are
produced in an IMU:
1. Primary Pitch Variation: Occured after front tires pass over the speed
bump.
2. Slight Pitch Variation: Occured after the ﬁrst event, front and back tires
are between the speed bump.
3. Secondary Pitch Variation: Occured after back tires pass over the speed
bump.
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The red line of Fig. 2 shows the pitch signal produced by a car that traversed
a speed bump. The pitch graph forms two peaks: the ﬁrst (0.5 s ∼ 1.5 s) is
originated by event 1 and the second (2.0 s ∼ 2.5 s) is originated by event 3.
In order to classify a sequence of pitch signals as a speed bump, we ana-
lyzed the pitch variation relative to the time. Basically, a simpliﬁed diﬀerential
operator deﬁned in Eq. 1 is applied in each pitch measurement.
df(t)
dx
=
Δf(t)
Δt
≈ f(t + 1) − f(t − 1)
(t + 1) − (t − 1)
=
f(t + 1) − f(t − 1)
2
≈ f(t + 1) − f(t − 1), (1)
where f(t) is the pitch value in time t. The eﬀect of this operator in the pitch
signal is illustrated by the blue line of Fig. 2.
Later, each diﬀerential value is compared if it is higher than a predeﬁned
threshold. Two consecutive positive results for the comparison implies in the
detection of a speed bump. For our system, this detection implies in a speciﬁc
tag for respective waypoint that is explained in the next section.
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Fig. 2. Red line: pitch signal when crossing a speed bump. Two pikes are formed in the
graph, each one representing respectively event 1 and 3. Blue line: diﬀerential operator
appliend in the pitch values. Again, two peaks representing event 1 and 3 are formed
(Color ﬁgure online).
2.2 Preprocessing
This stage is responsible for taking the GPS raw points and eliminating those
where the distance is smaller than  meters in relation to previous collected
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points. In other words, we skip points that do not add relevant trajectory infor-
mation for vehicle navigation. We will denote the resulting list of points as Lpp.
Later, we compute the orientation for all points in Lpp. For every three points
(pi−1, pi, pi+1), the angle of pi is calculated from the orientation of its neighbors
(Eq. 2). This strategy is derived from the Mean Value Theorem and gives less
orientation noise than if we used the angle from pairs of points.
θi = tan−1
(
yi+1 − yi−1
xi+1 − xi−1
)
(2)
Eventually, point information are stored in a structure named Waypoint
(Wi), which is comprised by the following items: id ﬁeld to store an unique
number to identify each point; x, y, θ ﬁelds to store the point position; flag
ﬁeld to classify the point type; and tag ﬁeld for additional semantic information.
Equation 3 summarizes the Waypoint structure.
Wi =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
id : unique identiﬁer
x : longitudinal coordinate
y : lateral coordinate
θ : orientation
tag : point properties
flag : point category.
(3)
2.3 Roundabout Detection
We start by analyzing every waypoint Wi and its successor Wi+1 in the list of
waypoints LW to identify closed-loops in the map. We seek through these points
and calculate the incremental angle sum. Whenever this sum reaches ψ (Eq. 4),
the algorithm separates this subset between W1 and W2, and classify it as a loop
candidate CW . We also compute the distance ran on this subset.
CWi =
⎧⎨
⎩
∣∣∣∑W2j=W1 (θj+1 − θj)
∣∣∣ = ψ∑W2
j=W1
√
(xj − xj+1)2 + (yj − yj+1)2
(4)
The next step eliminates candidates based on the traveled distance. Let the
greatest roundabout length be 2πρ meters. We eliminate CWi if its distance ran
is greater than 2πρ. This strategy avoids considering enormous closed-loop cycles
(e.g. any subset starting and ending on the same point deﬁnes a loop).
We divide the remaining subset candidates into diﬀerent groups GW . Each
GW includes the subsets containing a possible roundabout (Fig. 3(a)). We notice
the roundabout cycles that best deﬁne a roundabout are those where the trav-
eled distance is the smallest among its group (Fig. 3(b)). Therefore, we take the
subsets with smallest distance in every GW and classify them as our roundabout
candidates RCW .
In order to ﬁnd the optimal circle that best ﬁts RCW , we end up with a least
squares problem. Speciﬁcally, this is a two-dimensional circle ﬁtting as described
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in [16]. We deﬁne the cost function as the squared distance from each point to
the calculated solution:
J(x, y, r) =
W2∑
i=W1
(√
(xi − Cx)2 + (yi − Cy)2 − r
)2
(5)
where the pair (Cx, Cy) represents the estimated circle center coordinates, r is
the estimated radius and (xi, yi) are each sample point coordinates belonging to
RCW .
Since this is a non-linear problem for which no closed-form solutions can
be derived, we apply iterative methods [3,4]. Here, we choose the Gauss-Newton
method with the Levenberg-Marquardt correction [11,12]. Also known as
Levenberg-Marquardt method, this solution was adopted for its high rate of con-
vergence and high probability of convergence given a random initial guess [3,8].
We used as the initial guess, the ﬁrst data set point position and the maximum
roundabout radius parameter ρ.
(a) (b)
Fig. 3. Closed-loop detection. In (a) several subset candidates with distance smaller
than 2πρ meters are represented. The subset with the smallest traveled distance is
selected in (b).
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The Levenberg-Marquardt minimization was performed through MINPACK
library (details in Subsect. 3.1). The method results a list LR containing round-
abouts centers and radiuses (Fig. 4(a)).
The last step applies a statistical analysis to check the ﬁtting performance
and, therefore, evaluate the calculated roundabouts. There are some ﬁtting per-
formance methods described in literature as Anderson-Darling, Kolmogorov-
Smirnov and Chi-Square goodness-of-ﬁt tests [18]. We take the latter one, the
Chi-Square goodness-of-ﬁt test, as it applies to discrete distributions, while the
others can only be applied to continuous distributions.
The Chi-Square method is taken for a signiﬁcance percentage level α. Any
element in LR with P-value smaller than α is rejected.
2.4 Roundabout Filtering
This ﬁlter groups together roundabouts detected in the previous step. We ﬁrst
compare the center of each roundabout with others present in LR. Two round-
abouts are considered coincident if the Euclidean distance between their centers
is lower than σ meters as speciﬁed in Eq. 6.
√(
Cxi − Cxj
)2 + (Cyi − Cyj)2 < σ ∀i, j ∈ LR and i = j (6)
The coincident roundabouts are put into a structure called Roundabout. This
structure contents are presented in Eq. 7. The center ﬁeld (x, y) stores the arith-
metic mean over all coincident roundabouts. The radius r ﬁeld stores the smallest
radius value. The other radiuses are stored in Loffsets as a list of oﬀsets computed
from their relative diﬀerence to the smallest one. Also, the ﬁeld Lintersections
stores the connection between the roundabout to other traﬃc structures (details
in Subsect. 2.7).
Ri =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
id
x
y
r
Loffsets
Lintersection
(7)
Every point within any roundabout radius is classiﬁed as a roundabout point
(i.e. the flag of Wi is marked as ‘r ’).
2.5 Lane Detection
In order to detect lane segments, points whose ﬂag ﬁeld is not ‘r ’ are considered
for our purposes as lane points ‘l ’. The lane segment detection is done by verifying
every sequence of points in LW where flagi is ‘l ’. We denote this sequence as
Llane point. In this work, without loss of generality, every Llane point will end
in a roundabout or in the last point of LW . Hereafter, they may end in other
detectable structures implemented. The notation used for lane segments is shown
in Eq. 8.
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(a) (b)
Fig. 4. Levenberg-Marquardt ﬁtting results. The orange and the magenta roundabout
in (a) were collected at diﬀerent times and have slightly diﬀerent centers. In (b) we
perform the roudabout ﬁltering to merge them into one Roundabout structure (Color
ﬁgure online).
Li =
⎧⎨
⎩
id
Llane point
Lintersection.
(8)
2.6 Lane Filtering
The method for eliminating unnecessary lane points is performed on those points
located in straight paths where a line can be deﬁned between a waypoint WA
and a waypoint WB . Any points between WA and WB can be eliminated without
losing map information.
Considering a lane Li, let Wc denote the current waypoint being analyzed,
which is initially set as the ﬁrst point of Llane point. We append Wc to our
ﬁltered list FLW and set j = c + 1. The loop starts by taking Wj in Llane point.
We compare the absolute angle diﬀerence between Wj and Wc as in Eq. 9. If
it is smaller than φ degrees, then we proceed to the next loop iteration with
j = j +1. Otherwise, we append Wj to FLW and set it as the new Wc. Figure 5
presents the lane ﬁltering ﬂowchart.
|θj − θc| < φ (9)
Eventually, we obtain the FLW and compute orientation corrections as spec-
iﬁed in Eq. 2. Another ﬁltering is performed on FLW originating an auxiliary
structure FLWnew . We repeat this ﬁltering algorithm until the size of FLWnew
is equal to FLW , meaning that the process can no longer ﬁlter out points.
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Fig. 5. Lane ﬁlter algorithm.
In Fig. 6 we illustrate how the lane points are greatly reduced after applying
the ﬁltering process.
2.7 Waypoint Intersections
We have seen previously that the intersection ﬁeld - Lintersection deﬁned for
Roundabout and Lane - stores connections between structures. We developed an
algorithm to automatically connect roundabouts and lane points. These connec-
tions allow the vehicle to navigate through the map.
The solution involves concepts from analytic geometry applied to a line to
circle intersection problem. The two possible cases we might encounter are rep-
resented in Fig. 7, where P represents the last point in Llane point, C is the
roundabout center, Cl is the closest point to C and X is the desired connection.
(a) Before lane ﬁltering (b) After lane ﬁltering
Fig. 6. Lane noise reduction. The lane points are shown in green and the red lines
represent the trajectory calculated through splines (explained in Subsect. 2.9) (Color
ﬁgure online).
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(a) Non-intersecting (b) Intersecting
Fig. 7. Intersection estimation between lanes and roundabouts.
2.8 Readable Text Map
The production of a readable text map involves writing the main structures
created in the previous steps. By main structures we mean those necessary to
reconstruct the map if only the text ﬁle is provided. In our work we have to
write Roundabout and Lane structures. The organization and readability of the
text ﬁle is facilitated using YAML format.
YAML is a human-readable data serialization ﬁle format. It provides a simple
and uniﬁed synthax for the main data types found in most programming lan-
guages (e.g. scalars, arrays and dictionaries). It was designed to be more human-
friendly than existing markup languages. The structures written to YAML ﬁle
can be easily comprehended and modiﬁed by the user - an advantage if one wants
to add new waypoints to the map or make changes to the semantic information.
2.9 Map Visualization
We will brieﬂy describe the strategies used to graphically represent waypoints
and intersections. Although these strategies do not integrate a step in route
map processing, they are important to correctly visualize the map according to
the trajectory a controller will follow if it uses our map. The results presented
in Sect. 4 use these strategies.
The read map is transported to a directed graph structure. This idea best
deﬁnes the traversable paths the car can follow given a destination. Moreover,
any shortest path algorithm may be used to calculate the best route.
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Graph nodes are deﬁned from the waypoints stored in the text map. Graph
edges arise from the sequence of waypoints (i.e. every waypoint is connected to
the next on the list) and from the connections stored in Lintersection. For a better
representation and for the application of shortest path algorithms, edges may
also have a weight to represent the distance between waypoints.
Finally, in order to represent the graph edges on the map, we apply Be´zier
spline concepts [7]. The edges connecting two points acquire a smoother trajec-
tory, similar to the behavior a controller should perform.
This graph structure is better organized using NetworkX. Also, we take
advantage of the drawing algorithms present in OpenCV and Gephi softwares.
These frameworks are detailed in Subsect. 3.1.
3 CaRINA Navigation System
The CaRINA project is developed at Mobile Robotics Laboratory (LRM) since
April 2010 with an electric service car named CaRINA I (Fig. 8(a)). In July
2011, the acquisition of CaRINA II (a standard Fiat Palio Adventure, Fig. 8(b))
enabled to work with a passenger car. In October 2013, to the best of our
knowledge it has been the ﬁrst commercial vehicle in Latin America capable
of performing autonomous navigation in the streets. This section describes some
software frameworks used in this work and the navigation system architecture
of CaRINA II using our semantic waypoint map.
3.1 Software Framework
This section describes the frameworks that provide connection between the map-
ping service and the car navigation module. They are responsible for the con-
struction and the graphical representation of the road network.
(a) CaRINA I (b) CaRINA II
Fig. 8. The platforms of CaRINA project.
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– The MINPACK-1 library provides several performance optimized algorithms
to solve least squares minimization problems [13].
– NetworkX is a library used for graph manipulation and study. It depicts graph
adjacencies and provides standard graph algorithms.
– OpenCV provides an extensive set of functions for computer vision and
machine learning [2].
– Gephi is an open source software for graph and network analysis [1]. The
software produces good visualizations of graph structures.
– ROS is a service-based architecture for robot software development [15]. In
ROS, robot subsystems are separated into nodes and their communication
is performed by sending messages or subscribing to topics. This architecture
makes the integration with diﬀerent subsystems easier. ROS also provides a
set of visualization and log data managing tools.
3.2 CaRINA II Platform and Architecture
As CaRINA II is developed under ROS [6], then the entire system is divided by
modules that each one is responsible for a speciﬁc task. The proposed mapping
Fig. 9. System architecture: In currently navigation system, the higher level is divided
in two major parts: the map generation process, and the navigation process.
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system is inserted in the higher level of navigation system (showed in Fig. 9)
of CaRINA II using several ROS libraries. The currently navigation system is
divided in two major parts: the “Map Generation Process” and the “Navigation
Process”. The ﬁrst one is responsible for recording all poses from a path to a
posterior oﬄine map-processing that generates our semantic map-ﬁle. The latter
loads our map ﬁle and provides some services to interact with the user, giving
it the option to select a goal for the robot vehicle to follow.
As shown in Fig. 9, the part of ﬂowchart named “GPS Hardware Interface”
is required for both process (Map-Generation and Navigation) and it is a set
of programs used to connect to the GPS device and transform information like
latitude, longitude, roll, pitch and yaw to a 3D pose. The part called “Map
Generation Process” contains only two steps: ﬁrst is a recorder of all pose-3D,
and the second is an oﬄine program that performs all methods presented in the
previous section. This node is responsible to compute all information of an urban
environment, compose our semantic map and save this information in a ﬁle.
(a) 3D model in the mapped round-
about
(b) The purple line represents its cur-
rent trajectory
(c) A top down view of the automatically selected trajectory
Fig. 10. Campus II of USP Sa˜o Carlos RVIZ view. The user can follow the 3D model
of CaRINA II after selecting some points from our map. The current path is painted
in purple (Color ﬁgure online).
Automatic Semantic Waypoint Mapping Applied to Autonomous Vehicles 109
The second major part of Fig. 9 (“Navigation Process”) contains a set of
programs that provide all required information to path selection, localization,
control and interface with the user. The “MapServer” is a node that loads our
map-ﬁle and provides a visual structure through RVIZ node (see Fig. 10). Also,
our MapServer node provides the global position of the map to “MapLocal-
ization” node in order to compute the position of the vehicle using only GPS
information. At last, IHC node is responsible for listening a speciﬁc topic from
RVIZ program. The topic clicked points is activated whenever the user selects
a goal point from our map. The IHC node gets the current position and the
goal point, and uses “MapServer” service to calculate the shortest path on the
map. This path is sent to the control module (described in [7]) that will generate
several command actions to CaRINA II execute.
Although the vehicle interface is composed of several nodes, Fig. 9 shows a
single node for simplicity. The control module receives an array of 3D points
representing the path to follow. In this module, the longitudinal and lateral
control are decoupled and they depend on a reduced number of parameters that
can be easily set. The longitudinal control considers inclined roads, then tries
to establish the relationship between acceleration and throttle or brake pedal
position in order to maintain a constant velocity. The lateral controller uses a
cubic Be´zier curve to ﬁnd a short trajectory deﬁned by the path received from
IHC node.
4 Experimental Results and Discussions
The proposed road network mapping method deﬁnes a set of parameters that
can be adjusted according to the scenario.
–  − minimum distance in meters between points for initial preprocessing.
– ψ − loop detection angle in radians (close to 2π).
– ρ − maximum detectable roundabout radius in meters.
– σ − coincident roundabout tolerance in meters.
– φ − curvature threshold in degrees.
– α − signiﬁcance percentage level for Chi-Square goodness-of-ﬁt test.
– δ − distance in meters between reconstructed roundabout points.
These parameters are essential for our detection methods as they help on
generating a simpliﬁed map. Nevertheless, they do not limit the robustness of the
proposed solution as their values are simple to set based on visual characteristics
observed in any real world scenario.
We collected the data set for our tests in an urban environment (Campus
II of USP Sa˜o Carlos) using a Xsens MTI-G GPS/INS device. The location is
convenient as it has a good number of roundabouts with one or two lanes.
The test track has around 5 km and the corresponding satellite aerial map
is illustrated in Fig. 11. Every two-way road was driven on both directions and
we did a complete loop in every roundabout lane.
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Fig. 11. Campus II of USP Sa˜o Carlos satellite view and resulting map shown in red
(Color ﬁgure online).
The resulting map (red lines of Fig. 11) matched the satellite view of the
same area without applying any correction (e.g. SLAM). The slight oﬀset could
be corrected if a DGPS device was used.
Automatic Semantic Waypoint Mapping Applied to Autonomous Vehicles 111
(a) (b)
Fig. 12. Overall points reduction. (a) Preprocessed GPS points and (b) the resulting
points for δ = 10 meters.
The roundabout and lane ﬁlters could reduce the amount of waypoints as
illustrated in Fig. 12. Dense waypoint dataset (Fig. 12(a)) are simpliﬁed to sparse
waypoints without losing road shape (Fig. 12(b)). The roundabouts were trans-
formed into artiﬁcial points with a distance δ due to the fact CaRINA II control
system only works given a list of points.
Using graph structure to represent the road network map (Subsect. 2.9) we
obtained the map shown in Fig. 13. Lane waypoints are shown in green and
roundabout waypoints in blue. The edge weights, that correspond to the distance
between nodes, are represented by a red color gradient (darker red is associated
with higher weights).
For the method presented in Subsect. 2.3 an important consideration has to
be respected. In order to detect a roundabout, the vehicle must have driven
around the roundabout completing a full loop. If the dataset was not recorded
respecting this restriction, the roundabouts may not be properly detected.
Besides, a poorly set ρ parameter can result in the detection of roundabouts
that actually are city blocks with a circular shape.
Although the roundabouts are mostly circular, one may ﬁnd elliptical round-
abouts or similar shaped objects. Our method will most likely reject these struc-
tures due to our Chi-Square approach. However, it will fail to reject two-level
circular loops (such as in cloverleaf interchanges) because our method does not
consider elevation coordinates.
The evaluation of the route map processing method was conducted visually.
There are few options to compare the results numerically. The only recommended
option involves the utilization of a ground truth. However, we could not apply
it to our data as the GPS used to record them did not have a good precision
(about 2.5 m).
The navigation experiments were performed in campus 2 of USP - Sa˜o Carlos
and showed a robust and user-friendly navigation system. Also, the navigation
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Fig. 13. Graph visualization of the east area of Fig. 11 using Gephi (Color ﬁgure
online).
system architecture divided in several modules and the possibility to show the
path that the vehicle is following allows integration with several other experi-
ments like control and perception systems.
5 Conclusion
In this paper we presented a novel method for automatic construction of a way-
point map containing semantic information about roads. We developed process-
ing steps that implement ﬂexible waypoint structures and help reducing the
number of waypoints. In the future, we plan to append more information to the
semantic waypoint structures by integrating data collected from other sensors.
We will study detection solutions for cross intersections and cloverleaf inter-
changes. Also, maps from diﬀerent datasets collected in the same region shall be
put together. In addition to this, the upcoming acquisition of a GPS unit with
RTK will enable state-of-the-art comparative results.
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