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NON-HOMOGENEOUS Tb THEOREM FOR BI-PARAMETER
g-FUNCTION
MINGMING CAO AND QINGYING XUE
Abstract. The main result of this paper is a bi-parameter Tb theorem for Littlewood-
Paley g-function, where b is a tensor product of two pseudo-accretive functions. Instead
of the doubling measure, we work with a product measure µ = µn × µm, where the
measures µn and µm are only assumed to be upper doubling. The main techniques
of the proof include a bi-parameter b-adapted Haar function decomposition and an
averaging identity over good double Whitney regions. Moreover, the non-homogeneous
analysis and probabilistic methods are used again.
1. Introduction
It is well-known that the multi-parameter harmonic analysis originated in the work of
Fefferman and Stein [3], where the bi-parameter singular integral operators of convolution
type are carefully considered. Before long, Journe´ [8] proved the first multi-parameter
T1 theorem for product spaces by treating the singular integral operator as a vector-
valued one-parameter operator. Recently, a new type of T1 theorem on product spaces
was formulated by Pott and Villarroya [18]. The authors avoided the vector-valued as-
sumptions by the mixed type conditions including kernel estimates, BMO, and weak
boundedness property. Along this way, Martikainen [10] gave a bi-parameter represen-
tation of singular integrals by dyadic shifts, which extended the famous one-parameter
case of Hyto¨nen [5]. Moreover, by means of probabilistic methods and the techniques
of dyadic analysis, Hyto¨nen and Martikainen [6] showed a bi-parameter T1 theorem in
spaces of non-homogeneous type. Inspired by this, Ou [15] obtained a bi-parameter Tb
theorem on product Lebesgue spaces, where b is a tensor product of two pseudo-accretive
functions. Still more recently, a bi-parameter T1 theorem for bi-parameter g-function
was established by Martikainen [11], although the assumptions imposed on the non-
convolution kernels seem to be somewhat complicated. The proof was based on modern
dyadic probabilistic techniques adapted to the bi-parameter situation.
This paper is devoted to study the non-homogeneous Tb theorem for bi-parameter
Littlewood-Paley g-function, which is defined by
g(f)(x) :=
(∫ ∞
0
∫ ∞
0
|Θt1,t2f(x1, x2)|
2dt1
t1
dt2
t2
)1/2
, x = (x1, x2) ∈ R
n+m,
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where the linear term Θt1,t2 is defined by
Θt1,t2f(x1, x2) =
∫∫
Rn+m
Kt1,t2(x1, x2, y1, y2)f(y1, y2)dµn(y1) dµm(y2), t1, t2 > 0.
More specifically, we will prove L2(µ) boundedness of bi-parameter g-function on the
product space Rm+n = Rn × Rm equipped with a product measure µ = µn × µm, where
the measures µn and µm are only assumed to be upper doubling. We also investigate Tb
theorem for bi-parameter g-function in this article. In other words, to obtain the L2(µ)
boundedness criterion for it, we will seek the conditions that the function b satisfies.
Indeed, we give a sufficient and necessary condition as follows.
Definition 1.1 (Bi-parameter Carleson condition). Let D = Dn × Dm, where Dn is
a dyadic grid on Rn and Dm is a dyadic grid on R
m. Let WI = I × (ℓ(I)/2, ℓ(I)] be
Whitney region associated with I ∈ Dn. Denote
CbIJ =
∫∫
WJ
∫∫
WI
|Θt1,t2b(x1, x2)|
2dµn(x1)
dt1
t1
dµm(x2)
dt2
t2
.
We say b satisfies the bi-parameter Carleson condition: For every D there holds that
(1.1)
∑
I×J∈D
I×J⊂Ω
CbIJ . µ(Ω)
for all sets Ω ⊂ Rn+m such that µ(Ω) < ∞ and such that for every x ∈ Ω there exists
I × J ∈ D so that x ∈ I × J ⊂ Ω.
Although the testing condition in one-parameter setting [12] is weaker than the bi-
parameter Carleson condition, the latter is convenient to deal with our paraproduct
estimate. Additionally, the necessity of it ensures the reasonableness of this formulation.
Compare with classical methods, whether in the one-parameter case or in the multi-
parameter case, the dyadic probabilistic techniques is more powerful. The details are
exposed to the recent developments, such as [1], [2], [9], [10], [15], [16] and [17]. It is
not only more natural to split the summations or integral regions, but also easier to
calculate. Furthermore, together with non-homogeneous analysis pioneered by Nazarov,
Treil and Volberg [14], the probabilistic methods enable us to improve some doubling
theories to the non-doubling situation. We will continue to adopt these techniques to
our bi-parameter g-function. In addition, we need the bi-parameter b-adapted Haar
functions. In the one-parameter setting, they were introduced by Hyto¨nen [4].
2. Definitions and the main theorem
In this section, we will introduce the definitions and framework which are necessary for
the formulation of our main theorem. First, we consider the following class of measures.
Definition 2.1. (Upper doubling measures). Let λ : Rn × (0,∞) → (0,∞) be a
function so that r 7→ λ(x, r) is non-decreasing and λ(x, 2r) ≤ Cλλ(x, r) for all x ∈ R
n
and r > 0. We say that a Borel measure µ in Rn is upper doubling with the dominating
function λ, if µ(B(x, r)) ≤ λ(x, r) for all x ∈ Rn and r > 0. We set dλ = log2Cλ.
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The property λ(x, |x − y|) ≃ λ(y, |x− y|) can be assumed without loss of generality.
Indeed, in Proposition 1.1 [7], it is shown that Λ(x, r) := infz∈Rn λ(z, r+ |x− z|) satisfies
that r 7→ Λ(x, r) is non-decreasing, Λ(x, 2r) ≤ CλΛ(x, r), µ(B(x, r)) ≤ Λ(x, r), Λ(x, r) ≤
λ(x, r) and Λ(x, r) ≤ CλΛ(y, r) if |x−y| ≤ r. Therefore, we may (and do) always assume
that dominating functions λ satisfy the additional symmetry property λ(x, r) ≤ Cλ(y, r)
if |x− y| ≤ r.
From now on, let µ = µn × µm, where µn and µm are upper doubling measures on R
n
and Rm respectively. The corresponding dominating functions are denoted by λn and
λm. We use, for minor convenience, ℓ
∞ metrics on Rn and Rm.
Definition 2.2. A function b ∈ L∞(µ) is called pseudo-accretive if there is a positive
constant C such that for any rectangle R ⊂ Rn × Rm with sides parallel to axes,
1
µ(R)
∣∣∣∣
∫
R
b(x)dµ(x)
∣∣∣∣ > C.
In this paper, we will only discuss the case when b = b1 ⊗ b2, where b1 and b2 are in
L∞(µn) and L
∞(µm), respectively. Then, the pseudo-accretivity and boundedness of b
imply that there exists a constant C such that for any cubes I ⊂ Rn, J ⊂ Rm,
1
µn(I)
∣∣∣∣
∫
I
b1 dµn
∣∣∣∣ > C, and 1µm(J)
∣∣∣∣
∫
J
b2 dµm
∣∣∣∣ > C.
That is, b1 and b2 are both pseudo-accretive in the classical sense.
Next, we introduce some appropriate assumptions on kernels that we need throughout
the argument. We always assume that the fixed numbers satisfying α, β > 0.
Assumption 2.3 (Standard estimates). The kernel Kt1,t2 : R
n+m × Rn+m → C is
assumed to satisfy the following estimates:
(1) Size condition :
|Kt1,t2(x, y)| .
tα1
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
×
tβ2
tβ2λm(x2, t2) + |x2 − y2|
βλm(x2, |x2 − y2|)
.
(2) Ho¨lder condition :
|Kt1,t2(x, y)−Kt1,t2(x, (y1, y
′
2))−Kt1,t2(x, (y
′
1, y2)) +Kt1,t2(x, y
′)|
.
|y1 − y
′
1|
α
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
×
|y2 − y
′
2|
β
tβ2λm(x2, t2) + |x2 − y2|
βλm(x2, |x2 − y2|)
,
whenever |y1 − y
′
1| < t1/2 and |y2 − y
′
2| < t2/2.
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(3) Mixed Ho¨lder and size conditions :
|Kt1,t2(x, y)−Kt1,t2(x, (y1, y
′
2))| .
tα1
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
×
|y2 − y
′
2|
β
tβ2λm(x2, t2) + |x2 − y2|
βλm(x2, |x2 − y2|)
,
whenever |y2 − y
′
2| < t2/2 and
|Kt1,t2(x, y)−Kt1,t2(x, (y
′
1, y2))| .
|y1 − y
′
1|
α
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
×
tβ2
tβ2λm(x2, t2) + |x2 − y2|
βλm(x2, |x2 − y2|)
,
whenever |y1 − y
′
1| < t1/2.
Assumption 2.4 (Carleson condition × Standard estimates). If I ⊂ Rn is a cube
with side length ℓ(I), we define the associated Carleson box by Î = I × (0, ℓ(I)]. We
assume the following conditions : For every cube I ⊂ Rn and J ⊂ Rm, there holds that
(1) Mixed Carleson and size conditions :(∫∫
Î
∣∣∣∣
∫
I
b1(y1)Kt1,t2(x, y1, y2)dµn(y1)
∣∣∣∣2dµn(x1)dt1t1
)1/2
.
tβ2 µn(I)
1/2
tβ2λm(x2, t2) + |x2 − y2|
βλm(x2, |x2 − y2|)
and(∫∫
Ĵ
∣∣∣∣
∫
J
b2(y2)Kt1,t2(x, y1, y2)dµm(y2)
∣∣∣∣2dµm(x2)dt2t2
)1/2
.
tα1 µm(J)
1/2
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
.
(2) Mixed Carleson and Ho¨lder conditions :(∫∫
Î
∣∣∣∣
∫
I
b1(y1)[Kt1,t2(x, y1, y2)−Kt1,t2(x, y1, y
′
2)]dµn(y1)
∣∣∣∣2dµn(x1)dt1t1
)1/2
.
|y2 − y
′
2|
β µn(I)
1/2
tβ2λm(x2, t2) + |x2 − y2|
βλm(x2, |x2 − y2|)
, whenever |y2 − y
′
2| < t2/2.
And(∫∫
Ĵ
∣∣∣∣
∫
J
b2(y2)[Kt1,t2(x, y1, y2)−Kt1,t2(x, y
′
1, y2)]dµm(y2)
∣∣∣∣2dµm(x2)dt2t2
)1/2
.
|y1 − y
′
1|
α µm(J)
1/2
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
, whenever |y1 − y
′
1| < t1/2.
We can now formulate our main theorem.
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Theorem 2.1. Let µ = µn × µm, where µn and µm are upper doubling measures on R
n
and Rm respectively. Let b be a pseudo-accretive function on Rn ×Rm. Assume that the
kernels {Kt1,t2} satisfy the Assumptions 2.3−2.4. If the function b satisfies bi-parameter
Carleson condition, then there holds that
(2.1)
∥∥g(f)∥∥
L2(µ)
.
∥∥f∥∥
L2(µ)
.
Additionally, the bi-parameter Carleson condition is necessary in the following sense :
Kt1,t2 = Kt1 ⊗ Kt2 and the one-parameter kernels satisfy the size condition and corre-
sponding square function bounds.
As for the proof of the necessity in our main Theorem 2.1, we follow exactly the same
scheme of proof of the necessity [11] with slight modifications. Some non-homogeneous
arguments can be adapted from Lemma 8.7-8.9 [6]. Moreover, an important tool is
Journe´s covering lemma with general product measures, which was given in Theorem 8.1
[6]. We omit the details.
3. Preliminaries
In this section, our goal is to introduce some fundamental tools including the random
dyadic grids, good/bad cubes, and b-adapted Haar functions. Based on these, we give
some reductions of the initial estimate.
3.1. Random Dyadic Grids. We here will introduce the fundamental technique, ran-
dom dyadic grids. Let βn = {β
j
n}j∈Z, where β
j
n ∈ {0, 1}
n. Let D0n be the standard dyadic
grids on Rn. In Rn, we define the new dyadic grid
Dn =
{
I + βn; I ∈ D
0
n
}
:=
{
I +
∑
j:2−j<ℓ(I)
2−jβjn; I ∈ D
0
n
}
.
The dyadic grid Dm in R
m is similarly defined. There is a natural product probability
structure on ({0, 1}n)Z and ({0, 1}m)Z. So we have independent random dyadic grids Dn
and Dm in R
n and Rm respectively. Even if n = m we need two independent grids.
Definition 3.1. A cube I ∈ Dn is said to be bad if there exists a J ∈ Dn with ℓ(J) ≥
2rℓ(I) such that dist(I, ∂J) ≤ ℓ(I)γnℓ(J)1−γn . Otherwise, I is called good. Here r ∈ Z+
and γn ∈ (0,
1
2
) are given parameters.
Denote πngood = Pβn(I + βn is good) = Eβn(1good(I + βn)). Then π
n
good is independent
of I ∈ D0n, and the parameter r is a fixed constant so that π
n
good, π
m
good > 0. Throughout
this article, we take γn =
α
2(dλn+α)
, where α > 0 appears in the kernel estimates. It is
important to observe that the position and goodness of a cube I ∈ D0n are independent.
3.2. b-adapted Haar functions. The abbreviation b1(E) :=
∫
E
b1 dµn will be used.
For each I ∈ Dn, we denote its dyadic children by I1, . . . , I2n. We index {Ij} in such a
way that
|b1(I
∗
j )| ≥ [1− (k − 1)2
−n]µn(I), I
∗
j =
2n⋃
k=j
Ik, j = 1, . . . , 2
n.
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The existence of such way was shown in Lemma 4.2 [4]. The b1-adapted Haar function
is defined by
ϕb1I,j :=
(
b1(Ij)b1(I
∗
j+1)
b1(I
∗
j )
)1/2( 1Ij
b1(Ij)
−
1I∗j+1
b1(I
∗
j+1)
)
.
Similarly, we can define the function ψb2J,k with respect to b2 and J ∈ Dm.
The adapted Haar functions enjoy the following properties :
(1)
∫
Rn
b1ϕ
b1
I,j dµn = 0.
(2) |ϕb1I,j| ≃ µn(Ij)
1/2
(
1Ij
b1(Ij)
+
1I∗
j+1
b1(I∗j+1)
)
.
(3)
∥∥ϕb1I,j∥∥Lp(µn) ≃ µn(Ij)1/p−1/2, p ∈ [1,∞].
(4) The similar above properties hold for ψb2J,k as well.
(5) For any f ∈ L2(µ), there holds that
f =
2n∑
j=1
2m∑
k=1
∑
I∈Dn
∑
J∈Dm
〈f, ϕb1I,j ⊗ ψ
b2
J,k〉 b · ϕ
b1
I,j ⊗ ψ
b2
J,k.
The properties (1)-(4) can be found in Proposition 4.3 [4]. Property (5) can be verified
by iteration of the one-parameter argument.
3.3. Averaging over GoodWhitney Regions. Let f ∈ L2(µ). Let always I1, I2 ∈ Dn
and J1, J2 ∈ Dm. Note that the position and goodness of I + βn are independent.
Therefore, one can write ∥∥g(f)∥∥2
L2(µ)
= cm,nEβnEβmΣβn,βm,
where cm,n = (π
n
good · π
m
good)
−1 and
Σβn,βm :=
∑
I2,J2:good
∫∫
WJ2
∫∫
WI2
∣∣Θt1,t2f(x)∣∣2dµn(x1)dt1t1 dµm(x2)dt2t2 .
Indeed, to get this equality, we only need to apply the similar argument to one-parameter
case twice. For more details in one-parameter setting, see [1]. Then, applying b-adapted
Haar decomposition of f (suppressing the finite j, k summation), we may further write
Σβn,βm =
∑
I2,J2:good
∫∫
WJ2
∫∫
WI2
∣∣∣∑
I1,J1
fI1J1Θt1,t2(b · ϕ
b1
I1
⊗ ψb2J1)(x)
∣∣∣2dµn(x1)dt1
t1
dµm(x2)
dt2
t2
.
When βn and βm are fixed, we denote Σβn,βm by Σ. Consequently, it is enough to show
Σ . ||f ||2L2(µ), where the implied constant is independent of βn and βm.
We can preform the decomposition
Σ . Σ<,< + Σ<,≥ + Σ≥,< + Σ≥,≥,
where
Σ<,< :=
∑
I2,J2:good
∫∫
WJ2
∫∫
WI2
∣∣∣ ∑
I1,J1
ℓ(I1)<ℓ(I2)
ℓ(J1)<ℓ(J2)
fI1J1Θt1,t2(b · ϕ
b1
I1
⊗ ψb2J1)(x)
∣∣∣2dµn(x1)dt1
t1
dµm(x2)
dt2
t2
,
and the others are completely similar.
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Sequentially, it suffices to focus on controlling the four pieces: Σ<,<, Σ<,≥, Σ≥,<, Σ≥,≥
in the following sections.
4. Some standard estimates
This section is devoted to proving some estimates, which will be used at certain points
in our proof.
Lemma 4.1. Assume that I1, I2 ∈ Dn with ℓ(I1) < ℓ(I2). Denote
Fn,α(I1, x1, t1) :=
∫
I1
|y1 − cI1|
α
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
dµn(y1).
Then there holds that
Fn,α(I1, x1, t1) . AI1I2µn(I1)
−1/2µn(I2)
−1/2.
Proof. We begin by the estimate
Fn,α(I1, x1, t1) .
ℓ(I1)
α
ℓ(I2)αλn(x1, ℓ(I2)) + d(I1, I2)αλn(x1, d(I1, I2))
.
Note that if ℓ(I2) ≤ d(I1, I2), then D(I1, I2) ≃ d(I1, I2). If ℓ(I2) > d(I1, I2), then
D(I1, I2) ≃ ℓ(I2). Moreover, for any z1 ∈ I1 ∪ I2, it holds that |x1 − z1| . D(I1, I2),
which implies that λn(z1, D(I1, I2)) ≃ λn(x1, D(I1, I2)). Hence, we have
Fn,α(I1, x1, t1) .
ℓ(I1)
α/2ℓ(I2)
α/2
D(I1, I2) sup
z1∈I1∪I2
λn(z1, D(I1, I2))
= AI1I2µn(I1)
−1/2µm(I2)
−1/2.

Lemma 4.2. Let k ≥ 1 and I ∈ Dn be a good cube. Set
Fk(x1) :=
∫
(I(k−1))c
tα1
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
dµn(y1).
Then we have the geometric decay Fk(x1) . 2
−αk/2.
Proof. If k ≤ r, we get
Fk(x1) .
µn(3I)
λn(x1, ℓ(I))
+ ℓ(I)α
∫
(3I)c
|y1 − cI |
−α
λn(cI , |y1 − cI |)
dµn(y1) . 1 ≃ 2
−αk/2.
If k > r, we have by the goodness of I that
d(I, (I(k−1))c) > ℓ(I)γnℓ(I(k−1))1−γn = 2(k−1)(1−γn)ℓ(I) & 2k/2ℓ(I).
Thus, it immediately yields that
Fk(x1) ≤ ℓ(I)
α
∫
B(x1,d(I,(I(k−1))c))
|y1 − x1|
−α
λn(x1, |y1 − x1|)
dµn(y1)
. ℓ(I)αd(I, (I(k−1))c)−α . 2−αk/2.

We need the following lemma, which can be found in [14].
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Lemma 4.3. ([14]) Let us set
AI1I2 =
ℓ(I1)
α/2ℓ(I2)
α/2
D(I1, I2)α sup
z1∈I1∪I2
λn(z1, D(I1, I2))
µn(I1)
1/2µn(I2)
1/2,
where D(I1, I2) = ℓ(I1)+ ℓ(I2)+d(I1, I2), I1, I2 ∈ Dn. Then for any xI1 , yI2 ≥ 0, we have
the following estimate (∑
I1,I2
AI1I2xI1yI2
)2
.
∑
I1
x2I1 ×
∑
I2
y2I2.
In particular, there holds that∑
I2
(∑
I1
AI1I2xI1
)2
.
∑
I1
x2I1 .
Lemma 4.4. If we denote
aI :=
∫∫
WI
∣∣∣Θt1,t2(b1 ⊗ (b2ψb2J1))(x)∣∣∣2dµn(x1)dt1t1 ,
then {aI}I∈Dn is a Carleson sequence. Rather, there holds for any I ∈ Dn
(4.1)
∑
I′:I′⊂I
aI′ .
(
AJ1J2µm(J2)
−1/2
)2
µn(I).
Proof. We are in the position of showing {aI}I∈Dn is a Carleson sequence. Indeed, we
have ∑
I′:I′⊂I
aI′ =
∫∫
Î
∣∣∣Θt1,t2(b1 ⊗ (b2ψb2J1))(x)∣∣∣2dµn(x1)dt1t1
≤
∫∫
3̂I
∣∣∣Θt1,t2((b113I)⊗ (b2ψb2J1))(x)∣∣∣2dµn(x1)dt1t1
+
∫∫
Î
∣∣∣Θt1,t2((b11(3I)c)⊗ (b2ψb2J1))(x)∣∣∣2dµn(x1)dt1t1
:= T1 + T2.
Combining cancellation property, the Minkowski inequality, with the mixed Carleson
and the Ho¨lder condition, we get
T
1/2
1 ≤
∫
J1
|ψb2J1(y2)|
(∫∫
3̂I
∣∣∣∣
∫
3I
b1(y1)
[
Kt1,t2(x, y)
−Kt1,y2(x, (y1, cJ1))
]
dµm(y1)
∣∣∣∣2dµn(x1)dt1t1
)1/2
dµm(y2)
. µm(J1)
−1/2µn(I)
1/2
Fm,β(J1, x2, t2)
. AJ1J2µm(J2)
−1/2µn(I)
1/2.
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As for the second part, the size condition implies that∣∣Θt1,t2((b11(3I)c)⊗ (b2ψb2J1))(x)∣∣ . tα1
∫
(3I)c
|y1 − x1|
−α
λn(x1, |y1 − x1|)
dµn(y1) · AJ1J2µm(J2)
−1/2
. tα1
∫
(3I)c
|y1 − cI |
−α
λn(x1, |y1 − cI |)
dµn(y1) · AJ1J2µm(J2)
−1/2
. tα1 ℓ(I)
−αAJ1J2µm(J2)
−1/2.
This indicates that
T2 .
(
AJ1J2µm(J2)
−1/2
)2
µn(I) · ℓ(I)
−2α
∫ ℓ(I)
0
t2α1
dt1
t1
.
(
AJ1J2µm(J2)
−1/2
)2
µn(I).
Therefore, one obtains the desired result (4.1).

Lemma 4.5. Let k ≥ 1 and I ∈ Dn be a good cube. We have the following Carleson
estimate :
(4.2)
∑
J ′:J ′⊂J
aJ ′ . 2
−αkµn(I
(k))−1µm(J).
where
aJ :=
∫∫
WJ
∣∣Θt1,t2((b1ξkI )⊗ b2)(x)∣∣2dµm(x2)dt2t2 .
Proof. Note that∑
J ′:J ′⊂J
aJ ′ =
∫∫
Ĵ
∣∣Θt1,t2((b1ξkI )⊗ b2)(x)∣∣2dµm(x2)dt2t2
≤
∫∫
3̂J
∣∣Θt1,t2((b1ξkI )⊗ (b213J)(x)∣∣2dµm(x2)dt2t2
+
∫∫
Ĵ
∣∣Θt1,t2((b1ξkI )⊗ (b21(3J)c)(x)∣∣2dµm(x2)dt2t2
:= R1 +R2.
The mixed Carleson and size condition yield that
R
1/2
1 ≤
∫
(I(k−1))c
|ξkI (y1)|
(∫∫
3̂J
∣∣∣∣
∫
3J
b2(y2)Kt1,t2(x, y)dµm(y2)
∣∣∣∣2dµn(x1)dt1
)1/2
dµn(y1)
. µn(I
(k))−1/2µm(J)
1/2Fk(x1) . 2
−αk/2µn(I
(k))−1/2µm(J)
1/2.
An easy consequence of the size condition is that∣∣Θt1,t2((b1ξkI )⊗ (b21(3J)c)(x)∣∣ . µn(I(k))−1/2Fk(x1) · tβ2
∫
(3J)c
|y2 − x2|
−β
λm(x2, |y2 − x2|)
dµm(y2)
. 2−αk/2µn(I
(k))−1/2 · tβ2
∫
Jc
|y2 − cJ |
−β
λm(x2, |y2 − cJ |)
dµm(y2)
. 2−αk/2µn(I
(k))−1/2 · tβ2ℓ(J)
−β.
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It immediately lead to the following estimate:
R2 . 2
−αkµn(I
(k))−1µm(J).
Hence, the inequality (4.2) has been proved. 
Finally, we present a dyadic Carleson embedding theorem, which was proved in [13].
Lemma 4.6 (Dyadic Carleson Embedding Theorem). If the numbers aQ ≥ 0, Q ∈ D,
satisfy the following Carleson measure condition∑
Q′⊂Q
aQ′ ≤ ν(Q), for each Q ∈ D,
then for any f ∈ L2(ν) ∑
Q∈D
aQ|〈f〉
ν
Q|
2 ≤ 4||f ||L2(ν).
5. The Case : ℓ(I1) < ℓ(I2) and ℓ(J1) < ℓ(J2)
Using the cancellation properties of the adapted Haar functions∫
Rn
b1ϕ
b1
I1
dµn =
∫
Rm
b2ψ
b2
J1
dµm = 0,
we can replace Kt1,t2(x, y) by
Kt1,t2(x, y)−Kt1,t2(x, (y1, cJ1))−Kt1,t2(x, (cI1, y2)) +Kt1,t2(x, (cI1 , cJ1)).
By the full Ho¨lder condition of the kernel Kt1,t2 and Lemma 4.1, we have∣∣Θt1,t2(b · ϕb1I1 ⊗ ψb2J1)(x)∣∣ . ||b||L∞(µ)||ϕb1I1||L∞(µn)||ψb2J1||L∞(µm)Fn,α(I1, x1, t1)Fm,β(J1, x2, t2)
. AI1I2µn(I2)
−1/2 · AJ1J2µm(J2)
−1/2.
Therefore, from Lemma 4.3, it follows that
Σ<,< .
∑
J2
∑
I2
(∑
I1
AI1I2
∑
J1
AJ1J2|fI1J1|
)2
.
∑
J2
∑
I1
(∑
J1
AJ1J2|fI1J1|
)2
.
∑
I1
∑
J1
|fI1J1|
2 ≃
∥∥f∥∥2
L2(µ)
.
6. The Case : ℓ(I1) ≥ ℓ(I2) and ℓ(J1) < ℓ(J2)
Since the mixed Ho¨lder and size conditions and the mixed of Carleson and Ho¨lder
estimates are symmetric, the control of Σ<,≥ is completely symmetric with Σ≥,<. Thus
we only focus on the domination of Σ≥,<.
In any case, we can carry out the splitting∑
ℓ(I1)≥ℓ(I2)
=
∑
ℓ(I1)≥ℓ(I2)
d(I1,I2)>ℓ(I2)γn ℓ(I1)1−γn
+
∑
ℓ(I1)>2rℓ(I2)
d(I1,I2)≤ℓ(I2)γn ℓ(I1)1−γn
+
∑
ℓ(I2)≤ℓ(I1)≤2rℓ(I2)
d(I1,I2)≤ℓ(I2)γn ℓ(I1)1−γn
.
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By restricting Σ≥,< to the above three summation conditions, we obtain corresponding
three terms Σout,<, Σin and Σnear,< respectively. Thus, there holds
Σ≥,< . Σout,< + Σin,< + Σnear,<.
We next shall treat the above three terms respectively.
6.1. Separated Σout,<. We first claim that it must have in this case
(6.1)
ℓ(I2)
α
d(I1, I2)αλn(x1, d(I1, I2))
.
ℓ(I1)
α/2ℓ(I2)
α/2
D(I1, I2)αλn(x1, D(I1, I2))
.
Indeed, if d(I1, I2) ≥ ℓ(I1), then D(I1, I2) ≃ d(I1, I2). So, the inequality (6.1) holds. If
d(I1, I2) < ℓ(I1), then D(I1, I2) ≃ ℓ(I1). The doubling condition of λn(x1, t) implies that
λn(x1, ℓ(I1)) = λn
(
x1, (ℓ(I1)/ℓ(I2))
γnℓ(I2)
γnℓ(I1)
1−γn
)
. C
log2(ℓ(I1)/ℓ(I2))
γn
λn
λn
(
x1, ℓ(I2)
γnℓ(I1)
1−γn
)
= (ℓ(I1)/ℓ(I2))
γndnλn
(
x1, ℓ(I2)
γnℓ(I1)
1−γn
)
.
It is important to notice that γn(dλn +α) = α/2 and d(I1, I2) > ℓ(I2)
γnℓ(I1)
1−γn . Hence,
one may conclude that
ℓ(I2)
α
d(I1, I2)αλn(x1, d(I1, I2))
.
ℓ(I2)
α/2
ℓ(I1)α/2λn(x1, ℓ(I1))
.
ℓ(I1)
α/2ℓ(I2)
α/2
D(I1, I2)αλn(x1, D(I1, I2))
.
This shows the inequality (6.1).
We continue the proof. By the cancellation property, we can change the kernel
Kt1,t2(x, y) to
Kt1,t2(x, y)−Kt1,t2(x, (y1, cJ1)).
The mixed Ho¨lder and size condition implies that∣∣Θt1,t2(b · ϕb1I1 ⊗ ψb2J1)(x)∣∣ . µn(I1)−1/2µm(J1)−1/2Fm,β(J1, x2, t2)
×
∫
I1
tα1
tα1λn(x1, t1) + |x1 − y1|
αλn(x1, |x1 − y1|)
dµn(y1)
.
ℓ(I2)
α µn(I1)
1/2
ℓ(I2)αλn(x1, ℓ(I2)) + d(I1, I2)αλn(x1, d(I1, I2))
AJ1J2µm(J2)
−1/2(6.2)
. AI1I2µn(I2)
−1/2 · AJ1J2µm(J2)
−1/2.
Accordingly, applying the similar argument as Σ<,<, we have
Σsep,< .
∥∥f∥∥2
L2(µ)
.
6.2. Nearby Σnear,<. The summation conditions ℓ(I2) ≤ ℓ(I1) ≤ 2
rℓ(I2) and d(I1, I2) ≤
ℓ(I2)
γnℓ(I1)
1−γn indicate that ℓ(I1) ≃ ℓ(I2) ≃ D(I1, I2). Thus, for convenience, we write
I1 ≃ I2 in this case. There holds that
(6.3)
µn(I1)
1/2
λn(x1, ℓ(I2))
≃
µn(I1)
1/2
λn(cI1, ℓ(I1))
1/2
λn(cI2, ℓ(I2))
−1/2 ≤ µn(I2)
−1/2.
It follows from (6.2) and (6.3) that∣∣Θt1,t2(b · ϕb1I1 ⊗ ψb2J1)(x)∣∣ . µn(I2)−1/2 · AJ1J2µm(J2)− 12 .
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Notice that for a given I2, there are finite cubes I1 such that I1 ≃ I2. The same conclusion
holds for a given I1. Therefore, we obtain that
Σnear,< .
∑
I2
∑
J2
∑
I1:I1≃I2
(∑
J1
AJ1J2|fI1J1|
)2
.
∑
I1
∑
J2
(∑
J1
AJ1J2 |fI1J1|
)2 ∑
I2:I2≃I1
1
.
∑
I1
∑
J1
|fI1J1 |
2 ≃
∥∥f∥∥2
L2(µ)
.
6.3. Inside Σin,<. In this case, by the goodness of I2, it must actually have I2 ( I1. We
use I(k) ∈ Dn to denote the unique cube for which ℓ(I
(k)) = 2kℓ(I) and I ⊂ I(k). This
enables us to write
Σin,< =
∑
I,J2:good
∫∫
WJ2
∫∫
WI
∣∣∣ ∞∑
k=1
∑
J1:ℓ(J1)<ℓ(J2)
fI(k)J1Θt1,t2(b · ϕ
b1
I(k)
⊗ ψb2J1)(x)
∣∣∣2dµn(x1)dt1
t1
dµm(x2)
dt2
t2
.
Introduce the notation
(6.4) ξkI = −〈ϕ
b1
I(k)
〉I(k−1)1(I(k−1))c +
∑
I′∈ch(I(k))
I′ 6=I(k−1)
ϕb1
I(k)
1I′ .
It is easy to check that supp ξkI ⊂ (I
(k−1))c, ||ξkI ||L∞(µn) . µn(I
(k))−1/2, and
(6.5) ϕb1
I(k)
= ξkI + 〈ϕ
b1
I(k)
〉I(k−1).
Denote fJ1 = 〈f, ψ
b2
J1
〉 so that fJ1(y1) =
∫
Rm
f(y1, y2)ψ
b2
J1
(y2)dµm(y2), y1 ∈ R
n.
We then split
Σin,< . Σmod,< + ΣCar,< ,
where
Σmod,< =
∑
I,J2:good
∫∫
WJ2
∫∫
WI
∣∣∣ ∞∑
k=1
∑
J1:ℓ(J1)<ℓ(J2)
fI(k)J1Θt1,t2(b · ξ
k
I ⊗ ψ
b2
J1
)(x)
∣∣∣2dµn(x1)dt1
t1
dµm(x2)
dt2
t2
and
ΣCar,< =
∑
I,J2:good
∫∫
WJ2
∫∫
WI
∣∣∣ ∑
J1:ℓ(J1)<ℓ(J2)
〈fJ1〉IΘt1,t2(b1 ⊗ (b2ψ
b2
J1
))(x)
∣∣∣2dµn(x1)dt1
t1
dµm(x2)
dt2
t2
.
The term ΣCar,< is obtained by the fact
〈fJ1〉I =
∞∑
k=1
fI(k)J1〈ϕ
b1
I(k)
〉I(k−1).
• Estimate of Σmod,<. Using the cancellation property again, we can change the kernel
to Kt1,t2(x, y)−Kt1,t2(x, (y1, cJ1)). The mixed Ho¨lder and size condition gives that∣∣Θt1,t2(b · ξkI ⊗ ψb2J1)(x)∣∣ . µn(I(k−1))−1/2Fk(x1) · AJ1J2µm(J2)−1/2
. 2−αk/2µn(I
(k−1))−1/2 · AJ1J2µm(J2)
−1/2,
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provided by Lemma 4.2. Accordingly, from Minkowski’s integral inequality and Ho¨lder’s
inequality, we conclude that
Σmod,< .
∑
I
∑
J2
( ∞∑
k=1
2−αk/2
( µn(I)
µn(I(k))
∑
J1:ℓ(J1)<ℓ(J2)
AJ1J2 |fI(k)J1|
)1/2)2
≤
[ ∞∑
k=1
2−αk/4 · 2−αk/4
(∑
I
µn(I)
µn(I(k))
∑
J2
( ∑
J1:ℓ(J1)<ℓ(J2)
AJ1J2 |fI(k)J1|
)2)1/2]2
.
∞∑
k=1
2−αk/2
∑
I
µn(I)
µn(I(k))
∑
J2
( ∑
J1:ℓ(J1)<ℓ(J2)
AJ1J2|fI(k)J1 |
)2
.
∞∑
k=1
2−αk/2
∑
Q,J1
|fQJ1|
2µn(Q)
−1
∑
I:I(k)=Q
µn(I) .
∥∥f∥∥2
L2(µ)
.

• Estimate of ΣCar,<. By Minkowski’s inequality, we have
GCar,< ≤
∑
J2
∫∫
WJ2
( ∑
J1:ℓ(J1)<ℓ(J2)
(∑
I
|〈fJ1〉I |
2aI
)1/2)2
dµm(x2)
dt2
t2
,
where aI is defined as Lemma 4.4. Therefore, by Lemma 4.4 and Carleson embedding
theorem, we obtain the following estimate
ΣCar,< .
∑
J2
(∑
J1
AJ1J2
∥∥fJ1∥∥L2(µn)
)2
.
∑
J1
∥∥fJ1∥∥2L2(µn) . ∥∥f∥∥2L2(µ).
So far, we have completed the estimate of Σ≥,<.

7. The Case : ℓ(I1) ≥ ℓ(I2) and ℓ(J1) ≥ ℓ(J2).
As we did above, the summation ℓ(I1) ≥ ℓ(I2) was split into three pieces. A similar
decomposition in the summation ℓ(J1) ≥ ℓ(J2) can be also performed. This leads to
Σ≥,≥ . Σout,out + Σout,in + Σout,near + Σin,out + Σin,in
+ Σin,near + Σnear,out + Σnear,in + Σnear,near.
7.1. Nested/Nested : Σout,out. We begin with the term Σout,out, where the new bi-
parameter phenomena will appear. Using the similar decomposition to (6.5), we can
split the function ψb2J with η
i
J . Thus, it holds that
Σnes,nes . Σmod,mod + ΣCar,Car + Σmod,Car + ΣCar,mod ,
where
Σmod,mod =
∑
I,J :good
∫∫
WJ
∫∫
WI
∣∣∣ ∞∑
k=1
∞∑
i=1
fI(k)J(i)Θt1,t2(b · ξ
k
I ⊗ η
i
J)(x)
∣∣∣2dµn(x1)dt1
t1
dµm(x2)
dt2
t2
,
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Σmod,Car =
∑
I,J :good
∫∫
WJ
∫∫
WI
∣∣∣ ∞∑
k=1
〈fI(k)〉JΘt1,t2((b1ξ
k
I )⊗ b2)(x)
∣∣∣2dµn(x1)dt1
t1
dµm(x2)
dt2
t2
,
ΣCar,mod =
∑
I,J :good
∫∫
WJ
∫∫
WI
∣∣∣ ∞∑
i=1
〈fJ(i)〉IΘt1,t2(b1 ⊗ (b2η
i
J))(x)
∣∣∣2dµn(x1)dt1
t1
dµm(x2)
dt2
t2
,
and
ΣCar,Car =
∑
I,J :good
|〈f〉I×J |
2
∫∫
WJ
∫∫
WI
∫∫
Rn+m
|Θt1,t2b(x)|
2dµn(x1)
dt1
t1
dµm(x2)
dt2
t2
.
7.1.1. Estimate of Σmod,mod. The size condition leads to the bound∣∣Θt1,t2(b · ξkI ⊗ ηiJ)(x)∣∣ . ||ξkI ||L∞(µn)||ηiJ ||L∞(µm)Fk(x1)Gi(x2),
where
Gi(x2) :=
∫
(J(i−1))c
tβ2
tβ2λm(x2, t2) + |x2 − y2|
βλm(x2, |x2 − y2|)
dµm(y2).
Using the standard estimates as Fk(x1), we can get
Gi(x2) . 2
−βi.
Therefore, there holds∣∣Θt1,t2(b · ξkI ⊗ ηiJ)(x)∣∣ . 2−αk/2µn(I(k))−1/2 · 2−βiµm(J (i))−1/2.
Applying the similar estimate to Σmod,< to analyze Σmod,mod, we deduce that
Σmod,mod .
∑
k,i
2−αk/22−βi
∑
Q,R
|fQR|
2 1
|Q|
∑
I:I(k)=Q
|I| ·
1
|R|
∑
J :J(i)=R
|J | .
∥∥f∥∥2
L2(µ)
.

7.1.2. Estimate of Σmod,Car and ΣCar,mod. Now we turn our attention to dominate
Σmod,Car. From the Minkowski inequality, it follows that
Σmod,Car ≤
∑
I:good
∫∫
WI
[ ∞∑
k=1
(∑
J
|〈fI(k)〉J |
2aJ
)1/2]2
dµn(x1)
dt1
t1
.
Then Carleson embedding theorem indicates that
Σmod,Car .
∞∑
i=1
2−βi/2
∑
R
∥∥fR∥∥2L2(µn) 1|R|
∑
J :J(i)=R
|I| .
∥∥f∥∥2
L2(µ)
.

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7.1.3. Estimate of ΣCar,Car. Applying the bi-parameter Carleson condition, it imme-
diately yields that
ΣCar,Car =
∑
I,J
|〈f〉I×J |
2CbIJ = 2
∫ ∞
0
∑
I,J
|〈f〉I×J |>t
CbIJ t dt
.
∫ ∞
0
∑
I,J
I×J⊂{MDs f>t}
CbIJ t dt .
∫ ∞
0
µ
(
{MDs f > t}
)
t dt
.
∥∥MDs f∥∥2L2(µ) . ∥∥f∥∥2L2(µ),
where in the last step we have used the Lp(µ)(1 < p < ∞) boundedness of the strong
maximal function associated with rectangles. 
7.2. The rest of terms. As for the estimates of the remaining terms, they are simply
combinations of the techniques we have used above. Thereby, we here only present
certain key points.
Applying the size condition or the mixed Ho¨lder and size condition, we can dominate
the terms Σout,out, Σout,near, Σnear,near and Σnear,out directly. For the terms Σin,out and
Σin,near, nes, they can be split into mod and Car. To bound them, it suffices to use the
size condition and the combinations of Carlson and size estimate. The terms Σout,in and
Σnear,in are symmetric with respect to them, respectively.

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