Abstract-As Deep Neural Networks (DNNs) have demonstrated superhuman performance in many computer vision tasks, there is an increasing interest in revealing the complex internal mechanisms of DNNs. In this paper, we propose Relative Attributing Propagation (RAP), which decomposes the output predictions of DNNs with a new perspective that precisely separates the positive and negative attributions. By identifying the fundamental causes of activation and the proper inversion of relevance, RAP allows each neuron to be assigned an actual contribution to the output. Furthermore, we devise pragmatic methods to handle the effect of bias and batch normalization properly in the attributing procedures. Therefore, our method makes it possible to interpret various kinds of very deep neural network models with clear and attentive visualizations of positive and negative attributions. By utilizing the region perturbation method and comparing the distribution of attributions for a quantitative evaluation, we verify the correctness of our RAP whether the positive and negative attributions correctly account for each meaning. The positive and negative attributions propagated by RAP show the characteristics of vulnerability and robustness to the distortion of the corresponding pixels, respectively. We apply RAP to DNN models; VGG-16, ResNet-50 and Inception-V3, demonstrating its generation of more intuitive and improved interpretation compared to the existing attribution methods.
I. INTRODUCTION
D EEP Neural Networks (DNNs) play an important role in improving empirical performance of several computer vision applications, such as image classification [1] , [2] , object detection [3] , human action recognition [4] , and medical diagnosis [5] , [6] . However, there is a transparency issue owing to the complex internal structure of DNNs, which is commonly referred to as a black box. It is difficult to intuitively interpret the result of DNNs, because the internal structures contain myriad of linear and nonlinear operations. The lack of interpretability prevents many DNN models from being applied in mission critical systems.
Recently, many studies have attempted to resolve the lack of transparency in DNNs. The attributing methods [7] - [12] While the result of LRP-α 2 β 1 shows the positive and negative attributions distributed in close proximity, our RAP clearly distinguishes positive (red pixels) and negative relevance (blue pixels).
reveal the significant factors of the input in making decisions by assigning the relevance to each input of a DNN. To consider the positive and negative contributions of each neuron to the output of a DNN, [7] introduced the relevance propagation rule, which propagates the relevance by separating positive and negative attributions. However, the propagated positive and negative attributions on the visualized explanations are distributed side-by-side as shown LRP-α 2 β 1 in Figure 1 . Thus, it is difficult to intuitively understand positive and negative attributions of LRP [7] .
Propagating the positive and negative relevance simultaneously without considering the variation of contribution and inversion of relevance may lead to defective interpretation. It is necessary to clarify the actual contributions of individual units to the output, because the components of the complex inner structure, such as the activation function, weights, biases and batch normalization, terminate, shift and switch the conveyance of a value.
In this paper, we propose a new method to precisely separate the positive and negative relevances in analyzing the contributions of the input units to the output of a DNN. The main idea of this paper is to attribute the relevance in terms of the fundamental causes of activation and the relative contributions of individual units in each layer, so that the relevance assigned to each neuron is directionally in line with the actual contribution to the output. Figure 1 illustrates the outputs of the proposed method and those of LRP. The relevance of each neuron is propagated through the weight, along with considering the inversion of the contribution and the corresponding attribution, resulting in a pixel-by-pixel mapping of the positive and negative attributions. The main contributions of this work are as follows:
• We propose relative attributing propagation (RAP), a method for attributing the positive and negative relevances to each neuron according to its actual contribution. We address the inversion of contribution and reduce the risk of assigning the positive and negative relevance according to the sign of weight.
• We carefully analyze and solve the effect of bias and batch normalization in the relevance propagation procedure. Our approach makes it possible to attribute this influence to the contribution of each neuron, so that applicable to contemporary very deep networks including VGG-16 [13] , ResNet-50 [2] and Inception-V3 [14] . Our method successfully handles bias and batch normalization in complex DNN models with intuitive and attentive visualizations.
• We apply the region perturbation [15] and compare the distances between the attributions to assess whether the propagated attributions are well-distributed with having the correct meaning. The evaluation indicates that attributions from our RAP concentrated in the positive features of the object compared to the existing attribution methods with clear distinction of the negative features.
II. RELATED WORK
There are several studies on understanding of what a DNN model has learned. From the standpoint of interpreting a DNN model, the manner in which a DNN works can be visualized by maximizing the activation of hidden layers [16] or generating salient feature maps [17] - [22] . [23] introduced the input switched affine network, which can decompose the contributions of previous characters to the current prediction, and [24] proposed the influence function to understand model behavior, debug models, detect dataset errors, and even create visually indistinguishable training-set attacks. [25] proposed LIME, an algorithm that explains the predictions of classifier by learning an interpretable model locally around the prediction.
From the standpoint of explaining the decision of a DNN, the contributions of the input are propagated backward, resulting in a redistribution of relevance in the pixel space. Sensitivity analysis visualizes the sensitivities of input images classified by a DNN while explaining the factors that reduce/increase the evidence for the predicted results [26] . [21] proposed a deconvolution method to identify the patterns of a predicted input image from a DNN. Layerwise relevance propagation (LRP) [7] was introduced to backpropagate a relevance, which makes the network output become fully redistributed throughout the layers of a DNN. [15] showed that the LRP algorithm qualitatively and quantitatively provides a better explanation than do either the sensitivity-based approach or the deconvolution method.
Guided BackProp [27] and Integrated Gradients [28] each compute the single and average partial derivatives of the output to attribute the prediction of a DNN. Deep Taylor Decomposition [8] is an extension of LRP for interpreting the decision of a DNN by decomposing the activation of a neuron in terms of the contributions from its inputs. DeepLIFT [10] decomposes the output prediction by assigning the differences of contribution scores between the activation of each neuron to its reference activation. [29] approached the problem of the attribution value from a theoretical perspective and formally proved the conditions of equivalence and approximation between four attribution methods: Guided Input, Integrated Gradients, LRP and DeepLIFT.
However, there are no studies which analyze the problem of ambiguous visualization in dealing with negative relevance. We bring out the fundamental causes of this problem and address the solution to precisely handle the negative relevance.
III. BACKGROUND
In this section, we briefly introduce notations and an attribution method LRP, which is closely related to our method in terms of propagating relevance.
A. Notations
In this paper, we use the letter f (x) to denote the value of the network output before passing through the softmax layer for input x. The letter R represents the value of f (x) corresponding to the prediction node, which is the input relevance for the attributing procedure. A neuron j in the layer l + 1 receives the value z (l+1) ij from a neuron i in the layer l, which is obtained by multiplying the value m 
The signs of positive and negative values are denoted by + and −.
B. Layerwise Relevance Propagation
The principle of LRP is to find the parts with high relevance in the input by propagating the result from back (output) to front (input). The algorithm is based on the conservation principle, which maintains the relevance in each layer. It is assumed that R (l) i is the relevance of a neuron i in a layer l and that R (l+1) j is associated with a neuron j of the layer l + 1.
[7] introduced two relevance propagation rules that satisfy Equation (2) . The first rule called LRP-is defined as
This rule lets a neuron i in the layer l receive the relevance according to the their contribution to the activation of the neurons in the layer l+1. The constant prevents the numerical instability for the case in which the denominator becomes zero. The second rule LRP-αβ is used to enforce the conservation 
Layer
Layer +1 principle by separating the positive and negative activations during the relevance propagation process.
In this rule, z
Here, we note that rule (4) separates the positive and negative relevance according to the sign of z ij . After the relevance propagation is finished, the propagated attributions are mapped to the pixels of the input image and visualized as a heatmap.
IV. INTERPRETING CONTRIBUTIONS AND RELEVANCES
In this section, we introduce our inversion of relevance which precisely reflects the actual contribution of each neuron, and then explain our attributing procedure in detail. Figure 2 presents an example of the last two layers before the output layer. Each layer includes two neurons and fully connected weights. Here, we assume that the forward process does not include bias and batch normalization to simplify our illustrations. These assumptions are lifted in Section 4.2.3. We assume that all neurons in layer l and l + 1 are nonnegative. In the forward pass, m is inversed in the final propagation to f (x) and the relevance R 22 should be negative.
A. A Motivational Example
Here, we can discover the problem of relevance propagated through rule (4). In the above example, the criterion for separating the positive and negative relevance of rule (4) is the sign of the connected weight. Therefore, {R 11 , R 22 } and {R 12 , R 21 } are regarded as the positive and negative relevances and multiplied by α and β, respectively. This mismatch between the contribution and the relevance causes the offset of positive and negative relevance. To be more specific, in case of LRP-α 2 β 1 , m
2 receive {2 * R 11 − R 21 } and {2 * R 22 − R 12 }, respectively, resulting in the offset of each actual relevance. This is the reason why the positive and negative attributions propagated through rule (4) are visualized redundantly in close proximity as illustrated in Figure 2 .
In this method, we separate the positive and negative relevance based on the actual contribution of each neuron. Through the backward pass example in Figure 2 , it is possible to deduce the actual contribution from the relevance value in the layer l + 1 and the connected weights. There is no inversion of contribution in the layer l + 1, because it is directly connected to the output f (x). When the neuron in the layer l + 1 receives the positive relevance from f (x), the positive and negative relevances which are propagated to the layer l from this neuron should be labeled according to the sign of connected weights. However, when considering the opposite case, such as z
, we have to separate the relevance conversely. Our result in Figure 2 shows an improved and intuitive separation of the positive and negative parts in the input image compared to the result of existing method, LRP-α 2 β 1 .
B. Relative Attributing Propagation
To consider the positive and negative contributions of individual units and additional components simultaneously, we propagate the relevance in a relative perspective for maintaining its directionality respect to zero, allowing each neuron to be received the relevance corresponding to its actual contribution. Our method divides the relevance propagation process into two flows, normal and inversion cases, to prevent the offset of the relevance and to consider the mutating effect of additional components. After the relevance is fully propagated in the both flows, the results are combined into the final relevance. Figure 3 shows the overall architecture of our method.
1) The First Propagation of the Output Relevance: In the first step, we propagate the same value R according to the sign of connected weight from a prediction node j in the final layer q to a neuron i in the previous layer p.
In the perspective of a contribution in the forward pass of the layer p to q, the weighted sum between the neurons and the weights directly affects the output f (x). Therefore, the sign of the relevance and the actual contribution of each neuron in the layer p are same. Because the activation function is not applied to the layer p in a DNN, each sign of propagated relevance
is same with the sign of z ij . After rule (5) is applied, we separate the relevance R 
This Equation (6) is applied in each layer during the relevance propagation process. In the first propagation of the relevance, we do not consider the effect of bias. Because the relevance is propagated from the prediction node j, the bias does not affect the proportion of the relevance in the layer p.
2) Inversion of Relevance: After the first propagation, RAP is separated into two sets, a normal set and an inversed set. We assume that a neuron i in a layer l is connected to a neuron j in a layer l + 1 through w ij . The neuron i is non-negative when it passes through the ReLu activation function [30] . However, we can also handle the situation that neurons have negative values. In the forward pass, {m
} convey the positive and negative values to a neuron j, respectively. The formal (latter) respectively, promotes (inhibits) the activation of the neuron j. The relevance to a neuron i corresponding to the former case is determined as the positive and negative relevance according to the sign of the relevance R j . The relevance propagation rule for a normal set is as follows.
Here, the relevance R j is separated into R + j and R − j by the sign of R j as shown in Equation (6) . In this case, the criterion for distinguishing the positive and negative relevances is the sign of R j . Therefore, the first line computed with R + j denotes positive relevance. The second line presents negative relevance. However, for the latter case, R − j and R + j become the criterion to distinguish the positive and negative relevances to reflect the actual contribution to f (x).
By Equation (6) In the forward pass, the normal and inversed contributions of a neuron are propagated separately through the connected weights to the next layer without interfering each other. Therefore, the relevance of normal and inversion should be considered individually. In this reason, we do not utilize both rules (7), (8) simultaneously. The offset between the normal and inversion leads to the increment/decrement of relevance value and prevents the neurons in the latter part of the procedure from being attributed their actual relevances. Propagating each rule, respectively, allows the neurons to be attributed with the extent that they contribute to f (x) without the distortion of relevance. Furthermore, after each attributing progress is finished, the final relevance is produced by adding the results of two flows. The Equation (6) is preserved, even if the two flows are added. Figure 4 shows heatmaps generated from each process, normal (RAP-Normal) and inversion (RAP-Inversion), and the final output of RAP, which is the addition of both results. Red and blue colors in the heatmap denote the positive and negative attributions, respectively. We confirm that the positive and negative attributions are distributed moderately both in normal and inversion processes. Here, we note that the intensity of the represented color does not indicate the magnitude of the actual value. Since the heatmap represents the normalized version of the result, the intensity of the color depends on the distribution of the attributions. The final result is generated by adding the actual values of both cases before normalization.
3) Handling Bias and Batch Normalization: Bias and batch normalization are important factors for many commonly used DNN models, such as VGG-net, ResNet and Inception net, allowing them to be successfully trained with the large datasets. Bias helps in learning weights by shifting the activation function. Batch normalization accelerates the learning speed and prevents gradient vanishing/exploding by stabilizing the training process itself as a whole instead of utilizing the bias. However, it is necessary to focus on their effects on the variation of a neuron value, not on the effects on the training procedure, to interpret a completely trained model. We successfully solve these effects through the view point of the inversion of contribution and relativity respect to zero.
After the training procedure is finished, the value of each bias is fixed to a scalar value. In the forward pass, many neurons are activated/inactivated by the addition of the biases in each layer. Suppose that inversion of the contribution has not occurred in the forward pass. Then, we can simply divide the positive and negative contribution of bias according to its sign. Furthermore, we can easily accept that a bias related with the activated neuron should be considered during relevance propagation.
However, we emphasize that a bias connected with the unactivated unit also has to be considered. A bias is added equally to the individual units in the feature map in a convolution layer. That is, a bias increases/decreases the importance of certain feature maps for determining the classification. Therefore, this effect should be subtracted equally from the units in the feature map before being propagated through the weights. Unfortunately, simply subtracting the values of the biases disturbs the relevance to be preserved and is not reasonable in terms of the scale.
To solve this issues, we shift the average of the biases back to the origin by subtracting the mean bias value and then divide them by the size of the corresponding feature map. As explained previously concerning the inversion of contribution, the effect of the bias is also mutated according to the actual contribution to f (x). The rule for subtracting the effect of bias from a neuron i in a layer l is as follows.
Here, we denote the result R (l) i as bias subtracted relevance. κ is the value of {1, −1} for the normal and inversion cases, respectively, which switches the effect depending on its actual contribution. The size of the feature maps in a layer l is denoted as w × h × c.
To consider the effect of batch normalization layer, we simply regard the effect as the mutation of scalar by subtracting the input from the output of a layer in the forward pass. Because the subtracted value during batch normalization is regarded as the variation applied to each unit in the layer l, we compensate this effect from the input relevance R effect of batch normalization layer is as follows.
Here, S
i is the difference between output and input of batch normalization. S as batch normalization subtracted relevance. This process also switches contribution by using κ.
V. EXPERIMENTAL EVALUATIONS
We extensively verified our RAP on large scale CNNs including VGG-16, ResNet-50 and Inception-V3 models, which have achieved the impressive performances in several classification tasks. We used the Large Scale Visual Recognition Challenge 2012 (ILSVRC 2012) dataset [31] , which is widely employed and easily accessible. We implement RAP with TensorFlow and Keras and generate the explanation visualized as a heatmap. The visualized heatmap is represented by seismic colors, where red and blue colors denote positive and negative, respectively.
The result of our method is compared with those of existing attribution methods, including integrated gradients, gradient* input, pattern attribution, LRP-αβ, LRP-PresetA [8] , and LRPPresetB [32] . LRP-Preset methods are the extended versions of LRP-αβ, where the preset configurations denote LRPfor dense layers and LRP-αβ for convolution layers. The difference between A and B is that {α = 1, β = 0} and {α = 2, β = −1} in the respective cases. For fair comparisons, we follow the implementation for the conventional methods introduced in [33] , which is available at repository: https://github.com/albermax/innvestigate.
A. Qualitative Evaluation of Heatmap
For qualitatively evaluating the positive attributions generated by RAP, we compare the results by examining how the areas in which positive attributions converge are similar with those of the other methods. As the existing methods propagate the positive relevance well, we can utilize them to assess whether our method is consistent in attributing positive relevance. Figure 5 presents the heatmaps generated from the various methods for the predicted images by the VGG-16 network. Figure 6 illustrates the comparison between LRP-α 2 β1 and RAP in ResNet and Inception net. The more qualitative comparisons in various networks are illustrated in Figure 9 . The variation of accuracy after applying pixel removal/shuffling in accurate prediction in VGG-16 net for assessing the positive and negative attributions. The original prediction performance of test set is 100%. The number in parentheses shows the performance when shuffling each attributions.
To qualitatively evaluate the negative attributions, we regard the attributions allocated in the parts that are not related to the prediction as the negative relevance. Given that LRP-α 2 β1 considers the positive and negative relevance during relevance propagation, there is an intuitive visual difference. While our results clearly distinguish the positive and negative attributions, the attributions from other methods overlap each other and seems to be purple as shown in Figure 5 and 6. We qualitatively assessed 5,000 images in validation set of ILSVRC 2012 dataset and most of them showed satisfactory results in terms of human view.
B. Quantitative Assessment of Attributions
It is not trivial to access the quantitative performance of several attribution methods designed for explaining DNN models. The common approach to quantitatively assessing the explanations methods utilizes the region perturbation process that progressively distorts the pixels from the heatmap. [15] formalized this method as Area over the perturbation curve (AOPC). The pixels of most relevant first (MoRF) and least relevant first (LeRF) are perturbed to evaluate whether positive and negative attributions have the correct meaning for the result, respectively.
In our experiment, the principle of distorting pixels according to the ranking provided by the attribution maps remains the same. To distinguish the errors between models and methods, we extract the test set from the dataset which has 500 images and the prediction performance is 100%. Furthermore, we provide the large amount of pixel distortion in Table 1 to see at a glance the variation of performance according to the attributions. We change the value of the pixels with two cases, 1) traditional evaluating method that replaces the pixel value into the minimum value of the input image and 2) randomly shuffling the values of positively/negatively attributed pixels, respectively. Since a pixel can contribute positively to the activation of a certain class label due to its correlation with the neighboring pixels, we provide an analysis of random shuffling to consider the effect of correlation.
1) Interfering Positive Attributions : Removing a pixel with a high relevance has a relatively high impact on the decrement of accuracy. As the conventional methods focusing on positive relevance shows the verified and reasonable results, we compared our method to these methods to confirm that the positive relevance is precisely attributed by RAP. Table  1 presents the variation of the accuracy when high-ranking pixels were removed.
The amounts of removed pixels corresponding to positive attributions are shown in the top row of Table 1 . The result indicates that the accuracy rapidly degrades in the positive attributions removal process in all methods. Although our RAP considers the positive and negative relevance simultaneously, there is no prominent difference of the result in Table 1 Positive Removal. However, other methods except Integrated* Gradient show more decrement of accuracy than RAP during pixel distorting process. To analyze the cause of this phenomenon, we observed the distribution of positive attributions. The detail analysis is described in 3) Distributions of Attributions subsection.
2) Interfering Negative Attributions: When a DNN makes a correct prediction, removing negative attributions should not bring a large decrement of the accuracy and relevance value. A small decrement can be caused, because removing pixels can bring the distortion of the object shape in the input image. However, it is important to note that removing pixels Table 1 Negative Removal shows the variation of the accuracy when negative attributions are removed.
As the results in Table 1 , while LRP-α 2 β 1 shows a rapid decrement of the accuracy and relevance value, RAP rarely affects the prediction result during the negative attributions removal process. Thus, we can confirm that RAP precisely distinguishes the positive and negative relevance without overlapping each other.
3) Distributions of Attributions: It is hard to judge the better methods for visualizing the positive attributions by simply comparing the decrement of prediction accuracy, because each method poses different assumption and is designed for slightly different objectives. To be more specific, the positive attributions could be evenly scattered in main objects or focused on important features depending on the attributing methods. The latter case leads to less distortion of the shape of objects in an input image during the region perturbation. Figure 7 (a) shows two example images and their masks of top 4,000 positive attributions (first row) and top 10,000 negative ones (second row). When we applied the region perturbation to these images, only the images distorted by RAP are correctly classified. As shown in the masks, positive attributions of RAP are concentrated in the unique features of the object while many positive attributions of LRP and Gradient* Input are distributed over less distinctive ones such as object body and background. Therefore, the preserved parts of object after region perturbation play a role for classifying the image as a correct label. Negative attributions of RAP are clearly superior to provide intuitive visual explanations and robustness in the region perturbation. To generalize the phenomenon and verify how positive attributions are concentrated on important features, we provide the degree of distributions. We measure the distance of the positive attributions from the MoRF in our test set. The metric for calculating the average distance between the positive attributions and MoRF is as follows.
Here, H p denotes an ordered set of positive relevance value r in a heatmap. D K means the average value of the euclidean distance between MoRF and top K attributions. 
C. An Application to Medical Diagnosis
Although the use of DNN is increasing in the medical field, there are few studies concurrent with the explanation. For an additional experiment, we applied RAP to a DNN model trained on LUng Nodule Analysis 2016 data (LUNA 2016) [34] to diagnose the lung nodules. This dataset is derived from the Lung Image Database Consortium image collection (LIDC-IDRI) [35] which is composed of diagnostic and lung cancer screening thoracic CT scans with annotated lesions. The LUNA 2016 dataset excluded scans with a slice thickness greater than 2.5 mm from LIDC-IDRI. In total, 888 CT scans are included and 754,975 candidates are provided.
From the given candidate information, we cropped these scans into 32 × 32 × 32 size cubes for training. Nodule candidates were extracted by randomly moving from the center of the tumor to increase the diversity of the data. We applied data augmentation to increase the number of positive samples to reduce the problem of the highly imbalanced ratio of false positive to true positive (735,418:1,557) in the training dataset. The positive samples are expanded through flip in x,y,z-axis, randomly rotation, shear and multi-scale transformation. The dataset was divided into training, validation, and test sets in a ratio of 8:1:1. To increase reproducibility of the model, we applied 10-fold cross validation with provided dataset. We applied a 3D convolutional neural network for training on the LUNA 2016 dataset to capture more discriminative features and utilize the full range of context information of candidates. The layer configuration of the 3D network is the same as the layer order of VGG-16, utilizing the batch normalization layer instead of the bias.
Before interpreting the result of the model, performance evaluation is a necessary condition. To verify the reliability of model, we used 10-fold cross validation and evaluated the average performance using five assessment metrics: 1) ACC, 2) precision (PRE), 3) recall (REC), 4) specificity (SPEC), and 5) F1 score (F1). In each cross validation, the partition of training and testing data is randomly extracted from the dataset. The trained model demonstrates 95.1% accuracy, 89.1% precision, 94.4% recall, 95.48% SPEC and 91.74% F1 for the test dataset. Figure 8 shows the visualization of positive and negative attributions for the classification. We sliced the center of 3D input and output for the visualization. RAP presents more intuitive and attentive visualizations for interpreting a DNN in high-dimensional data without confusing positive and negative attributions.
VI. CONCLUSION
There have been two streams of methods in interpreting a deep neural network: (1) understanding the internal patterns the network forms to solve a classification problem and (2) understanding how the network relates the individual units to the classification output. Methods in the former case reconstruct the visual patterns according to the neural network. Methods in the latter case include sensitivity analysis, deconvolution and relevance based attribution methods such as layer-wise relevance propagation (LRP). In this paper, we propose RAP, a explaining method for attributing the contributions to the predictions of DNNs by assigning the relevance score according to the actual contributions, which are divided into normal and inversion cases. Furthermore, our method makes makes it possible to distinguish the positive and negative attributions by considering the inversion of contribution by negative value in the relevance propagation. We evaluate our methods in quantitative and qualitative ways to verify the attributions correctly account for the meaning. To assess the attributions, we apply region perturbation with removing and shuffling the corresponding pixels. We show that the negative attributions propagated by RAP are robust to region perturbation, while the positive attributions are severely affected by distortion, like other methods. Furthermore, by calculating the distances between the positive attributions and MoRF, we confirm that RAP has a strength for propagating the positive attributions more focusing on important features than other methods. We also apply RAP to the lung nodules diagnosis to visualize the reason of the decision of DNN. We provide a clear visualization of important factors by separating the positive and negative attributions from complex and noisy lung tumor data. As the use of Deep learning increases not only in the medical domain but also in the practical field, it would be in future work to develop an explainable artificial intelligence that can be utilized in various fields including computer vision field.
