It is well known that every MV-algebra can be converted into a residuated lattice satisfying divisibility and the double negation law. In a previous paper the first author and J. Kühr introduced the concept of an NMV-algebra which is a non-associative modification of an MV-algebra. The natural question arises if an NMV-algebra can be converted into a residuated structure, too. Contrary to MV-algebras, NMV-algebras are not based on lattices but only on directed posets and the binary operation need not be associative and hence we cannot expect to obtain a residuated lattice but only an essentially weaker structure called a conditionally residuated poset. Considering several additional natural conditions we show that every NMV-algebra can be converted in such a structure. Also conversely, every such structure can be organized into an NMV-algebra. Further, we study an a bit more stronger version of an algebra where the binary operation is even monotone. We show that such an algebra can be organized into a residuated poset and, conversely, every residuated poset can be converted in this structure. c 2018 Mathematical Institute Slovak Academy of Sciences
is that it belongs to the interval [p 0 , p 1 ] where p 0 = max(a+b−1, 0) and p 1 = min(a, b), see e.g. [2] . Hence, the probability of the conjunction is evaluated by the aforementioned formula (1) . However, this binary operation is not associative. Hence, a non-associative version of an MV-algebra, the so-called NMV-algebra, was introduced by the first author and J. Kühr in [3] and later studied by the authors in [5] .
It is well-known that MV-algebras can be considered as so-called residuated lattices. This is important because residuated lattices form an algebraic semantics of fuzzy logics, thus also the semantics given by an MV-algebra yields a fuzzy logic. The applicability of fuzzy logics in technical devices, as e.g. fuzzy regulators, is well-known. In fact, an (integral) residuated lattice is an MV-algebra if and only if it satisfies the so-called divisibility and the double negation law, see e.g. [1] for details. Because of the above mentioned situation, the natural question arises if also a non-associative version of an MV-algebra can be organized into a residuated structure not necessarily being a lattice. A similar situation was solved by Botur and Halaš in [2] but they used basic algebras (whose underlying posets are lattices). This motivated us to investigate under what conditions residuation is possible in our case.
It is worth noticing that the adjointness property in residuated structures strongly depends on the associativity of the binary multiplication. Hence, we cannot expect that residuation will hold in full sense also in the non-associative case. On the other hand, using certain reasonable restrictions, adjointness can be modified for NMV-algebras provided they satisfy some more condition.
At first, we repeat the definition of an NMV-algebra from [3] .
Here and in the following 1 is an abbreviation for ¬0. The fifth identity is usually called the Lukasiewicz axiom.
In any NMV-algebra, we can define the following term operations:
x → y := ¬x ⊕ y,
x ⊗ y := ¬(¬x ⊕ ¬y),
x y := ¬(¬x ¬y), This relation is a partial order relation (cf. [3] ) and will be called the induced order of the NMV-algebra. The following identities for NMV-algebras are immediate or follow from [3] or [5] :
x → y ≈ (x y) y ,
x → y ≈ ¬y → ¬x,
x ⊗ y ≈ ¬((x ¬y) ¬y ),
x → 0 ≈ ¬x,
x → (y → x) ≈ 1,
From the third identity we conclude
x ≤ y if and only if ¬y ≤ ¬x.
The fifth identity is in fact the Lukasiewicz axiom. We recall several terms and concepts which will be used throughout the paper.
A groupoid (A, ) is called a directoid (or commutative directoid in [8] ) if it satisfies the identities x x ≈ x, x y ≈ y x and x ((x y) z) ≈ (x y) z (see e.g. [4] for details). It was shown by Ježek and Quackenbush ( [8] ) that every directed poset (A, ≤) can be converted into a directoid by defining x y := max(x, y) if x and y are comparable and x y = y x ∈ U (x, y) otherwise (x, y ∈ A); the choice of x y ∈ U (x, y) is arbitrary but fixed. Then x ≤ y is equivalent to x y = y. Also conversely, if (A, ) is a directoid and we define x ≤ y if and only if x y = y then (A, ≤) is a directed poset.
Let (A, ≤, 1) be a poset with greatest element 1. For a ∈ A, the interval [a, 1] will be called a section. We say that (A, ≤, 1) is a poset with switching section involutions if for every a ∈ A there exists a mapping x → x a of [a, 1] into itself such that a a = 1, 1 a = a and (x a ) a = x for all x ∈ A. We say that this poset is a poset with section antitone involutions (shortly, SAI) if, moreover, x, y ∈ [a, 1] and x ≤ y together imply y a ≤ x a . Hence every section antitone involution is a switching one.
The following is immediate or follows from [3] or [5] :
be an NMV-algebra, a, b ∈ A and ≤ its induced order. Then the following hold:
The following example serves as an inspiration for our investigations concerning NMV-algebras.
Example 1. Let A = {0, a, b, c, e, 1} and define the operations ⊕ and ¬ as follows:
Then A = (A, ⊕, ¬, 0) is an NMV-algebra. The operation tables for ⊗, → and look as follows: One can see that this poset is not a lattice, thus A can be neither an MV-algebra nor a commutative basic algebra. The switching involutions on sections are given by the following table:
x 0 a b c d 1
All these involutions are antitone which is not the case in general.
If A = (A, ⊕, ¬, 0) is an NMV-algebra whose switching section involutions are antitone, then we will call A an NMV-algebra with SAI.
RESIDUATION IN NON-ASSOCIATIVE MV-ALGEBRAS
The next concept which will be used is as follows. Let P = (P, ≤, ⊗, →, 0, 1) be a bounded poset with two additional binary operations such that (i) (P, ⊗, 1) is a commutative groupoid with neutral element 1,
Then P is the called an integral residuated poset. Condition (ii) is called adjointness (see e.g. [1] ). In any residuated poset we put ¬x := x → 0.
We are going to investigate under which conditions a certain modification of adjointness holds in NMV-algebras with SAI. Under some other assumption, the converse implication holds. Next we introduce a concept which is weaker than that of a residuated poset. Namely, adjointness will be replaced by the conditions occurring in Lemmas 2 and 3. Here and in the following ¬x := x → 0 for all x ∈ P . Condition (c) will be called conditional adjointness. We say that P satisfies In order to justify the introduced concepts, we state the following Theorem 1. Let A = (A, ⊕, ¬, 0) be an NMV-algebra with SAI and the term operations ⊗ and → defined above and the induced order ≤ . Then (A, ≤, ⊗, →, 0, 1) is a conditionally residuated poset satisfying weak divisibility, the contraposition law, the double negation law, the Lukasiewicz axiom and the compatibility conditions. P r o o f. The proof follows by the identities mentioned in and after Definition 1 and Lemmas 2 and 3.
Our next goal is to show that also the converse assertion holds. For this, we have to prove some preliminary results. Lemma 4. Every conditionally residuated poset P = (P, ≤, ⊗, →, 0, 1) satisfies the following conditions:
(ii) if P satisfies the double negation law then ¬x ⊗ x ≈ 0 and ¬1 ≈ 0, (iii) if P satisfies weak divisibility and the compatibility conditions then x ≤ (x → y) → y;
moreover, x ≤ y if and only if x → y = 1 in this case.
(ii) Since ¬x ≤ x → 0 and P satisfies the double negation law we obtain ¬x ⊗ x ≤ 0, i.e., ¬x ⊗ x ≈ 0 and ¬1 ≈ ¬1 ⊗ 1 ≈ 0. Let us note that all the conditions occurring in Lemma 4 are satisfied in every NMV-algebra as mentioned above. By using the previous results, we are now able to show when a conditionally residuated poset can be converted into an NMV-algebra. Theorem 2. If P = (P, ≤, ⊗, →, 0, 1) is a conditionally residuated poset satisfying weak divisibility, the contraposition law, the double negation law, the Lukasiewicz axiom and the compatibility conditions and if we put x ⊕ y := ¬x → y for all x, y ∈ P then (P, ⊕, ¬, 0) is an NMV-algebra whose induced order coincides with ≤. NMV-algebra according to Theorem 8 in [3] . Because of (iii) of Lemma 4, the induced order of (P, ⊕, ¬, 0) coincides with ≤.
The question arises how to modify the concept of an NMV-algebra in order to obtain a residuated poset. The main difficulty which prevents to reach adjointness for NMV-algebras is, as mentioned above, the lack of associativity of the operation ⊕ and hence also of ⊗. However, the situation changes if we suppose the operation ⊗ to be monotone, i.e., if
In what follows, we show that in this case, a poset with ⊗ can be organized into a residuated poset provided some reasonable conditions are satisfied. Theorem 3. Let P = (P, ≤, ⊗, ¬, 0, 1) be a bounded poset with an antitone involution and a commutative binary operation ⊗ which is monotone and satisfies the identity x ⊗ 1 ≈ x. Define x → y := ¬(x ⊗ ¬y) for all x, y ∈ P . If P satisfies the condition
then R := (P, ≤, ⊗, →, 0, 1) is an integral residuated poset satisfying the double negation law.
because of (12) and since ¬ is an antitone involution. Hence R is a residuated poset. Since ¬ is an antitone involution on (P, ≤) we have ¬0 = 1. Now a → 0 = ¬(a ⊗ ¬0) = ¬(a ⊗ 1) = ¬a and therefore R satisfies the double negation law. Since 1 is the greatest element of (P, ≤), R is integral.
We can prove also the converse. 
