Abstract. In this thesis, multi-output PID neural network (MPIDNN) is proposed based on the research on single-output PID and it is simulated. MPIDNN is also proposed for the characteristics of coupling system which is difficult to control in industrial process. The results of the simulation show that the control algorithm has the function of online learning to adjust parameters. For multi-input and multi-output system, by using the MPIDNN decoupling control method, there is no need to get the exact model of object. It can offset the effects of the internal model or other disturbance and achieve better control effect.
Introduction

PID neural network (PIDNN) is a new neural network. It is a multilayer feedforward neural network composed of proportional (P), integral (I) and differential (D)
. PIDNN has the dual advantage of PID control and neural network control [1] . For multi-variable system which has serious coupling and time-varying, PID neural network uses the deviation of the system output and set value through online learning to modify the connection weights of the network to change strength of the role of proportional element, integration element and differential element. So as to achieve the purpose of decoupling control. PIDNN has a good dynamic performance and static performance, it has been used in many control systems and achieved good control effect [2] [3] [4] .
A multi-output PID neural network control method is proposed for multivariable coupling objects and it is simulated based on the study of single variable PID neural network.
The single-output PID neural network controller
Structure of single-output PID neural network controller
Single-output PID neural network (Single-output PIDNN, SPID) is the basic form of PIDNN and its structure is three-tier. It has six neurons, each neuron consists of input of neurons, state of neurons and output of neurons [5] . The structure of controller is shown in figure 1 . Fig.1 . SPINN chart The input layer of SPINN has two neurons: One receives a set output value of the controlled object with single-input and single-output, the other receives an actual output value of the controlled object with single-input and single-output. There are three neurons in hidden layer which 6th International Conference on Information Engineering for Mechanics and Materials (ICIMM 2016) are the proportional element (P) with proportional operation function, integral element (I) with operation function and differential element (D) with differential operation function. Output layer has only one neuron and its role is to synthesize and output [6] .
2.2 SPINN forward algorithm of single-output PID neural network controller Forward algorithm means the input value through the input layer, hidden layer and output layer sequentially.
(1) The input layer The input layer contains two inputs of the set value r and the actual output value y respectively of controlled object of system. net represents the input of the input layer neurons, u represents the state of the input layer neurons, x represents the output neurons in the input layer and i represents the sequence number of neurons in the input layer. At any sampling instant k, the input of the input layer neurons is
(2) The hidden layer Hidden layer is the core layer of SPIDNN, comprising three neurons. net' represents the input of the hidden layer neurons, u' represents the state of the hidden layer neurons, x' represents the output neurons of the hidden layer and j represents the sequence number of hidden layer neurons.
(3) The output layer It is responsible for collecting the output of each hidden layer neurons to achieve integrated output of the network. With net" represents the input of the output layer neurons, u" represents the state of the output layer neurons, x" represents the output neurons of the output layer, j represents the sequence number of neurons of output layer. The state of neuron in this layer is
The output of neuron in this layer is 1, ( (6) v(k) is output of SPIDNN controller which is equal to the output of the output layer neurons.
The algorithm modifies the network weights by objective function. The purpose of algorithm is to minimize the objective function. 
Weights of SPIDNN between the layers are adjusted based on the deviation of the output value of controlled object and the set value of controlled object. By online learning and self-tuning, SPIDNN does well without precise mathematical models and parameters and it can be applied to the control system with varying model parameters [7] .
Multi-output PID neural network controller
3.1 Structure of multi-output PID neural network controller Multi-output PID neural network (Multi-output PIDNN, MPIDNN) is combined into a plurality of SPIDNN. Each SPIDNN is a subnet of MPIDNN. MPIDNN is a three-forward network. MPIDNN requires the network connection of n-SPIDNN, if the controlled object has m inputs and n outputs. So this MPIDNN constitutes forward three networks whose structure is 2n×3n×m. The corresponding structure form of this MPIDNN control system is shown in figure 2.  ) is the sequence number of neurons in the output layer. The input of output layer neuron is the sum of products of every output value of hidden layer neurons and the weight of the corresponding channel. Formula is as follows. 
l represents the number of sampling points in training session, n is the number of controlled variables, p ( 1, 2 , , p n =  ) represents sequence of the output variable of controlled object. (1) The hidden layer to the output layer After training of 0 n steps, correction formula of weights of the s -th subnet in the hidden layer to the h -th neuron of output layer is as follows. Coupling relationship is between the output and the input of object with multiple variables. So there is the following formula.
It can be derived as follows.
There is a hypothesis.
Correction formula of weights of the j -th neuron of the s -th subnet in the hidden layer to the h -th neuron of output layer is as follows.
(2)The input layer to the hidden layer Correction formula of weights of the i -th neuron of the s -th subnet in the input layer to the j -th neuron of hidden layer is as follows. 
Examples of simulation
In order to verify online learning decoupling control of PIDNN, we used an example of two inputs and two outputs in time-varying system. For testing the robustness of the controller, the thesis assumes the transfer function of the controlled object becomes 2 G after 200 seconds. In order to test the actual response of the controlled object before its parameters changed and after its parameters changed, the thesis assumes that the fixed input signal value is V. 
The corresponding output curve of open-loop is shown in figure 3 . Fig.3 . The response curve of open-loop with unchanged-parameters and changed-parameters of controlled object of the two inputs and two outputs The response curve of controlled object is different with the same input. This is because the object's parameters are changed. Two outputs of controlled object will be affected if one input changed and the other input unchanged. This means that there is a strong coupling between the controlled object.
4.2 Control of MPIDNN The structure of the object with two inputs and two outputs is shown in figure 4 . The structure of the control system is 4×6×2. Fig.4 . Structure of the MPIDNN control system of the object with two inputs and two outputs The initial value of weights of the input layer to the hidden layer is . The initial value of weights of the hidden layer to the output layer is set in accordance with PID parameters which are suitable to G 1 . The initial value of weights of three neurons of the hidden layer to the first neuron of the output layer is correspond to PID1 parameters respectively, the initial value of weights of three neurons of the hidden layer to the second neuron of the output layer is 0 in the first subnet. The initial value of weights of three neurons of the hidden layer to the second neuron of the output layer is correspond to PID2 parameters respectively, the initial value of weights of three neurons of the hidden layer to the first neuron of the output layer is 0 in the second subnet. PID parameters are selected with particle swarm optimization. Ignore internal coupling between the controlled object. PID1 parameters are selected according to the transfer function of G 11 . G 11 is from v 1 to y 1 figure 5 . Fig.5 . Comparison chart of MPIDNN control and traditional PID control performance As can be seen, MPIDNN has a similar effect with traditional PID because of MPIDNN inherited traditional PID parameters when the beginning of the experiment. With weights of MPIDNN learned and updated continuously, MPIDNN has had the ability to decouple. And the influences of the internal disturbance on output of MPIDNN is smaller than influences of traditional PID control. After 200 seconds, controlled object has changed and traditional PID parameters have updated. But traditional PID still not achieve a good control effect for internal coupling, internal disturbance overshoot is large. Due to MPIDNN has the function of online learning to adjust network weights in the control process, MPIDNN not only adapts to a new controlled object and offsets the disturbance caused by the internal coupling. When the controlled object is changed, MPIDNN still able to maintain good control of the decoupling, small overshoot and settling time is short. MPIDNN has a stronger ability to adapt than traditional PID.
Conclusion
If the parameters of the system object are unknown, PIDNN controller can achieve the effect of decoupling control through its own study and training. Compared to traditional PID controller, advantages of PIDNN controller are fast response, small overshoot, settling time is short, adaptive and anti-interference ability is strong, etc. PIDNN controller can achieve a good effect of decoupling control for the system with serious coupling and time-varying and parameters of internal model are unknown.
