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ABSTRACT
The objective of this dissertation is to investigate fundamental aspects of premixed flame structures
as well as flame dynamics that arise due to conjugate heat transfer in narrow channels. Laminar premixed
combustion simulations in narrow 2D channels show that conjugate heat transfer allows for combustion
of mixtures at small scales that are not flammable at normal conditions. To investigate the impact of
conjugate heat transfer, preheated 1D cases with premixed H2/Air fuel are simulated for a wide range
of operating conditions based on inlet temperature and equivalence ratio. For post-processing, Chemical
Explosive Mode Analysis (CEMA, an eigen-analysis technique) is used as a computational diagnostic
tool. Classical CEMA is refined to introduce directional information to track dominant promoting and
counteracting chemical modes that are linked to specific species and reactions. A major result of this
analysis is that flame structures are shown to follow the same trend if they have similar flame temper-
ature, regardless of the inlet conditions. Laminar premixed combustion in narrow channels is known
to produce a range of dynamic flame phenomena (stationary/non-stationary and symmetric/asymmetric
flames) that depend on operating conditions. Mechanisms that lead to different dynamics are investigated
by tracking flame fronts and related metrics for laminar premixed CH4/air and syngas/air flames. Flow
re-directions because of local extinctions and corresponding flame edges are found to be the main causes
for such dynamics. Synthesized gases (syngas) have been recently considered to be used at small-scale
combustion systems because a) they can be produced from cheap heavy fuels such as glycerol and b) they
have better combustion characteristics compared to the initial heavy fuel. Therefore, syngas production
from glycerol, which is available in high volumes and low costs has been studied. By investigating
glycerol reforming processes at a wide range of intermediate temperatures and stoichiometries, optimum
operating conditions for producing syngas are explained.
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CHAPTER 1
INTRODUCTION: PREMIXED
COMBUSTION AT SMALL SCALES
Small-scale combustion systems represent the cases, which have length scales with magnitudes being
similar to those of the flame thickness. Combustion at small scales has been of interest due to its appli-
cability in micro-power generation, because it provides higher energy density at lower sizes compared to
conventional power sources at such scales [3]. It is noted that the characteristic length of these systems
(L), is still substantially larger than the molecular mean-free path (λ ) of involved gasses, i.e. Knudsen
number is small enough (Kn = λL  1) to apply the continuum medium physics [4, 5]. However, com-
bustion at small scales has different characteristics than at large scales, which arises due to larger surface
area to volume ratio and hence, larger amount of heat transfer. Due to simple geometries and small com-
putation domains, numerical simulations with detailed chemistry are feasible. Therefore, fundamental
aspects of combustion structures and dynamics can be studied through extensive numerical simulations
as well as experimental investigations.
Combustion processes are generally categorized into premixed and non-premixed regimes, depend-
ing on the fuel and oxidizer composition of the fresh mixture. It is premixed if the fuel and the oxidizer
are mixed before the ignition. In contrast, if the fuel and the oxidizer are brought to the combustion
process separately, the process is defined as non-premixed. In non-premixed combustion, mixing and
combustion processes take place simultaneously. The focus of this work is on premixed combustion due
to its higher efficiency and lower pollution.
In premixed combustion, a flame is defined by a wave front, which propagates towards the unburned
mixture, i.e. the mixture is burned on one side of the flame and is unburned on the other side (Figure 1.1).
Reactants are consumed and products are created in the reaction zone, which is schematically indicated
in Figure 1.1. The reaction zone consists of the preheating layer and the inner layer. Flame propagation is
decelerated by either a radical loss, a heat loss and/or both. If the propagation speed drops below certain
limits, extinction happens. In contrast, if an external energy source is present, the flame propagation
accelerates, i.e. the unburned mixture burns faster with the presence of a stronger flame [5]. The impact
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Figure 1.1: Schematic flame structure of 1D premixed CH4/air combustion Unburned and burned mix-
tures are define by subscripts u and b, respectively.
of radicals and heat losses in premixed combustion is more pronounced at small scales due to the larger
surface area to volume. Therefore, it is desired to take advantage of the large thermal diffusivity of walls
and create conjugate heat transfer from combustion products to the unburned mixture. This is referred
to as heat-recirculation in literature. If necessary, preheating of the fuel mixture with an external source
is also used to avoid extinction, i.e. classical flammability limits are extended in small scale combustion
[5].
1.1 Previous Studies: Premixed Flames at Small Scales
Conjugate heat transfer plays a key role in combustion process at small scales, i.e. flame stabilization
is strongly dependent on the preheating of the fresh mixture. In other words, flammability limits are
extended by preheating the unburned mixture through conjugate heat transfer and/or an external source
[6, 7]. Several approaches are proposed in the literature for the analysis of premixed flame structures,
among which are tracking scalars [8, 9] and eigen-analysis of chemical source terms [10, 11, 12, 13, 14].
Premixed combustion in micro- and mesoscale channels represents one of the simplest cases, where
walls are typically heated to avoid thermal wall quenching. In this configuration, complex combustion
phenomena have been documented in experimental, numerical and theoretical work. In one of the first
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studies, asymmetric premixed flames were observed in an otherwise symmetrical experimental setup
where channels are formed by parallel walls with 7mm spacing [15]. In an extensive effort by groups
surrounding Maruta, Minaev and, later, Suzuki, flames with repetitive extinction and ignition (FREI) in
externally heated 2mm bore quartz tubes have been investigated in a series of studies using experimental,
analytical, and numerical approaches [16, 17, 18, 19, 20, 21, 22]. More recent work by the Maruta group
largely focuses on stationary weak flames in a low velocity regime, e.g. [23, 24]. As a main outcome,
stable flame branches are observed for high and low mixture velocities, whereas FREI occurs in an
intermediate velocity regime [17, 24].
The probably most comprehensive overview of flame dynamics in micro- and mesoscale channels
was presented in largely numerical work by groups surrounding Mantzaras and Frouzakis [25, 26, 27, 28,
29]. Mapping flame dynamics against inflow velocity and channel height, additional asymmetric modes
were found after symmetry breaks due to a Hopf bifurcation. Especially for wider channels, a range
of distinct combustion phenomena involving stationary and oscillating flames with harmonic or chaotic
modes were predicted in simulations, many of which were confirmed in recent experiments [30]. In
addition to conventional fuels, hydrogen and syngas combustion has been recently of continued interest
towards development of such systems [26, 27, 30]. Syngas is usually produced from heavy fuels such as
propane and glycerol, for which various processes have been proposed in the literature [31, 32, 33, 34].
Previous studies are discussed more specifically in each of the following chapters.
1.2 Present Work
In the next chapter (Chapter 2), the theory of premixed combustion is briefly covered. This chapter con-
sists of chemical kinetics and transport concepts as well as governing equations. Numerical approaches
that are used in this dissertation for solving chemically reacting flows are also explained.
The objective of Chapter 3 is to understand the mechanisms through which preheating affects the
flame structures. For this purpose, a wide range of 1D premixed hydrogen/air (H2/air) flames are sim-
ulated with detailed chemistry. Preheating is imposed by varying the temperature of the mixture at the
inlet. Results are post-processed using an eigenvalue-analysis technique to track reaction pathways and
investigate dominant reactions and state variables. Simulation cases, methodology and results are elabo-
rated in the corresponding chapter. It is noted that results of this chapter are published in the proceedings
of the combustion institute [35].
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Despite the number of works observing different flame dynamics at small channels, the literature
lacks specific investigations on mechanisms responsible for such incidents. Therefore, the focus of
Chapter 4 of this dissertation is on the analysis of the premixed combustion in long narrow channels. For
this purpose, numerical calculations with detailed chemistry are performed to simulate laminar, premixed
combustion at narrow channels with different channel widths and different fuel mixture compositions at
the inlet. Preheating of the fresh mixture is applied through hot walls, i.e. an increasing temperature
gradient is imposed on channel walls. Investigations are performed for both CH4/air and syngas/air mix-
tures. Symmetric/asymmetric and stationary/non-stationary dynamics are observed depending on the
operating conditions and geometry. Ignition process, symmetry-breaking phenomenon and limit-cycle
behavior are analyzed by tracking reaction fronts after ignition while inspecting variation of different
properties along the flame. Details of the simulation setups, numerical approaches and results are ex-
plained thoroughly in the corresponding chapter. This chapter is identical to a manuscript that is under
revision for future publications.
Glycerol is potentially a resource in syngas production, being available as a by-product in biomass
production. In Chapter 5, glycerol reforming processes for syngas production are investigated numer-
ically. Different characteristics of glycerol reforming at intermediate temperatures are discussed and
optimum operating conditions are sought, comprehensively. Chapter 5 is identical to a paper manuscript
that will be submitted for review.
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CHAPTER 2
THEORY: PREMIXED COMBUSTION
In the reactive flow systems, other than solving for the flow, chemistry and transport concepts should be
taken into account as well. In this chapter, a brief introduction on chemical thermodynamics and kinetics
is provided. Then, governing equations for reactive flows are presented. Finally, numerical approaches
for 1-dimensional and 2-dimensional cases are explained.
2.1 Chemical Kinetics and Transport Properties
A combustion process takes place between a fuel and an oxidizer, if they are at suitable conditions. In
most practical devices, air is used as an oxidizer, which consists of 21 percent oxygen (O2) and 79 percent
nitrogen (N2) in molar concentration, i.e. Air = 0.21O2 + 0.79N2 or 4.76Air = O2 + 3.76N2. Fuel and
oxidizer can be premixed first and then ignited or they can be imported to the combustor separately and
ignited, where mixing happens during the combustion process. The former process is known as premixed
combustion, while the latter is known as non-premixed combustion.
The relative amount of fuel and oxidizer plays an important role in the efficiency of the combustion
process and products. As discussed in the first chapter, this study focuses on the premixed combus-
tion, in which the preliminary parameters stoichiometry and equivalence ratio are used to identify the
combustion state.
Stoichiometry, A combustion process reaches the highest efficiency if reactants are consumed totally
in the combustion process. This state is referred to as stoichiometric combustion. For example, the
combustion process of methane (CH4) is stoichiometric via the global reaction CH4+2O2+7.52N2→
CO2 + 2H2O+ 7.52N2, where reactants are completely consumed through the process. It is noted that
N2 is assumed to be an inert gas, which does not participate in the chemical reaction.
Equivalence Ratio, The equivalence ratio φ indicates the deviation from stoichiometric state of a
premixed combustion process.
φ =
(F/A)
(F/A)s
(2.1)
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where F/A is called fuel-air ratio and represents the ratio of the fuel mass to the air mass in the fuel-air
mixture. Subscript s indicates stoichiometry. More generally, fuel-oxidizer ratio F/O can be used too.
Based on equivalence ratio, combustion process is referred to as fuel-lean, stoichiometric, or fuel-rich if
φ < 1, φ = 1, or φ > 1, respectively.
Oxygen Ratio, Although, equivalence ratio (φ ) is an indication of mixture stoichiometry for a typ-
ical fuel, it does not take into account the amount of oxygen that an oxygenated fuel has chemically
bound into the molecule itself. For such fuels, oxygen ratio (Ω) is recommended for the indication of
stoichiometry [36]. Oxygen ratio of a mixture is calculated as
Ω= ∑k
aknO,k +∑m amnO,m
∑r ar
(
2nC,r + 12nH,r
) (2.2)
where k, m, and r are indices for fuel, oxidizer and fuel-plus-oxidizer species in the reactant mixture,
respectively. n[element],i represents the number of atoms of an [element] in species i and ai is the number
of moles of species i. Similarly, the oxygen ratio of a fuel (Ω f ) is defined as
Ω f =
∑k aknO,k
∑r ar
(
2nC,r + 12nH,r
) (2.3)
Ω f indicates the fraction of the amount of oxygen that the fuel has relative to the total amount of
oxygen required for a stoichiometric combustion. It can be shown that Ω, Ω f and φ are related via the
following equation
Ω=Ω f +
1−Ω f
φ
(2.4)
2.1.1 Kinetics
Global Kinetics A typical reaction is represented by
N
∑
i=1
ν ′i Mi
k f
kb
N
∑
i=1
ν ′′i Mi (2.5)
where ν ′i and ν ′′i are molar concentration coefficients of species i in reactants and products, respectively.
k f and kb are reaction constants and represent rates of progress of the reaction in forward (subscript f )
and backward (subscript b) directions, respectively. A reaction is reversible if kb 6= 0. For example, an
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irreversible reaction for a typical gaseous fuel CH4 is written as
CH4+2O2→ CO2+2H2O (2.6)
Reaction constants are determined by
k = BTα exp(−Ea/R◦T ) (2.7)
which is known as the Arrhenius Law in literature. R◦ is the universal gas constant and Ea represents the
activation energy of the reaction. B is constant and α is the temperature component, which are correlated
with experimental data.
The net creation rate of species i in molar basis is defined as
ωˆi =
dci
dt
(2.8)
where ci is the molar concentration (moles per unit volume) of the i-th species. It is noted that ωˆiν ′′i −ν ′i =
ωˆ j
ν ′′j −ν ′j = ω , where ω is species-independent and referred to as net reaction rate.
The net reaction rate ω is proportional to the concentrations of reactants and products
ω = k f
N
∏
i=1
cν
′
i
i − kb
N
∏
i=1
cν
′′
i
i (2.9)
The above equation is referred to as the Law of Mass Action in literature. For the methane reaction (Equa-
tion 2.6), the above equation is simply written as ω = k f cCH4c
2
O2
. If forward and backward reactions are
balanced, i.e. ω = 0, the reaction is at the equilibrium state and the equilibrium constant is defined as
Kc = k f /kb. Consequently, Equation 2.9 is rewritten as
ω = k f
(
N
∏
i=1
cν
′
i
i −K−1c
N
∏
i=1
cν
′′
i
i
)
(2.10)
Equation 2.10 is preferred, because Kc are measured from experiments with higher accuracy compared
to kb.
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Multi-Step Kinetics Practically, the conversion of reactants to products takes place through a large
number of reactions and species, where global reactions do not sufficiently describe the kinetics. There-
fore, it is more accurate to use detailed/multi-step kinetic mechanisms. In a multi-step kinetic mechanism
with K reactions and N species, reactions are denoted as
N
∑
i=1
ν ′i,kMi
kk, f
kk,b
N
∑
i=1
ν ′′i,kMi, k = 1, . . . , K (2.11)
and the law of mass action is generalized as
ωk = kk, f
N
∏
i=1
c
ν ′i,k
i − kk,b
N
∏
i=1
c
ν ′′i,k
i , k = 1, . . . , K (2.12)
The net production rate of species i is then calculated as
ω˙i =Wiωˆi =Wi
K
∑
k=1
(
ν ′′i,k−ν ′i,k
)
ωk (2.13)
where Wi is the molecular weight of species i.
2.1.2 Transport
Physical properties are transported such that uniformity is restored. Therefore, with the existence of
gradients of properties such as energy, concentration and/or momentum, the corresponding property is
transported in the direction of the deficient region [8]. Assuming that transport happens in one direction
(here z-direction), the diffusional flux of different properties between two molecules with masses mi and
m j and diameters σi and σ j are stated as
Fspeciesi =−Di, j
dρi
dz
, Fmomentum =−µi,, j dvydz , Fenergy =−λi, j
dT
dz
(2.14)
which are known as Fick’s Law of Mass Diffusion, Newton’s Law of Viscosity, and Fourier’s Law of
Heat Conduction, respectively. ρ is the density, vy is the y-component of velocity, and T is temperature.
Di, j, µi, j and λi, j are diffusion coefficients, which are explained below. The above equations can be
generalized by using the gradient operator ∇ instead of d/dz.
Diffusion Coefficients Diffusion coefficients are explained in details in [8, 37] and briefly presented
here:
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• Binary Mass Diffusion Coefficient
Di, j =
2
(
8mi, jk◦T/pi
)1/2
ρ
(
piσ2i, j
) (2.15)
• Viscosity Coefficient
µi, j =
2
(
8mi, jk◦T/pi
)1/2
piσ2i, j
(2.16)
• Thermal Conductivity Coefficient
λ i, j =
2
(
8mi, jk◦T/pi
)1/2Cv
piσ2i, j
(2.17)
where σi, j =
(
σi+σ j
)
/2 is the maximum separation distance between the center of the molecules for a
possible collision. mi, j = mim j/
(
mi+m j
)
is the reduced mass and k◦ is the Boltzmann constant. These
properties are investigated in detail in collision theory of reaction rates. Cv is the specific heat of the gas
in constant volume. It is noted that for µ and λ , average properties (one-component gas) are used with
mi, j = m/2. For Di, j, however, subscripts remain the same [8].
Non-dimensional Numbers
• Schmidt Number
Schmidt number Sci, j = νDi, j =
µ
ρDi, j compares diffusional transport due to viscosity and mass concentra-
tion gradients. It is noted that ν = µ/ρ is the kinematic viscosity.
• Prandtl Number
Prandtl number Pr = ναh =
µCp
λ compares diffusional transport due to viscosity and thermal gradients.
αh = λ/ρCp is the thermal diffusivity, where Cp is the specific heat of the gas in constant pressure.
• Lewis Number
Lewis number Lei, j =
αh
Di, j
compares diffusional transport due to thermal and mass concentration gradi-
ents.
It is noted that in the above equations, mass diffusion coefficients Di, j are calculated from Equation
2.15 if the mixture consists of two species. Otherwise, multi-component or mixture-averaged assump-
tions should be taken into account for obtaining Di, j. These assumptions are explained in the following.
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Dufour and Soret Effects (Second-Order Diffusion) Fick’s law indicates the mass diffusion due
to the concentration gradient and Fourier’s law indicates the thermal diffusion due to the temperature
gradient. However, experiments and kinetic theory of gases have shown that mass concentration gradients
can result in thermal diffusion in addition to mass diffusion. Also, temperature gradients can result in
mass diffusion in addition to thermal diffusion. These effects are referred to as Dufour effetcs and Soret
effects, respectively. The Soret diffusion effects are represented by the thermal diffusion coefficients
DT,i, which are much smaller than first-order diffusion coefficients (Fickian law). The Dufour effects are
even smaller and usually negligible.
2.2 Governing Equations
The derivation of governing equations based on control volume considerations are extensively explained
in literature (e.g. [8, 37, 38]). These equations are briefly presented in this section.
2.2.1 Conservation Equations
Overall Continuity
∂ρ
∂ t
+∇ · (ρv) = 0 (2.18)
where v is the bulk velocity. In reacting flows, v is resulted from individual velocities (vi) of different
species ∑ρivi = ρv or ∑Yivi = v. It is noted that Yi = ρi/ρ and ρi are mass fraction and density of the
i-th species.
Continuity of Species In addition to the overall continuity, mass conservation for each individual
species needs to be solved.
ρ
DYi
Dt
= ω˙i−∇ · (ρYiVi) , i = 1, . . . , N (2.19)
ω˙i represents the net production rate of species i due to chemical reactions. Vi = vi−v is the molecular
diffusion velocity of species i and N is the number species involved the chemical reaction mechanism.
Momentum Momentum equation is presented below
ρ
Dv
Dt
=−∇ ·P+ρ
N
∑
i=1
Yifi (2.20)
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It is noted that forces are separated into surface and volumetric/body forces and are indicated by the
stress tensor (pressure tensor here) P and fi (here gravity fi = g), respectively.
Energy Conservation of energy in a reacting flow is satisfied by the below equation
ρ
De
Dt
=−∇ ·q−P : (∇v)+ρ
N
∑
i=1
Yifi ·Vi (2.21)
Here e represents energy and q represents the heat flux vector. The symbol : is the Frobenius inner
product for matrices, which is analogous to the vector inner product.
2.2.2 Constitutive Relations
Diffusion Velocity Mass diffusion is resulted from the mass, pressure and temperature gradients. The
following equation shows the relation between diffusion velocities and other properties.
∇Xi =
N
∑
j=1
(
XiX j
Di, j
)(
V j−Vi
)
+(Yi−Xi)
(
∇p
p
)
+
(
ρ
p
) N
∑
j=1
YiYj
(
fi− f j
)
+
N
∑
j=1
[(
XiX j
ρDi, j
)(
DT, j
Yj
− DT,i
Yi
)](
∇T
T
)
, i = 1, . . . , N (2.22)
Xi is the mole fraction of species i and T is the mixture temperature. Di, j represents the binary diffusion
coefficients between species i and j as explained in Section 2.1.2. Binary diffusion coefficients between
different species are extensively tabulated in literature for different temperatures.
The first term in the RHS of the Equation 2.22 indicates Fickian diffusion due to concentration
gradients. Pressure gradient and body force impacts on the diffusion are represented in the second and
third terms, respectively. The fourth term measures the second-order effect known as Soret diffusion,
which is due to temperature gradients. The first process (Fickian diffusion) is dominant in most physical
situations and the above equation is reduced to
∇ lnXi =
N
∑
j=1
(
X j
Di, j
)(
V j−Vi
)
, i = 1, . . . , N (2.23)
which is known as the Stefan-Maxwell Equation. The implementation of this equation in calculations is
complex, when considering the multi-step kinetics with a large number of reactions and species. There-
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fore, it is simplified by the mixture-averaged diffusion assumption (Di,m), which denotes the diffusion
coefficient of species i into a mixture of gasses. In other words, it is assumed that diffusion takes place
between species i as one species and the mixture of the rest of species as the second one. Substituting
Di,m in Equation 2.23, the mixture-averaged diffusion velocity of species i is calculated as
V¯i =−Di,m∇ lnYi (2.24)
where
Di,m =
(1−Xi)
∑ j 6=i
(
X j
Di j
) , i = 1, . . . , N (2.25)
It is noted that the above equation can be applied to N−1 species and the diffusion velocity of the
Nth species is calculated from ∑Ni=1YiV¯i = 0 to enforce the mass conservation [39, 38]. Species N is
selected such that 1−XN  1.
Pressure Tensor The pressure tensor, which represents surface forces, is calculated from the following
equation.
P =
[
p+
(
2
3
µ−κ
)
(∇.v)
]
I−µ
[
(∇v)+(∇v)T
]
(2.26)
where I represents the unit tensor and κ is the bulk viscosity. Regarding the considerable difference
between temperature (and consequently, density) in regions with active combustion and other regions,
buoyancy plays an important role in the process. Therefore, buoyancy can create natural convection and
change the burning rates.
Heat Flux Heat fluxes due to the temperature and mass gradients are measured from the following
equation.
q =−λ∇T +ρ
N
∑
i=1
hiYiVi+R◦T
N
∑
i=1
N
∑
j=1
(
X jDT,i
WiDi, j
)(
Vi−V j
)
+qR (2.27)
The first term in the RHS, represents the conduction heat transfer if temperature gradients exist. The
second term measures the amount of heat transfer due to mass diffusion as different species can contain
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different thermal energies. Obviously, if specific heats of different species are assumed the same, this
term vanishes. The third term represents the Dufour effects (second-order diffusion) if concentration
gradients exist. The last term is the radiative heat transfer.
Species Net Production Rate Species net production rates are calculated as
ω˙i =Wi
K
∑
k=1
(ν ′′i,k−ν ′i,k)BkTαk exp
(−Ea,k/R◦T) N∏
j=1
c
ν ′j,k
j , i = 1, . . . , N (2.28)
It is clear that the production rates are non-linearly dependent on the temperature. Therefore, systems
of governing equations, which include chemistry terms, are very stiff and more complicated to solve
comparing to non-reacting flow systems.
Ideal Gas Equation of State From the ideal gas assumption, the mixture temperature and pressure are
related from the following equation.
p = ρR◦T/
N
∑
i=1
XiWi = ρR◦T
N
∑
i=1
Yi
Wi
=
ρR◦T
W¯
(2.29)
where W¯i = ∑Ni=1 XiWi =
(
∑Ni=1Yi/Wi
)−1 represents the mixture molecular weight.
Enthalpy The enthalpy of the system is calculated from the enthalpy of the individual species.
h =
N
∑
i=1
Yihi = e+ p/ρ (2.30)
where hi = h◦i (T ◦)+ hsi (T ;T
◦) is the total enthalpy of the i-th species. h◦i is the heat of formation of
species i at constant pressure and hsi (T ;T
◦) =
´ T
T ◦Cp,idT is the sensible enthalpy of species i at temper-
ature T .
Mass Fraction and Mole Fraction Relations Mole fractions (Xi) and mass fractions (Yi) are converted
to each other via the following relations.
Xi =
Yi/Wi
ΣNj=1Yj/Wj
, Yi =
XiWi
ΣNj=1X jWj
(2.31)
2.2.3 Simplified Form of Energy Equation
Solving the energy equation in a complete form becomes very complicated with detailed chemistry.
Therefore, the energy equation is simplified with keeping the following processes/terms (i) transient
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terms which describe time-variations of the system, (ii) diffusion terms due to strong concentration and
temperature gradients, (iii) convection terms which describe the fluid mechanics aspects of the system,
and (iv) chemical reaction terms which describe the combustion process [8]. Hence, body forces, radia-
tive heat transfer and second-order diffusion effects are neglected. The energy equation is thus reduced
to
∂
∂ t
(ρhs)+∇ ·
(
ρvhs+ρ
N
∑
i=1
Yihsi Vi−λ∇T
)
=
d p
dt
−
N
∑
i=1
h◦i ω˙i (2.32)
where hs = ∑Ni=1Yihsi .
2.3 Numerical Approaches
Since this dissertation focuses on the laminar, premixed flames, numerical simulations for such cases are
elaborated in this section for both 1D and 2D problems.
2.3.1 Laminar, Premixed 1D Combustion
The governing equations in the previous chapter are simplified to the following equations for con-
stant pressure 1D cases with the assumptions: pressure is constant, body forces are zero, and viscous
heating is negligible [37].
Mass Conservation
∂ρ
∂ t
+
∂ρvx
∂x
= 0 (2.33)
where vx is the x-component of the velocity v.
Species Conservation
∂ρYi
∂ t
+
∂
∂x
(ρ (vx+Vi)Yi) = ω˙i, i = 1, . . . , N−1 (2.34)
Mixture-averaged assumption is implemented in this work for the calculation of the diffusion velocities.
Energy Conservation
ρCp
(
∂T
∂ t
+ vx
∂T
∂x
)
= ω˙ ′T +
∂
∂x
(
λ
∂T
∂x
)
−ρ ∂T
∂x
(
N
∑
i=1
Cp,iYiVi
)
(2.35)
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where ω˙ ′T = −∑Ni=1 hiω˙i. The above equation represents an adiabatic 1D reacting flow. For taking heat
losses into account, a source term – Q˙w = hwA(Tw (x)−T (x)) – should be introduced into the above
equation. Q˙w is the amount of heat losses from the walls. hw, A and Tw represent the heat transfer coeffi-
cient of the mixture, the surface area, and the local wall temperature, respectively. This is implemented
in Chapter 5 of this work, where thorough explanations are provided.
The solution of these equations is a wave, which propagates from the burned to unburned mixture.
This wave represents the flame front and its speed is referred to as the Laminar Flame Speed (sL). For a
steady state adiabatic flame, above equations will reduce to
ρvx = constant = ρ|x=0sL (2.36)
∂
∂x
(ρ (vx+Vi)Yi) = ω˙i, i = 1, . . . , N−1 (2.37)
ρCpvx
∂T
∂x
= ω˙ ′T +
∂
∂x
(
λ
∂T
∂x
)
− ∂T
∂x
(
ρ
N
∑
i=1
Cp,iYiVi
)
(2.38)
Inlet conditions (imposed at x= 0) for this problem are inlet velocity, inlet temperature and species mass
fractions Yi based on reactant composition. However, these boundary conditions, which are referred to
as cold boundary, will not result in ignition, because reactions are not activated when the domain tem-
perature is low. In other words, a minimum activation energy (Ea) is required to initiate the combustion
process. To resolve this issue, the flame has to be ignited before it reaches the outlet (x = l).
It is noted that a steady solution (fixed flame location) exists if the inlet velocity u(x = 0) is equal
to the flame speed sL, i.e. this is an eigenvalue problem. The solution consists of temperature, species
concentrations and velocity along the domain as well as flame speed sL, which is the eigenvalue of the
problem.
This set of equations is solved numerically as a boundary-value problem L (Ui) = 0, where Ui =
(T, Y1, Y2, . . . , YN ,vx)i is the solution vector at point xi. Steady 1D calculations in this work are performed
by the open-source package CANTERA 2.1 and CANTERA 2.2 [40]. In CANTERA, the finite difference
discretization is used to form a system of non-linear algebraic equations. Calculations are performed
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using a hybrid time-stepping algorithm. This code utilizes adaptive mesh refinements/coarsening to
resolve solutions. In the Chapters 3 and 5, 1D calculations are more elaborated in terms of specific
inputs, outputs and results that are associated to the objectives of this dissertation.
2.3.2 Laminar, Premixed 2D Combustion
For 2D calculations, Equations 2.18 to 2.20 remain the same, while Equation 2.32 is rewritten for
temperature [41].
ρCp
∂T
∂ t
+ρCpv ·∇T =−∇ ·q−ρ∇T ·
N
∑
i=1
Cp,iYiVi−
N
∑
i=1
hiω˙i (2.39)
Again, the second-order diffusion effects are neglected. Although multi-component diffusion gives most
accurate results, it is computationally very expensive. Therefore, the mixture-averaged diffusion assump-
tion (as discussed in Section 2.2.2) is used to calculate diffucion velocities. Pressure-diffusion gradients
are also negligible in laminar premixed combustion. To enforce mass conservation, a corrected diffusion
velocity (VCi = Vi+VC) is used instead of the diffusion velocity (Vi), where VC is the correction factor.
The correction factor is defined as VC =−∑Ni=1YiVi. This approach is referred to as Coffee and Heimerl
Approach [39].
Numerical calculations of related equations are performed using the open-source CFD package
OpenFOAM [42]. OpenFOAM has the advantage of being easily expandable, where several add-on
solvers for reacting flows are in active development. In this work, the add-on solver laminarSMOKE [43]
is used to handle detailed chemistry. LaminarSMOKE is developed based on the OpenFOAM unsteady,
non-reactive flow solver – pisoFOAM – such that detailed kinetic mechanisms can be used in calcula-
tions. This solver is based on an operator-splitting algorithm [44], where stiff terms (chemistry-related
terms) and non-stiff terms (convective and diffusive transport-related terms) are treated separately. This
separation allows for a better selection of numerical schemes for different terms in the governing equa-
tions [41]. LaminarSMOKE is developed and maintained by the CRECK group in Milan, Italy and has
been validated for moderately large reaction mechanisms with up to∼ 220 species and∼ 6800 reactions
[43, 41].
Operator-Splitting Algorithm The operator-splitting algorithm is concisely explained here, while
more information can be found in [41]. A typical transport equation of species or energy is presented by
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dψ
dt
= C(ψ, t)+D(ψ, t)+R(ψ, t) (2.40)
where ψ represents mass fractions in species transport equations and temperature in energy equation.
C(ψ, t) and D(ψ, t) represent the change rates of ψ that are resulted from transport. Chemical reaction-
related change rates of ψ are represented by R(ψ, t).
Equation 2.40 is solved numerically by discretization in time (∆t) and advancing through time steps.
Each term in the RHS of the equation is calculated separately and the the final solution at each time step
is found by summing the three terms.

dψ
dt I = C(ψ, t)
dψ
dt II = D(ψ, t)
dψ
dt III = R(ψ, t)
(2.41)
For more accuracy and stability of the calculations, the stiff operator (chemistry-related) should
always be processed after the other two operators. For this purpose, the Strang splitting algorithm [45]
is used. In this technique, convection and diffusion terms are processed together and separately from
chemical reaction-related terms. This algorithm is explained in detail in [41] and briefly outlined here:
Step 1; the reaction term is integrated over a half time step ∆t/2, i.e. the stiff ordinary differential
equation (ODE) system dψdt
a
= R(ψa) is solved. The final state of the previous time step is assigned as
the initial condition ψa (0). The solution of this step is denoted as ψa (∆t/2).
Step 2; convection- and diffusion-related terms are integrated along the whole time step ∆t, i.e. the
ODE system dψdt
b
= C
(
ψb, t
)
+D
(
ψb, t
)
is solved. The final state obtained from the step 1 is assigned
as the initial condition ψb (0). Solution of this step is denoted as ψb (∆t).
Step 3; step 1 is repeated, while the initial condition is set to the final state obtained from step 2
(ψb (∆t)). This solution is used for the initial condition of the next step.
Reaction-related steps (Steps 1 and 3) are not spatial-dependent. Therefore, they do not require
boundary conditions. The transport operators (C(ψ, t) and D(ψ, t)), however, are spatial-dependent and
thus require appropriate boundary conditions. Hence, Ncell (Ncell is the number of computational cells)
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stiff ODE systems corresponding to steps 1 and 3 are decoupled and solved in sequence to solve for N+1
unknowns (temperature and N species). The ODE system corresponding to step 2 (transport) consists of
Ncell (N+1) coupled equations. Although this ODE system is larger compared to the ODE systems of
steps 1 and 3, it involves non-stiff equations. Therefore, it can be solved using a segregated approach.
This step is solved using the backward (or implicit) Euler method.
Spatial discretization of convection and diffusion terms are handled by OpenFOAM utilities. Itera-
tive techniques are employed to solve the linear systems, which consist of the sequential reduction of the
equation residual over a succession of solutions [46].
Since species and energy equations and continuity and momentum equations are solved through
different approaches (Strang splitting algorithm and a segregated approach, respectively), the pressure
implicit with splitting of operators (PISO) algorithm is applied to ensure the conservation of mass at each
time step. This algorithm is explained in more details in [47].
Specific information on 2D simulation setup and exact boundary and initial conditions will be ex-
plained in details in the chapter corresponding to laminar, premixed combustion in narrow channels.
18
CHAPTER 3
STRUCTURE AND CHARACTERISTICS
OF 1D PREMIXED FLAMES
This Chapter is identical to the paper that was published in the peer-reviewed journal “proceeding of the
combustion institute” [35].
Flame structures and the analysis of chemical kinetics have been of continued interest in combus-
tion research. In conventional experimental and computational diagnostics, flame structures are captured
using a scalar, – e.g. temperature or individual species [8]. For instance, OH concentration is widely
used for the detection of flame zones [9]. The non-trivial interaction of flow and chemistry does, how-
ever, lead to complex distributions of scalars, and thus introduces substantial difficulties. To resolve
this complexity, a Chemical Explosive Mode Analysis (CEMA) based on an eigen-analysis of chemical
source terms from detailed chemistry was proposed for computational flame diagnostics of simulation
data [13, 14, 48].
CEMA is closely related to earlier approaches, where Intrinsic Low Dimensional Manifolds (ILDM)
[11] and Computational Singular Perturbation (CSP) [10, 12] are two important examples. In this con-
text, kinetic mechanism analysis and reduction are the most specific objectives of research using CSP
and ILDM [49]. In CSP, fast and slow chemistry are decoupled; if the Jacobian matrix of source terms
is time-independent, the refinement procedure can be replaced by a eigen-decomposition of the Jacobian
[11, 50]. Furthermore, CSP introduces a radical pointer and a participation index indicating involvement
of species and reactions, respectively [10].
Research on the more recent development of CEMA was motivated by an interest in understanding
the flame structure as well as ignition and extinction phenomena. CEMA is derived from CSP, and
focuses on the Jacobian of chemical source terms and its largest positive eigenvalue to distinguish pre-
and post-ignition mixtures in auto-ignition processes [13]. In the same study, this approach was used
to analyze DNS results of a 3D turbulent lifted hydrogen jet flame in a heated co-flow [51], where
CEMA detected two premixed flame fronts that are not easily detected using conventional methods [13].
In follow-up work [14], CEMA was used to identify the stabilization mechanism and flame structure
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in a lifted ethylene jet flame [52]. Furthermore, it allowed for detection of auto-ignition, ignition and
extinction for n-heptane in steady state PSRs and laminar premixed flames [48].
In this chapter, classical CEMA is refined to better understand how temperature, individual species
and reactions promote or counteract the combustion process. For this purpose, mode amplitudes are
emphasized, and mode source and mode participation are introduced as a refinement of earlier concepts.
CEMA relies on explosion index (EI) and participation index (PI) of a chemical explosive mode, which
are based on related concepts in CSP. Specifically, EI gauges the alignment of a source term with an
explosive mode, whereas PI relates them to the normalized magnitude of reactions [13]. The main
contribution of the this study is the introduction of directional information on the action of chemical
sources to this framework, which yields significant insights on sources and reactions that promote or
counteract a chemical source mode. In the following, these concepts are illustrated for a single H2/air
flame, and then applied to a wide range of lean premixed H2/air flames, where dominant species and
reactions are identified based on mode sources and mode participation, respectively. As such, this study
is an extension of earlier studies where information on flame behavior is extracted from large databases
[6, 7].
3.1 Methodology
3.1.1 Source Terms
In a reacting system at constant pressure, an equation governing the thermochemical state y, – de-
fined by molar densities and temperature, – can be written in general terms as
Dy
Dt
= ω˙ (y)+ s˙(y) (3.1)
Here, ω˙ is the chemical source term, and s˙ includes non-chemical source terms such as diffusion or
homogeneous mixing terms [14]. In premixed flame propagation, both terms are of equal importance
as their interaction is fundamental to the overall physical process. The current study focuses on reac-
tion chemistry within premixed flames; accordingly, only chemical source terms are considered. It is,
however, noted that diffusional effects are implicit to the results as the raw simulation data include both
effects.
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Eliminating all non-reacting species, the chemical source term
ω˙ = [ω˙0, ω˙1, ..., ω˙Q−2, H˙/ρcp]T (3.2)
spans a Q-dimensional space describing source terms for species and energy in Eq. 3.1. Here, ω˙q is
the production rate of the qth species and H˙ is the total heat release of the process. Using data from N
observations of the mixture state in a reacting system
Ω˙T = [ω˙ 0, ω˙ 1, . . . , ω˙N−1]
represents sample states reached by the system. Below, results will be presented throughout a flame
structure, i.e. the analysis will be applied to all of Ω˙.
3.1.2 Chemical Explosive Mode Analysis (CEMA)
CEMA uses the Jacobian matrix of chemical source terms at a single point, J ω˙ , for the eigenanalysis
of the combustion properties [13]. Using an eigenvalue decomposition (EVD), J ω˙ is rewritten as
J ω˙ = AΣΛB (3.3)
where Λ = diag(λ¯q) is the diagonal matrix of eigenvalues, and A =
[
aq
]
and B =
[
bq
]
are formed from
the corresponding right and left eigenvectors, which are defined as column and row vectors, respectively.
Since both aq and bq are normalized to unit length, the matrix Σ = (BA)−1 is introduced to preserve
the identity AΣB = I . Since A and B form a biorthogonal system, BA = diag(bTq aq), i.e. the matrix
Σ = diag(σq) is a pure scaling matrix. In general, eigenvalues are complex numbers, where real parts
describe the rate of growth or decay, and non-zero imaginary parts correspond to oscillatory behavior. In
the following, the real part λq = Re(λ¯q) is used to describe the reciprocal time scale of a chemical mode.
In an isolated lossless system where s˙ in Eq. 3.1 is negligible, modes associated with λq follow
exponential progressions in directions associated with aq and bq [14]. Specifically, λq > 0 correspond
to growing modes, and λq < 0 correspond to decaying modes. It is, however, noted that the direction of
the eigenvectors are not unique, as they can point either in forward or backward direction, i.e. they are
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Figure 3.1: Largest eigenvalue of a typical H2/air flame: λe > 0 corresponds to an explosive mixture,
whereas λr < 0 corresponds to a reactive mixture.
determined up to a sign. A decomposition of the source term ω˙ into directions of chemical modes χ˙
follows from AΣ χ˙ = ω˙ [12]. Using the identity AΣ = B−1, chemical mode amplitudes are calculated as
χ˙ = Bω˙ (3.4)
i.e. effective reaction rates of chemical modes are obtained by projecting the original source terms onto
the left eigenvectors. Accordingly, the eigenvectors obtained by the eigenvalue decomposition represent
source modes.
The mode amplitudes χ˙ can be linked to chemical reactions by relating them to reaction rates as
ω˙ = Sp˙i , where S is the stoichiometric coefficient matrix and p˙i is the vector of net reaction rates. It is
noted that S includes an additional row to account for heat release in ω˙ [13]. Accordingly, Eq. 3.4 can
be expressed as
χ˙ = BSp˙i (3.5)
Here, the mapping can be interpreted as the projection of net reaction rates onto eigenvectors from a
higher-dimensional, but rank-deficient space that describes chemical reactions. In this larger space, a
Q-dimensional subspace describes a manifold of valid reaction modes.
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Figure 3.2: Explosion indices for reactive species and temperature in a typical H2/air flame.
For CEMA, the λq are sorted in descending order, and positive eigenvalues λq > 0 form chemical
explosive modes (CEMs). The dominant chemical mode corresponds to the largest eigenvalue, λd and
its associated eigenvectors ad and bd . A typical progression of λd as a function of mixture temperature is
illustrated in Figure 3.1. The positive branch (λe > 0) indicates an explosive mixture (i.e. fastest growing
mode), while the negative branch (λr < 0) indicates a non-explosive, but reactive mixture (i.e. slowest
decaying mode). Consequently, the cross-over point is a candidate for demarcating the location of a
flame sheet [13]. For the following analysis, three temperatures are noted: Tλ ,p, Tλ ,c and Tλ ,t correspond
to temperature at peak, zero-crossing and trough, respectively.
In classical CEMA, the explosion index
EI =
bTd ⊗ad
∑ |bTd ⊗ad|
(3.6)
gauges the amount of parallelism between source terms ω˙ and the explosive mode. (Here, the operator⊗
denotes an element-wise matrix product.) Different from classic CEMA [13], the sign of EI is retained
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in this work. For this, eigenvectors of consecutive points in Ω˙ are tracked to account for swapped
signs. Figure 3.2 illustrates EI of different state variables, where EIq > 0 and EIq < 0 correspond
to ω˙q promoting and counteracting the mode, respectively. As expected, source terms associated with
temperature T and hydrogen radicals H are best aligned for the promotion of the explosive mode (λe > 0).
3.1.3 Mode Sources
While EI gauges the effectiveness of a source term aligned with the direction of a mode, the action
of an actual source term ω˙ is assessed by Eq. 3.4. Thus, a mode source vector defined as
sd = bTd ⊗ ω˙ (3.7)
gauges the action of individual ω˙q in a projection of ω˙ onto the unit normal of the dominant chemical
source mode, i.e. bd .
Figure 3.3 illustrates mode sources for different state variables. In Figure 3.3a, a positive mode
source means that the corresponding source term is promoting the process (moving with the mode).
A negative mode source is counteracting the process (moving opposite to the mode). In either case,
dominant mode sources at any given temperature are identified as max(sd) and min(sd), as illustrated in
Figure 3.3b. While these results represent an example for a single flame simulation, a comprehensive
discussion of dominant mode sources is presented in Section 4.2. It is noted that the smooth transition
of mode sources between explosive and reactive modes is a result of a smooth rotation of the underlying
dominant eigenvector. It follows that both explosive and reactive modes correspond to the same dominant
chemical mode, despite different signs of λd .
3.1.4 Mode Participation
Relating source terms ω˙ to reaction rates p˙i , a mode participation vector is defined based on Eq. 3.5
as
pd = (bdS)T ⊗ p˙i (3.8)
which is interpreted as the action of individual p˙id in a projection of p˙i onto the unit normal of the
dominant reaction mode. It is noted that the participation index PI from classical CEMA is recovered as
PI = |pd|/∑ |pd|.
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(a) Mode sources – sd
(b) λd segmented based on dominant mode sources
Figure 3.3: Mode sources of state variables (a) and transitions between dominant mode sources (b).
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(a) Mode participation – pd
(b) λd segmented based on dominant reactions
Figure 3.4: Mode participation of significant reactions (a) and transition between dominant reactions (b).
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Figure 3.5: Dominant mode amplitudes χ˙d for a typical H2/air flame: χ˙e > 0 and χ˙r < 0 correspond to
source terms promoting and counteracting a chemical source mode, respectively.
Mode participations of selected reactions are presented in Figure 3.4. Figure 3.4a clearly illustrates
that the nature of mode participation changes at the cross-over at T λ ,c: reactions that promote a mode
in an explosive mixture (λe > 0) will counteract in a reacting mixture (λr < 0), and vice versa. The
transition between dominant promoting and counteracting reactions is further illustrated in Figure 3.4b.
While these results represent an example for a single flame simulation, a comprehensive discussion of
dominant mode sources is presented in Section 4.3.
Since bdS can be interpreted as a direction of a reaction mode, the dominant mode amplitude is
obtained as the scalar
χ˙d = bdSp˙i = ∑pd = bdω˙ = ∑sd (3.9)
which gauges the net effect of p˙i in this direction. Figure 3.5 illustrates this concept: reactions are
promoting a reaction mode when they move forward (χ˙d = χ˙e > 0), whereas they are counteracting when
they do not (χ˙d = χ˙r < 0). χ˙e/χ˙r are closely related to λe/λr: while the former contains information on
the direction, the latter is related to time scales. Again, three temperatures are defined: Tχ,p, Tχ,c and Tχ,t
correspond to temperature at peak, zero-crossing and trough of χ˙ , respectively. As Tχ,c coincides with
Tλ ,c, both χ˙d and λd capture the same flame sheet definition.
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Figure 3.6: Contours calculated for a database of 638 adiabatic H2/air flames (grey dots): left and right
panel show, respectively, Tin and m˙L as a function of (Tad,Φ).
Table 3.1: Reactions of the Burke et al., H2 mechanism [1].
No. Reaction
(I) H+O2↔ O+OH
(II)a H2+O↔ H+OH
(III) H2+OH↔ H+H2O
(IV) 2OH↔ O+H2O
(V)a H2+(M)↔ 2H+(M)
(VI)a 2O+(M)↔ O2+(M)
(VII) H+O+(M)↔ OH+(M)
(VIII)a H2O+(M)↔ H+OH+(M)
(IX) H+O2+(M)↔ HO2+(M)
(X) H+HO2↔ H2+O2
(XI) H+HO2↔ 2OH
(XII) O+HO2↔ OH+O2
(XIII) OH+HO2↔ H2O+O2
(XIV)a 2HO2↔ O2+H2O2
(XV) H2O2+(M)↔ 2OH+(M)
(XVI) H+H2O2↔ OH+H2O
(XVII) H+H2O2↔ H2+HO2
(XVIII) O+H2O2↔ OH+HO2
(XIX)a OH+H2O2↔ H2O+HO2
aduplicate reactions / collision partners
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3.2 Simulation Data
Numerical Method Simulations are based on standard governing equations for laminar flame propaga-
tion with detailed reaction kinetics [53]. All numerical data presented in the current study were obtained
using CANTERA 2.1 [40] and the detailed Burke, et al. chemical kinetics mechanism [1] with 13 species
and 19 reactions (see Table 3.1). 1D simulations are run with non-uniform grid spacing to obtaining
an initial solution. Then, domain length is adjusted to [−10δ ◦L , 40δ ◦L ], where δ ◦L is the flame thickness
obtained from temperature gradient. Time step is set to 5×10−7/m˙L. m˙L represents burning mass flux.
Relative and absolute tolerances in CANTERA are set to 10−12 and 10−15, respectively. Zones with large
gradients are spaced tighter by projecting 360 equi-spaced values of the monotonically increasing func-
tion x/50δ ◦L +3T (x)/∆Tad , where x is the axial coordinate, T(x) is the local temperature, and ∆Tad is the
adiabatic temperature increase.
Database A comprehensive database is obtained from 1D simulations of laminar, lean H2/air flames.
Initial conditions are uniquely defined by the initial temperature Tin and the mixture stoichiometry, which
is specified by the normalized equivalence ratio Φ ≡ φ/(φ + 1) [8]. Inlet conditions follow a pseudo-
random Sobol sequence [54] on the (Tin/Φ) plane, where extents for Tin (300-800 K) and Φ (0.1-0.5)
were selected. In order to eliminate cases with marginal flammability, only cases with m˙L > 0.1kg/m2s
and Tad > 1420K are considered, where m˙L is the burning mass flux and Tad is the adiabatic flame
temperature. Additional information on the generation of databases is given elsewhere [7].
Figure 3.6 illustrates the database of 638 viable results used for this study, where each constitutes a
flame simulation with an adaptive grid with 300 grid points. Red dots in this figure represent cases with
spontaneous temperature increases, which are attributed to the vicinity to the third explosion limit and
thus are not considered for this study. Figure 3.6 shows the data as a function of Tad and Φ, which are
considered primary and secondary parameters for flame behavior, respectively [7]; additional relevant
information for m˙L and Tin is shown as contours.
3.3 Results
3.3.1 Transition Temperatures
While the methodology was detailed for a single test case in Section 3.1, the analysis is now applied
to the comprehensive database. Significant temperatures for transitions in dominant eigenvalues and
mode amplitudes were introduced in the context of Figures 3.1 and 3.5, respectively. First, temperatures
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Figure 3.7: Transition temperatures for dominant eigenvalues λd and mode amplitudes χ˙d as a function
of Tad for the comprehensive database (638 cases). Initial conditions of simulations are illustrated using
Tin and contours of Φ .
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Tλ ,p/Tχ,p, Tλ ,c = Tχ,c, and Tλ ,t/Tχ,t, – corresponding to peaks, zero-crossing, and troughs, – are calculated
and plotted against the adiabatic temperature Tad of the each corresponding simulation in Figure 3.7. In
order to relate the transition temperature to the respective initial conditions, inlet temperatures Tin and
contours of normalized equivalence ratios Φ are included as a reference. The collapse of all transition
temperatures suggests that flames sharing similar adiabatic temperatures undergo similar reaction pro-
cesses. In particular, the perfect collapse for the cross-over temperature Tλ ,c indicates that regardless of
the initial conditions, flames with matching adiabatic temperatures share the same definition of a flame
sheet according to CEMA. Results, however, also illustrate that inlet conditions are not capable of pre-
dicting this flame sheet, i.e. individual parameters defining the cold mixture, – i.e. Tin and Φ, – are not
correlated to flame characteristics unless their combination is considered. This finding is consistent with
an earlier study that used a less rigorous analysis of a flame database of CH4/air flames [7].
Results also reveal a small temperature difference between the two peaks (Tλ ,p/Tχ,p) and the two
troughs (Tχ,t/Tλ ,t). This observation corresponds to the largest positive amplitude of the mode occurring
right after the mixture is the most explosive; on the other hand, the largest negative amplitude occurs
before the mode decays the fastest. At the lowest Tad, the transitions for the two troughs (Tχ,t/Tλ ,t) no
longer collapse. The loss of coherence is attributed to a collusion of chemical modes associated with
eigenvalues with similar magnitudes for T > Tλ ,c, i.e. λr = max(λq) switches to a different eigenvector
of the EVD.
3.3.2 Mode Sources
Figure 3.8 shows comprehensive results for transitions between dominant promoting and counter-
acting mode sources, which were introduced in the context of Figure 3.3. Transitions between mode
sources y1 and y2 are denoted as y1/y2. In all cases, transitions between negligible mode sources are
suppressed (e.g. at lowest and highest temperatures in a flame structure). As an example, the reference
case used for Figures 3.1 through 3.5 has an adiabatic flame temperature Tad=2374K. Figure 3.3b shows
transitions for max(sd) between T/H and H/OH, whereas for min(sd), they are H/O2, O2/H2, H2/T and
T/H. In both cases, these transitions are apparent in Figure 3.8a and 3.8b, respectively.
Results for the dominant promoting mode sources are illustrated in Figure 3.8a. In all cases, a
transition from T/H occurs around ˜1300K, i.e. temperature is the dominant mode source, irrespective of
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(a) Transition temperatures – max(sd)
(b) Transition temperatures – min(sd)
Figure 3.8: Transition temperatures of dominant mode sources corresponding to species based on sd: a)
dominant promoting mode sources, b) dominant counteracting mode sources.
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whether the mixture is explosive (λd > 0), or not (λr < 0). While additional transitions occur at higher
temperatures, the magnitude of mode promotion at these temperature becomes marginal (see Fig. 3.3a).
On the other hand, the first transition between counteracting mode sources occurs around ˜950K,
where H/H2 and H/O2 occur at low and high Tad, respectively. These transitions correspond to a rapid
decrease in magnitude of min(sd) as shown in Figure 3.3a. The rapid decrease is attributed to a major
change of reaction pathways. At temperatures around Tλ ,c, the reactants H2 and O2 become the dominant
counteracting mode sources, as they are now rapidly becoming depleted by the reaction process. At yet
higher temperatures, the dominant mode sources switch back to T and/or H, which promote reactions in
the negative direction of the mode, i.e. they prevent the decay of the slowest decaying mode.
3.3.3 Mode Participation
Figure 3.9 shows comprehensive results for transitions between selected reactions with dominant
promoting and counteracting participation, which were introduced in the context of Figure 3.4. Transi-
tions between reactions (A) and (B) are marked as (A)/ (B) where roman numerals correspond to equation
numbers in Table 3.1. Again, transitions between reactions with negligible participation are suppressed;
in addition, only selected reactions are shown at the cross-over, where all mode participations are close
to zero (see Fig. 3.4a).
Among promoting reactions (Fig. 3.9a), the first significant reaction is (XI),
H+HO2↔ 2OH (XI)
which, however, ceases to dominate ˜900K. Above this temperature, reactions (III) and (I),
H2+OH↔ H+H2O (III)
H+O2↔ O+OH (I)
take over, where the latter dominates only at elevated Tad. Reactions (I) and (III) are significant reactions
in the well-known H2-O2 chain cycle, where both are critical reactions in the ignition turning point in the
second limit of H2/air ignition [8]. Furthermore, results are consistent with literature, as for a premixed
H2/air stoichiometric adiabatic flame, reaction (XI) is known as one of the main producers of heat release
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(a) Transition temperatures – max(pd)
(b) Transition temperatures – min(pd)
Figure 3.9: Transition temperatures between selected reactions based on pd: a) dominant promoting
reactions, b) dominant counteracting reactions.
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in the flame preheating zone, while reaction (III) is the main heat release producer past 900 K; while
reaction (I) is strongly endothermic, it is also known as the most important chain-branching reaction [8].
After the zero-crossing at Tλ ,c, mode promoting reactions become insignificant (see Fig. 3.4a).
Figure 3.9b illustrates that chain terminating reactions dominate for explosive mixtures (λd = λe >
0), where reactions (XIII) and (X),
OH+HO2↔ H2O+O2 (XIII)
H+HO2↔ H2+O2 (X)
are most significant. As reactions (XIII) and (X) are main producers of stable reactants and/or products, it
is intuitive that they are inhibiting the chemical mode [8]. Above the zero-crossing at Tλ ,c, chain carrying
reactions dominate for reactive mixtures (λd = λr < 0). While not all reactions are shown in Fig. 3.9b,
(III) and (IX) show the most consistent transitions.
Taken together, results from Figures 3.7, 3.8 and 3.9 illustrate that the adiabatic temperature Tad is
an excellent predictor of the chemical flame structure. Results show that chemical modes are remarkably
consistent for a vast range of flames, where transitions in dominant mode source and mode participation
occur at similar temperatures across all cases. This result is attributed to the strongly non-linear temper-
ature dependence of the underlying reaction chemistry. Initial mixture temperature and equivalence ratio
by themselves are irrelevant; it is only their combination, – i.e. a mixture resulting in comparable Tad, –
that matters.
3.4 Remarks
In this chapter, a systematic strategy for tracking of dominant state variables and reactions is proposed;
the eigen-analysis of CEMA is augmented by directional information of eigenvectors of source modes
and related to actual source terms within the chemical flame structure. The analysis deviates from stan-
dard CEMA, as the interpretation of a mode source vector sd differs from the more classical explosion
index EI. While EI gauges the alignment of individual source terms with a chemical source mode, sd
calculates the projection of local source terms on this mode, i.e. it considers the direction of the local
source terms, whereas the former assesses the most effective source terms aligned with the mode. The
mode participation pd, however, is closely related to the participation index PI , although it is not nor-
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malized and preserves direction. The composite directional action of sources and reactions is captured by
the dominant mode amplitude χ˙d , which is positive for promoting and negative for counteracting source
terms. While it shows a similar progression as the corresponding dominant eigenvalue λd , it is associ-
ated with directional information rather than time constants. The primary outcome of χ˙d is that chemical
source terms are promoting the dominant source mode in an explosive mixture (λd > 0), whereas they
are counteracting the dominant source mode in a reactive mixture (λd < 0).
The analysis is used to track chemical source and reaction modes throughout lean H2/air structures,
where transitions between dominant species and reactions are of particular interest. The methodology
is applied to to a comprehensive database where dominant mode sources and mode participation are
investigated. While non-chemical source terms were not explicitly studied, it is noted that these effects
are implicit to the raw simulation data that were postprocessed. Thus, characteristics of local chemical
source terms defined at a given point are a result of the interaction of chemistry and transport processes
within its vicinity. The most important outcome is that there is little difference in transitions of primary
reaction pathways for different flames: temperature is the primary factor, which is attributed to its prin-
cipal role in Arrhenius-type kinetics. Some differences are, however, noted between flames with low and
high adiabatic flame temperatures Tad. The transition of explosive mixtures (λd > 0) to non-explosive,
but reactive mixtures (λd < 0) is, however, perfectly correlated to Tad. This finding is relevant, as this
transition corresponds to the definition of the flame sheet location within CEMA.
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CHAPTER 4
PREMIXED FLAME DYNAMICS IN
NARROW 2D CHANNELS
This chapter is identical to a manuscript that is in revision for publication.
Fundamental processes that promote complex flame behavior in narrow channels have been at-
tributed to three mechanisms [25]: (i) thermal interactions between flame and wall, (ii) chemical in-
teraction between species, and (iii) momentum interaction between flow field and a flame. While the
first mechanism is specific to small geometries, the other two interactions are intrinsically related to
premixed flame propagation. Here, a flame front may be bent by thermal expansion, diffusive-thermal
effects, hydrodynamic instabilities, and other effects that produce curved flame fronts, and thus increase
burning rates due to an increased flame area [55]. In classical flame theory, these instability phenomena
couple into hydrodynamic (Darrieus-Landau) instability and diffusive–thermal instability for non-unity
Lewis numbers. Returning to the three mechanism introduced earlier, the momentum interaction clearly
corresponds to Darrieus-Landau. The ability to develop this hydrodynamic instability requires a mini-
mum channel width, where studies with one-step global kinetics and large activation energy have yielded
estimates in the order of several flame thickness [25] to tens of flame thicknesses [55], respectively.
Basic features of combustion in narrow channels can be reproduced even if reaction chemistry is
represented by simplified models. Kurdyumov et al. [56] investigated premixed flames with unity Lewis
number in 2D channels with constant wall temperature. Using steady and transient thermo-diffusive
models with a single-step irreversible reaction, they were able to reproduce stationary/oscillatory as well
as symmetric/asymmetric flame modes that correspond to experimental observations [17, 57]. Asym-
metric oscillations were obtained only in wider channels, and the stability range of such flames became
broader at larger channel heights. In subsequent work [58], it was shown that heat losses produce a stabi-
lization effect for low Lewis numbers, whereas they destabilize flames for large Lewis number. Stability
is also affected by reactant temperatures, where an increase promotes large scale unsteadiness [59].
One significant shortcoming of approaches involving single-step chemistry representations is that
they are incapable of reproducing extinction and ignition processes that have meaningful physical inter-
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Figure 4.1: Schematic illustrating domain: long narrow channel with an imposed temperature ramp on
both walls
pretations. While there have been several studies on flame propagation with detailed chemistry, previous
studies on flame dynamics have either been descriptive in nature [25, 26, 27, 28, 29], or have focused
on heat transfer effects in stationary flames without considering flame dynamics [60, 61]. In this study,
fundamental mechanisms that are responsible for instabilities are analyzed based on classical concepts
describing premixed flame propagation [62, 38, 8]. Specifically, this chapter addresses ignition behavior,
symmetry-breaking that leads to the formation of asymmetric flame fronts, and mechanisms responsible
for limit-cycle behavior in non-stationary combustion; in all cases, ignition and extinction processes are
simulated based on detailed CH4/air reaction chemistry.
4.1 Computational Approach
4.1.1 Configuration
A schematic illustrating flame propagation in narrow 2D channels is shown in Figure 4.1. The
unburned mixture enters from the left and is gradually heated by an imposed wall temperature profile.
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For simplicity, the increase in wall temperature is assumed to be linear. A more detailed description of
tested geometries and conditions is given in Section 4.1.5.
Depending on the operating conditions, various flame phenomena are observed, e.g. stationary
flames or non-stationary flames with limit cycles, both of which can be either symmetric or asymmetric.
In order to study those phenomena, flame and/or reaction fronts need to be properly defined.
4.1.2 Flame and Reaction Front Definitions
From a macroscopic perspective, flames are described by flame sheets, which are surfaces that sep-
arate unburned and burned mixtures [8]. In classical treatments, the geometry of these surfaces are often
described by a zero-crossing of the G-equation G(x, t). Here, G< 0 and G> 0 correspond to unburned
and burned mixtures, respectively, whereas G(xf, t) = 0 is the location of the flame sheet [8]. This for-
mulation has the advantage that metrics describing flame propagation can be rigorously defined. In the
context of simulations with detailed chemistry, however, flame sheets are replaced by flame structures,
and these definitions become less obvious.
In the following, the location of a reaction front is tied to the peak heat release along a stream line.
Thus, reaction front coordinates are captured by directional derivatives of the heat release ∇vh˙ as
∇vh˙ = ∇h˙ · v‖v‖ (4.1)
where v represents the flow velocity, h˙ = Σh˙r is the local heat release rate and h˙r is the net heat release
of the r-th reaction. It is noted that −∇vh˙ can be viewed as an interpretation of the G-equation, which
allows for the usual definition of metrics for flame sheet (front) propagation. Zero crossings of ∇vh˙ are
extracted to form a continuous reaction front xf = (x f ,y f ), which is illustrated in Figure 4.2.
Front Angle Consistent with classical definitions, normal and tangential directions are defined with
respect to the reaction front as shown in Figure 4.2. These directions form a rotated coordinate system,
where the front angle θ f is the angle of rotation with respect to the original x and y directions.
Flame Fronts and Edges As long as reactions are net exothermic, it is always possible to extract
a peak heat release along a streamline. While this allows for the extraction of a reaction front, it is,
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however, not a sufficient condition for the existence of a propagating flame. In this work, a flame edge
is defined as the location where heat release drops below that of a freely propagating adiabatic 1D flame
with the marginal flammability (φ = 0.53) at STP. Based on this requirement, flame fronts are limited to
sections of the reaction front where heat release is not marginal.
Whenever they exist, flame edges can remain stationary, advance into the unburned mixture or re-
treat. Thus, edge velocities offer valuable insights into flame dynamics, i.e. local existence of marginal
flammability that can be interpreted as local extinction or ignition processes. In the present work,
x+e = (x+e ,y+e ) and x−e = (x−e ,y−e ) correspond to edges in upper and lower channel halves, respectively.
Attachment Points A reaction front corresponds to a ridge of peak heat release that extends from
upper to lower wall of the channel. Thus, attachment points are locations where heat release in the gas
phase peaks adjacent to upper and lower walls. In the following, upper and lower attachment points are
denoted as x+a = (x+a ,w) and x−a = (x−a ,−w), respectively, where w is the channel half-width. It is noted
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that attached fronts can correspond to either reaction fronts or flame fronts. In the latter case, there is no
flame edge.
Reaction Front Coordinate In the present work, all extracted reaction fronts can be described as
single-valued functions of the vertical coordinate yf. Thus, the front coordinate s(yf) is calculated as
s(yf) =
ˆ yf
0
√
1+(dx/dy)2dy (4.2)
which corresponds to the path length between channel mid-plane and a local position. Due to this
definition, s > 0 for the top half of the channel (yf > 0) and s < 0 for the bottom half of the channel
(yf < 0). Furthermore, the reaction front length is calculated as s(w)− s(−w), whereas the flame length
is calculated as s(y+e )− s(y−e ).
4.1.3 Metrics
Based on definitions of reaction and flame fronts, flame related metrics are calculated based on a
decomposition of flow velocities in directions normal and tangential to the moving reaction front. While
definitions follow usual conventions, they are summarized below.
Displacement Speed The local displacement speed vd is a scalar defined at each flame front location
xf as the motion of the flame front normal to itself. Exact knowledge of vd is critical for the calculation
of subsequent definitions.
Velocity Decomposition The local burning velocity un is defined as the relative flow velocity normal
to a propagating reaction front, i.e.
un = v ·n− vd
where n is the unit normal direction. Based on the unit tangent t, a corresponding tangential component
is defined as
ut = v · t
Both velocity components are functions of the flame front location, i.e. un(xf) and ut(xf).
The flame edge velocity is defined equal to the tangential velocity at the flame edge xa while pointing
in the opposite direction so that the edge velocity represents the velocity of the flame edge relative to the
flow motion (ue(xa) =−ut(xa)). It thus indicates whether the flame front is expanding or shrinking. Due
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to the definition of the front coordinate in Eq. 4.2, an expanding flame front corresponds to ue(x+a ) > 0
for the upper flame edge and ue(x−a )< 0 for the lower flame edge.
Consumption Rate The local consumption rate (or mass burning flux) is calculated as the mass flux
crossing the moving reaction front, i.e.
m˙ = ρun (4.3)
where ρ represents the local density of the mixture. In order to assess the symmetry of a reaction front,
the cumulative consumption rate is defined as
M˙ =
∣∣∣∣ˆ s
0
m˙ds
∣∣∣∣ (4.4)
Stretch Rate The stretch rate quantifies the deformation of a flame surface, which results from aero-
dynamics straining, flame curvature and flame motion [63]. Using an infinitesimal surface element of
area A which is continually deformed, the stretch rate is defined as [8]
K =
1
A
dA
dt
In the context of a propagating reaction front, the stretch rate is mathematically defined as
K =−(∇× (v×n)) ·n+ vd (∇ ·n) (4.5)
where the two terms measure the variation of the reaction front area by gradients of tangential velocity
along the reaction front and motion of a curved flame, respectively.
Total Heat Release Rate While this metric is not dependent on the existence of a flame or reaction
sheet, it nevertheless represents an important parameter in non-stationary reaction front propagation.
Based on the computational domain Ω, the total heat release rate is calculated as
H˙ =
ˆ
Ω
h˙dΩ=
ˆ L
0
ˆ w
−w
h˙dydx (4.6)
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4.1.4 Numerical Method
Simulations are performed using the open-source CFD package OpenFOAM [42], where the add-
on solver laminarSMOKE [43] is used to handle detailed chemistry. The numerical approaches in the
aforementioned packages are explained in details in Chapter 2. The San Diego mechanism with 46
species and 235 reactions is used to model combustion of methane/air mixtures [64].
In numerical simulations, a uniform grid is used. In simulations with OpenFOAM, a standard Gaus-
sian finite volume integration scheme is used for discretization. Different schemes are selected for differ-
ent derivative terms, i.e. second order for terms including gradients and Laplacians and first order upwind
for terms including divergence. For time integration, an implicit first order Euler scheme (first order, im-
plicit) is used. Pressure and density are solved using preconditioned conjugate gradient (PCG) as their
linear system is symmetric. Other linear systems (velocity, species and temperature) are solved using
the preconditioned bi-conjugate gradient (PBiCG). PCG and PBiCG are preconditioned by the diagonal
incomplete Cholesky (DIC) and the diagonal incomplete lower upper (DILU) techniques, respectively.
Front Tracking Reaction fronts are defined by zero-crossings of directional derivatives of the local
heat release (Eq. 4.1). In order to obtain a smooth progression of zero-crossings, 1D interpolations
are performed in directions of the computational grid. The direction of interpolation is chosen either
horizontally or vertically depending on the local front angle θ f , i.e. horizontal if |θ f | < θc and vertical
if |θ f |> θc. The cut-off angle θc is determined based on the aspect ratio of the grid. Once reaction front
locations are known, 2D interpolations are used to extract quantities of interest from simulations. Having
reaction fronts for consecutive time steps, displacement speeds are calculated knowing that each point at
the reaction front moves normal to the flame. The distance that each point on the reaction front moves
is approximated by either the local vertical/horizontal local distance between two consecutive reaction
fronts projected in the normal direction depending on the local front angle.
Flame Edges As discussed in Section 4.1.2, a flame edge is defined as the location where the rate of
heat release along a reaction front falls below a critical value, i.e. h˙< h˙c. In this work, the critical value
corresponds to the peak heat release of a freely propagating CH4/air flame at the lean flammability limit
at STP (φ = 0.53, see [65]). A numerical value of h˙c = 0.2W/mm3 was obtained from a 1D simulation
using the chemical kinetics package CANTERA [66].
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Table 4.1: Operating conditions and simulated time (tsim) for four test cases.
Case φ u¯in (m/s) tsim (s)
2×80 mm channel: (a.1) 0.7 0.4 0.15
(b.1) 0.53 0.4 0.15
5×80 mm channel: (a.2) 0.7 0.4 0.37
(b.2) 0.53 0.4 0.22
4.1.5 Cases
A total of four 2D cases are investigated, where details are summarized in Table 4.1. The channel
length L = 80mm is common to all cases, whereas two channel widths are tested. The width of the
narrower 2-mm channel (half-width w = 1mm) is selected to be of the order of the flame thickness,
whereas the wider 5-mm channel (half-width w = 2.5mm) allows for asymmetric dynamics that have
been documented in the available literature [17, 27, 29, 57]. Simulations are run at two lean equivalence
ratios φ , whereφ = 0.7 and φ = 0.53 were chosen to represent a typical mixture and the lean flammability
limit, respectively. For both channel widths and equivalence ratios, cases with an average inlet velocity
u¯in = 0.4m/s are investigated, which is noted to be higher than the laminar flame speeds at standard
temperature and pressure (STP).
A linear temperature ramp is imposed on both upper and lower walls (Fig. 4.1). At the inlet, the
wall temperature is set to room temperature at 300K, which increases linearly to 1900K at the outlet,
resulting in a temperature gradient of 20K/mm. The relatively high exit temperature is chosen to ensure
ignition of air/fuel mixtures.
Grid resolutions of 75×1000 and 40×1000 are selected for 5 mm and 2 mm-channel simulations,
respectively; the simulations time step is set to 1 µsec. Simulations are started with a channel initially
filled with air. Mixtures of CH4/air enters the channel with uniform inlet temperature (Tin = 300K)
and a fully developed velocity profile with mean velocity u¯in. In cases resulting in stationary reaction
fronts, simulations are continued for about one flow-through times after ignition. For non-stationary
cases, simulations are continued until data for at least 4 limit cycles or ignition-extinction events are
obtained. Snapshots are saved every 2 ms of simulated time for each simulation. For cases exhibit-
ing non-stationary behavior, snapshots spaced at 0.2 ms are saved to better resolve limit cycles. The
snapshots intervals for ignition in 2mm-channels was further decreased to 0.04 ms.
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Table 4.2: Grid study: relative error compared to the finest grid (ε fn)
εT (temperature RMS) εu (axial velocity RMS)
Grid Size 92 ms 94 ms 96 ms 92 ms 94 ms 96 ms
33×445 0.64 0.8 0.86 2.84 3.44 2.03
50×667 0.88 0.94 0.92 3.1 2.84 1.75
75×1000 1.12 1.1 1.02 3.09 2.53 1.48
112×1500 0.63 0.7 0.66 2.12 2.15 0.76
168×2250 N/A N/A N/A N/A N/A N/A
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4.1.6 Validation
To verify grid independence of results, simulations are performed over several grid resolutions for
the 5 mm-channel with φ = 0.53. Grids sizes are given in Table 4.2, where the refinement ratio between
consecutive grid sizes is chosen as 1.5. In order to assess the quality of results, root mean squared (RMS)
values of selected property values f are calculated for the n-th grid resolution and compared to those of
the finest grid, fN . Thus, the relative error for the n-th grid is calculated as
ε fn =
| fN− fn|
fN
×100 (4.7)
Table 4.2 shows relative errors or gas temperature (εT ) and axial velocity (εu) at selected time steps
between ignition and the onset of symmetry breaking. A comparison illustrates that results are relatively
consistent: where the maximum for εT is around 1%, whereas the maximum for εu is somewhat higher
at 3%. The higher value of εu is attributed to the abrupt change in temperature and consequently mixture
density during ignition.
In order to obtain further details, metrics closely related to chemical processes are compared for
several time steps. Figure 4.3 shows results for reaction front length and total heat release. Again, results
show consistent progressions, which indicates that simulations are independent of grid resolution. Dis-
crepancies between different grid resolutions are most noticeable during the ignition process at t = 0.088
s. Early times are characterized by elongated reaction fronts that propagate rapidly; accordingly, small
differences in ignition times for different grid resolutions will be most notable during initial transients.
At later time steps, these discrepancies are much less pronounced. For the remainder of the study, grids
with an axial resolution of 80µm (1000 cells) are used; the lateral resolution is 66.6µm for the 5-mm
channel and 50µm for the 2-mm channel. It is noted that tests for simulations with two different time
steps (2.5µs and 1µs) for the 5mm-channel with φ = 0.53 produced the same trends; the smaller time
step is used for the rest of the study.
4.2 Results
In the discussion of results, overall flame dynamics observed in simulations are discussed before going
into details of ignition, symmetry breaking and limit cycle behavior.
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(a) Attachment point locations and total heat release as a function of time.
t = 60 ms:
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(b) Heat release contours during ignition and flame stabilization. Contours are scaled from 0 (white) to 4.2W/mm3
(black).
Figure 4.4: Ignition and flame stabilization in a 2×80 mm-channel at φ = 0.53. A symmetric flame
stabilizes after initial transient behavior.
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(a) Attachment point locations and total heat release as a function of time.
t = 60 ms:
70 ms:
80 ms:
90 ms:
(b) Heat release contours during ignition and flame stabilization. Contours are scaled from 0 (white) to 7.5W/mm3
(black).
Figure 4.5: Ignition and flame stabilization in a 2×80 mm-channel at φ = 0.7. A symmetric flame
stabilizes after initial transient behavior.
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(a) Attachment point locations and total heat release as a function of time.
t = 82.8 ms:
88.8 ms:
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100.8 ms:
(b) Heat release contours during ignition.
t = 170 ms:
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182 ms:
(c) Heat release contours for half of a limit cycle.
Figure 4.6: Flame behavior in 5×80 mm-channels with φ = 0.53 – Asymmetric flame flops periodically.
In (b) and (c), contours are scaled from zero (white) to 3.2W/mm3 (black).
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(a) Attachment point locations and total heat release as a function of time.
t = 78 ms:
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(b) Heat release contours during ignition.
t = 270 ms:
280 ms:
290 ms:
300 ms:
(c) Heat release contours for half of a limit cycle.
Figure 4.7: Flame behavior in 5×80 mm-channels with φ = 0.7 – Asymmetric flame experiences repet-
itive extinctions and ignitions. In (b) and (c), contours are scaled from 0 (white) to 7W/mm3 (black).
4.2.1 Flame Dynamics
2×80 mm-Channel Figures 4.4 and 4.5 illustrate the formation of stationary, symmetric flames at
φ = 0.53 and φ = 0.7, respectively. In Figures 4.4a and 4.5a, total heat release (H˙) and attachment
points are shown as a function of simulated time. For both equivalence ratios, mixtures auto-ignite far
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downstream, where gas temperatures are higher due to heat transfer from hot walls. After ignition, flame
fronts form and propagate upstream until they become stationary. While flames propagate upstream,
heat release peaks as accumulated flammable mixtures are consumed. It is noted that in both cases,
attachment point curves collapse as flames are symmetric. In order to further illustrate flame formation,
heat release rate (h˙) contours are shown for selected time steps in Figures 4.4b and 4.5b. Initially, flame
fronts are curved positively (cusp located downstream) and flatten while propagating upstream; once
stabilized, flames are negatively curved (cusp located upstream).
Comparing results for the two equivalence ratios, it is evident that the flame front in the case with
marginal flammability (φ = 0.53) does not propagates as far upstream as it does in the case with increased
flammability (φ = 0.7), i .e. it stabilizes in a hotter region. This behavior is not unexpected, as in the
leaner case less chemical energy is released despite equal inlet velocities. In order to burn at the same
rate, peak temperatures need to be similar [6, 7, 35], which is consistent with numerical results: for
φ = 0.7, the peak temperature at the flame front is 1884.2K, whereas for φ = 0.53, it is 1814.1K.
5×80 mm-Channel Figures 4.6 and 4.7 illustrate that an increase in channel height from 2 to 5 mm
changes the flame behavior drastically, as flames no longer stabilize but form limit cycles instead. Again,
ignition takes place far downstream, where wall temperatures are higher. After an initial peak in inte-
grated heat release,symmetry is lost when attachment point curves no longer collapse (Figs. 4.6a/4.7a).
Snapshots of heat release illustrate that upon ignition, elongated symmetric flame fronts form that shorten
while propagating upstream before symmetry is lost (Figs. 4.6b/4.7b). While the initial ignition process
is comparable for both equivalence ratios, resulting limit cycles show drastic differences in behavior
(Figs. 4.7c/4.7c).
In the leaner case with marginal flammability (φ = 0.53), the limit cycle involves an asymmetric
flame front where attachment points oscillate back and forth. In this ’flopping’ combustion mode, the
flame advances along one wall while receding at the other (Fig. 4.6a), which creates cyclical variations
in heat release. Corresponding to the flopping behavior, Figure 4.7c illustrates one half of the limit cycle.
The limit cycle behavior at φ = 0.7 (Figs. 4.7c/4.7a) is described by flames with repetitive extinction
and ignition (FREI). In this mode, the flame front propagates far upstream, where it extinguishes; extinc-
tion is attributed to excessive heat losses to relatively cold walls. After a significant delay, the mixture
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Figure 4.8: Variation of flame edge location and its velocity during ignition process in both channels and
both equivalence ratios
reignites downstream and rapidly propagates upstream; the delay is explained by a recharge process,
where unburned mixtures fill the space between locations of extinction and reignition [20]. Original
experimental reports of FREI involved channels with radii/half-widths of less than a typical flame thick-
ness [17, 20], where FREI is typically symmetric. In wider channels, asymmetric FREI was validated in
experiments only recently [30]. It is noted that in Figure 4.7a, leading cusps of asymmetric flame fronts
alternate between upper and lower walls , i.e. Figure 4.7c illustrates one half of the limit cycle.
Impact of Channel Width Results clearly show that symmetric behavior is only observed in the nar-
rower 2mm channel, where the half-width is of the order of flame thickness (∼ 1 mm). For the wider
channel, instabilities lead to asymmetric limit cycle behavior, which will be identified as being closely
related to hydrodynamic Darrieus-Landau (DL) instability. In the following, ignition behavior, symmetry
breaking, and subsequent limit cycles will be discussed in separate sections.
4.2.2 Ignition Behavior
A comparison of attachment point locations at the time of ignition in Figures 4.4a, 4.5a, 4.6a and
4.7a shows that in all cases, flame fronts are initiated at an axial location around x≈ 58mm, where the
wall temperature is 1460K. A closer inspection of simulation data reveals that initial flame edges form
at x≈ 57.6−57.7mm for the 2mm channel and x≈ 59.0−59.3mm for the 5mm channel; in both cases,
the lower value is observed for the leaner mixture. Based on a wall temperature gradient of 20K/mm,
this means that in all cases, ignition occurs within a narrow temperature range of less than 40K.
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(b) Local consumption rate m˙ along the flame front.
Figure 4.9: Local flame stretch rate K (a) and consumption rate m˙ (b) as a function of flame coordi-
nate during symmetry breaking for φ = 0.53 in the 5mm channel. Peak magnitudes decrease as flames
shorten.
Despite similarities in attachment point temperatures at ignition, the timing differs. While there is
a small impact of equivalence ratio on ignition time in the 2mm channels, the difference is much more
pronounced in the 5mm channel, where the leaner mixture ignites later. In order to further investigate
these discrepancies, Figure 4.8 shows the variation of edge flame location and velocity within the channel
during the ignition process, where flame edges correspond to the locations where heat release along the
reaction front drops below the threshold of a marginal flame as defined in Section 4.1.2. Results show
that in all cases, ignition kernels first form in the gas phase. During the ignition process, edge flames
close gaps along reaction fronts until the flame spans the entire channel.
A close inspection reveals that ignition starts with a single kernel in the 2mm channel, whereas there
are two kernels adjacent to upper and lower walls in the 5mm channel. For both 2mm and 5mm channels,
the gap between flame edge and channel wall closes within less than 1ms. The longer gap between edges
at the channel center takes much longer to close. Magnitudes of edge flame velocities are comparable
for both equivalence ratios; in both cases edge flames accelerate as the flame area increases. Differences
in time to form a fully established flame front are explained by comparably longer reaction fronts in the
leaner case.
Comparing channel widths, there are two factors that contribute to differences in ignition behavior.
First, the thermal entrance length for a channel with Dw = 2w can be estimated as Lt ≈ 0.05ReDw PrDw
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Figure 4.10: Cumulative consumption rates M˙ as a function of axial coordinate x. Curves correspond to
data shown in Figure 4.9b, where solid and dashed lines illustrate upper (s> 0) and lower (s< 0) flame
branches, respectively.
[67], which yields Lt ≈ 7.4h= 14.8mm for the 2mm channel and Lt ≈ 18.6h= 93mm for the 5mm chan-
nel based on air properties. Thus, the thermal profile is fully developed for the narrow channel whereas
it is not fully developed for the wider case. A second factor are thermal length scale considerations that
arise due to interfacial heat transfer at the wall at temperatures Tign ≈ 1460K: due to thermal expansion,
the bulk velocity accelerates to approximately U¯ign ≈ 2m/s, which, together with a thermal diffusivity
αign ≈ 0.4× 10−3 m2/s yields a length scale of Lign = αign/U¯ign ≈ 0.2mm. The distance of ignition
kernels from the walls in Figures 4.8 is approximately 0.4mm, which matches the order of magnitude.
Thus, it is concluded that ignition occurs at locations where the gas temperatures in the vicinity of the
hot wall reach a threshold value. Prior 1D investigations have shown that significant shifts in chemical
reaction pathways occur at similar temperatures [6, 7, 35]. A major result of these studies was a relative
insensitivity of temperature thresholds to stoichiometry, which is consistent with current observations.
4.2.3 Breaking of Symmetry
After ignition, symmetry is lost while flame fronts propagate upstream. In order to understand
underlying causes, flame fronts are analyzed for the case with φ = 0.53. For this case, the onset of
symmetry breaking is discernible in the last frame of 4.6b at t = 100.8ms. In the following, four evenly
spaced snapshots between 91.8 and 100.8ms are analyzed.
Figure 4.9 shows flame stretch and local consumption rates along the flame sheet during symmetry
breaking. In both cases, curves show sharp peaks at the flame cusp while values along the wings are
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significantly lower, i.e. the majority of the air/fuel mxture is consumed at the flame cusp where the flame
stretch magnitude is largest. As the flame front propagates upstream, it shortens and peaks magnitudes
decrease, while the peak widths remain unchanged. Here, it is noted that the width of the flame stretch
peak (Fig. 4.9a), is smaller than the width of the peak in consumption rate (Fig. 4.9b). Thus, the extent
of the region with the largest flow non-uniformity is smaller than that with large consumption rate.
In order to illustrate ramifications of this observation, cumulative consumption rates M˙ are calculated
along upper and lower wings of the the flame front and plotted against axial position as shown in Figure
4.10. While the location of initial breaking of symmetry around t ≈ 100ms was not discernible in Figure
4.9, cumulative values in Figure 4.10 clearly illustrate that it starts right next to the flame cusp. Here,
curves for upper and lower branch start to diverge before the local consumption rates decrease. Thus,
origins of symmetry-breaking are identified as regions with large gradients in flame stretch rates.
4.2.4 Asymmetric Limit Cycles
After symmetry is broken, asymmetric flames experience different dynamics depending on the
equivalence ratio of the air/fuel mixture. In the marginal case (φ = 0.53), the flame exhibits limit cycles
where the orientation flops between upward and downward asymmetric shapes. In the case with φ = 0.7,
global extinction/re-ignition events are observed during a limit cycle, which is known as FREI (flames
with repetitive extinctions and ignitions). In both cases, the duration of a limit cycle is given by the time
the flame returns to a previous orientation. Within one limit cycle, two half-cycles describe asymmetric
flames with upward and downward orientation but otherwise identical characteristics.
For each of the two combustion modes, one full cycle is selected for further investigations, where
an overview is presented in Figure 4.11. Total heat release rate H˙ and attachment points x+/−a are shown
in Figures 4.11a and 4.11b. Furthermore, edge velocities and edge locations are presented in Figures
4.11c and 4.11d, where the intermittent existence of flame edges becomes apparent in both combustion
modes. Here, advancing flame edges and receding flame edges are distinguished, which increase and
decrease flame area, respectively. To further investigate edge flames behavior within the limit cycle, four
time steps are selected for advancing and receding flame edges, which are labeled (a)-(d) and (e)-(h),
respectively.
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(c) Flame edge locations and velocities – φ = 0.53.
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(d) Flame edge locations and velocities – φ = 0.7.
Figure 4.11: Overview of asymmetric limit cycles: Further details on one period of FREI (φ = 0.7) and
flopping mode (φ = 0.53). Dashed lines in red and blue indicate a sequence of time steps, where flame
propagation close to the walls changes direction
In case of the marginal mixture at φ = 0.53, a flopping combustion mode is observed. Here, the
attachment point in the upper channel half (x+a ) advances upstream into the unburned mixture, while the
one in the lower half (x−a ) retreats downstream (Fig. 4.11a), and vice versa. For the receding upper wing
of the flame front, flame edges appear close to the upper wall at t ≈ 171ms (Figure 4.11c). As the flame
front moves further downstream, the spacing between flame edge and adjacent wall increases while the
edge velocity is negative. As the flame propagates into an area with higher wall temperatures, a recovery
process is initiated when the edge velocity first becomes zero and then positive. As a result, the gap
between the flame edge and the upper wall closes. It is noted that based on the definition of a flame front
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in Section 4.1.2, the section of the reaction front stretching between flame edge and wall attachment
point does not constitute a flame. Thus, gaps within the flame front correspond to regions with local
extinction.
For FREI at φ = 0.7, flame edges appear during re-ignition and extinction (Figs. 4.11b/4.11d). For
re-ignition, advancing edge locations clearly illustrate that the ignition event starts within the gas phase
and evolves toward both walls asymmetrically. For extinction, slowly receding flame edges start forming
relatively early close to the lower wall. At the upper wall, a receding flame edge appears right before
global extinction. It is noted that re-ignition characteristics are different from the initial ignition event,
where two symmetrically located ignition kernels were found.
Flopping Mode (φ = 0.53) In the following, individual time steps within the limit cycle – marked
as (a)-(h) in Figures 4.11a and 4.11c – are selected to investigate local extinction and ignition events
in the flopping combustion mode. Results are presented in Figure 4.12, which show local re-ignition
– advancing flame edge, i.e. steps (a)-(d) – in the left column and local extinction – receding flame
edge, i.e. steps (e)-(h) – in the right column. Flame shapes are shown in the top row where dotted lines
indicate locally extinguished regions; heat release and consumption rate as a function of flame coordinate
are shown in middle and bottom row, respectively.
In Figure 4.12a, time steps (a)-(d) illustrate local re-ignition with an advancing edge flame propagat-
ing towards the upper wall. In this process, the flame wing propagating adjacent to the top channel wall
changes directions when a retreating extinguished reaction front re-ignites and turns into an advancing
flame front. The ignition process is clearly visible in Figure 4.12c, where the dashed horizontal line
indicates marginal heat release levels: marginal levels quickly disappear and a new heat release peak
forms at time step (d). Even more interesting is the result in Figure 4.12e, where negative consumption
rates are observed for extinguished regions. Here, a negative value means that the net mass flux across
the reaction front goes from product to reactant side, which corroborates the fact that reaction fronts
with less than marginal heat release do not constitute flames in the classical sense and are indeed locally
extinguished.
Time steps (e)-(h) in Figure 4.12a show local extinction with a receding edge flame propagating away
from the lower wall. Here, a seemingly stable flame wing attached to the lower wall (e/f) starts to rapidly
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Figure 4.12: Local ignition and extinction processes in flopping combustion mode, illustrated in left and
right columns, respectively. Flame shapes are shown in top row (a/b); heat release rates and consumption
rates along the flame front are shown in middle (c/d) and bottom row (e/f). Top channel half corresponds
to s> 0.
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Figure 4.13: Re-ignition and extinction in FREI combustion mode, illustrated in left and right columns,
respectively. Flame shapes are shown in top row (a/b); heat release rates and consumption rates along
the flame front are shown in middle (c/d) and bottom row (e/f). Top channel half corresponds to s> 0.
propagate downstream, as the opposite wing moves upstream. The extinction process is accompanied by
a precipitous drop in heat release, especially along the lower wall, as detailed in Figure 4.12d. At the last
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frame (h), heat release along the lower frame clearly shows extinction, while an increase is noticeable
along the upper wall. Again, results for consumption rates along the flame front in Figure 4.12d yield
considerable insights. At the beginning, i.e. frames (e-g), the majority of the mass flux crosses the flame
front along the upper wall, which is explained by a flow redirection by an angled flame front. As the
lower branch of the front recedes, the flow upstream of the flame is changed, and frame (h) shows the
formation of an intermediate peak in consumption rate at the channel center. In the ensuing process, this
peak will proceed further towards the bottom wall and reignite, i.e. undergo the exact same process as
shown in frames (a)-(d), except with reversed signs of front coordinates s.
It is noteworthy to further discuss the process of flow redirection, as it sheds some light on the nature
of the instability process that establishes the limit cycle. Results show that locations of peak consumption
rate along the flame front alternate between top and bottom half of the channel. This process is explained
by flame shapes, where an angled flame acts as a wedge that redirects the unburned mixture ahead of the
flame. This process is clearly of hydrodynamic nature, which leads to the conclusion that the flopping
combustion mode is caused by a Darrieus-Landau type instability.
FREI Mode (φ = 0.7) Again, individual time steps within the limit cycle of the FREI mode – marked
as (a)-(h) in Figures 4.11b and 4.11d – are further investigated, where detailed results are shown in Figure
4.13. As in the previous case, the ignition process is illustrated in the left column, whereas events leading
to global extinction are shown in the right column.
Figure 4.13a shows ignition with flame shapes (a)-(d). Here, rapid upstream propagation is clearly
evident, and symmetry is lost almost immediately after the initial flame front is formed. Again, heat
release and mass consumption rate, – shown in Figures 4.13c and 4.13e, – provide further insight. Snap-
shot (a) at 266.8 ms illustrates conditions right before ignition; heat release rates are below the critical
value for the whole flame, despite a high consumption rate. The onset of reactions will occur at the
interface between products and fresh mixture, that convected downstream after the previous extinction
event. The low initial heat release is thus attributed to a relatively weak mixture. In the next time step (b)
at 268.2 ms, the heat release rate surpasses the critical value at the channel center, i.e. ignition clearly
starts within the gas phase away from the walls, which is attributed to the much larger consumption rates
in the channel center.
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It is noted that re-ignition differs from the initial ignition process, which started within a thin layer
along the walls. Upon ignition, the flame develops asymmetrically, where a shifting peak of the con-
sumption rate is an indication for flow being redirected toward the upper wall. Once the flame front is
completely asymmetric, the consumption rate shows two peaks, both of which are at a location where
the flame is perpendicular to the channel axis. The heat release is higher at the leading edge close to the
lower wall.
After propagating upstream over an extend of more than 20 mm (where wall temperatures decrease
by more than 400K) extinction is observed as illustrated in Figure 4.13b. Here, flames (e/f/h) are shown
for three equidistant snapshots, with the additional instance (g) placed right before the last to illustrate
global extinction. Initially, both heat release and mass consumption rates in Figures 4.13d and 4.13f still
show characteristics similar to the one observed after the initial asymmetric flame was formed as shown
in snapshot (d). After traveling upstream, however, the trailing flame branch close to the upper wall has
gained in strength, while the cusp of the leading flame branch weakened and has moved away from the
lower wall. Snapshot (f) further illustrates that the leading edge starts to move downstream while heat
release drops below the marginal value. Eventually, snapshots (g/h) show two closely spaced instances
(0.4ms) where the flame loses strength and rapidly extinguishes.
4.2.5 Syngas as a Fuel at Small Scales
As mentioned in Chapter 1, syngas combustion at small scales has recently appealed researchers’
attention. In this work, for a comparison between methane combustion and syngas combustion at small
scales, simulations for the 2mm channel are repeated for syngas. Except for the fuel, all operating
conditions are kept the same as in methane combustion. The syngas that is used in this work is the
product of the partial oxidation of propane at φ = 7.94 from reference [2]. Similar to CH4/air combustion,
symmetric stationary flames are observed for both equivalence ratios (φ = 0.53 and φ = 0.7). However,
flame fronts are ignited and stabilized at different locations comparing to the methane flames. Figures
4.14a and 4.14b illustrate the autoignition farther downstream compared to methane cases at the same
channel, which is due to that the lower ignition temperature of the syngas. The flame front stabilizes
at x ≈ 29mm and x ≈ 23mm for φ = 0.53 and φ = 0.7, respectively, which is also farther downstream
compared to the methane flames in the 2mm channel (x ≈ 37mm and x ≈ 28mm for φ = 0.53 and
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(a) Heat release contours during ignition and flame stabilization at φ = 0.53. Contours are scaled from
0 (white) to 4.5W/mm3 (black).
(b) Heat release contours during ignition and flame stabilization at φ = 0.7. Contours are scaled from 0
(white) to 7.2W/mm3 (black).
Figure 4.14: Ignition and flame stabilization in a 2×80 mm-channel at φ = 0.53 and φ = 0.7 for pre-
mixed syngas/air combustion. A symmetric flame stabilizes after initial transient behavior.
φ = 0.7, respectively (Figures 4.4b and 4.5b)). This is attributed to the higher flammability of hydrogen
H2 in syngas compared to methane as a fuel.
4.3 Remarks
Premixed flame dynamics in narrow channels were investigated numerically and assessed using classical
metrics for flame propagation. At a bulk inlet velocity of 0.4m/s, dramatic differences are observed
depending on channel height and mixture stoichiometry. For equivalence ratios φ = 0.53 and φ = 0.7,
symmetric flames stabilize in 2mm channels, whereas they produce asymmetric limit cycles in 5mm
channels. Flames for φ = 0.7 propagate farther upstream, but have similar peak temperatures at φ = 0.53,
which is intuitive considering both cases having the same bulk inlet velocity. In 5mm channels, limit
cycles exhibit a flopping mode for the leaner case, whereas asymmetric flames with repetitive extinction
and ignition (FREI) are observed at φ = 0.7.
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Starting with a fresh mixture, it was shown that ignition is governed by temperature thresholds, and
takes place within the gas phase adjacent to the wall. For the narrower 2mm channel, this produces
a single ignition kernel, whereas two ignition kernels are observed for the 5mm channel. Breaking
of symmetry is only observed for the 5mm channel, which has a wall spacing that is several times
larger than the flame thickness. As initial deviations between the two flame wings are first observed
at locations with high gradients of stretch rates, symmetry-breaking is attributed to a hydrodynamic
instability. Limit cycles observed for 5mm channels were studied by inspecting the variation of the
heat release and consumption rates along the flame fronts. A comparison with a marginal heat release
rate reveals that flame edges go along with extinction and ignition processes. While the marginal heat
release rate was initially defined based on the lean flammability limit of a 1D flame, results justify this
choice as negative consumption rates beyond the flame edges are not consistent with conventional flame
propagation. For the flopping mode at φ = 0.53, local extinction and ignition result in receding and
advancing flame branches, where oblique fronts redirect the flow ahead of the flame, which is a clear
indication that asymmetric limit cycles are driven by a hydrodynamic instability. For φ = 0.7, re-ignition
in the FREI mode was found to differ from initial ignition, as it is initiated in the gas phase away from
the walls. Extinction during FREI is attributed to the flames propagating farther upstream, where the
heat release rate drops below the marginal value for the whole flame.
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CHAPTER 5
SYNGAS PRODUCTION FROM
GLYCEROL REFORMING AT
INTERMEDIATE TEMPERATURES
This chapter is identical to a manuscript that will be submitted for review.
Biodiesel is produced from a variety of renewable feedstocks, ranging from oil-rich crops like rape-
seed, canola, jathropa and palm oil to agricultural refuse rich in vegetable-oil or animal-fat based triglyc-
erides. The main route for small-scale biodiesel production uses transesterification with an alcohol plus
acid or base as a catalyst [68]. The reaction of a triglyceride with methanol produces fatty acid methyl
esters, also known as FAME biodiesel, and glycerol as a byproduct in a significant amount (10% wt) [69].
If proper disposal is not applied, crude glycerol is considered as a contamination source in waterways.
The demand increase for biodiesel has appealed researchers’ attention to investigate how the large surplus
of glycerol can be put in proper use. Quispe et. al. has a comprehensive review on different approaches
to produce glycerol (hydrolysis, transesterification and refining crude glycerol) as well as market trends
and prices for glycerol [33]. As a viscous mixture of glycerol, water, and residues from the biodiesel
production process, crude glycerol has high ignition temperature and poor combustion characteristics
and thus is difficult to burn in direct firing [70]. It can be theoretically converted to a mixture of 3 moles
of CO and 4 moles of H2 [69], which has better combustion characteristics. Various strategies have been
proposed and investigated for glycerol reforming using catalytic processes or non-catalytic processes.
Steam reforming, pyrolysis, partial oxidation, auto-thermal reforming, dry reforming and super-critical
water gasification at intermediate temperatures are examples of non-catalytic processes.
Buhler et al. used the nickel-based catalyst in glycerol reforming with near- or super-critical water
[71]. They ran their experiments in the temperature range of 622−748K and pressures of 25−45MPa
in a tubular reactor. Zhang et al. investigated steam reforming process of ethanol and glycerol over ceria-
supported Ir, Co, and Ni catalysts [31]. They showed that Ir/CeO2 performs more in favor of hydrogen
production for both glycerol and ethanol.
Besides utilizing different catalysts to perform the reforming processes, it is shown in literature
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that glycerol can be broken at intermediate temperatures without requiring a catalyst. The temperature
for such cases should be high enough to initiate chain-branching reactions so that glycerol is cracked
into lighter hydrocarbons and eventually yield syngas. It however should not lead to ignition. It is of
great interest to investigate the operating conditions that lead to more efficient reforming processes with
more desirable syngas composition in products. Different experimental and numerical approaches are
examined in literature for such investigations.
Freitas and Guirardello [34] used the Gibbs energy minimization (also known as equilibrium) ap-
proach to compare several methods for glycerol reforming. They showed that the amount of hydrogen in
reforming products increases directly with temperature in all reforming processes. They also, illustrated
that the amount of solid carbon increases considerably with increasing the operating pressures in partial
oxidation and dry reforming processes. It is, however, well known that the Gibbs energy minimization
method does not sufficiently resolve the reforming process and can lead to misleading conclusions [2].
For more reliable numerical predictions of glycerol reforming process, detailed kinetics of reaction
pathways should be taken into account. However, detailed kinetic mechanisms representing heavy fuels
such as glycerol consist of hundreds of species and thousands of reactions. Therefore, investigating the
reforming process of glycerol with detailed chemistry can be expensive computationally if an appropriate
numerical approach is not implemented. To avoid calculations for all reactions, Barker-Hemings et
al. investigated the primary reaction pathways of glycerol with special considerations on H-abstraction
reactions. [69]. They validated this kinetic model with three different sets of experiments.
In this work, the complete kinetics are of interest to investigate the reforming characteristics of
glycerol in a quartz tube that is externally heated. Firstly, severa1 numerical approaches are discussed
and compared in terms of accuracy and efficiency for propane reforming process. Then, the most efficient
approach is selected to investigate glycerol reforming process with detailed chemistry. A wide range of
wall temperatures as well as inlet stoichiometries are investigated to find optimum operating conditions
for glycerol reforming.
It is noted that crude glycerol is usually a mixture of pure glycerol, water and methanol, where
researchers has applied various methods to recover methanol and get pure glycerol prior to the reforming
process. For example, Kiss and Ignat, investigated the ternary separation of the mixture using a dividing-
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wall column (DWC) technique [72]. Considering methanol contamination, reforming characteristics of
the glycerol/methanol mixture are investigated to examine the reforming efficiency if methanol is not
separated.
5.1 Methodology
5.1.1 Numerical Approaches
In order to investigate different reforming processes at intermediate temperatures, it is important to
understand that reaction pathways may differ for different temperatures as well as different compositions
of the mixture. A global reaction overlooks these differences. Therefore, detailed kinetic mechanisms
are utilized in this work. A typical kinetic mechanism that represents reaction pathways of a heavy
fuel such as glycerol involves hundreds of species and thousands of reactions. Therefore, numerical
modeling of such cases with detailed chemistry are limited to specific operating conditions and fuels.
In the following, three different numerical approaches are explained and compared in terms of accuracy
and efficiency/computational expenses. Two of the numerical approaches are based on the Eulerian
viewpoint, where steady state solutions are sought by solving conservation equations for field variables
such as velocity, temperature, species concentrations and so on. The other approach uses Lagrangian
viewpoint, where a fluid parcel with a given initial position is tracked through time. It is noted that for
all simulations CANTERA 2.2.0 [66] is used for implementing detailed chemistry calculations.
• 5.1.1.1 Eulerian Viewpoint – Approaches A and B
In 1D modeling of a reacting flow with Eulerian viewpoint, total mass and species mass conservation
equations as well as energy equations are solved along the reactor. Typical conservation equations for a
1D reacting flow are as follows.
Continuity
dm˙′′
dx
= 0 (5.1)
Species Conservation
m˙′′
dYi
dx
+
d
dx
(
ρYivi,di f f
)
= ω˙MWi (5.2)
Energy Conservation
m˙′′Cp
dT
dx
+
d
dx
(
−kdT
dx
)
+
N
∑
i=1
ρYivi,di f fCp,i
dT
dx
=−
N
∑
i=1
hiω˙iMWi (5.3)
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Here, m˙′′ is the mass flux, Yi, vi,di f f , ω˙i and MWi are mass fraction, diffusion velocity, net production
rate and molar weight of i-th species, respectively. T is temperature and hi is enthalpy of i-th species. It
is noted that x represents the axial location along the reactor. N is the total number of species. The above
equations are implemented in CANTERA [[66]].
Approach A In order to consider the energy losses from walls (Q˙w), an additional term is introduced
to Equation 5.3.
m˙′′Cp
dT
dx
+
d
dx
(
−kdT
dx
)
+
N
∑
i=1
ρYivi,di f fCp,i
dT
dx
=−
N
∑
i=1
hiω˙iMWi+ Q˙w (5.4)
Here, Q˙w = hAw [Tw (x)−Tgass (x)], where Aw is the wall surface area of the reactor and h is the
convective heat transfer coefficient obtained from a constant Nusselt Nu number for a laminar internal
flow. Tw and Tgass are temperatures of the wall and the gas along the reactor. In this work, the CANTERA
solver is adjusted to solve Equation 5.4 instead of Equation 5.3. Due to the non-linearity of the Arrhenius-
type equations for reaction rates, this method is potentially very stiff for large kinetic mechanisms.
Approach B A simplified approach to avoid the above restriction is to neglect heat losses/releases, i.e.
to assume that the gas temperature is equal to the temperature profile on the wall. With this approach,
by defining the wall temperature profile (usually measured from experiments), the energy equation is not
solved. This method has the advantage of being computationally faster and more stable than approach
A. However, the assumption behind this approach is restrictive in terms of the operating conditions and
needs to be addressed.
• 5.1.1.2 Lagrangian Viewpoint – Approach C
Considering a steady-state Eulerian velocity field for a non-reacting mixture, the mass flux m˙′′ is constant
at any given position, i.e. m˙′′ = ρv = Pv/RT = const. Assuming constant pressure P and neglecting
minor variations of the gas constant R, the velocity field in Eulerian coordinates based on conditions at
an arbitrary location xref is given as
vE (x) =
v(xref)
T (xref)
T (x) (5.5)
In a Lagrangian viewpoint, the trajectory ξ (α, t) of a fluid parcel with initial position α is followed.
The Lagrangian velocity (vL) of the fluid parcel is equal to the Eulerian velocity (vE) at a given point
and time, i.e. vE(x, t)|x=ξ (α,t) = vL(α, t). Using the initial position of the fluid parcel as a reference, the
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velocity of the fluid parcel becomes
vL(α, t) =
Dξ
Dt
=
v(α)
T (α)
T (ξ (α, t)) (5.6)
which yields the fluid parcel trajectory as
ξ (α, t) =
v(α)
T (α)
ˆ
T (ξ (α, t))dt+α (5.7)
Neglecting axial diffusion, the energy balance on a fluid parcel with mass m yields
mcp
DT
Dt
= Q˙w−m
N
∑
i=1
hiω˙i (5.8)
where Q˙w is the convective wall heat transfer. At position x = ξ (α, t), the rate of heat added to the
fluid parcel with surface area As amounts to Q˙w = hAs [Tw (x)−T (ξ (α, t))], where the wall temperature
profile is given by Tw(x). Further, the heat transfer coefficient h can be expressed via the Nusselt number
Nu≡ hd/k. Assuming a fluid parcel of length ` and diameter d, equations can be combined as
ρcp
d2pi`
4
DT
Dt
=
kgNu
d
dpi`(Tw−T )−ρ d
2pi`
4
N
∑
i=1
hiω˙i (5.9)
or
DT
Dt
= 4
αgNu
d2
(Tw−T )− 1cp
N
∑
i=1
hiω˙i (5.10)
where αg ≡ k/ρcp. Involving only first order differentiation and integration terms, numerical calculation
of this model is considerably easier, faster and more stable compared to both approaches A and B.
However, the assumption of no axial diffusion in this approach can be restrictive at certain conditions.
5.1.2 Verification of Numerical Approaches
• 5.1.2.1 Impact of Diameter and Inlet Velocity
Considering constant Nu number for laminar internal flows, the amount of heat loss is proportional to
the temperature difference between the gas and the wall (Q˙w ∝ (Tgas−Tw)).
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Figure 5.1: Gas temperatures along the reactor for pure N2 with constant wall temperature Tw = 900
◦C
and Nu = 3.66
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vin = 0.234 m/s -- Approach C
Figure 5.2: Normalized entrance length in the reactor against Pe number
Gas temperatures from Approaches A and C are examined for pure N2 in a reactor with constant wall
temperature Tw = 900◦C. Figures 5.1a and 5.1b illustrate gas temperatures along the reactor for variable
diameters (fixed inlet velocity vin = 0.234m/s) and variable velocities (fixed tube diameter D= 3.17mm),
respectively. It is shown that with increasing the inlet velocity and the diameter, the entrance length
increases, i.e. the approach B is only acceptable for smaller diameters and inlet velocities.
(Tgas−Tw) varies considerably with thermal entrance length (xT ). In other word, the shorter the
thermal entrance length is, the longer the gas stays in the reactor with the temperature equal/close to the
wall temperature. xT is proportional to the diameter of reactor (D) and the Peclet number (Pe = vinDα ) –
xT ∝ Pe×D, where α is the thermal diffusion coefficient. At a constant velocity or a constant diameter,
the thermal entrance length is then proportional to D2 (xT ∝ D2) or vin (xT ∝ vin), respectively.
For a better illustration of the impact of diameter and inlet velocity on the gas temperature, nor-
malized entrance lengths (x′T = xT/L) are obtained for different N2 cases. Here, L is the length of the
reactor. Figure 5.2 compares the normalized entrance lengths against Pe numbers. Correlations in this
figure confirm the proportionality of the thermal entrance length to D2 and vin. Therefore, for a laminar
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Figure 5.3: Measured temperature profile on the wall from experiment [2] and the polynomial fit that is
used in this work
reacting flow, with increasing the diameter/inlet velocity, thermal entrance length increases and therefore,
the assumption Tgas = Tw should be inspected carefully.
• 5.1.2.2 Model Assessment – Propane Partial Oxidation
In order to compare the three methods in an actual reforming process with detailed chemistry, propane
partial oxidation in a reactor with a given wall temperature profile (measured from experiments) is con-
sidered. Propane is selected because a) its reforming process has been investigated experimentally in [2]
and b) detailed mechanisms for propane are small enough to be able to do numerical investigations for
all three presented approaches. Operating conditions are kept the same as in [2], where vin = 0.234m/s,
Tin = 300K and φ = 7.94 and the wall temperature profile is a polynomial fit to the measured ones from
experiments in [2] (see Figure 5.3). Simulations are performed for several reactor diameters. The reac-
tion mechanism USC-Mech II with 111 species and 783 reactions is used for taking detailed chemistry
into account [73].
Figures 5.4a and 5.4b illustrate the variation of major species and gas temperature along the reactor
for two different diameters. It is shown that regardless of the reactor diameter, approaches A and C
70
%1.0
2.0
3.0
4.0
solid lines; Approach A
dotted lines; Approach C
vin = 0.234 m/s
D=3.17 mm
dashed lines; Approach B
T gas
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(b) Comparison between approaches A, B and C for D= 12.7mm – Legends from Figure 5.4a applies here.
Figure 5.4: Variation of species concentrations and gas temperature along the reactor
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Figure 5.5: Mole fractions of selected species against reactor diameter for partial oxidation of propane
at φ = 7.94 – comparison between approaches A, B and C
predict identical progressions for species concentrations and gas temperature. As expected from Section
5.1.2.1, predictions from approach B are in well agreement with approaches A and C for a reactor with
small diameters (for example, D= 3.17mm in Figure 5.4a). However, for a reactor with a larger diameter,
approach B is not reliable anymore (for example, D = 12.7mm in Figure 5.4b).
In Figure 5.5, major species concentrations at the outlet of the reactor from the three approaches are
compared for reactors with different diameters. It is illustrated that approach C predicts the reforming
process in good agreement with the Eulerian method when solving the energy equation. As expected,
approach B is only acceptable for small diameters. In Table 5.1, numerical findings including an equi-
librium approach are compared with experimental results from [2] for identical operating conditions
(D = 6.35mm). It is shown that the equilibrium approach is not an ideal method for predicting a reform-
ing process. As expected from Figure 5.5, results of the other three methods are in good agreement with
each other for this specific diameter and also in good agreement with experimental findings.
It is noted that for the simulation of propane partial oxidation at the operating conditions of the exper-
imental work, Approaches A, B and C took 201.48sec, 72.33sec and 8.65sec, respectively. Therefore,
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Table 5.1: Comparison between numerical and experimental results
Species Mole Fractions (%) C3H8 H2 CO CH4
Experiments [2] 0 3.49 2.39 3.06
Equilibrium 0 12.28 3.34 0.27
Approach A (Eulerian Approach) 0.05 2.43 2.03 2.36
Approach B (Eulerian Approach) 0.05 2.42 2.08 2.4
Approach C (Lagrangian Approach) 0.03 2.47 2.12 2.43
Approach C (the zero-D approach) is suggested as an efficient and reliable method to investigate more
complicated reforming processes. This approach is used in the rest of this work for the investigation of
syngas production from glycerol reforming.
5.1.3 Performance Metrics
In order to compare the characteristics of the reforming processes at different conditions, the follow-
ing metrics are defined:
Production Efficiency Production efficiencies are defined to track the hydrogen and carbon atoms of
a fuel (glycerol in this work). Carbon and hydrogen production efficiencies of a product species in the
form of CnHmOl with n carbon, m hydrogen, and l oxygen atoms are defined as [2]
piH,CnHmOl. =
m

NCnHmOl.
8

NC3H8O3, in
(5.11)
piC,CnHmOl. =
n

NCnHmOl.
3

NC3H8O3, in
(5.12)
piH,CnHmOl/piC,CnHmOl measure the amount of fuel-bound hydrogen/carbon that are converted to CnHmOl.
Here,

NC3H8O3, in and

NC3H8O3,out are molar flow rates of glycerol at inlet and outlet, respectively. piH,H2
and piC,CO are among primary product efficiencies as H2 and CO are target species in a reforming pro-
cess. Production efficiencies of additional major hydrocarbon species are presented in the discussion of
the results as well as piH,H2 and piC,CO.
Lower Heating Values (LHV ) Another metric that is used in this work to asses the quality of the
reforming process at different conditions is the lower heating value of the product. Therefore, lower
heating value of the reactant mixture at the inlet (LHVr) and lower heating value of the product mixture
at the outlet (LHVp) are of interest.
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Mixture Stoichiometry Although, equivalence ratio (φ ) is an indication of mixture stoichiometry for
a typical fuel, it does not take into account the amount of oxygen that an oxygenated fuel has chemically
bound into the molecule itself. For such fuels, oxygen ratio (Ω) is recommended for the indication of
stoichiometry [36].
Oxygen ratio of a mixture is calculated as
Ω= ∑k
aknO,k +∑m amnO,m
∑r ar
(
2nC,r + 12nH,r
) (5.13)
where k, m, and r are indices for fuel, oxidizer and fuel-plus-oxidizer species in the reactant mixture,
respectively. n[element],i represents the number of atoms of an [element] in species i and ai is the number
of moles of species i.
For example, the mixtures 53CH4 + 2O2 and 5CO+
1
2O2 have equivalence ratios of φ = 1.67 and
5, respectively. The equivalence ratio indicates that the the second mixture is considerably richer than
the former one. However, both mixtures have the same oxygen ratios Ω = 0.6, i.e. both mixtures
contain 60% of the required oxygen for the stoichiometric combustion, although having very different
equivalence ratios [36].
Similar to Ω, the oxygen ratio of a fuel (Ω f ) is defined as
Ω f =
∑k aknO,k
∑r ar
(
2nC,r + 12nH,r
) (5.14)
Ω f indicates the fraction of the amount of oxygen that the fuel has relative to the total amount of
oxygen required for a stoichiometric combustion. It can be shown that Ω, Ω f and φ are related via the
following equation
Ω=Ω f +
1−Ω f
φ
(5.15)
In order to show the impact of the choice of equivalence ratio and oxygen ratio on the reforming
characteristics of oxygenated fuels, different oxygenated fuels are selected and compared in Table 5.2.
It is shown that with the choice of a similar oxygen ratio, production efficiencies of different fuels are
consistent. ηH,H2O and ηC,CO are clear examples, where they are very similar for different fuels if they
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Table 5.2: Comparison between fuels reforming characteristics with respect to equivalence ratio and
oxygen ratio at Tw = 900◦C.
LHVr LHVp ηC,CO ηC,CH4 ηC,C2H4 ηH,H2 ηH,H2O ηH,CH4
φ = 7.94 = const. Ω
Propane 0.126 46.35 44.33 0.21 0.22 0.4 0.18 0.12 0.33
n-Propanol 0.213 31.5 29.85 0.32 0.19 0.28 0.17 0.24 0.29
Trimethylene Glycol 0.301 25.72 21.2 0.49 0.21 0.18 0.19 0.31 0.32
Glycerol 0.388 17.09 15.95 0.59 0.14 0.11 0.25 0.42 0.21
Methanol 0.344 21.1 20.84 0.94 0.03 0.001 0.78 0.19 0.03
Ω= 0.3 = const. φ
Propane 3.3 46.35 36.86 0.45 0.19 0.2 0.22 0.31 0.28
n-Propanol 4.5 31.5 27.08 0.46 0.2 0.19 0.2 0.31 0.3
Trimethylene Glycol 8.0 25.72 21.22 0.49 0.21 0.18 0.19 0.31 0.32
Glycerol ∞ 17.09 17.93 0.52 0.16 0.14 0.27 0.32 0.25
Methanol 15.0 21.1 22.18 0.95 0.03 0.001 0.86 0.11 0.03
Pyrolysis (φ → ∞) Ω=Ω f
Propane 0 46.35 49.33 0.002 0.2 0.53 0.15 0.0008 0.31
n-Propanol 0.1 31.5 32.88 0.1 0.14 0.29 0.14 0.18 0.2
Trimethylene Glycol 0.2 25.72 23.6 0.38 0.25 0.25 0.17 0.2 0.37
Glycerol 0.3 17.09 17.93 0.52 0.16 0.14 0.26 0.32 0.25
Methanol 0.25 21.1 23.64 0.95 0.4 0.0007 0.94 0.02 0.04
have similar oxygen ratio. But, they vary considerably for fuels when they share the same equivalence
ratio. However, this consistency is not observed for similar equivalence ratios for those fuels. It is noted
that methanol is not consistent with other fuels, with having high production efficiencies ηH,H2 and ηC,CO
at all three stoichiometries. This is attributed the fact that methanol has only one carbon in its molecular
structure and is more prone to react at 900◦C and produce hydrogen and carbon monoxide.
It is also interesting to compare the lower heating values of each fuel when changing the mixture
stoichiometry. For example, lower heating values of glycerol reforming product varies differently for
φ = 7.94 and φ → ∞, although equivalence ratio indicates that both mixtures are ultra rich.
5.2 Results
5.2.1 Case Study
The reactor that is investigated in this work for glycerol reforming is a quartz tube with inner diame-
ter of D== 1/8 inch = 3.17mm. It is externally heated to maintain constant temperature along the wall.
Inlet velocity is 0.234m/s.
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(a) Pyrolysis (φ → ∞ or Ω= 0.3)
(b) Partial oxidation at φ = 7.94 (Ω= 0.388)
Figure 5.6: Glycerol production efficiencies against wall temperatures
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Figure 5.7: Hazardous species mole fractions against wall temperatures
Approach C is used to investigate the reforming characteristics of glycerol through partial oxidation
and pyrolysis. For detailed chemistry, the reaction mechanism POLIMI BIO 1412 with 137 species and
4533 reactions is used for most cases [74]. If necessary (n-Propanol and Trimethylene Glycol in Section
5.1.3), the POLIMI TOT 1412 mechanism with 451 species 17848 reactions is used [75]. Constant wall
temperature is assumed for the simulations. With that, glycerol reforming is investigated for several wall
temperatures and mixture stoichiometries.
5.2.2 Impact of Wall Temperature
The objective of this section is to investigate the impact of wall temperature on the characteristics
of the glycerol reforming processes. For this purpose, species that have major hydrogen and carbon pro-
duction efficiencies are picked and compared against different wall temperatures for pyrolysis reforming
(Ω= 0.3 / φ = ∞) and partial oxidation reforming at φ = 7.94 / Ω= 0.388. Results are shown in Figure
5.6. It is illustrated that at lower wall temperatures, C2- and C3- hydrocarbons dominate the products,
i.e. temperature has not been high enough to crack such hydrocarbons. At wall temperatures around
900 ◦C, production efficiencies of desired species CO, H2 and CH4 reach to the maximum level, where
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Figure 5.8: Glycerol production efficiencies versus oxygen ratio (Ω) at Tw = 900◦C
the production efficiency of the heavy hydrocarbons such as C2H4 starts decreasing.
Besides the production efficiencies of favorable species, it is also important to consider the amount
of hazardous species such as acrolein (C3H4O), acetaldehyde (C2H4O) and formaldehyde (CH2O) in the
product mixture. The variation of these products against wall temperature is illustrated in Figure 5.7. It
is shown that at lower temperatures, it is more likely to have these species in the reforming product due
to incomplete decomposition of heavy hydrocarbons. But, at wall temperatures higher than 900◦C, these
species are not observed anymore.
Eventually, from Figures 5.6 and 5.7 together, it is conclude that the wall temperatures higher than
900◦C are optimum, on which the next investigations of this work are based.
5.2.3 Impact of Mixture Stoichiometry
To investigate the impact of the mixture stoichiometry on the reforming characteristics of glycerol,
the reforming process is simulated at Tw = 900◦C over the whole possible range of oxygen ratios (Ω =
0.3−1). Resulting production efficiencies of dominant species are presented in Figure 5.8. It is shown
that ηH,H2 remains in almost the same level for Ω < 0.625 and peaks at Ω ≈ 0.725. ηC,CO however,
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Figure 5.9: Lower heating values (LHV ) against oxygen ratio (Ω) at Tw = 900◦C
starts decreasing at Ω ≈ 0.625. ηH,CH4 and ηC,CH4 vanish at Ω > 0.625. With regard to the production
efficiencies trends, Ω≈ 0.45−0.6 seems to be a good range for the reforming process.
Looking at lower heating values of the product mixtures – LHVp – Figure 5.9 –, it is shown that by
increasing the oxygen ratio, the lower heating value of the product mixture decreases, i.e. more energy is
consumed during the reforming process. This is attributed to the fact that by increasing the oxygen ratio,
the reaction pathways include more exothermic reactions and therefore, more energy is released during
the reforming process. It is desired to maintain the most possible energy of the fuel in the product while
producing an acceptable syngas composition. With that, Ω > 0.45 is an efficient mixture stoichiometry
for glycerol reforming at Tw = 900◦C. It is noted that the corresponding equivalence ratio to Ω = 0.45
is φ = 4.67.
5.2.4 Impact of Excess Methanol in Glycerol
Another important aspect in glycerol reforming is that crude glycerol is a mixture of pure glyc-
erol and methanol. The objective of this section is to investigate the impact of excess methanol on
the reforming process if not separated. Therefore, reforming characteristics of different mixtures of
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(a) Pyrolysis (φ → ∞)
(b) Partial oxidation at φ = 7.94
Figure 5.10: Production efficiencies versus excess methanol in glycerol at Tw = 900◦C
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methanol/glycerol are investigated. Figures 5.10a and 5.10b illustrate the production efficiencies of dif-
ferent mixtures of methanol/glycerol at φ = 7.94 and φ → ∞. It is shown that a reasonable amount of
excess methanol does not change efficiencies considerably. It is thus concluded that it is not necessary to
separate excess methanol from glycerol prior to the reforming process, unless there is an economically
better consumption for methanol considering the separation costs.
5.3 Remarks
Different numerical methods for a reforming process at intermediate temperatures were verified in this
work. It was shown that a Lagrangian approach (Approach C in this work) efficiently simulates the
reforming process of fuels with extensive detailed chemistry. This method was applied to simulate the
reforming process of glycerol at a wide range of operating conditions (Tw = 600− 1050◦C and Ω =
0.3− 1). It was shown that at lower temperatures, heavy hydrocarbons dominate the product mixture.
Also, it was found that reforming at lower temperatures is more prone to producing toxic species such as
acrolein, acetaldehyde and formaldehyde. By investigating the impact of stoichiometry, it was shown that
while increasing the oxygen ratio increases the production efficiencies of desired species, it decreases the
lower heating value of the product mixture due to more exothermic reactions. Considering these impacts,
it was concluded that Tw & 900◦C and Ω > 0.45 is an ideal operating condition toward quality syngas
production from glycerol reforming. It was also shown that, the excess methanol does not affect the
efficiency of the reforming process considerably. Therefore, it is not necessary to eliminate the excess
methanol prior to the reforming process.
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CHAPTER 6
CONCLUSIONS
6.1 Conclusions
Conjugate heat transfer plays an inevitable role in combustion processes at small scales. Through conju-
gate heat transfer, fresh mixture of fuel/air is preheated before ignition, which has stabilizing/destabilizing
impacts on flame behavior. To understand these impacts, 1D premixed flame structures were investigated
in the presence of preheating. With the analysis of chemical source and reaction modes of premixed
H2/air combustion, it was shown that primary reaction pathways remain unchanged for a large set of
1D flames with different inlet conditions (inlet temperature and equivalence ratio). Temperature was
found as a primary factor, which is attributed to its role in Arrhenius-type kinetics. More interestingly,
flame characteristics were found strongly dependent on the flame temperature regardless of the initial
conditions. In other words, chain-branching reactions take place at certain temperatures regardless of the
initial temperature and/or equivalence ratio. This finding clearly explains the reason why in all 2D cases
in this work, ignition initiates within a narrow temperature range.
Investigating premixed flame behavior in narrow channels, it was shown that the ignition process
starts with flame kernel(s) within the gas phase adjacent to the walls. In the narrower channel, (2mm
width), an ignition kernel develops toward walls during the ignition process. In the wider channel,
ignition is initiated with two flame kernels, which are close to walls and evolve toward the walls and the
center of the channel. This observation is explained by the fact that the flow is not thermally developed
at the ignition time/location in the wider channel.
In channels with the half-width of the same order of magnitude of the flame thickness (w = 1mm),
the flame front remains symmetric and stationary after ignition. In a wider channel, flame dynamics
changed dramatically, where symmetry of the flame front was lost after ignition. The subsequent asym-
metric flame front followed limit cycles of different characteristics depending on the inlet equivalence
ratios (here, φ = 0.53 and φ = 0.7). Mechanisms responsible for symmetry-breaking and different limit
cycles were investigated comprehensively. Symmetry breaks due to high gradients of stretch rate (intense
flow-flame interactions) at the flame cusp, which is a hydrodynamic instability. The asymmetric flame
front experiences periodic flopping processes in the leaner case (φ = 0.53). It however experiences FREI
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in the richer case (φ = 0.7).
Comparing heat release rates along the flame front with a marginal heat release, flame edges were
tracked while local ignition and extinction processes took place. In the leaner case, receding and ad-
vancing flame branches are formed. The subsequent oblique fronts redirect the flow ahead of the flame.
Hence, asymmetric limit cycles are driven by a hydrodynamic instability. In the FREI mode, the asym-
metric flame propagates farther upstream, where the heat release rate drops below the marginal value
for the whole flame. It thus extinguishes completely. It is noted that re-ignition in the FREI mode is
initiated symmetrically in the gas phase away from the walls, which is different from the initial ignition.
The symmetry however is lost immediately after ignition and the asymmetric flame propagates upstream
again.
Investigating syngas combustion as well as methane combustion in the 2 mm channel, it was shown
that syngas can be used as a fuel at small scale combustion systems too. Overall combustion behavior
was shown to be similar. In both cases, ignition took place downstream, where wall temperatures were
high enough and symmetric flames propagated upstream until they stabilized. However, the location of
the first ignition and the stabilized flame were different between syngas and methane, which is explained
by the differences between ignition temperatures and flammability limits of the fuels.
Considering recent efforts to use syngas as a fuel in small scale, combustion related generators, syn-
gas production from glycerol was investigated as well. Different numerical approaches were examined
and verified against experimental findings. It was shown that a Lagrangian approach can efficiently pre-
dict a reforming process using detailed chemistry without having to sacrifice the accuracy. Using this
technique, glycerol reforming characteristics in a tubular reactor were investigated over a wide range of
wall temperatures and inlet stoichiometries. It was shown that, the reforming process is more efficient
at Tw ' 900◦C and at intermediate stoichiometries Ω / 0.45. Moreover, the impact of excess methanol
in glycerol was investigated for a complete range of methanol additions to glycerol. It was also shown
that the methanol elimination is not a necessary step prior to glycerol reforming. Eventually, it was
shown that the proposed operating conditions lead to a quality syngas from glycerol reforming, which
has considerably better combustion characteristics.
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6.2 Recommendations for Future Studies
Investigating structures and dynamics of premixed flames, the author believes that this work can be
extended in the following directions:
• Using CEMA for further analysis of flame dynamics at small scales: As shown in this work, CEMA
can demarcate the flame sheet. Applying CEMA on 2D simulation data, dominant reactions and
species can be tracked at the symmetry breaking and oscillation incidents. Kinetic impact on the
oscillatory/FREI modes can thus be studied.
• Introducing diffusion source terms into CEMA formulations: CEMA technique that was expanded
in this work is based on chemical source terms. It is interesting to include diffusion contributions
to investigate dominant diffusion modes as well as chemical modes and the interactions between
the two.
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