Abstract. We investigate micro-to-macroscopic derivations in two models of living cells, in presence to cell-cell adhesive interactions. We rigorously address two PDE-based models, one featuring non-local terms and another purely local, as a a result of a law of large numbers for stochastic particle systems, with moderate interactions in the sense of K. Oelshchläger [14] .
Introduction
In mathematical biology, there is a vast and growing literature on modeling collective behavior of individuals (say, cells), moving and actively interacting between each other and with their environment, see e.g. the reviews [4, 12] . These are based on different mathematical tools, but mainly on (discrete) probabilistic individual based models or (continuous) partial differential equations (or even mixtures of the two). There are of course advantages from both sides, e.g. the continuous models are computationally more feasible, but discrete models are possibly richer in details. Usually, continuous models are seen as "macroscopic" limit of the discrete "microscopic" ones, but rigorous mathematical results can be very challenging [10] .
An interesting feature, common in some of the available models, is the presence of adhesive forces, which can describe of cell-cell communication, ultimately responsible for aggregate behaviors such as tissue formation in healthy organisms, but also invasion in case of cancer [2, 5] . The main mathematical problem is then to reproduce (and motivate) the appearance of collective behaviors such as formation of clusters or more complex patterns, stemming from (limited range) interactions between individuals [13] .
In this paper, we address the specific problem of obtaining two such recently proposed PDEbased models from individual-based descriptions, via interacting stochastic differential equations on the d-dimensional torus T d (of course, d ∈ {1, 2, 3} in realistic situations). The first model is of non-local type, originally introduced in [2] and further developed in [17, 6, 7, 16] , which in the simplified version that we consider (without extracellular matrix) reads as transport-diffusion PDE (1.1)
where the velocity field is given by the convolution between a fixed vector field b : T d → R d and a non-linear function of the cell-density ρ, i.e., g(ρ). This can be seen as a slight variant of a usual mean-field model, where the velocity would simply read as b * ρ: the role of g is to avoid over-concentration, opposing to the aggregating action of the field b.
The second model is purely local, and we refer to it as introduced in [5] , where also a heuristic derivation via modified exclusion processes on a lattice is proposed. Instead of studying the explicit forms proposed therein (which we partially recover, see Example 4.4) we consider general PDE's of the form where u(ρ) represents some internal energy, responsible for aggregation. In particular, we allow for non-convex u, as long as the total internal energy density u(z) + z log(z), z ∈ (0, ∞), satisfies suitable convexity assumptions.
To obtain these two model, we introduce suitably systems of n stochastic differential equations, and let n → ∞. It is well-known that qualitative differences may arise if the scaling regime is such that each individual cell interacts, in average, with many neighbors (mean-field) or only with few ones (strong). In general, the case of interactions with few neighbors, although more realistic in the biological picture, is the one for which mathematical theory is more challenging and few rigorous results are at disposal, starting from the seminal paper [19] . The approach that we follow here consists in studying interaction whose strength lies "in between", also called moderate in [14] , depending upon a parameter β ∈ (0, 1): where β = 0 corresponds to the usual mean field and β = 1 would correspond to strong interactions. Unfortunately, our results are limited to β ≤ d d+2
and such limitation seems very difficult to overcome in the case of our main result concerning local models, see Theorem 4.2. In case of non-local models, Theorem 3.2 has the same limitation but it seems plausible that some argument e.g. from [14, Theorem 1] may allow to cover up to any β < 1.
Let us briefly describe our proposed systems of particles. First, we fix a smooth, compactly supported probability density w 1 , and introduce its rescaled versions (narrowly converging towards the Dirac measure at 0)
The role of w n is to allow for evaluation of non-linear interactions between n particles (X i t ) n i=1 : indeed, in general, it would not clear how to model non-linear functions of the empirical measure
, but thanks to our choice of w n (which can be interpreted as an "effective" profile of a single cell), we introduce the smooth function
and study the system (where (B i ) n i=1 are independent Brownian motions on
, and i ∈ {1, . . . , n}, to obtain in the limit (1.1), and the system
, and i ∈ {1, . . . , n}, to find in the limit (1.1). In the latter system, the drift term may appear odd at first, but it turns out that a similar expression for the drift was already introduced (for similar purposes, but essentially applied to mean-field type interactions) in [8] , with u(z) = z m , and it generalizes the original form for p = 2 in [14] . This expression has the "right" structure to allow for variational interpretations (as gradient flows in the space of probability measures, see Section 4). Intuitively, if we think of w n as the profile of a single cell, we may interpret the term −∇w n * [u ′ (µ n t * w n )] = w n * [−∇u ′ (µ n t * w n )] as an average over such profile of the velocity field associated to (minus) the gradient of u ′ (µ n t * w n ). On a technical side, our approach relies on suitable energy estimates, tightness and identification of the limit points (via application of uniqueness results). In this classical scheme for stability problems, the crucial element of novelty that we introduce, when compared with the moderate interaction limits in [14] or subsequent developments [15, 13] is to look for energy estimates involving the Shannon entropy
The motivation of such substitution stems from recent approaches to non-linear PDE's as gradient flows in the space of probability measures [1] , although here we do not employ sophisticated tools from that theory. It would be very interesting indeed to push forward our arguments, to deal with deterministic equations, instead of stochastic ones. Already in the "easier" non-local case, one would derive similar conclusion for interacting ODE's: when compared with other results in the literature of crowd motion, e.g. the very recent [9] , the problem here is that the non-linearity g(ρ) acts before the convolution.
Besides the case of degenerate diffusions and the case of strong interactions β = 1, the inclusion of growth of cells (via random duplication) and the extracellular matrix, as in [2] , are left open here.
After large parts of this work were completed, we became aware that the group [3] is also proposing an independent and alternative microscopic derivation of the non-local model (1.1), using jump processes.
Our paper is structured as follows: in Section 2, we introduce the notation and provide some general results on particle systems, following from straightforward applications of Itô calculus; in Section 3, we study the non-local model (1.1) and in Section 4 the model (1.2); in Section 5, we prove some general results for which we were unable to find a quick reference, in particular for the tightness criterion Proposition 5.2.
Notation and basic results
In this section, we introduce some notation and establish general inequalities regarding systems consisting of n ≥ 1 (coupled) Itô SDE's, taking values in
are progressively measurable and uniformly bounded maps and (B 1 , . . . , B n ) are independent T d -valued Brownian motions on a probability space (Ω, A, P), endowed with a filtration (F t ) t∈[0,T ] , satisfying the usual assumptions.
In particular, we are interested in estimates for the stochastic process of empirical measures
and a mollified version of it, via a function (fixed, in this section) w ∈ C 2 (T d ; [0, ∞)), such that w = 1 and w(x) = w(−x). We let in this section
Sinceμ t has a (continuously) twice differentiable density with respect to the Lebesgue measure on T d , we use the same notation for such density, which can be also expressed as
Let us notice that the assumption w ∈ C 2 (T d , [0, ∞)) entails that w 1/2 is Lipschitz (a well-known fact, e.g. [18, Lemma 3.2.3] ) hence for some constant c ≥ 0 one has
Moreover, w is bounded, henceμ is uniformly bounded on [0, T ] × T d : in later sections, such bound will be seen to degenerate as n → ∞, but in this section we use this fact only occasionally (and implicitly), to ensure that some objects are proper martingales (and not local ones). Given ϕ ∈ C 2 (T d ), by applying Itô formula to the composition of the function
with the (T d ) n -valued process (X i , . . . , X n ), it follows the a.s. identity, for every t ∈ [0, T ],
and we recognize that the right hand side is a continuous martingale M ϕ, with quadratic variation process
In a more compact way, we may say that µ is a weak solution to the stochastic Fokker-Planck equation
To be more precise, we should specify that M t is a distributional-valued martingale, null at t = 0, with quadratic variation process defined in (2.5). Itô formula gives also the following result, for non-linear transformations ofμ.
Proposition 2.1 (energy identity). Let (X i , . . . , X n ) be as in (2.1) and F ∈ C 2 (R). Then, the process (2.8)
is a continuous martingale with quadratic variation process
Proof. Although the proof can be seen as a straightforward application of Itô formula to the continuously twice differentiable function
we give a derivation from (2.6). Indeed, for every x ∈ T d , letting ϕ x (y) := w(x − y), the process
is a continuous martingale, with quadratic variation obtained from (2.5):
By Itô formula, the process
is a martingale, with quadratic variation process
Integrating over x ∈ T d , and exchanging integration with respect to µ s , the thesis follows, since for every bounded Borel function G :
,
Remark 2.2. In case σ = λId is a constant multiple of the identity matrix, (2.8) reads as
and the quadratic variation process (2.9) is
From the energy identity (2.8), we obtain suitable inequalities, such as the following one.
Proposition 2.3 (energy inequality).
Let (X i , . . . , X n ) be as in (2.1), with σ = λId for some λ > 0 and h ≤ c uniformly, for some constant c > 0. Then, one has
Proof. We consider (2.10) with
thus we estimate from above, for s ∈ [0, T ], and α > 0,
and by Gronwall inequality we deduce the thesis.
3.
A non-local model as limit of moderately interacting SDE's
In this section, we study convergence as n → ∞, for the empirical measures associated to the system of Itô SDE's (2.1), when we suitably choose both w = w n and h = h n depending upon n (we also let σ = √ 2Id). We fix throughout β > 0 with β ≤ d d+2 and define for n ≥ 1,
The definition is well-posed via the identification
where c > 0 is some absolute constant (not depending upon n ≥ 1). The coefficient n β entails that w n is a probability distribution on
Next, we let h = h n be random and depend upon the empirical law µ in the following way: we fix a Lipschitz function g : [0, ∞) → R and a (possibly time dependent) uniformly bounded Borel vector field b :
In a more rigorous formulation, we are interested in solutions to the system of SDE's
, and i ∈ {1, . . . , n},
Of course, for every n ≥ 1, there are no well-posedness issues, recalling identity (2.2).
We are interested in the convergence of µ n as n → ∞ to weak solutions ρ ∈ C([0, T ]; P(T d )) to the non-linear and non-local PDE
Solutions ρ are understood in duality with functions ϕ ∈ C 2 (T d ), i.e. Well-posedness for such equations is studied e.g. in [7] : one has the following result.
Proof. The proof is based on a standard energy estimates, together with applications of Young convolution inequality, so we omit some details, to show that solutions are sufficiently smooth so that the following computation is rigorous. In particular, we focus on uniqueness (which is the part that we need for our study of convergence).
be two solutions, and consider their difference ρ −ρ. Then,
is absolutely continuous, with weak derivative
, where c ≥ 0 is some constant such that g(z) ≤ c(1
from which uniqueness follows.
and let w, g, b be as above.
If the random variables (µ n 0 ) n ⊆ P(T d ) converge in law towards some (random)μ ∈ P(T d ) , with
such that µ 0 =μ and is a.s. concentrated on the distributional solutions to (3.5) in the class 
Proof of Corollary 3.3. By Lemma 5.1, the sequence µ n 0 * w n satisfies (3.6) and it converges in law towardsμ, which is deterministic. Hence, Theorem 3.2 entails that µ n converge in law towards the unique solution to (3.5) described in Theorem 3.1, with µ 0 =μ. It is then well-known that convergence in law towards a deterministic random variable self-improves to convergence in probability.
Proof of Theorem 3.2. The proof follows a standard scheme: first, we show tightness of the sequence of the laws (µ n ) n ; then, we prove that any limit point of (µ n ) n is concentrated on solutions to (3.5) for which Theorem 3.1 applies, hence the sequence in fact converges and the limit is uniquely identified.
Step 1 (tightness). Given the general results in Section 2, tightness for the law of (µ n ) follows from Proposition 5.2, with h = h n and σ n = √ 2Id, and choosing e.g. c 1 = 2, c 2 = 4. Indeed, the vector field h n is uniformly bounded, since
where we use the fact that g is Lipschitz, hence for some constant c > 0, one has g(z) ≤ c(1 + z) for z ∈ [0, ∞). Therefore, the right hand side of (5.1) is uniformly bounded as n → ∞:
Up to extracting a subsequence n k → ∞, we may assume that µ n converges in law towards some random variable µ, with values in C([0, T ]; P(T d )).
Step 2 (limit). By Proposition 2.3, we have a uniform estimate forμ in
where we use once again the uniform bound (3.7), but also (3.6) and crucially (3.3), which entails
We are in a position to apply Proposition 5.4: as a first consequence, the limit random variable µ admits the representation
. As a second consequence, we show that µ is concentrated on weak solutions to (3.5). Indeed, given ϕ ∈ C 2 (T d ), t ∈ [0, T ], we pass to the limit, as n → ∞, in the identity between (real valued) random variables
which is the specialization of (2.4) to this case and M n ϕ is a martingale null at 0 with quadratic variation (2.5), which reads as
To obtain in the limit
we notice first that the quadratic variation above entails (M n ϕ) t → 0 strongly in L 2 (P), hence we may focus on the remaining terms. The key remark is that the functional defined on
satisfies all the assumptions of Proposition 5.4: continuity with respect to both variables in
follows trivially for all terms, except possibly
because the convolution is bounded and continuous. Uniform continuity for F (ν, ·) follows from the same argument which gives (3.9). By Proposition 5.4 applied e.g. to the composition of (3.8) with the absolute value function, we deduce that the identity
converges as n → ∞ towards
Since ϕ ∈ C 2 (T d ) and t ∈ [0, T ] are arbitrary, by a standard density argument we deduce that µ t (dx) = ρ t (x)dx is concentrated on weak solutions to (3.5) belonging to
, for which Theorem 3.1 applies.
A local model as a limit of moderately interacting SDE's
In this section, we study convergence for the empirical measures of the system of Itô SDE's (2.1) when n → ∞ and we choose a (sufficiently smooth) u : [0, ∞) → R and let
where w = w n as in (3.1), for some fixed β ∈ (0, d d+2 ] and using the notationμ n t = µ n t * w n . We also let σ = √ 2Id, as in the previous section. Explicitly, the system of SDE's reads as
, and i ∈ {1, . . . , n}, Interaction energies of a similar form appear in [8] , although our main result, Theorem 4.2 is different in spirit, since it deals with "moderate interactions" and "adhesive" forces. It could be regarded as a generalization of [14, Theorem 2] to different types of energies, although our statement does not cover directly that case.
The stochastic Fokker-Planck equation (2.7) for (µ n t ) t∈[0,T ] reads as
in duality with functions in C 2 (T d ), where the quadratic variation of the distributional-valued martingale M is given as in (2.5).
As n → ∞, since the quadratic variation is infinitesimal, we expect µ n t (dx) → ρ t (x)dx in the space C([0, T ]; P(T d )), where ρ solves the non-linear PDE (4.3)
Theorem 4.2 provides a rigorous justification of this fact, under suitable assumptions on u. Our derivation ultimately relies on the interplay between equivalent formulations of (4.3): that of purely diffusion-type
where we introduced the "pressure" P (z) = zu ′ (z) − u(z) + z, and that of transport-type (4.5)
where we introduced the "internal energy" F (z) = u(z) + z log z. The formal equivalence between the two can be seen by straightforward calculus. In the latter form (4.5), we have at our disposal on more recent uniqueness results, via the theory of gradient flows in the space of probability measures P(T d ), rigorously developed in [1] . Indeed, it can be interpreted as the gradient flow of the energy
with respect to the Riemannian-like metric induced by the optimal transport distance on P(T d ) with respect to the cost given by the distance squared, i.e.
where Γ(µ, ν) is the set of probability measures η on T d ×T d with given marginals (µ, ν), the relaxed "transport plans" in the Kantorovich sense. Indeed, [1, Theorem 11.2.5] gives the following well-posedness result (which is even more than what it useful for our present purposes). Theorem 4.1 (well-posedness, local-case). Let F satisfy (4.8) and (4.9), set P (z) := zF ′ (z)−F (z). Then, for everyμ ∈ P(T d ), there exists a unique distributional solution to (4.4) among which satisfy
and, for every t ∈ (0, T ], one has µ t (dx) = ρ t (x)dx, with
The strength of Theorem 4.1 is that it can be applied directly to distributional solutions of diffusion-type (4.4), i.e. those which µ t (dx) = ρ t (x)dx, for t ∈ (0, T ], with
Our target is the case where u may represent an adhesive force, i.e. it is not necessary convex, although the total internal energy is still assumed to be convex. Actually, we introduce the following assumption on F , describing the fact that the energy u is controlled by the entropy, i.e. the internal energy associated to the Brownian motion: (4.10) there exists λ < 1 such that zu ′′ (z) ≤ λ, for every z ∈ (0, ∞).
This condition entails that z → F (z) is convex, and that F (z) ≤ c(z log z +z +1), for some constant c > 0 depending upon λ only. In particular, for many purposes, we may replace F (z) with z log z. , let w satisfy (3.2) and define w n , for n ≥ 1, as in (3.1). For n ≥ 1, let (X n t ) t∈[0,T ] be a (T d ) n -valued process satisfying (4.1), with µ n t :=
If the random variables (µ n 0 ) n ⊆ P(T d ) converge in law towards someμ ∈ P(T d ), with , let w satisfy (3.2) and define w n , for n ≥ 1, as in (3.1).
Then, the random variables (µ n ) n ∈ C([0, T ]; P(T d )) converge in probability towards the unique solution to (4.4) described in Theorem 4.1, with µ 0 =μ. Example 4.4. Our investigation is motivated by some PDE's obtained as heuristic limits of discrete models in [5] , based on variants of exclusion processes. The energy u therein is a polynomial and they study only densities which are a-priori uniformly bounded by some constant (indeed, in their model, for large densities, the diffusion coefficient becomes negative). Therefore, to recover similar energies, we may consider e.g. u such that u ′′ (z) = c(1 − z) + , for some c ∈ R. It is not difficult to check that, if |c| is small enough (depending also on the dimension d), conditions (4.8), (4.9) and (4.10) are satisfied by F (z) = u(z) + z log z, hence our result applies.
Remark 4.5. It is evident that our assumption (4.10) excludes the cases of u being a convex polynomial, such as in [14] or [8] . In fact, under such an assumption, it seems possible to slightly modify our proof of Theorem 4.2 to show existence of a limiting law for the sequence (µ n ) n≥1 , concentrated on weak (distributional) solutions to (4.4), but it is presently not clear whether these solutions will have enough regularity so that Theorem 4.1 applies.
As for Theorem 3.2, the proof is in two steps, corresponding here respectively to Proposition 4.6 and Proposition 4.7: first, we show tightness of the of the laws of (µ n ) n , then, we prove that any limit point of (µ n ) n is concentrated on solutions to (4.4) for which Theorem 4.1 applies, hence the sequence must converge, since the limit is unique.
The main idea is to investigate the following "approximation" of the energy (4.6),
Jensen inequality entails E n (µ) ≤ E(µ); moreover lim n→∞ E n (µ) = E(µ), since µ → E(µ) is lower semicontinuous. However, (4.2) is not the gradient flow of E n with respect to the transport distance (4.7): indeed, the equation for the gradient flow of E n reads as
differs from (4.2) in two aspects: the absence of martingales (it is deterministic) and the expression div(µ t ∇w n * [log(µ t * w n )]) = div µ t w n * ∇µ t * w n µ t * w n .
in place of ∆µ t . Nevertheless, we are able to deduce an approximate version of the so-called energy dissipation identity (see [1] ) for (4.2), involving the "squared norm" of the gradient of E n , i.e.
and the Fisher information
Moreover, assumption (4.10) entails that |∇E n | 2 (µ) ≤ cI(μ), where c is some absolute constant, since
so that we may focus on the entropy and Fisher information terms only.
Proposition 4.6 (energy dissipation and tightness). Under the assumptions of Theorem 4.2, there exists some constant c > 0 (independent of n ≥ 1) such that, for every n ≥ 1, one has (4.12) sup
Moreover, the sequence of laws of µ n is tight in C([0, T ]; P(T d )).
Proof. We apply Itô formula to the entropy process t → Ent(μ n t ) = μ n t log(μ n t ) (to be rigorous, we use the approximation μ n t log(μ n t + ε) and then let ε ↓ 0), and arguing as in Proposition 2.1 and Remark 2.2, we obtain that it can be rewritten as the sum of a finite variation process, with time derivative
and a martingale, whose quadratic variation process has time derivative given by 2 n |log(μ n t ) * ∇w n | 2 µ n t .
The crucial point is to bound from above the quantity (we omit to specify t ∈ [0, T ] for brevity)
2 . By (4.11) and a similar argument with log in place of u ′ , we obtain
To bound from above the term 1 n µ n t * |∇w n | 2 µ n t we use (3.3), to deduce
Taking expectation, so that the martingale term gives no contribution, we have the inequality, for every t ∈ [0, T ],
and by assumption (4.10), it is equivalent to the Ent(μ) or E n (µ), and |∇E n | 2 (µ) ≤ λ 2 I(μ).
The last statement, about the tightness for the laws of µ n , follows from Proposition 5.2, with c 1 = 2 and any choice of c 2 > 2. Indeed, it is sufficient to notice that the diffusion coefficients are uniformly bounded, with |σ| = √ 2 and that the energy inequality (4.12) and (4.11) entails an integral bound for the drift terms.
Proposition 4.7 (limit).
Under the assumptions of Theorem 4.2, any limit point of the laws of µ n , as n → ∞, is a probability measure concentrated on weak solutions
Proof. By the previous proposition, we may consider a converging subsequence µ n k ; to keep notation simple, we omit to write the subscript k, and write only n below. Given ϕ ∈ C 2 b (T d ), t ∈ [0, T ], we pass to the limit in law, as n → ∞, in the identity between (real valued) random variables (4.14) ϕdµ
The key point is to apply Proposition 5.4 with exponent p = 1, to the functional defined on
Being z → P (z) Lipschitz (its derivative is zu ′′ (z) + 1), continuity for (4.15) with respect to both variables in
We are in a position to apply Proposition (5.4) since the bound on the Fisher information (4.12) entails an L 1 bound on ∇μ n t , via the estimate
for any sufficiently smooth probability density r(x)dx ∈ P(T d ).
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By Proposition 5.4 applied e.g. to the composition of (3.8) with the absolute value function, we deduce that the limit point µ is concentrated on absolutely continuous measures,
as n → ∞. On the other side, by (4.14), for every n ≥ 1, the term of the sequence above coincides with
The random variable M n t ϕ converges to 0 strongly in L 2 (P) (it is sufficient to use the isometry for martingales and the quadratic variation (2.5)). We decompose P (z) = P u (z) + z, where P u (z) = zu ′ (z) − u(z), and we immediately estimate
as n → ∞ (e.g., again by Proposition 5.4). Hence, we have to deal only with the terms
where the difficulty arises because it involves non-linear transformations ofμ. To show that also this contribution is infinitesimal, we introduce, for s ∈ [0, t], the commutator between the "derivation" ∇ϕ, ∇· and the convolution operator w n * , i.e.
For simplicity, we omit to specify s ∈ [0, t] in what follows, and we use the identity
The thesis therefore amounts to the fact that C n is infinitesimal. In turn, this can be seen as follows:
where the inequality above follows from writing ∇ϕ(x) − ∇ϕ(x − y) = 1 0 ∇ 2 ϕ(x − εy)ydε. The quantities in the last line above are infinitesimal as n → ∞, since
and the integral is uniformly bounded, by (4.16) . Next, we show that (4.13) holds. Indeed, this follows from the fact that √μ n is bounded in
and (up to our choice of a subsequence) it converges weakly towards √ ρ:
hence (4.13) follows. Finally, to show that µ ∈ AC 2 ([0, T ]; P(T d )), we notice that, for s, t ∈ [0, T ], with s ≤ t, we can write
i.e., the curve is solution of the transport formulation (4.5), hence it is absolutely continuous, with metric speed bounded from above by
Auxiliary results
Proof. Exchanging expectation and integration with respect to x ∈ T d , one has
By Jensen inequality, (ρ * w n ) 2 ≤ρ 2 * w n , hence
and the thesis follows. 
such that, for every n ≥ 1 and
The crucial aspects of the result above are that Ψ does not depend upon n ≥ 1 and it allows for c 1 = 2 (while c 2 must be strictly larger than 2). In the proof, we argue similarly as in the classical Levy's modulus of continuity for Brownian motion, but splitting between the absolutely continuous and the martingale parts, and using Burkholder-Gundy inequalities for Hilbert-space valued martingales M (see e.g. [11] ) in the form
where the constant c p depends on p only. We say that a functional Ψ on a metric space X, taking non negative values, is coercive if its sublevels {Ψ ≤ c} are compact, for every c ≥ 0. A quantitative formulation for the tightness for the law of a random variable µ with values in X follows then by an inequality for E [Ψ(µ)], via Markov inequality.
Proof. To simplify notation, we prove the thesis for T = 1 only. By Ascoli-Arzelà theorem, the result amounts to provide estimates on the tightness of µ t , for every t ∈ [0, 1] as well as estimates on the modulus of continuity of t → µ t , e.g. with respect to the distance W 2 . Since T d is compact, tightness of µ t is obvious, hence we focus on the modulus of continuity. By definition of W 2 , we estimate from above the distance in terms of the coupling induced by the process X, i.e.
hence it is sufficient to estimate the modulus of continuity for the R n×d -valued process X n / √ n, with respect to the Euclidean distance. We provide a detailed derivation as follows. Given
and notice that µ → δµ is a continuous map. Moreover, to estimate the modulus of continuity of µ ∈ C([0, 1]; P(T d )), it is equivalent to bound that of δµ ∈ C([0, 1] 2 ; [0, ∞)), for given s, t ∈ [0, 1, we use the inequality d(µ s , µ t ) = |δµ(s, t) − δµ(t, t)|, hence if C is a modulus of continuity for δµ, it is also a modulus of continuity for µ. For a converse, we notice more generally that if γ ∈ D([0, 1] 2 ) and C : [0, ∞) → [0, ∞) is non-decreasing function such that γ(s, t) ≤ C(|s − t|) for every s, t ∈ [0, 1], then for s 1 , s 2 , t 1 , t 2 ∈ [0, T ], one has by the triangular inequality
hence 2C is a modulus of continuity for γ.
We 2 ) ∋ γ → ψ(γ) = inf
we obtain our thesis choosing Ψ(µ) := ψ(δµ).
For ε > 0, we let δ 1 = δ 1,ε be the largest number in the form δ = 1/n, with n ∈ N, such that δ h i −1 < ε 2c 1 , and we let δ 2 = δ 2,ε be the largest number δ = 1/n, with n ∈ N, such that δ c 2 /2−1 < ε 2c 2 . We notice that these definition are well-posed because c 1 ≥ 2 > 1 and c 2 > 2; they are a posteriori justified by the requirements (5.5) and (5.6). Then, we introduce the closed sets To show that (5.1) holds, we may assume that the right hand side therein is finite, otherwise the thesis is trivial. By (5.3), we estimate from above using the triangular inequality for the Euclidean norm on R n×d , For i ∈ {1, 2}, we have
We focus on each term of the series above, writing for brevity ε in place of 2 −m . By (5.4), we have
where we write, (γ i ) * k := sup s∈[(k−1)δ i ,kδ i ] γ i (s, (k − 1)δ i ).
For i = 1, we estimate (using Jensen inequality and the assumption c 1 ≥ 2) Proposition 5.3. Let (X, d), (Y, δ) be Polish metric spaces, let (f n ) n≥1 be a sequence of random variables with values in X, converging in law towards f and let (F n ) n≥1 be a sequence of maps F n : X → Y , pointwise converging towards F : X → Y , with sup n≥1 Lip F n := L < ∞. Then, the sequence (F n • f n ) n≥1 converges in law towards F • f .
