Abstract-We study sequential change-point detection using sketches (or linear projections) of the high-dimensional data vectors, and present a new sketching procedure, which is based on the generalized likelihood ratio statistic. We derive theoretical approximations to two fundamental performance metrics for the sketching procedures: the average run length (ARL) and the expected detection delay (EDD), and these approximations are shown to be highly accurate by numerical simulations. We also analyze the ratio of EDD between the sketching procedure and a procedure using the original data, when the sketching matrix A is a random Gaussian matrix and a sparse 0-1 matrix (in particular, a expander graph), respectively. Finally, numerical examples demonstrate that the sketching procedure can approach the performance of a procedure that uses the original data, even when the post-change mean vector is not sparse.
I. INTRODUCTION
Detecting change-points online from high-dimensional vector time series is a problem arising frequently from applications such as sensor networks, computer network anomaly detection and computer vision (see., e.g. [1] , [2] ). To reduce data dimensionality, a common approach is sketching [3] , which essentially performs random projection of the high-dimensional data vectors into lower-dimensional ones.
In this paper, we consider change-point detection using sketches of the high-dimensional data vectors, and present a new sequential sketching procedure based on generalized likelihood ratio statistics. In particular, suppose we may choose an M × N matrix A with M N , and consider projections of the vectors y t = Ax t , t = 1, 2, . . .. We assume the pre-change vector is zero-mean Gaussian distributed, and the post-change vector is Gaussian distributed with an unknown mean vector μ (we assume the mean vector is unknown since it typically represents anomaly). The sketching procedure is based on a generalized likelihood ratio statistic formed by replacing the unknown μ with its maximum likelihood ratio estimator. We obtain analytic expressions for two fundamental performance metrics: the average run length (ARL) when there is no change and the expected detection delay (EDD) when there is a change-point by extending the results in [4] . Our approximations are shown to be very accurate using simulations. We also analyzed theoretically the ratio of EDD between the sketching procedure and a procedure using the original data, when the sketching matrix A is either a random Gaussian matrix or a sparse 0-1 matrix (in particular, expander graphs). Finally, we demonstrate that the sketching procedure may achieve a performance very similar to that using the original data when the signal-to-noise ratio is sufficiently large, even when the post-change mean vector is not sparse.
Our work is related to compressive signal processing [5] , where they consider estimation and detection (fixed-sample, i.e., non-sequential hypothesis testing) using compressive measurements. Another related work [6] considers a problem of identifying a subset among a set of data streams, where the subset follows a different distribution (that represents anomaly) from the original distribution; the problem considered therein is not sequential change-point detection as the "change-point" happens at the onset (t = 1). In [7] , authors consider a related but different problem of detecting k out of n variables, whose distributions are different from the assumed baseline distribution f 0 , and they use mixed observations of these variables which can be viewed as a linear projection of the high-dimensional signal. Recently, [8] studies change-point detection using "compressive" measurements, assuming the post-change mean vector is sparse. They consider a Bayesian set-up (i.e., the Shiryaev's procedure), and derive the average detection delay. Here, our sketches correspond to their compressive measurements; however, we consider a non-Bayesian setting, and we find that the signal sparsity is not essential to achieve a performance similar to the one without sketching. We also give a precise approximation to ARL (as well as EDD), which is very useful for setting up the threshold. Note that here dimensionality reduction is performed by random linear projection. Another possible technique, which we did not discuss, is principle component analysis (PCA) and its consequent relation to change-point detection is an open question.
Our notations are standard: χ 2 k denotes the Chi-square distribution with degree-of-freedom k, I n denotes an identity matrix of size n; X † denotes the pseudoinverse of a matrix X; [x] i denotes the ith coordinate of a vector x; [X] ij denotes the ijth element of a matrix X; x denotes the transpose of a vector or matrix x 1 .
II. FORMULATION
Suppose we are given a sequence of vector measurements x 1 , x 2 , . . . , x t , t = 1, 2, . . ., where x t ∈ R N , N is the signal dimension. Initially the signals are just noise. There may be a time κ such that an unknown change-point occurs and it changes the mean of the signal vector. We can formulate this problem as the following hypothesis testing problem:
where the unknown mean vector is
Our goal is to detect the change-point as soon as possible after it occurs.
To reduce dimensionality, we may choose an M × N projection matrix A with M N and collect low dimensional sketches, which are obtained via projection of the original highdimensional data vectors using A:
Then we would like to perform change-point detection using these sketches. From the earlier model (1), the hypothesis testing problem based on (2) can be reformulated as
III. SKETCHING PROCEDURE We may derive a likelihood ratio based detection procedure for the hypothesis testing problem (3) using sketches. The statistic involves an average of samples within a window of [k, t], which is defined asȳ k,t :
Since the observations are i.i.d. over time, for an assumed value of the change-point κ = k, the log-likelihood of observations accumulated up to time t > k is given by
Since μ is unknown, we replace it with a maximum likelihood estimator. Taking the derivative of (t, k, μ) in (5) with respect to μ and setting it to zero, we obtain an equation for the maximum likelihood estimate μ * of the post-change mean vector. As a function of the current number of observations t and putative change-point location k, μ * needs to satisfy
Note that we may also write this as
Hence, this also means that a maximum likelihood estimator for the post-change mean vector is any μ * that satisfies
t,k + c for a vector c ∈ R N that lies in the null space of A: A c = 0. In particular, we may choose the zero vector c = 0, and use the estimator such that
Substituting such a μ * into (5), we form the log generalized ratio statistic (GLR) (t, k, μ * ). Using (7), the first and second terms in (5) become, respectively,
and (5) becomes
Finally, using the log-GLR (8), we define a sketching procedure, which stops and raises an alarm whenever the log-GLR statistic raises above a threshold b > 0:
k,t > b}, (9) where w > 0 is a window-size (i.e., we only consider the past w samples from the current time t). We may further simplify the log-GLR statistic in (8) by using the singular value decomposition (SVD) of A and derive an equivalent procedure which facilates the performance analysis in Section IV. Let the SVD of A be given by
where U ∈ R M ×M , Σ ∈ R M ×M is a diagonal matrix containing all the non-zero singular values, and V ∈ R N ×M . Using the SVD of A, (AA ) −1 = U Σ −2 V , and the log-GLR statistic (8) can be written as
Finally, substituting (4) into (11), we have the following equivalent form of the sketching procedure
IV. PERFORMANCE ANALYSIS
A. Approximations to ARL and EDD
The choice of the threshold b involves the tradeoff between two standard performance metrics that are commonly used for analyzing change-point detection procedures [4] : (i) the expected value of the stopping time when there is no change, the average run length (ARL); (ii) the expected detection delay (EDD), defined to be the expected stopping time in the extreme case where a change occurs immediately at κ = 0. The EDD provides an upper bound on the expected delay after a changepoint until detection occurs when the change occurs later in the sequence of observations. By extending the results in [4] , we can obtain approximations to the ARL and the EDD as follows.
for some positive integer r, we have that the ARL of the sketching procedure defined in (9) is given by
where
and the special function
(cf. [9] , page 82). For numerical purposes, a simple and accurate approximation is given by (cf. [10] )
.
Theorem 2 (EDD).
Suppose b → ∞ with other parameters held fixed. Then for a given matrix A with right singular vectors V , the EDD of the sketching procedure (9) when κ = 0 is given by
where 
The proofs for above two theorems utilize the following fact about the log-GLR statistic. Recall that y t = Ax t , and A = U ΣV . Hence, the log-GLR statistic in (12) can be written as
and so that the detection statistic is a function of z i . Under the null hypothesis
When there is no change-point, the sketching procedure is equivalent to monitoring M data streams consist of white noise with unit variances. On the other hand, under H 1 , when there is a changepoint, the post-change distribution of the observation vector is 
. Consider the ratio between EDD using the original data (denoted as EDD(N )) and EDD using sketches y t (denoted as EDD(M )), which is approximately
and the ratio EDD(N )/EDD(M ) will be determined by Γ. Hence, Γ is a quantity that we should study to understand the performance of the sketching procedure.
In the next section, we will show that when A is a Gaussian random matrix, V μ 2 / μ 2 is on the order of M/N and, hence, this ratio is on the order of
We will also show that when A is a sparse 0-1 matrix with d non-zero entries on each row (in particular, an expander graph), Γ is on the order of M (1 − )/(dN ), and this ratio is on the order of EDD(N )
for some small number > 0. Hence, theoretical analysis indicates that, by choosing a proper sketching matrice A, the sketching procedure may achieve similar performance to a procedure with the original data (with A = I N ) .
B. Choice of A and bounding Γ
In the following, we will establish bounds for Γ when A is a Gaussian matrix and an expander graph, respectively. 
1) Gaussian matrix: Consider
The Beta(α, β) distribution has mean α α+β , so
We also show that, provided M and N grow proportionally, Γ converges to its mean value at a rate exponential in N . Define δ ∈ (0, 1) to be
at a rate exponential in N .
2) Sparse sketching matrix A: Interestingly, it can be shown that we may also use a sparse 0-1 matrix A for sketching (even if μ is not sparse), up to a small performance loss (i.e., longer EDD for fixed ARL), and provided that the post-change mean vector is elementary-wise positive (corresponds to the so-called "one-sided" scenario typically considered in the change-point detection literature, e.g. [4] ). These sparse sketching matrices A enable efficient sketching schemes, as each entry in the sketching vector only requires collecting information from few dimensions of the original data vector.
Assume [μ] i ≥ 0, for all i. Consider a 0-1 matrix A ∈ R M ×N consists of binary entries, which corresponds to a bi- partite graph. Following coding theory terminology, we call the left variable nodes (there are N such nodes) which correspond to the entries of x t , and the right parity check nodes (there are M such nodes) which correspond to entries of y t . In a bipartite graph, connections within the variable nodes are not allowed. The adjacency matrix of the bipartite graph corresponds to our A. We further consider a bipartite graph with regular left degree c (i.e., the number of edges from each variable node is c), and regular right degree d (i.e., the number of edges from each parity check node is d), as illustrated in Fig. 1 . Hence, this requires Nc = Md.
Expander graphs satisfy the above requirements, and they have been used in compressed sensing to sense a sparse vector (e.g. [11] ). In particular, a matrix A corresponds to a 
V. NUMERICAL EXAMPLES
First, we consider A generated as a Gaussian random matrix, whose entries are i.i.d. N (0, N M ). We use Theorem 1 to find the threshold b corresponding to an ARL equal to 5000, and compare them with the threshold b found from simulationss. As shown in Table I , Theorem 1 leads to very accurate b's that are close to the thresholds found using simulations. This is quite meaningful, as using simulations to determine b, especially for large N and M , is quite time-consuming, since ARL is usually set to be a large number (e.g., 5000 or 10,000). (Also, note that b is indeed O(M ). ) Moreover, we also simulate the EDD detecting a signal with a post-change mean vector μ such that [μ] i = 0.5. As also shown in Table I , the approximations for EDD using Theorem 2 are also reasonably accurate (even in this non-asymptotic regime). Next, we compared the EDD for the change-point detection procedure using the original data (which corresponds to A = I) with the sketching procedures using a Gaussian A as above with N = 500 and various M < N. Consider the post-change mean vector [μ] i = μ 0 . Fig. 2(a) shows the EDD versus an increasing signal strength μ 0 . Indeed, this demonstrates that when μ 0 is sufficiently large, the sketching procedure can approach the performance using the original data. Fig. 2(b) is derived from Fig. 2(a) , and it shows the minimum M required so that the EDD of the sketching procedure is within one plus the EDD using the original data: EDD o . Note that when the signal amplitude is sufficiently large, we may use M to be even less than 50 for a N = 500 dimensional signal (note that we do not require signals to be sparse). 
