Abstract. It is shown that every linear transformation on a vector space of countable dimension is the sum of a unit and an idempotent.
Proof. Let σ : V → V be the shift operator relative to the basis {x 1 , x 2 , . . . } of V D . Define π : V → V as follows:
π(x 1 ) = x 1 +x 2 , π(x 2 ) = 0, π(x 2k+1 ) = x 2k + x 2k+2 for k ≥ 1, π(x 4k ) = x 4k +x 2 for k ≥ 1, π(x 4k+2 ) = x 4k+2 − x 2 for k ≥ 1.
Then it is a routine matter to check that π 2 (x i ) = π(x i ) for each i, so that π is an idempotent in end(V D ). The action of σ − π on the basis {x 1 , x 2 , . . . } is:
(σ − π)(x 1 ) =−x 1 , (σ−π)(x 2 ) = x 3 , (σ−π)(x 2k+1 ) = − x 2k for k ≥ 1,
It follows that x 2k is in im(σ − π) for each k ≥ 1, and hence that x 4k+1 and x 4k+3 are in im(σ − π).
Since all these coefficients vanish, we have a k = 0 for each k. Thus σ − π is one-to-one.
We denote the ring of n × n matrices over a ring R by M n (R).
Lemma 2.
If R is a clean ring, then any n × n companion matrix over R is clean in M n (R).
Proof. Such a matrix has the form
where a 1 = e + u with e 2 = e and u is invertible in R. The first of these matrices is an idempotent in the matrix ring M n (R), and the second matrix is invertible.
Proof. We may assume that
. . } is a basis of V . Since α is the shift operator with respect to this basis, it is clean by Lemma 1.
If n is minimal with this property, then {y, α(y), α 2 (y), . . . , α n−1 (y)} is a basis of V D . Thus α is clean by Lemma 2 because its matrix with respect to this basis is a companion matrix.
Lemma 4. Let α ∈ end(V ) and let U be an α-invariant subspace of V . Assume that a vector y ∈ V − U exists such that V = U + K where Finally, since V = M ⊕ U , define ϕ and τ in end(V ) by
where we note (0.3) in the definition of τ . Clearly ϕ |U = π and τ |U = σ. Since σ 0 + π 0 = β and σ + π = α |U , we have α = ϕ + τ because
We have ϕ 2 = ϕ because π Thus M ⊆ im(τ ) and the proof is complete.
Proof of the Theorem. Fix α in end(V ) and define
Then (0, 0, 0) ∈ S. Partially order S by writing (U, σ, π) ≤ (U , σ , π ) if U ⊆ U , σ = σ |U and τ = τ |U . This is inductive so, by Zorn's lemma, let (U, σ, π) be maximal in S. It suffices to show that U = V . If not, choose y ∈ V − U , let K = yD + α(y)D + α 2 (y)D + · · · and write V 0 = U + K. Then V 0 and K are α-invariant and, regarding α ∈ end(V 0 ), α |U is clean in end(U ) because (U, σ, π) ∈ S. Hence α is clean in end(V 0 ) by Lemma 4, contradicting the maximality of (U, σ, π) ∈ S. This proves the Theorem.
The ring end(V D ) in the Theorem can be regarded as the ring of column finite, countably infinite square matrices over the division ring D. An interesting related question (also due to P. Ara) is the following: Question 1. Is the ring of countably infinite, row and column finite matrices over a division ring clean?
This would be true, for example, if the idempotents constructed in the proof of the theorem were row and column finite. (This would show that any subring of end(V ) containing the row and column finite matrices would be clean.) However, the idempotent π constructed in Lemma 1 for the shift operator is not row finite. Question 2. Does the Theorem remain true for vector spaces of arbitrary infinite dimension over a division ring?
