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Abstract
We solve the inhomogeneous Hermite equation and apply this result to estimate the error bound occurring
when any analytic function is approximated by an appropriate Hermite function.
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Résumé
Nous résoudrons l’équation Hermite non-homogène et appliquons les résultats pour estimer la limite
d’erreur qui a lieu lorsqu’une equation est approximée par la fonction Hermite appropriée.
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1. Introduction
Using the conventional power series method, the author investigated the general solution of
the inhomogeneous Legendre differential equation of the form
(
1 − x2)y′′(x) − 2xy′(x) + p(p + 1)y(x) = ∞∑
m=0
amx
m
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series is positive. This result was applied for proving that every analytic function can be approx-
imated in a neighborhood of 0 by a Legendre function with an error bound expressed by Cx21−x2(see [1]).
In Section 2 of this paper, using power series method, we will investigate the general solution
of the inhomogeneous Hermite differential equation of the form
y′′(x) − 2xy′(x) + 2λy(x) =
∞∑
m=0
amx
m (1)
for all x ∈ (−ρ,ρ), where λ is a given real number and the coefficients am’s of the power series
are given such that the radius of convergence is ρ > 0.
Moreover, using the idea from [1], we will estimate in Section 3 the error bound occurring
when any analytic function is approximated, on a restricted domain, by an Hermite function. In
particular, we conclude that for each analytic function y(x), there exists an Hermite function
yh(x) with the property, |y(x) − yh(x)| = O(x2) as x → 0.
Throughout this paper, we will define that∑
i∈∅
ai = 0 and
∏
j∈∅
bj = 1
for any sequences {ai} and {bj }.
2. Inhomogeneous Hermite equation
The Hermite differential equation
y′′(x) − 2xy′(x) + 2λy(x) = 0 (2)
plays an important role in quantum mechanics, probability theory, statistical mechanics, and in
solutions of Laplace’s equation in parabolic coordinates. The general solution can be expressed
as a power series,
y(x) = α1
∞∑
n=0
(−2)n
(2n)! x
2n
n−1∏
j=0
(λ − 2j) + α2
∞∑
n=0
(−2)n
(2n + 1)!x
2n+1
n−1∏
j=0
[
λ − (2j + 1)], (3)
where α1 and α2 are arbitrary constants. Every function y(x) of the form (3) will be called an
Hermite function. In the following theorem, we will solve the inhomogeneous Hermite differen-
tial equation (1).
Theorem 1. Assume that the radius of convergence of the power series∑∞m=0 amxm is ρ, where ρ
is either a positive real number or the infinity. Every solution y : (−ρ,ρ) → C of the inhomoge-
neous Hermite differential equation (1) can be expressed by
y(x) = yh(x) +
∞∑
n=1
x2n
(2n)!
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j)
+
∞∑
n=1
x2n+1
(2n + 1)!
n∑
i=1
(−2)n−i (2i − 1)!a2i−1
n−1∏
j=i
[
λ − (2j + 1)] (4)
for all x ∈ (−ρ,ρ), where yh(x) is a solution of the (homogeneous) Hermite equation (2).
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as a power series in x. We assume that a function y : (−ρ,ρ) → C is given by (4), where yh(x)
is a solution of the Hermite equation (2). We will first prove that the function yp(x), defined by
y(x) − yh(x), satisfies the inhomogeneous Hermite equation (1). For this end, we consider
y′′p(x) − 2xy′p(x) + 2λyp(x)
=
∞∑
n=1
x2n−2
(2n − 2)!
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j)
+
∞∑
n=1
x2n−1
(2n − 1)!
n∑
i=1
(−2)n−i (2i − 1)!a2i−1
n−1∏
j=i
[
λ − (2j + 1)]
−
∞∑
n=1
2x2n
(2n − 1)!
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j)
−
∞∑
n=1
2x2n+1
(2n)!
n∑
i=1
(−2)n−i (2i − 1)!a2i−1
n−1∏
j=i
[
λ − (2j + 1)]
+
∞∑
n=1
2λx2n
(2n)!
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j)
+
∞∑
n=1
2λx2n+1
(2n + 1)!
n∑
i=1
(−2)n−i (2i − 1)!a2i−1
n−1∏
j=i
[
λ − (2j + 1)], (5)
and the first term on the right hand side of (5) can be transformed into three terms as follows:
∞∑
n=1
x2n−2
(2n − 2)!
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j)
=
∞∑
n=0
x2n
(2n)!
n+1∑
i=1
(−2)n+1−i (2i − 2)!a2i−2
n∏
j=i
(λ − 2j)
= a0 +
∞∑
n=1
x2n
(2n)!
n+1∑
i=1
(−2)n+1−i (2i − 2)!a2i−2
n∏
j=i
(λ − 2j)
= a0 +
∞∑
n=1
x2n
(2n)!
[
n∑
i=1
(−2)n+1−i (2i − 2)!a2i−2
n∏
j=i
(λ − 2j) + (2n)!a2n
]
=
∞∑
n=0
a2nx
2n +
∞∑
n=1
x2n
(2n)! (4n − 2λ)
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j)
=
∞∑
a2nx
2n +
∞∑ 2x2n
(2n − 1)!
n∑
(−2)n−i (2i − 2)!a2i−2
n−1∏
(λ − 2j)n=0 n=1 i=1 j=i
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∞∑
n=1
2λx2n
(2n)!
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j).
Moreover, we can similarly change the second term on the right hand side of Eq. (5):
∞∑
n=1
x2n−1
(2n − 1)!
n∑
i=1
(−2)n−i (2i − 1)!a2i−1
n−1∏
j=i
[
λ − (2j + 1)]
=
∞∑
n=0
a2n+1x2n+1 +
∞∑
n=1
2x2n+1
(2n)!
n∑
i=1
(−2)n−i (2i − 1)!a2i−1
n−1∏
j=i
[
λ − (2j + 1)]
−
∞∑
n=1
2λx2n+1
(2n + 1)!
n∑
i=1
(−2)n−i (2i − 1)!a2i−1
n−1∏
j=i
[
λ − (2j + 1)].
Finally, it follows from (5) that
y′′p(x) − 2xy′p(x) + 2λyp(x) =
∞∑
m=0
amx
m,
which proves that yp(x) is a particular solution of the inhomogeneous equation (1). Hence, every
solution of Eq. (1) can be expressed as a sum of a solution yh(x) of the homogeneous equation
and a particular solution yp(x) of the inhomogeneous equation.
By applying the ratio test in (3), we can easily show that the power series of yh(x) converges
at each point. According to [4, Theorem 7.4] or [2, p. 158], there is a particular solution y0(x)
of Eq. (1) in a form of power series in x whose radius of convergence is at least ρ. On the other
hand, our particular solution,
yp(x) =
∞∑
n=1
x2n
(2n)!
n∑
i=1
· · · +
∞∑
n=1
x2n+1
(2n + 1)!
n∑
i=1
· · · ,
can be expressed as a sum of both y0(x) and a solution of the homogeneous Hermite equation
(2). So, the convergence radius of our particular solution is at least ρ. 
3. Applications
A function f : (−ρ,ρ) → C is called analytic if it is infinitely differentiable at each point
a ∈ (−ρ,ρ) and the power series
∞∑
m=0
f (m)(a)
m! (x − a)
m
has a positive radius of convergence (Ref. [3]).
In this section, we estimate the error bound occurring when any analytic function is approxi-
mated, on a restricted domain, by an Hermite function.
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constants with ρ < ρ0. If a function y : (−ρ,ρ) → C can be represented by a power series of the
form
y(x) =
∞∑
m=0
bmx
m (6)
whose radius of convergence is ρ0, then there exist an Hermite function yh : (−ρ,ρ) → C and a
constant C > 0 such that∣∣y(x) − yh(x)∣∣ Cx2ex2
for all x ∈ (−ρ,ρ), where C depends on λ, ρ and y.
Proof. We assumed that y(x) can be represented by a power series (6) whose radius of conver-
gence is ρ0 > ρ. So
∞∑
m=2
m(m − 1)bmxm−2 − 2x
∞∑
m=1
mbmx
m−1 + 2λ
∞∑
m=0
bmx
m
is also a power series whose radius of convergence is ρ0. We will denote by
∑∞
m=0 amxm the
above power series, i.e.,
∞∑
m=2
m(m − 1)bmxm−2 − 2x
∞∑
m=1
mbmx
m−1 + 2λ
∞∑
m=0
bmx
m =
∞∑
m=0
amx
m (7)
for all x ∈ (−ρ0, ρ0), where the coefficients am’s are given by
am = (m + 2)(m + 1)bm+2 − 2(m − λ)bm (8)
for any m ∈ {0,1,2, . . .}.
Since the power series
∑∞
m=0 amxm is absolutely convergent on its interval of convergence,
which includes the interval [−ρ,ρ], and the power series∑∞m=0 |amxm| is continuous on [−ρ,ρ]
(a power series is differentiable on its interval of convergence), there exists a constant K > 0 with
∞∑
m=0
∣∣amxm∣∣K (9)
for all x ∈ (−ρ,ρ). Note that K depends on λ, ρ and y.
On the other hand, we have∣∣∣∣∣
∞∑
n=1
x2n
(2n)!
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j)
∣∣∣∣∣

∞∑
n=1
x2n
n∑
i=1
(2i − 2)!
(2n)! |a2i−2|
n−1∏
j=i
|4j − 2λ|
=
∞∑
x2n
n∑ (2i − 2)!
(2n)! |a2i−2|4
n−i (n − 1)!
(i − 1)!
n−1∏∣∣∣∣1 − λ2j
∣∣∣∣
n=1 i=1 j=i
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∞∑
n=1
x2n
n∑
i=1
4n−i |a2i−2|
(2n)(2n − 1)(2n − 2) · · · (2i)(2i − 1)
(n − 1)!
(i − 1)!
n−1∏
j=i
∣∣∣∣1 − λ2j
∣∣∣∣
=
∞∑
n=1
x2n
n∑
i=1
2n−i |a2i−2|
(2n)(2n − 1)(2n − 3) · · · (2i + 1)(2i − 1)
n−1∏
j=i
∣∣∣∣1 − λ2j
∣∣∣∣
=
∞∑
n=1
x2n
n∑
i=1
|a2i−2|
(2n)[(n − 1/2)(n − 3/2) · · · (i + 1/2)](2i − 1)
n−1∏
j=i
∣∣∣∣1 − λ2j
∣∣∣∣
=
∞∑
n=1
x2n
n∑
i=1
(i − 1)!
n!2(2i − 1) |a2i−2|
n−1∏
j=i
∣∣∣∣1 − λ2j
∣∣∣∣
 C0
∞∑
n=1
x2n
n!
n∑
i=1
(i − 1)!
2(2i − 1) |a2i−2|, (10)
where C0 is a positive constant satisfying
n−1∏
j=i
∣∣∣∣1 − λ2j
∣∣∣∣ C0 (11)
for all i, n ∈ N. (The above product diverges to 0 as n → ∞ because of λ 1, and C0 depends
on λ.)
If either the first double sum or the last one below is absolutely convergent, then we get
∞∑
n=1
αn
n∑
i=1
βi = α1β1
+ α2β1 + α2β2
+ α3β1 + α3β2 + α3β3
...
...
...
=
∞∑
n=1
αnβ1 +
∞∑
n=2
αnβ2 +
∞∑
n=3
αnβ3 + · · ·
=
∞∑
i=1
βi
∞∑
n=i
αn. (12)
Therefore, we further have∣∣∣∣∣
∞∑
n=1
x2n
(2n)!
n∑
i=1
(−2)n−i (2i − 2)!a2i−2
n−1∏
j=i
(λ − 2j)
∣∣∣∣∣
 C0
∞∑
i=1
(i − 1)!
2(2i − 1) |a2i−2|
∞∑
n=i
x2n
n!
= C0
∞∑ x2
2i(2i − 1) |a2i−2|x
2i−2
∞∑ (x2)n−i
(n − i)! ·
i!
n(n − 1) · · · (n − i + 1)i=1 n=i
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2
∞∑
i=0
1
2(i + 1)(2i + 1) |a2i |x
2i
 C0
2
x2ex
2
∞∑
m=0
|a2m||x|2m (13)
for all x ∈ (−ρ,ρ), since the power series ∑∞m=0 amxm absolutely converges on its convergence
interval, and so C0
∑∞
i=1
(i−1)!
2(2i−1) |a2i−2|
∑∞
n=i x
2n
n! is absolutely convergent. (Hence, in view of
(12), (13) follows from (10).)
Analogously, we obtain
∣∣∣∣∣
∞∑
n=1
x2n+1
(2n + 1)!
n∑
i=1
(−2)n−i (2i − 1)!a2i−1
n−1∏
j=i
[
λ − (2j + 1)]
∣∣∣∣∣

∞∑
n=1
|x|2n+1
n∑
i=1
(2i − 1)!
(2n + 1)! |a2i−1|4
n−i (n − 1)!
(i − 1)!
n−1∏
j=i
∣∣∣∣1 − λ − 12j
∣∣∣∣
=
∞∑
n=1
|x|2n+1
n∑
i=1
2n−i |a2i−1|
(2n + 1)(2n)(2n − 1)(2n − 3) · · · (2i + 1)
n−1∏
j=i
∣∣∣∣1 − λ − 12j
∣∣∣∣
=
∞∑
n=1
|x|2n+1
n∑
i=1
|a2i−1|
(2n + 1)(2n)[(n − 1/2)(n − 3/2) · · · (i + 1/2)]
n−1∏
j=i
∣∣∣∣1 − λ − 12j
∣∣∣∣

∞∑
n=1
|x|2n+1
n∑
i=1
(i − 1)!|a2i−1|
(4n + 2) · n!
n−1∏
j=i
∣∣∣∣1 − λ − 12j
∣∣∣∣
 C1
∞∑
n=1
|x|2n+1
(4n + 2) · n!
n∑
i=1
(i − 1)!|a2i−1|
= C1
4
∞∑
i=1
(i − 1)!|a2i−1|
∞∑
n=i
|x|2n+1
(n + 1/2) · n!
 C1
3
∞∑
i=1
x2|a2i−1||x|2i−1
∞∑
n=i
(i − 1)!|x|2n−2i
(n + 1)!
(
(n + 1/2) · n! (3/4)(n + 1)!)
= C1
3
∞∑
i=1
x2
1
(i + 1)i |a2i−1||x|
2i−1
∞∑
n=i
(x2)n−i
(n − i)!
(i + 1)!
(n + 1)n(n − 1) · · · (n − i + 1)
 C1
3
∞∑
i=1
x2ex
2 1
(i + 1)i |a2i−1||x|
2i−1
 C1
6
x2ex
2
∞∑
|a2m+1||x|2m+1 (14)m=0
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n−1∏
j=i
∣∣∣∣1 − λ − 12j
∣∣∣∣ C1 (15)
for all i, n ∈ N. (We note that the above product either diverges to 0 (if λ > 1) or converges to 1
(if λ = 1) as n → ∞ and C1 depends on λ.)
In view of (6) and (7), y(x) is a solution of the inhomogeneous Hermite equation (1). If we
define C2 = max{C0/2,C1/6}, then it follows from Theorem 1, (9), (13) and (14) that there
exists a solution yh(x) of the Hermite equation (2) such that
∣∣y(x) − yh(x)∣∣ C02 x2ex2
∞∑
m=0
|a2m||x|2m + C16 x
2ex
2
∞∑
m=0
|a2m+1||x|2m+1
 C2x2ex
2
∞∑
m=0
|am||x|m
 C2Kx2ex
2 (16)
for all x ∈ (−ρ,ρ). 
Since ex2 < e holds for each |x| < 1, the inequality (16) implies the following corollary.
Corollary 3. Let λ be a fixed real number not less than 1. Assume that ρ and ρ0 are positive
constants with ρ < ρ0. If a function y : (−ρ,ρ) → C can be represented by a power series of the
form (6) whose radius of convergence is ρ0, then there exists an Hermite function yh : (−ρ,ρ) →
C such that∣∣y(x) − yh(x)∣∣= O(x2)
as x → 0.
4. An example
We consider the exponential function y(x) = ex3 which can be expressed by the power series
y(x) =
∞∑
m=0
x3m
m! .
In Theorem 2, we set λ = 1 and
b3k = 1
k! and b3k+1 = b3k+2 = 0
for all k ∈ {0,1,2, . . .}. It then follows from (8) that
a3k = −6k + 2
k! , a3k+1 =
9k + 6
k! , a3k+2 = 0
for any k ∈ {0,1,2, . . .}. Thus, we get
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m=0
∣∣amxm∣∣ ∞∑
k=0
∣∣a3kx3k∣∣+ ∞∑
k=0
∣∣a3k+1x3k+1∣∣+ ∞∑
k=0
∣∣a3k+2x3k+2∣∣
=
∞∑
k=0
∣∣∣∣−6k + 2k! x3k
∣∣∣∣+
∞∑
k=0
∣∣∣∣9k + 6k! x3k+1
∣∣∣∣

(
9|x|4 + 6|x|3 + 6|x| + 2)e|x|3

(
9ρ4 + 6ρ3 + 6ρ + 2)eρ3
for all x ∈ (−ρ,ρ). We now set K = (9ρ4 + 6ρ3 + 6ρ + 2)eρ3 and further let C0 = C1 = 1
(ref. (9), (11) and (15)). Then, Theorem 2 and (16) imply that there exists an Hermite function
yh : (−ρ,ρ) → C satisfying∣∣ex3 − yh(x)∣∣
(
9
2
ρ4 + 3ρ3 + 3ρ + 1
)
eρ
3
x2ex
2
for any x ∈ (−ρ,ρ), where we can give the explicit expression for yh(x) by
yh(x) = −
∞∑
n=0
2nx2n
(2n)!
n−1∏
j=1
(2j − 1).
Therefore, we may obtain an asymptotic property such as∣∣∣∣∣ex3 +
∞∑
n=0
2nx2n
(2n)!
n−1∏
j=1
(2j − 1)
∣∣∣∣∣= O(|x|6e|x|3+|x|2)
as |x| → ∞.
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