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Abstract
We introduce the distribution et k  where k is an ultra-hyperbolic operator iterated k times dened by k 
(
Pp
i=1 @
2=@t2i −
Pp+q
j=p+1 @
2=@t2j )
k ; k=0; 1; 2; : : : ; p+q=n the dimension of the Euclidean space Rn. Now  is the Dirac-delta
distribution with 0=; 1=  and the variable t=(t1; t2; : : : ; tn) 2 Rn and the constant =(1; 2; : : : ; n) 2 Rn with
t=1t1+2t2+   +ntn. First we study the property of et k  and after that we study its application of the convolution
equation (et k )  u(t) = etPmr=0 Cr r  where u(t) is the generalized function and Cr is a constant. The convolution
equation is related to the ultra-hyperbolic equation. It is also found that the type of solutions of the convolution equation,
such as the ordinary functions, the tempered distributions or the singular distributions depend on k; m and . c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider the linear partial dierential equation of the form
k u(t) = f(t); (1.1)
where k is the n-dimensional ultra-hyperbolic operator iterated k times, f(t) is the generalized
function for t = (t1; t2; : : : ; tn) 2 Rn. Gelfand and Shilov [3, pp. 279{282] have introduced the ele-
mentary solution of (1.1) and Aguirre Tellez [1, pp. 147{149] also proved that R2k(t) exists only
for the case n is odd with p odd and q even or the case n is even with p odd and q odd where
p+ q= n which are stated at the beginning.
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Now, in this paper we consider the convolution equation
(et k )  u(t) = et
mX
r=0
Cr r  (1.2)
which is the extension of the equation (et k )u(t)= introduced by Kananthai [4]. The solution
u(t) of (1.2) can be obtained by using the method of convolution of the generalized functions.
Before going to that point, the following denitions and some concepts are needed.
2. Some denitions and lemmas
Denition 2.1. Let t= (t1; t2; : : : ; tn) be a point of Rn and write v= t21 + t
2
2 +   + t2p− t2p+1− t2p+2−
  − t2p+q; p+q=n. Dene  +=ft 2 Rn: t1> 0 and v> 0g designating the interior of the forward
cone and  + designating its closure and the following function is introduced by Nozaki [5, p. 72]:
R(t) =
8><
>:
v(−n)=2
Kn()
if t 2  +;
0 if t 62  +;
(2.1)
R(t) is called the ultra-hyperbolic of Marcel Riesz. Here  is a complex parameter and n the
dimension of the space Rn. The constant Kn() is dened by
Kn() =
(n−1)=2 ((2 + − n)=2) ((1− )=2) ()
 ((2 + − p)=2) ((p− )=2) : (2.2)
Let SuppR(t)  +. Now R(t) is an ordinary function if R(t)>n and is a distribution of  if
Re()<n.
Lemma 2.1. R(t) is a homogeneous distribution of order − n and also a tempered distribution.
The proof of this lemma is given by Donoghue [2, pp. 154{155] who proved the theorem that
every homogeneous distribution is a tempered distribution. To prove a homogeneous distribution is
not dicult, it is only to show that R(t) satises the Euler equation
nX
i=1
ti
@R(t)
@ti
= (− n)R(t):
Denition 2.2. The generalized function u(t) is an elementary solution of the n-dimensional ultra-
hyperbolic operator iterated k times if u(t) satises the equation ku(t) =  where k is dened
by
k 
 
@2
@t21
+
@2
@t22
+   + @
2
@t2p
− @
2
@t2p+1
− @
2
@t2p+2
−    − @
2
@t2p+q
!k
;
where p+ q= n:
A. Kananthai / Journal of Computational and Applied Mathematics 115 (2000) 301{308 303
Lemma 2.2. From Denition 2:2; if ku(t) = ; then u(t) = R2k(t) which is dened by (2:1) with
= 2k is the unique elementary solution of the equation.
The proof of this lemma is given by Trione [7] and also Aguirre Tellez [1, pp. 147{149] has
proved that R2k(t) exists only for the case n is odd with p odd and q even or the case n is even
with p odd and q odd where p+ q= n.
Lemma 2.3 (The convolution of R2k(t)). Let R(t) and R(t) be dened by (2:1) and ;  are
positive even numbers with +=2k where k is a nonnegative integer, then R(t)R(t)=R+(t):
Proof. Since R(t) and R(t) are tempered distributions by Lemma 2.1 and let SuppR(t)=K   +
where K is a compact set and  + appears in Denition 2.1. Then R(t)  R(t) exists and is well
dened. To show that R(t)R(t)=R+(t), by Lemma 2.2 ku(t)= we obtain u(t)=R2k(t). Now
ku(t)= r k−ru(t)=  for r <k, then by Lemma 2.2 k−ru(t)=R2r(t). Convolving both sides by
R2(k−r)(t) we obtain R2(k−r)(t) k−ru(t)=R2(k−r)(t)R2r(t) or k−rR2(k−r)(t)u(t)=R2(k−r)(t)R2r(t).
By Lemma 2.2 again   u(t) = R2(k−r)(t)  R2r(t). It follows that u(t) = R2(k−r)(t)  R2r(t). Now
u(t)=R2k(t) then R2(k−r)(t)R2r(t)=R2k(t). Let =2k−2r and =2r, actually  and  are positive
even numbers. It follows that R(t)  R(t) = R+(t) as required.
3. Properties of et k
Lemma 3.1. The distribution et k  has the following properties.
Properties 3.1.1. For k = 1
et k = − 2
0
@ pX
i=1
i
@
@ti
−
p+qX
j=p+1
j
@
@tj
1
A+
0
@ pX
i=1
2i −
p+qX
j=p+1
2j
1
A  (3.1)
and et  is a tempered distribution of order 2 with support f0g.
Proof. Let ’ 2 D be the space of testing functions innitely dierentiable with compact supports
and D0 be the space of distributions. Now
het ; ’(t)i= h; et’(t)i
for et  2 D0. By computing directly we obtain
et’(t) =
pX
i=1
@2(et’(t))
@t2i
−
p+qX
j=p+1
@2(et’(t))
@t2j
= et ’(t) + 2et
0
@ pX
i=1
i
@’(t)
@ti
−
p+qX
j=p+1
j
@’(t)
@tj
1
A+ et
0
@ pX
i=1
2i−
p+qX
j=p+1
2j
1
A’(t): (3.2)
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Then
h; et’(t)i= ’(0) + 2
pX
i=1
i
@’(0)
@ti
− 2
p+qX
j=p+1
j
@’(0)
@tj
+
0
@ pX
i=1
2i −
p+qX
j=p+1
2j
1
A’(0)
=
*
− 2
0
@ pX
i=1
i
@
@ti
−
p+qX
j=p+1
j
@
@tj
1
A+
0
@ pX
i=1
2i −
p+qX
j=p+1
2j
1
A ; ’(t)
+
: (3.3)
By equality of distributions, we obtain (3.1) as required. To show that et  is tempered, from (3.1)
; @=@ti; @=@tj and  have support f0g which is compact, hence, by Schwartz [6], they are tempered
distributions. From (3.1), it follows that et  is also tempered and by Zemanian [8, Theorem
3:5. 2, p. 98] et  is of order 2 with point support f0g.
Property 3.1.2 (Boundedness properties). For every testing function let ’ 2 S be a Schwartz
space and et  2 S 0 a space of tempered distribution; then jhet ; ’ij6CM where C and M
are constant with
M =max
(
j’(0)j;
@’(0)@ti
 ;
@’(0)@tj
 ; j ’(0)j
)
;
C = 1 + 2
pX
i=1
jij+ 2
p+qX
j=p+1
jjj+
pX
i=1
2i +
p+qX
j=p+1
2j :
(3.4)
Proof. Since het ; ’(t)i= h; et’(t)i, hence by (3.2) we have
jhet ; ’(t)ij6j ’(0)j+2
pX
i=1
jij
@’(0)@ti
+2
p+qX
j=p+1
jjj
@’(0)@tj
+
0
@ pX
i=1
2i+
p+qX
j=p+1
2j
1
Aj’(0)j:
Let M =maxfj’(0)j; j@’(0)=@tij; j@’(0)=@tjj; j ’(0)jg, then
jhet ; ’(t)ij6
0
@1 + 2 pX
i=1
jij+ 2
p+qX
j=p+1
jjj+
pX
i=1
2i +
p+qX
j=p+1
2j
1
AM:
It follows that jhet ; ’(t)ij6CM where C is dened by (3.4).
Lemma 3.2. Given u(t) is any distribution in S 0; then
(et )  u(t) = u(t)− 2
0
@ pX
i=1
i
@u(t)
@ti
−
p+qX
j=p+1
j
@u(t)
@tj
1
A+
0
@ pX
i=1
2i −
p+qX
j=p+1
2j
1
A u(t): (3.5)
Proof. Convolving both sides of (3.1) by u(t), we obtain (3.5). If L is the operator and is dened
by
L  − 2
0
@ pX
i=1
i
@
@ti
−
p+qX
j=p+1
j
@
@tj
1
A+
0
@ pX
i=1
2i −
p+qX
j=p+1
2j
1
A : (3.6)
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Then (3.5) can be written as
(et )  u(t) = Lu(t): (3.7)
Lemma 3.3 (The generalization of Lemma 3.2).
(et k )  u(t) = Lku(t); (3.8)
where Lk is the operator dened by (3:6) and is iterated k times (k =0; 1; 2 : : :) with L0u(t)= u(t).
Proof. We have het k ; ’(t)i= h k ; et’(t)i for every ’(t) 2 D and et k  2 D0. So
h k; et’(t)i= h k−1; et’(t)i
= h k−1; etT’(t)i;
where T is the operator from (3.2) and is dened by
T  + 2
0
@ pX
i=1
i
@
@ti
−
p+qX
j=p+1
j
@
@tj
1
A+
0
@ pX
i=1
2i −
p+qX
j=p+1
2j
1
A : (3.9)
So
h k−1; etT’(t)i= h k−2; etT’(t)i
= h k−2; etT (T’(t))i
= h k−2; etT 2’(t)i:
By keeping on operating with k − 2 times, we obtain
h k−2; etT 2’(t)i= h; etT k’(t)i
= Tk’(0);
where Tk is the operator of (3.9) iterated k times. Now
Tk’(0) = h; T k’(t)i
= hL; T k−1’(t)i;
by the operator L in (3.6) and the derivative of distribution. Continuing this process, we obtain
Tk’(0) = hLk; ’(t)i or het k ; ’(t)i= hLk; ’(t)i. It follows that:
et k = Lk: (3.10)
Convolving both sides of (3.10) by the distribution u(t), then we obtain (3.8).
4. Proof of theorems
Theorem 4.1. Let L be the partial dierential operator dened by
L  − 2
0
@ pX
i=1
i
@
@ti
−
p+qX
j=p+1
j
@
@tj
1
A+
0
@ pX
i=1
2i −
p+qX
j=p+1
2j
1
A;
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where this operator appears in (3:1). Now L is of ultra-hyperbolic type. Consider the equation
Lu(t) = ; (4.1)
where u(t) is any distribution in S 0, then u(t) = etR2(t) is a unique elementary solution of (4:1)
where R2(t) is dened by (2:1) with = 2.
Proof. From (3.1) and (4.1) we can write (et )  u(t) = Lu(t) = . Convolving both sides by
etR2(t) we have
(etR2(t))  ((et )  u(t)) = (etR2(t))  
= etR2(t):
Then
et(R2(t)  )  u(t) = etR2(t)
or
(et (R2(t))  u(t) = etR2(t)
or
(et)  u(t) = etR2(t)
by Lemma 2.2 with k = 1. It follows that u(t) = etR2(t) since et= . We can check the solution
u(t) by computing directly from (4.1).
Theorem 4.2 (The generalization of Theorem 4.1). From Lemma 3:3; consider
(et k )  u(t) =  (4.2)
or
Lku(t) =  (4.3)
then u(t) = etR2k(t) is the unique elementary solution of (4:2) or (4:3).
Proof. We can prove by using Eq. (4.2) or (4.3) as well. If we start with Eq. (4.2), we convolve
both sides of (4.2) by etR2k(t), we obtain
(etR2k(t))  ((et k )  u(t)) = etR2k(t)  
= etR2k(t)
or et( k R2k(t))  u(t) = etR2k(t). Since k R2k(t) =  by Lemma 2.2, we have (et)  u(t) =  
u(t)=u(t)=etR2k(t) as required. Or if we use Eq. (4.3), we convolve both sides of (4.3) by etR2(t)
then we obtain
etR2(t)  Lku(t) = etR2(t)  = etR2(t)
or L(etR2(t))Lk−1u(t)=etR2(t). By Theorem 4.1, we obtain k−1u(t)=etR2(t) or Lk−1u(t)=etR2(t).
By keeping on convolving etR2(t)k − 1 times, we obtain
u(t) = et(R2(t)  R2(t)      R2(t))
= etR2k(t);
by Lemma 2.3.
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Theorem 4.3. Given the convolution equation
(et k )  u(t) = et
mX
r=0
Cr r ; (4.4)
where k is the ultra-hyperbolic operator iterated k times dened by
k 
 
@2
@t21
+
@2
@t22
+   + @
2
@t2p
− @
2
@t2p+1
− @
2
@t2p+2
−    − @
2
@t2p+q
!k
;
where p + q = n is the dimension of the space Rn with p odd and q odd or p odd and q even;
the variable t = (t1; t2; : : : ; tn) 2 Rn; the constant  = (1; 2; : : : ; n) 2 Rn and  is the Dirac-delta
distribution with 0= ; 1=  and Cr is a constant. Then the type of solutions u(t) of (4:4)
depends on k; m and  as the following cases.
(1) If m<k and m = 0; then the solution of (4:4) is u(t) = c0etR2k(t) which is the elementary
solution of the operator k . Now R2k(t) is dened by (2:1) with  = 2k. If 2k>n and for
any ; then etR2k(t) is the ordinary function. If 2k <n and for some  = (1; 2; : : : ; n) with
i < 0 (i = 1; 2; : : : ; n); then etR2k(t) is a tempered distribution.
(2) If 0<m<k; then the solution of (4:4) is u(t) = et
Pm
r=1 CrR2k−2r(t) which is the ordinary
function for 2k − 2r>n with any arbitrary constant  and is a tempered distribution if 2k −
2r <n for some  with i < 0 (i = 1; 2; : : : ; n).
(3) If m>k and for any  and suppose that k6m6M; then (4:4) has u(t) = et
PM
r=k Cr
r−k  as
a solution which is only the singular distribution.
Proof. (1) For m<k and m= 0, then (4.4) becomes
(et k )  u(t) = c0et= c0
and by Theorem 4.2 we obtain u(t)=c0etR2k(t). Now R2k(t) is dened by (2.1) with =2k. If 2k>n
we obtain R2k(t) is an analytic function for every t 2  + where  + appears in Denition 2.1 and so
R2k(t) is the ordinary function. Now et is a continuous function and is innitely dierentiable for
every t 2  + and every . It follows that etR2k(t) is the ordinary function. Now if 2k <n then R2k
is an analytic function except at the origin and by Lemma 2.1, R2k is a tempered distribution and
for some  = (1; 2; : : : ; n) with i < 0 (i = 1; 2; : : : ; n) we have et is a slow growth function
and also its partial derivative is a slow growth. It follows that c0etR2k(t) is a tempered distribution.
(2) For 0<m<k, then we have
(et k )  u(t) = c1et + c2et 2 +   + cmet m :
Convolving both sides by etR2k(t) and by Lemma 2.2 we obtain
u(t) = c1et R2k(t) + c2et 2 R2k(t) +   + cmet m R2k(t):
Now k R2k(t) = , then k−r rR2k(t) =  for r <k. Convolving both sides by R2k−2r(t) we obtain
R2k−2r(t)  k−r r R2k(t) = R2k−2r(t)  = R2k−2r(t)
or
k−rR2k−2r(t)  R2k(t) = R2k−2r(t)
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or
  r R2k(t) = rR2k(t) = R2k−2r(t)
for r <k. It follows that
u(t) = c1etR2k−2(t) + c2etR2k−4(t) +   + cmetR2k−2m(t)
or u(t) = et
Pm
r=1 CrR2k−2r(t). Similarly, as in the case (1), e
tR2k−2r(t) is the ordinary function for
2k − 2r>n and for any . It follows that u(t) = etPmr=1 CrR2k−2r(t) is also the ordinary function.
For the case 2k − 2r <n and for some  = (1; 2; : : : ; n) with i < 0 (i = 1; 2; : : : ; n) we obtain
etR2k−2(t) is a tempered distribution. It follows that u(t) = et
Pm
r=1 CrR2k−2r(t) is also a tempered
distribution.
(3) For m>k and for any  and suppose that k6m6M , we have
(et k )  u(t) = cket k + ck+1et k+1 +   + cMet M :
Convolving both sides by etR2k(t) and by Lemma 2.2 again we have
u(t) = cket k R2k(t) + ck+1et k+1 R2k(t) +   + cMet M R2k(t):
Now
mR2k(t) = m−k k R2k(t) = m−k
for k6m6M . So
u(t) = cket+ ck+1et ck+2et 2 +   + cMet M−k 
= et
MX
r=k
Cr r−k :
Now, by (3.6) and (3.10) et r−k = r−k+(the terms of lower order of partial derivative of ).
Since all terms of the right-hand side of the above equation are singular distributions, it follows that
u(t) = et
PM
r=k Cr
r−k  is only a singular distribution. That completes the proof.
References
[1] M. Aguirre Tellez, The distributional Hankel Transform of Marcel Riesz's ultrahyperbolic Kernel, Appl. Math. 93
(1994) 133{162.
[2] W.F. Donoghue, Distributions and Fourier Transform, Academic Press, New York, 1969.
[3] I.M. Gelfand, G.E. Shilov, Generalized Function, Academic Press, New York, 1964.
[4] A. Kananthai, On the distribution related to the ultra-hyperbolic equation, Comput. Appl. Math. 84 (1997) 101{106.
[5] Y. Nozaki, On Riemann-Liouville integral of ultra-hyperbolic type, Kodai Mathematical Seminar Reports 6(2) (1964)
69{87.
[6] L. Schwartz, Theorie des distribution, Actualite's Scientiques et Industrial, Hermann, Paris, Vols. 1 and 2, 1957,
1959.
[7] S.E. Trione, On Marcel Riesz's ultra-hyperbolic Kernel Trabajos de Matematica, 116 preprint, 1987.
[8] A.H. Zemanian, Distribution Theory and Transform Analysis, McGraw-Hill, New York, 1964.
