









Every day, a seemingly infinite amount of data is generated by social media. Analyz-
ing this data is a complex, but rewarding task that can be solved faster with efficient
algorithms and powerful computers. This thesis is concerned with identifying influ-
ential users in the Twitter micro-blog network. Designed to identify users that have
an important role in spreading (mis)information, our influence measure takes both
activity and network relationships into consideration and is based on breadth-first
traversal of networks that arise from the sharing of content. The questions we try
to answer are how to implement an efficient, parallel solution to our approach in
NVIDIA CUDA using a graphical processing unit (GPU), and whether a parallel
implementation gives a performance improvement over a sequential one. We give a
detailed description of our influence measure in the context of social network anal-
ysis and relevant research on Twitter. An introduction to parallel programming
and GPUs, as well as an explanation of the basics of CUDA is provided. This is
useful as we explore known techniques on parallelizing the graph traversal algorithm
Breadth-First Search (BFS), which we adapt and use in our implementation. Our
experiments show that a simple implementation can achieve a considerable speedup
on Twitter data.
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1.1 Problem statement and motivation
Social media platforms are more popular than ever and continue to grow. Today,
about 3.8 billion people are using them worldwide, almost half the world’s population
[66]. These often open platforms allow for instantaneous broadcasting of information
to a large audience, a privilege that historically has mostly been in the hands of
government-regulated media, like TV and radio. In recent years, the spread of
online misinformation has become an increasing problem [44, 67]. The rapid growth
of social media is an example of technology developing faster than laws and strategies
to counteract their misuse. Monitoring social networks is one step along the way,
but is an infeasible task for humans. A more realistic solution is to use automated
systems.
Social network analysis is the process of studying social structures such as networks
of people, groups or organizations and the relationship or interactions between them
[55]. Although the field arguably has its roots about 100 years ago [12], it is per-
haps more relevant than ever with the internet and in particular social media which
provides large amounts of easily accessible data, enabling researchers to find infor-
mation proving to be of immense value for business, politics, research, etc. A social
network can be viewed as a graph whose nodes represent the social entities, and
edges the relationship between them. An important part of social network analysis
is the concept of centrality [5], i.e. the idea that the role of nodes can be under-
stood in the context of the network structure. The objective is often to identify the
most important/relevant/influential nodes. Real-life applications include ranking
websites in web search engines, recommending friends on social media platforms,
targeting influential people to spread rumors of new products, and so forth.
Twitter is a popular social network and micro-blogging service. From its launch in
March 2006, it took about one year for Twitter to reach 100,000 users [88]. Since
then, it has grown rapidly and become one of the largest social media platforms
[59, 62, 68]. In February 2019, Twitter had about 330 million monthly active users,
and more than 100 million active daily users internationally [58], publishing 500
million tweets per day [60]. The main features of Twitter revolve around interac-
tions through publishing and sharing short messages called tweets. This includes the
Follow feature, which subscribes to another user’s tweets, and the Retweet feature
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which shares a tweet with one’s own subscribers. Despite the implications of the
size of Twitter combined with its information-sharing model, there are limited regu-
lations on the information being shared. Tweets containing false rumors, false news,
or misinformation can spread to a large audience before eventually being removed.
For example, a tweet during the outbreak of the Coronavirus in 2020 claiming hand
sanitizers are useless against the virus was retweeted almost 100,000 times before
getting deleted [65].
While the spread of misinformation is an issue all social media platforms have to
deal with, we focus mainly on Twitter in this thesis. Our goal is to explore ways
to implement an efficient, parallel algorithm that can identify users who play an
important role in spreading tweets. One of several applications of such an algorithm
is to evaluate someone’s ability to spread misinformation.
Our approach takes advantage of the networks that occur when tracing how tweets
spread through retweets. We call these networks spreading graphs. By adapting the
fundamental graph traversal algorithm Breadth-First Search (BFS), we use spread-
ing graphs to identify influential users based on how many times their tweets or
retweets reach other users. Given several tweets, we can attempt to see the bigger
picture of who is more important over time. The approach is designed by Langguth
et al. [67].
The Twitter network is large, and computing the influence of many accounts and
tweets is a considerable undertaking. However, given a collection of tweets, we con-
struct several spreading graphs and compute influence on each graph independently.
Thus, an important realization is a potential of speeding up the process by doing
parallel computations. Graphical processing units (GPUs) are hardware compo-
nents designed for massively data-parallel tasks and should be well suited for our
problem.
The main contribution of this thesis involves the implementation and comparison
of parallel algorithms that compute influence on Twitter. We explore a variety of
ideas from previous work both on Twitter and on parallelizing BFS in order to make
decisions that can improve our solution. We perform experiments with different
approaches for parallelizing BFS to see which runs faster on a set of spreading
graphs. For development, we use Nvidia CUDA, a parallel computing platform for
GPUs, as well as the C and C++ programming languages.
1.2 Thesis overview
The thesis is organized as follows.
In Chapter 2, we give a brief introduction to social network analysis (SNA). SNA
provides useful tools to study networks. Then, to understand the dynamics of Twit-
ter and how researchers have studied influential users on Twitter in the past, we
explore some of the previous, related work on Twitter. Finally, we give a precise,
basic description of our approach of computing influence on Twitter, formulated as
a graph problem.
In Chapter 3, we outline common challenges, terminology, architectures, etc, related
to parallel programming, together with a brief introduction to GPU’s.
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In Chapter 4, we introduce the basics of the CUDA platform and GPU architecture.
In Chapter 5, we analyze the process of parallelizing the Breadth-First Search algo-
rithm. We then explore previous work in parallelizing BFS, primarily with CUDA.
In Chapter 6, we explain how we implemented a parallel solution to computing
influence in parallel on the GPU.
In Chapter 7, we perform experiments with a variety of implementations and pa-
rameters to see which performs better. We then discuss our results.
In Chapter 8, we summarize what we have found, as well as suggest ways to improve




There are three main objectives of this chapter. First, while our goal in this thesis
is rather technical, i.e. developing an algorithm to process data from Twitter as
efficiently as possible, the result is not interesting without a context, nor feasible
without the right set of tools. Thus, we begin this chapter with an introduction to
Social network analysis (SNA). SNA provides an abstract view of networks through
graph theory, as well as other useful tools for studying large and complex network
in a structured manner.
Second, because we are mainly concerned with the Twitter network, we provide an
overview of the most relevant aspects of Twitter. This includes a basic understanding
of how Twitter is used, how information is shared, its network structure, and how
researchers have studied influence on Twitter in the past.
Finally, we give a precise description and analysis of our approach to measuring
influence on Twitter, and briefly compare it with other methods. Optimizing the
computational process with parallel programming is a subject for later chapters.
2.1 Social Network Analysis
SNA is a strategy for studying social structures with origins in sociology [9, 12]. A
key aim of SNA is a better understanding of individuals in the context of a network,
where a network is defined by a set of individual actors and the relationships between
them.
An important application of SNA is “viral-marketing”, i.e. targeting certain indi-
viduals in a network and rely on their influence to spread rumors of a product by
word-of-mouth, rather than traditional marketing [14]. Another interesting example
is the evolution in the research of the “Small world problem”. Back in the year of
1929, Hungarian author Frigyes Karinthy wrote a short story where he philosophized
that the world is getting “smaller” in the sense that all people in the world are con-
nected by only a short chain of acquaintances [1]. This idea is famously known as
“Six degrees of separation” and has inspired games, movies, and research, etc.
In 1969, Milgram and Travers [4] did an experiment with 269 volunteers being as-
signed an arbitrary “target person” to whom they should attempt to deliver a letter
by hand, only asking friends they thought would be most likely to know the target
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person. For unknown reasons, only 64 of the letters reached their target, but the
result was interesting: the median number of intermediate people to reach the tar-
get was only five. Of course, such a small experiment cannot be used to draw any
conclusions.
In 2001, Watts et al. [10] repeated a similar experiment with approximately 100,000
online-volunteers from around the globe. Out of the 24,163 volunteers that started
a message chain, only 384 reached their target. The median length of the completed
chains was found to be 4.05. However, as they point out, their result is misleading
due to a lack of empirical data.
In 2008, Leskovec and Horvitz [22] released a study of the MSN Messenger network.
They had access to far more data than most previous studies of social networks,
with a network of 180 million vertices and more than a billion edges. Among other
things, they were interested in testing the small world hypothesis. Because large
datasets come with great challenges with respect to computational time, they used
a random sample of 1000 vertices and approximated the average chain length to be
6.6.
Finally, while this experiment has been performed several times and by others, we
end the story at Facebook in 2016. In their dataset of then 1.5 billion users (about
the size of the world population in 1929, when Karinthy wrote his story), they
approximated the average chain length to be just of 3.57 between Facebook users.
It is interesting to see how data from social media allow us to perform large scale
experiments easier than before, but bring challenges such as demanding huge com-
putational resources. The Small-world problem is not intimately related to the goals
of this thesis, however, its answers might have implications on how connected people
are, and how fast information, misinformation, etc, can spread across the globe. In
fact, it has been suggested that the small-world phenomenon could occur in many
graphs in nature [7], thus we might expect to find similar patterns in many social
networks, including Twitter.
2.1.1 Representing a network
Networks are often viewed as graphs whose vertices represent the network entities
and edges the relationship between them. This section provides some definitions
and notation that will be useful throughout this thesis.
Formally, a graph G can be defined as a tuple G = (V,E), where V represents the
set of vertices/nodes and E the set of edges between vertices. An edge thus consists
of two endpoints. The number of vertices in the graph is denoted by |V |, and the
number of edges by |E|. Two vertices u and v are said to be adjacent if they are
joined by an edge.
We use the convention that N(u) denotes the neighborhood of u, i.e. the set of all
vertices adjacent to u, not including u. We write deg(u) for the degree of u, i.e. the
number of vertices adjacent to u, which is also equivalent to |N(u)|.
Depending on the underlying network, graphs are either directed or undirected.
For directed graphs, we let N -G(u) and N
+
G (u) respectively denote the in, and out-
neighborhood of vertex u, as well as deg-(v) and deg+(v) for the in and out-degree,
respectively.
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A directed acyclic graph (DAG) is a directed graph with no cycles. A DAG has at
least one source, i.e. a vertex with no edges pointing to it, and at least one sink,
i.e. a vertex with no outgoing edges.
A path is a sequence of edges which joins a sequence of vertices. We say a vertex v
is reachable from u if there is a path from u to v. Let dist(u, v) denote the distance
between two vertices u and v, i.e. the minimum number of edges on the path between
u and v. There can be more than one such path, and in the case of directed graphs,
a path from u to v does not necessarily imply there is a path from v to u, and
dist(u, v) is not necessarily equal to dist(v, u). This is because in general, directed
edges only define a one-way relationship. In cases where there is no path between
two vertices u and v, we set dist(u, v) =∞.
Finally, let the diameter of a graph be the greatest distance between any pair of
vertices.
2.1.2 Centrality
There are different ways to define influence in a network, it depends on the context
and the network. One way to measure influence could be to study and compare
the attributes of individuals. However, this ignores their relationship to others. For
example, consider a network of movie actors. An actor that has acted in many
movies and/or made large amounts of money by acting could be viewed as more
influential. A politician on the other hand could be viewed as more influential by
having more (influential) connections. The important thing to note is that the
former focus on individual attributes, while the latter on relationships.
Centrality measures are used to rank relevant vertices based on network relationships
and is one of the most studied concepts of SNA [13]. There are several centrality
measures, and in order to gain some initial understanding of how influence can be
measured in a network, we now present some of the more common [9], all based on
definitions from Freeman et al. [5].
One approach of ranking (micro-)bloggers could be to count their number of fol-
lowers. Similarly, we could say a popular user on Facebook is one that has many
friends. In SNA, this can be generalized as degree centrality, i.e. the importance of
a vertex is based on its degree, defined as:
CD(u) = deg(u)
A downside of degree centrality is that it only focuses on the local parts of the
network, and disregards the global network structure. Degree centrality can also be
defined for directed edges.
Closeness centrality measures the importance of a vertex based on its average dis-
tance to other vertices. For example, to give an estimate of how fast information






where u and v are vertices, and n is the number of vertices. To rank vertices that
are closer to other vertices more highly, as opposed to further away, the formula is
expressed as the reciprocal of the average shortest path from a vertex u to all other
vertices. Note that centrality measures using distances are sensitive to reachability.
Betweeness centrality is based on the idea that important vertices often lie on com-
munication paths between other vertices. If information is more likely to travel
through a particular vertex, this vertex has influence by having control of this piece
of information [5]. For example, people that serve as links between communities
could be considered important. The betweenness centrality for a vertex u can be
computed as the sum of the ratio of shortest paths passing through u to the shortest






where s, t and u are vertices, the number of shortest paths between s and t is
denoted by δst, and δst(u) the number of these paths that pass through u.
2.2 Twitter
Twitter, at least originally, is different from other social media platforms in that
it focus on sharing content in a very compressed form to a potentially large audi-
ence, rather than focusing primarily on the relationship between people such as, for
example, Facebook arguably does. As a result, many have realized that Twitter is
well suited for advertisement, spreading political ideas, etc, i.e. an easily accessible
platform that allows speaking directly to an audience rather than going through
more traditional platforms. The model of Twitter has led to a particular network
structure and a way of information sharing that has gained wide interest in research.
We begin this section by introducing an overview of the most relevant Twitter fea-
tures, as well as Twitter-related terminology that we will use. We then explore some
of the previous work on Twitter.
2.2.1 Features and terminology
Twitter users, also called twitterers, interact through short messages called tweets.
Tweets can be of maximum 240 characters written in plain text, hyperlinks, etc.
This intentionally short format enforces twitterers to stay brief with their message,
and readers can easily glance through multiple tweets from a variety of users in a
short time. Unlike Facebook where users primarily agree upon connecting to each
other, a feature of Twitter is that users can follow each other without necessarily
being followed back.
Tweets are published (tweeted) by a publisher, and each user has a personal time-
line/feed displaying a stream of tweets from their friends/followees, i.e. the people
they have chosen to follow. Some other key features include Retweet, which shares
someone else’s tweet with one’s own followers, Reply is a reply to the publisher, and
Mention is the name of another user preceded by a “@” symbol inside the tweet
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body. Hashtags are keywords or phrases that help tweets show more easily in the
Twitter search [86]. Combined with the fact that tweets by default can be searched
for, shared, and read by anyone, including unregistered users, retweets allow tweets
to rapidly spread throughout the network and the internet.
2.2.2 Related work
The result of the algorithm we are implementing in this thesis is essentially a rank-
ing of twitterers. There are many studies on Twitter, and measuring influence on
Twitter has been done in many ways. We now look at some of the previous, more
relevant studies.
When Twitter was still in the early phase of “going viral” and the term “micro-blog”
was relatively new, Java et al. [21] studied the topology of the Twitter network and
geographical distribution of its users. Some of their results might sound intuitive
today, such as Twitter being popular around the globe, and that people seek and
share information, news, and experiences from their lives. A few years later, Wu et
al. [41] were interested in studying how information flows between predefined classes
of users: “elite” users such as celebrities, news media, bloggers, organizations, and
ordinary users. They found that elite users are responsible for creating the large
majority of the content that spreads on Twitter and that in general, elite users
within each class often share each other’s content. Also, as one of several studies,
they reported low levels of reciprocity on Twitter, i.e. most twitterers do not follow
their followers back.
Centrality-based influence
It is often the case that accounts representing famous individuals, news organiza-
tions, etc, have many followers on Twitter. These are often considered influential in
real life, and thus it seems intuitive that they are also influential on Twitter. While
this may be sufficient, a ranking solely based on degree1 has weaknesses. First, it
ignores whether the user ever publishes any content. Second, it assumes all followers
read any eventual content. Third, it ignores who the followers are, i.e. they all count
the same. Finally, some users may gain many followers by simply following many,
and will thus be mistaken as influential. One slight improvement is to measure the
ratio between followers and followees.
Leavitt et al. [24] had similar arguments, and defined influence on Twitter as “the
potential of an action of a user to initiate a further action by another user.”, where
“action” refers to interactions that move content, i.e. tweets, retweets, replies, etc.
They handpicked 12 twitterers they believed to be particularly influential (celebri-
ties, news outlets, and social media analysts) and gathered their user-data and
actions within a certain time interval. They found that news outlets have more suc-
cess in spreading their tweets (retweets), while celebrities create more conversations
(replies and mentions).
Cha et al. [30] ranked more than six million active users by degree, the number
1In this context, the term degree refers to the number of followers on Twitter. We found no
studies that used the number of followees to measure influence. If anything, it was mentioned as
a way to identify spammers.
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of times their tweets had been retweeted, and the number of times they had been
mentioned. They found that the top users by each measure were celebrities, news
organizations, etc, as they had been expecting. They found a somewhat high cor-
relation between the rankings, which they explain by many tied ranks amongst
lower-ranked users. After filtering out the lower-ranked users and focusing only on
the top 10% by each measure, they found that people who get retweeted often also
get mentioned often, but neither of these measures correlates with the number of
followers. They conclude that users with many followers do not necessarily create
conversations on Twitter.
In 1998, the founders of Google, Larry Page and Sergey Brin released their paper
on PageRank [8], an idea that revolutionized searching on the web and ultimately
helped Google (and the internet) become what it is today. Already at that time,
there were millions of websites they described as “extremely diverse”. They studied
the problem of ranking websites, and did so by viewing the web as a large directed
graph whose vertices represent websites, and edges the links between them. They
argue that a naive ranking of websites, e.g. by degree, leads to certain problems on
the web, such as people being able to manipulate the results and that neighboring
websites all count the same regardless of their importance. This motivates PageR-
ank, which is based on the idea that the rank of a website depends on the rank of
websites that have a link to it. In other words, it’s not about the number of links to
your website, but who they come from. This also makes the ranking more resilient
to manipulation, as fake websites are likely to have a low rank.
If we think of websites as users, and edges as “following status”, the PageRank
method can be applied to Twitter. Weng et al. [35] prepared a dataset with high
reciprocity and found that people who follow each other talk about the same topics.
Based on this finding, they proposed an extension of PageRank called “Twitter-
Rank”. They argue that a ranking of twitterers should also be based on content,
not just the link structure of the Twitter network. As a user’s influence could vary
between topics, TwitterRank can do a topic-specific ranking, and a total influence
value can be computed for each user by aggregating topic-specific influence across
all topics. They compared the ranking correlation between TwitterRank and other
measures, such as degree and PageRank, and found dissimilar results. They also
found that TwitterRank was able to outperform the other measures slightly in rec-
ommending friendships.
Kwak et al. [33] found several interesting facts about the Twitter network. As one of
several studies, they report a skewed follower-distribution on Twitter, i.e. most users
have very few followers. They estimated the average path length between users in
terms of the following-relationship. As this is a one-way relationship, they expected
longer path lengths than found in other popular social networks. Surprisingly, the
average path length was found to be just 4.12. By studying tweets and retweets, they
found that most trending topics last a week or shorter and are headline news, that
75 percent of retweets happen in under a day, that more than 95 percent of tweets
are retweeted only by immediate followers, but almost regardless of the number of
followers a user has will still reach a significant amount of additional users (non-
followers). Similar to [30] they ranked users by degree, PageRank, and the number
of times they had been retweeted. They found a high correlation between the results
of degree and PageRank, but that these again have a low correlation to the number
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of retweets. The top users ranked by degree and PageRank gave a list consisting of
celebrities, politicians, etc, while the top users by retweet were often news sources.
Retweet-based influence
The studies we have presented on Twitter so far ranks users based on either the
follower-relationship or statistics related to user-interactions. Zhang et al. [36]
adopts ideas from Leavitt et al. [24], but rather than ranking users based on the
number of retweets and so forth, they built an “action based”-network that repre-
sents information flow. For example, if user A tweets and user B retweets, there is
an edge from B to A. They do this in a similar fashion for both retweets and replies.
They computed influence in the action-based networks using PageRank where fre-
quencies of actions are converted into probabilities, e.g. the probability that a user
j retweets user i is the percentage of all retweets of i’s posts done by j. By also
adding time parameters to their models, they measured how influence changed over
time. Their idea is interesting, but the results are highly speculative.
Bakshy et al. [37] was concerned with predicting the ability of users to spread content
on Twitter. They sampled tweets from users who had posted at least one tweet
that contained an URL and counted how many followers, followers of followers, etc,
that had spread the URL further. By using these numbers and additional user
attributes, they were able to find that the best predictors of spreading tweets was
a user’s number of followers and the average number of retweets by that user’s
immediate followers in the past. The fact that only the immediate followers were
good predictors made sense, as most URLs did not spread very far, if at all. The
maximum path length from the origin was found to be only 9. Most tweets were
never retweeted. Only a handful of tweets had some-thousands of retweets. Finally,
despite using a dataset exclusively of active twitterers, which they claim tend to
have more followers in general, they found a skewed follower-distribution on Twitter,
i.e. most twitterers have few followers.
Wang et al. [87] was concerned with detecting what they define as information
spreaders on Twitter, i.e. users who retweet to share information to its own followers.
They attempt to answer the question of “Given a user account and its tweets, which
of its followers are likely to retweet?”. They distinguish this from the problem
of finding influential users by pointing out that they are concerned with only a
local part of the network, not the global. In that sense, it could be viewed as a
local influence measure in a subgraph of Twitter. They found that a user who has
retweeted someone before is likely to retweet them again. They argue that using
retweet history as a predictor of whether someone will retweet in the future is a
poor measure as most people are very inactive on Twitter, and have only retweeted
a single time (about 75%). Instead, they used a wide variety of variables such as
common followers, common followees, the similarity of their published content, how
much they speak with each other through replies and mentions, and profile similarity
(e.g. number of followers). They found that similarity of the content (words, URLs,
hashtags) in tweets was suited to predict the likelihood of retweeting, but that it
depends on how many of the followers who retweet, and that 50 percent are only
retweeted by only a single follower. They also ranked users by PageRank and found
a low correlation to individuals labeled as information spreaders.
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Misinformation on Twitter
Twitter has gained attention for being a medium well suited for spreading misinfor-
mation [31]. Chamberlain et al. points out that it’s easy and free for everyone to join
and share information on Twitter, the short message format of Twitter somewhat
justifies sharing statements without providing any evidence, and that real-life events
can often be shared on Twitter before the news are verified and spread through more
reliable channels. In the meantime, false versions of what happened may have spread
far. Misinformation can happen in many different ways, but discussions and research
about the subject are often limited to case studies of large events such as natural
disasters, epidemics, elections, etc [56].
For example, there have been experiments to see whether an account spreading only
false news to a specific target audience could become popular [27]. The content of
tweets during epidemics such as the H1N1 virus in 2009 [28, 32] have been analyzed
and found to contain misinformation. Rumors such as people turning into zom-
bies or that the disease could spread through the new iPhone were circulating on
Twitter during the Ebola outbreak in 2014 [47]. Similar stories occurred during the
most recent yellow fever outbreaks in 2015, 2016, and 2017 [54]. During the Coron-
avirus outbreak in 2020, rumors started spreading online that 5G radio towers were
spreading the disease. As a consequence, there were cases of people attacking 5G
phone masts, setting them on fire [69]. Social media platforms attempted to limit
the rumors by deleting groups or content [63, 64, 70]. There are already researchers
studying the effects of the 5G conspiracy theory [61].
Bovet and Makse [57] studied tweets that were posted during the 2016 US presi-
dential election. They analyzed tweets containing URLs and found that 25 percent
led to either false or “extremely biased” news. They studied retweet networks and
found that most top spreaders of false or biased news were unknown, unverified,
and deleted accounts, while tweets containing URLs that linked to traditional news
originated from verified accounts.
Rather than focusing on a single event/crisis, Vosoughi et al. [56] recently did a
more comprehensive study on comparing how false stories spread in contrast to
true ones by analyzing tweets between 2006 and 2017. They sampled a dataset of
retweet cascades containing rumors which they categorized as either true or false by
checking against several sources. They found that false stories are shared at a much
larger scale on Twitter, and suggests that it is because false information is often
new information, and that humans are more likely to share new information.
2.3 Our approach to measuring influence
The following approach is designed by Langguth et al. [67].
We have seen that measuring influence can be done in different ways, e.g. by compar-
ing user attributes or by the structure of the network. In our approach, we look at
tweets. We assume that when a user tweets or retweets, the tweet will reach all their
followers. We also assume that when users see multiple friends retweeting the same
tweet, it weighs more than just receiving it once. Thus, we define the influence of a
user as the number of times their tweets or retweets reach other users. For example,
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if a user A with n followers publishes a tweet, A reaches n other users. If a user B
with m followers is a follower of A and retweets A’s tweet, B reaches m users. User
A has now reached their own followers and the followers of B, and we say that A
has reached other users n + m times, i.e. if A and B share common followers, they
are counted twice in n + m. Notice that this is different from counting how many
unique twitterers have been reached.
We formulate the computation of influence as a graph problem, split into two phases.
Given a tweet, the publisher, and the list of users who retweeted it and at which
time, we first build a spreading graph representing the ways a tweet may have
spread through follower-relationships. Then, by using this graph, we can compute
how many times the tweet reached other users by accumulating values along its
edges. Given a set of selected publishers and their tweets, we can form a picture of
which users in their network plays a more important role in spreading their tweets.
We continue this section with a more detailed formulation.
2.3.1 The follower graph
Twitter has a large number of active users, and probably millions of registered
accounts that are inactive [50]. The entire social network can be viewed as one big
graph. Let the follower graph be the directed graph F = (V,E) where the vertex set
V represent all Twitter user accounts, with a directed edge (u, v) ∈ E to indicate
that user v follows user u on Twitter. In this way, edges point the same way as the
flow of information.
Figure 2.1 illustrates what a tiny subgraph of F could look like. Here, user a has at
least two followers: b and c. User b has at least four followers: a, c, d and e. User e







Figure 2.1: Example follower-relationships of six twitterers
2.3.2 The spreading graph
Any public tweet can be found online by searching for it in the Twitter database
[82], and can be retweeted by registered users. For example, it is not uncommon for
online newspapers to cite tweets by politicians, provided with a link making it easy
for anyone to retweet. While tweets may spread this way, we always assume that
tweets only spread along the edges of F , i.e. tweets only spread through followers
retweeting. Two reasons for this choice are simplicity and the assumption that the
followers are those who usually retweet their friends.
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A retweet appearing on a user’s timeline will always come with a link to the original
publisher and eventually a list of friends who retweeted. We cannot, however, always
give exactly one person credit for spreading a tweet. Again using Figure 2.1 as an
example, say user a publishes a tweet and user b, c and e retweets. User e follows
both b and c. If we assume that e saw the tweet in its feed, we know it came through
b or c, but unless b or c retweeted after e, there is no way of telling whether b or c
was the one that first made e aware of the tweet. So we decide that both b and c
should be credited for spreading that tweet to e.
For each tweet t there is a publisher account pt and a list Lt of users who retweeted,
where Lt∪{pt} ⊆ V . Let Ct = Lt∪{pt} be the set of all users assisting in spreading
tweet t. All possible ways a tweet could have spread can be viewed as yet another
graph. Let the directed graph St = (Ct, BEt) be the spreading graph of t, where
a directed edge (u, v) ∈ BEt implies that a user u could have seen v publishing or
retweeting t. Because of our assumption that tweets only spread along the edges of
the follower graph, the edge set BEt consists exclusively of edges of F in reversed
direction. Also note that for any cycle to occur in St, a user would have to retweet
oneself. While this is possible in practice, we assume tweets only spread in one
direction, and thus St is always a DAG with a single sink, i.e the publisher.
2.3.3 Forward phase: Constructing the spreading graph
Now that we have introduced the follower graph and the spreading graph, we show
how we construct the spreading graph for a given tweet t. Let timet(v) be the
order of retweets for all v ∈ Ct. Here, we assume no users retweeted t at exactly
the same time, and represent time using integers, starting with timet(pt) = 0. The
forward phase, illustrated in Algorithm 1, generates the spreading graph St. It
works by exploring the follower graph in a breadth-first manner, starting from pt.
For each user that retweeted, we compare the order of retweet with their followers,
and add corresponding edges to BEt, expanding on the path in which tweets may
have spread. Note that we restrict our attention to the induced subgraph F [Ct] as
users who did not tweet or retweet are not processed. The algorithm is based on
Breadth-First Search, a fundamental graph-traversal algorithm that is central to this
thesis, and come back to in Chapter 5.
Algorithm 1 Constructing the spreading graph
1: function compute spread graph(F [C = L ∪ p], time, BE)
2: Q ← FIFO queue with a capacity of |C|.
3: Q.enqueue(p)
4: while Q 6= {} do
5: u ← Q.dequeue()
6: for v ∈ N+(u) do
7: if v ∈ L and time(u) < time(v) then
8: Q.enqueue(v)






We explain Algorithm 1 with an example. Table 2.1 illustrates data associated with
two imaginary tweets, tweet 0 and 1, based on users in Figure 2.1. In the table,
if a user v tweeted or retweeted t, then Ct(v) is equal to 1, otherwise 0. The time
column displays the order of retweets, and is undefined for entries that did not tweet
or retweet.
v C0(v) time0(v) C1(v) time1(v) . . .
a 1 2 1 4
b 1 0 1 0
c 1 3 1 3
d 1 1 0 -
e 1 4 1 1
f 1 5 1 2
Table 2.1: Example data for two imaginary tweets
We now generate the spreading graph S0 using Algorithm 1. Initially, we can think
of S0 as a graph with no edges, just the set of users who contributed to the tweet,
as shown in Figure 2.2b. The goal is to add edges to represent ways the tweet may
have spread. Except for edges to non-involved users, the graph in Figure 2.2a is







(a) Subgraph F [C0]
f e c a d b
(b) Initial spreading graph S0
Figure 2.2: Preparing the forward phase
The algorithm uses a queue to decide in which order to visit vertices. The first vertex
in the queue is the publisher account, added at line 3. In Table 2.1, we can see that
b must be the publisher because time0(b) = 0. Now, with our assumption that
tweets only spread along follower-relationships, we know that immediate followers
of b are the first to see the tweet. We know that b has four followers, users a, c, d
and e. The algorithm inspect each neighbor of b on lines 6-11. Each follower that
retweeted at a time after b represents a possible way the tweet can have spread,
and are subsequently added to Q at line 8. This is shown by the blue edges in









(a) Inspecting neighbors of b
f e c a d b
(b) Back edges are added to S0
Figure 2.3: Forward phase, first iteration
A back edge was added from each follower of b back to b itself, which makes sense
as b was the publisher. Thus, {a, c, d, e} were added to the queue.
The algorithm repeats the same process for all vertices currently in the queue, one
by one. User a has two followers, b and c. User b has not retweeted (its own tweet),
meaning the tweet could not have spread from a to b, as shown by the red edge in
Figure 2.4a. User c did however retweet later than a, and e later than c. As only
users who retweeted later are added to the queue, a user can be added to the queue








(a) Inspecting neighbors of a, c, d and e
f e c a d b
(b) Back edges are added to S0
Figure 2.4: Forward phase, second iteration
Node f was the last node added to the queue. However, f has no neighbors to add,







(a) f has no neighbors
f e c a d b
(b) Resulting spreading graph S0 for tweet 0.
Figure 2.5: Forward phase, third iteration
Starting from just a set of vertices, we built the spreading graph in Figure 2.5b by
analyzing time of retweets. In Section 2.3.2 we explained why the spreading graphs
are always DAGs with a single sink being the publisher, in this example vertex b.
Note that initially, sources in spreading graphs represent users whose followers did
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not retweet any further, and thus we can have multiple sources, vertex f and d in
the example.
This sums up the forward phase. We will now proceed to compute the influence of
twitterers, for which we will need the spreading graph.
2.3.4 Backward phase: Computing influence
The backward phase computes the influence of each user. It can be viewed as a
continuation of the forward phase. In the backward phase, we start at the sources
in the spreading graph, and aggregate influence values along its edges back to the
sink, i.e. the publisher.
In short, the backward phase works like this:
1. Associate each vertex with an initial influence value.
2. Then for each source, distribute its influence value evenly across all neighbors
in the spreading graph.
3. Remove the current sources. Repeat step 2 for the new sources. Terminate if
the source is equal to the sink.
Recall that the influence is defined as the number of times a user reaches other users
with their tweets or retweets. The number of times a user reaches other users can
vary from tweet to tweet. Thus, we compute influence per tweet, and if given a set
of tweets, we can merge the results at the end. Let It(v) denote the influence of
user v in tweet t, defined as the number of times v reached somebody by tweeting
or retweeting t. We know that for any given tweet t, users in Ct reached all their
followers in F . Thus, we set the initial influence value of user v to It(v) = nv, where
nv is equal to the number of followers of user v in F .
The backward phase, illustrated in Algorithm 2, computes an influence value for
each user in Ct by traversing the spreading graph St. We know that the sources in
spreading graphs represent users whose followers did not retweet any further. For
example, in Figure 2.5b, users d and f had no followers that further retweeted the
tweet, thus their final influence value is their number of followers. User e on the
other hand reached all their followers and the followers of user f . The influence
of f is passed to e, which in turn evenly distributes its influence to both b and c
(as it could have seen the tweet from either of them). We repeat the same process
for the rest of the vertices on the path towards the publisher. The influence of the
publisher will then always be equal to the sum of followers of all users in Ct.
For the rest of this section, we show this with an example for more detail. However,
first notice the similarity of Algorithm 1 and Algorithm 2. In fact, they both are
based on Breadth-first search.
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Algorithm 2 Computing influence
1: function compute influence(S = (C,BE), I, num followers)
2: for v in C do
3: I(v) ← num followers(v)
4: end for
5: Q ← FIFO queue with a capacity of |C|.
6: for v ∈ C do




11: while Q 6= {} do
12: u ← Q.dequeue()
13: for v ∈ N+(v) do
14: I(v) ← I(v) + I(u) / deg+(u)
15: BE ← BE \ {(u, v)}






f e c a d b
Figure 2.6: Preparing backward phase
For convenience, we again show the spreading graph S0 computed in the previous
section in Figure 2.6. We now perform the backward phase on S0 to compute the
influence of each relevant user. We maintain a table to illustrate how influence
changes throughout the course of Algorithm 2. Table 2.2 show the initial influence








Table 2.2: Initial influence for each user spreading tweet 0
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Similar to the forward phase, a queue is used to keep track of which vertices the al-
gorithm should process next. The queue initially consists of sources, being enqueued
at line 8.
Now, at line 12, say f is the first vertex added to the queue, we inspect each neighbor
of f in S0 at line 13. The influence of f is evenly distributed amongst the neighbors
of f at line 14, meaning they are now credited for reaching f ’s followers. The same
procedure is repeated for user d. In the illustrations, the distribution of influence is
shown in blue.
f e c a d b
I0(d)I0(f)
Figure 2.7: Backward phase, first iteration
v I0(v)
a na
b nb + nd
c nc
d nd
e ne + nf
f nf
Table 2.3: Updated influence after first iteration
Table 2.3 shows the updated influence values for each user. After distributing influ-
ence along an edge, the edge has played its part and is removed at line 15. When
a vertex no longer has any edges pointing to it, it will be identified as a source and
eventually added to the queue at line 17.
After updating neighbors of f and d, the edges (f, e) and (d, b) are removed. Node b
still has more edges pointing to it, so it is not added to the queue, vertex e however
is identified as a new source at line 16, and thus added to the queue. The same
procedure is then repeated for vertex e, illustrated in Figure 2.8.
f e c a d b
I0(e)/2
I0(e)/2











e ne + nf
f nf
Table 2.4: Updated influence after second iteration
Table 2.4 show the latest updates to influence. After updating influence and sub-
sequently removing edges (e, c) and (e, b), vertex c is identified as the next source.
The same process is thus repeated for c.
f e c a d b
I0(c)/2
I0(c)/2





















e ne + nf
f nf
Table 2.5: Updated influence after second iteration
Finally, after updating the influence of a and b, the edges (c, a) and (c, b) are removed.
A final edge remains from node a to the publisher b.
f e c a d b
I(a)
Figure 2.10: Backward phase, fourth iteration
After the influence of b is updated, it is added to the queue. However, a publisher has





























e ne + nf
f nf
Table 2.6: Final influence of each user in C0
Table 2.6 shows the final influence values after the algorithm has terminated. If we
simplify the expression for b, we have




which makes sense: the publisher reached all its followers and also the followers of
all those who retweeted.
When a updates the influence of b, there is a slight inaccuracy occurring because b
follows a, which makes user b count as one of the followers reached, when it was in
fact its own tweet. Generally, this occurs each time influence is distributed from a
user u to a user v, where v also follows u. In practice, this is an inaccurracy we will
ignore, both for simplicity and the low reciprocity on Twitter [30, 33, 41].
2.3.5 Combining results for multiple tweets
Our way of measuring influence is perhaps most interesting when we gather several
tweets and attempt to see who is most influential over time. We can compute the
backward phase for several spreading graphs and get an influence score for the users
involved in each independent spreading graph, and then find which users are most
influential on average. For example, we could gather several tweets from a specific
“high profile”-twitterer and see which of their followers have a more important role
in spreading their tweets.
There are several ways to view the final influence score. We let It(v) = 0 if a user
v did not participate in spreading tweet t. Given T tweets (and thus T spreading
graphs), some of our options are:












• The final influence for a user v is an average score of all the times v participated




where Tv is the number of tweets where It(v) 6= 0, and Av is the sum of all







2.4 Summary and analysis
In this chapter, we introduced social network analysis, previous work on Twitter,
and finally our approach of computing influence. Before moving on, we reason about
our method of computing influence and compare it to some of the related methods.
First, the main goal of our method is to identify twitterers that have an important
role in spreading someone’s tweets. Not all approaches are equally attractive for
this purpose. For example, if we applied betweenness and closeness centrality to the
Twitter follower graph, these measures could only evaluate someone’s potential of
spreading tweets. In other words, by ignoring a user’s content, one can only assume
they are active on Twitter. Additionally, these measures assume that communication
happens along the shortest paths, which is not always the case on Twitter (or other
networks), and are thus not fit for use on spreading graphs.
Some studies have focused on content, e.g. measuring influence with a user’s retweet
history. As reported several times [33, 37, 87], retweet histories are unreliable in
general as most tweets do not spread. In general, twitterers rarely retweet, and
when they do, they only do so a few times. We also saw studies reporting that
degree (#followers) is one of the better predictors of whether someone’s tweet will
spread [37] (again, likely due to most tweets not spreading very far). However, it
should be noted that many studies focus on the bigger picture on Twitter, studying
large datasets with millions of more or less arbitrary users.
Our model could be suited to target certain individuals and used to identify users
within their follower-network that have an important role in spreading their tweets.
In this context, the method we use can be considered an improvement over measuring
influence by degree, as it could rightly credit someone who does not necessarily have
many followers themselves, as long as someone further down their chain of followers
of followers who retweeted does. Also, activity plays an important role, those who
are more active could get a higher score in the long run.
The last point about the activity is crucial. Computing influence on a large set of
tweets is heavy duty for a computer, which is why we are interested in implementing
a parallel solution. With this in the back of our minds, we now shift focus. The
next few chapters are related to parallel programming and will be important for




There is a never-ending demand for more computational power. Advances in science,
engineering, and business keep pushing the market forward. Recent progress in the
development of self-driving cars [80], cryptocurrency mining [78], machine-learning-
based chess engines [72] and computer simulations to understand proteins’ moving
parts [71] are just a few examples of demanding problems largely benefiting from
powerful hardware.
From about 1993 to 2003, the primary way of increasing the performance of micro-
processors was to increase the clock frequency. The hardware industry could double
the performance of single-core CPUs every 18-24 months [17]. By 2002, however,
the method of increasing clock frequency began to reach practical limits due to
heat [18]. This started a shift towards parallelism. Rather than focusing solely
on developing faster single-core processors, manufacturers started putting multiple
processors (cores) on a single integrated circuit [40]. In 2005, AMD released their
first dual-core CPU for desktops, the AMD Athlon 64 X2 [15]. Intel replied with
their own dual-core in 2006 with the Intel Core 2 Duo [75]. Since then, CPUs have
steadily become more parallel. Today, CPUs with up to 64 cores are commercially
available.
Many computational problems are either too large or too hard for a typical personal
computer. Solving more demanding problems with powerful systems is typically
referred to as high-performance computing (HPC). Such systems are typically built
using multiple processors or computers. In recent years, high-performance com-
puting has made large advances by incorporating GPUs. From originally graphics
coprocessors of the CPU, mostly used for generating images for video games, GPUs
with their highly parallel architecture are now also used for general purpose com-
puting (GPGPU).
This chapter gives a basic introduction to parallel programming and GPUs. The
knowledge and terminology from this chapter will be useful to understand the algo-
rithms described in later chapters, which are mainly parallel.
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3.1 What is Parallel Programming?
Most traditional computer programs are serial programs, meaning that they consist
of a series of instructions that are handled by a processor one by one. Serial programs
have always benefited from the increased performance of single-core CPUs. However,
running serial programs on modern multi-core architecture does not automatically
improve their performance. To solve a problem faster with multiple processors, one
has to write a parallel program. Rather than doing one thing at a time in a sequence,
a parallel program splits a problem into parts, and the hardware can compute each
part simultaneously.
3.1.1 Threads
A processor executing a program must know which instruction to execute next,
which memory to use, and so forth. In other words, a program is executed in
a context. This context is called a thread of execution, or simply a thread. A
serial program only requires one such thread, while parallel programs have multiple
threads executing the same program or parts of the same program at the same time.
Although a single processor can easily switch between threads and execute them
in an interleaved fashion, we will mostly use the term thread to refer to a thread
executing a program on a separate core.
3.1.2 Types of parallelism
Parallelism is typically divided into two fundamental types: task parallelism and
data parallelism. Task parallelism is a type of parallelism where several independent
tasks or functions can be executed in parallel, for example, an operative system
scheduling two independent applications to different cores to execute at the same
time. Data parallelism, on the other hand, is when the data is distributed between
multiple cores or nodes that perform similar types of operations on their allocated
data. As we will see, computing influence of Twitter users is an example of a
data-parallel problem. Tweets and/or values associated with Twitter users are data
that can be distributed to different threads, which all perform the same operation:
computing the influence.
3.2 Parallel architectures
There are many different ways of classifying computer architecture. In the context
of parallel computing, an often-used classification scheme is Flynn’s Taxonomy [2],
which classifies computer architectures based on the number of instructions and data
streams that are processed simultaneously.
• Single Instruction Single Data (SISD)
• Single Instruction Multiple Data (SIMD)
• Multiple Instruction Single Data (MISD)
• Multiple Instruction Multiple Data (MIMD)
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Traditional single-core computers executing a single instruction on a single piece of
data at any time are examples of computers falling into the SISD category. Com-
puters that have multiple cores that all execute the same instruction on different
data at the same time belong to the SIMD category. MIMD is a type of architec-
ture where multiple processors perform independent instructions on multiple data
streams. Modern CPUs and GPUs can often fit into more than one of these cate-
gories. We skip the MISD architecture as it is rarely used [48].
Another way to classify computer architectures is by their memory organization.
Two fundamental architectures are the multi-node systems with distributed memory
and the multiprocessors with shared memory. Multi-node systems with distributed
memory are sets of loosely or tightly connected computers each having private mem-
ory and communicating through a network, and thus able to act as a single system.
Multiprocessors with shared memory are processors that share the same address
space either physically or virtually.
3.3 Challenges of parallel programming
Developing parallel programs is often considered more difficult than developing serial
programs. We now introduce a set of fundamental, often encountered challenges
when developing parallel programs that go beyond the choice of parallel architecture.
First, it is desirable that the computer makes use of the hardware at its full potential
when executing a demanding program. Implementing an optimal algorithm and
optimizing memory usage is always important, and with serial programs, we trust
the CPU and the compiler to take care of the rest. However, in parallel programs,
the programmer has more explicit control of managing the computational resources
available.
3.3.1 Load balance
To achieve efficient utilization of the parallel hardware, simply dividing tasks or
data between cores may not be sufficient. Suppose, as an example, that we want
to compute the integer factorization of N large numbers in parallel, each by brute
force. If M threads are scheduled to compute N/M arbitrary numbers each, the
unlucky threads eventually being assigned to prime numbers will expectedly take
much longer to execute than threads who receive only composite numbers. Thus, we
want to make sure to achieve the best load balance possible, i.e. the total amount
of work is divided as evenly as possible. As our example attempts to display, it is
not always easy, perhaps even impossible to achieve perfect load balance.
3.3.2 Non-determinism
Another challenge is that the time it takes for each thread to execute their in-
structions during a program execution will vary. This can cause non-deterministic
behavior, i.e. executing a program over again with the same input gives different
outputs. If two or more threads access the same shared data at the same time, a
so-called data-race is caused. This may lead to unexpected results depending on
the operation performed on the shared data. If each thread simply reads a shared
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value or updates the shared memory location to the same value, it will not affect
the correctness of the program.
Suppose however that the result of an operation performed by one thread depends
on the result of the other. If one thread’s execution of the operation interferes with
another thread, the result is non-deterministic. This can lead to bugs that are hard
to detect, as higher-level programming languages tend to abstract away delicate de-
tails about program execution, e.g. even simple arithmetic operations are divided
into several steps at the hardware level (read, modify, write), which can cause non-
determinism in a parallel environment. Some hardware and parallel programming
APIs provide implementations of such common operations that guarantee no inter-
ference between threads, often called atomic operations. More generally, a piece of
code that must be executed by only one thread at a time is called a critical section.
Making sure only one thread executes the critical section at a time requires a form of
communication called mutual exclusion, i.e. the resource is locked for other threads
while a thread operates on it. This will enforce sequential execution and will nega-
tively affect the performance of the parallel program and should be avoided as much
as possible. Similarly, some situations require threads to synchronize, i.e. threads
agree to wait at a certain point during execution until all threads have reached
that point. This is useful for example when threads share a resource that must be
initialized before it is used.
3.4 Graphical Processing Unit (GPU)
GPUs are devices that are made for parallel computing. They were originally de-
signed to render images, often for computer games or simulators. This rendering
process, i.e. transforming the data to a final image on the screen consists of differ-
ent stages in the graphics pipeline. Each stage contains data whose computation is
independent of each other and thus can be computed in parallel. The calculations
involved in each stage are often fairly straight forward, not involving complex con-
trol logic. For this reason, GPUs are made with many cores designed to perform
many, simple tasks in parallel. CPUs, on the other hand, have just a handful of
cores with a relatively large cache that helps make sure these cores are always busy,
and infrastructure for handling unpredictable control flow. In other words, CPUs
are optimized for low latency, and GPUs are optimized for high throughput [20].
The architectural difference between GPUs and CPUs is illustrated in Figure 3.1.
As mentioned, some of the most modern, high-end CPUs have up to 64 cores, like
the AMD 3990X. GPUs however can have thousands of cores, such as the Nvidia
V-100 GPU that can have up to 5120 cores. CPUs and GPUs together provide a
powerful combination as they excel at different tasks, e.g. in computer games where
complex logic related to game mechanics can be taken care of by the CPU, while
the GPU is responsible for efficiently rendering graphics.
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Figure 3.1: CPU vs GPU [48]
Early GPUs were hardwired to compute each stage of the graphics pipeline but has
become more programmable over the years. At some point, it became apparent how
GPUs could not only be used for graphics but also general-purpose computing, espe-
cially being useful for data-parallel tasks where they can outperform CPUs. Thus,
GPUs are now standard in HPC and this thesis is also a result of this development.
Platforms like OpenCL [74] and CUDA [77] enable general-purpose programming
on GPUs.
3.5 Summary
In this chapter, we have seen some basics of writing parallel programs, some main
differences between CPUs and GPUs, and so forth. The fact that GPUs are well
suited for data-parallel problems is again our motivation to use GPUs in this thesis.
Our method of computing influence should be a problem well suited for parallel
programming, and GPUs in particular. The challenge lies in making the best use
of the hardware possible. In this thesis, we use CUDA for parallel programming
on a GPU. CUDA can be thought of as a programmer’s interface to the GPU.
In the next chapter, we introduce CUDA and the most relevant aspects of GPU




CUDA is a parallel computing platform developed by Nvidia. With CUDA, an
Nvidia GPU can be accessed for doing general-purpose computation. In this thesis,
we do parallel programming on GPUs, and CUDA is our choice of platform. This
chapter provides a description of some basic features of CUDA, an introduction to
memory hierarchies, and GPU architecture.
Nvidia released the first version of CUDA in 2006. Both the architecture of GPUs
and CUDA have evolved significantly since then. Nvidia categorizes their CUDA-
enabled GPUs by their compute capability, which can be thought of as a hard-
ware “version”, describing available hardware features and/or instructions available
on the present GPU [77]. The CUDA Toolkit version refers to the version of the
CUDA software platform, which is currently at version 10.2. The CUDA platform
is accessible through CUDA-accelerated libraries, APIs, extensions to programming
languages such as C, C++, Python, etc [48]. We assume the use of the C language
in this chapter.
For illustration purposes, we now introduce two example GPUs. These demonstrate
two completely different sides of the scale when it comes to the computation power
they provide. The Nvidia GeForce MX-150 is a budget graphics card for laptops,
mostly designed for light games and editing. The Nvidia Tesla V100-SXM3 is a
high-end data center GPU designed for high-performance computing. We refer to
these GPUs as MX-150 and V100.
4.1 CUDA Programming Structure
A heterogeneous system consists of CPUs complemented by GPUs, each with its
own memory. As GPUs are managed from the CPU, the CPU is often referred to
as the host and the GPU as the device. A CUDA program is written in C with a
small set of extensions, and compiled with the CUDA compiler nvcc.
A common pattern in CUDA programs:
1. Copy data from the host to the device.
2. Run code on the device with the data in device memory.
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3. Copy data back from the device to the host.
4.1.1 Kernels
The code to be run on the device is in functions called kernels. Kernels are invoked
from the host with an execution configuration defining the grid of thread blocks that
will execute the kernel code in parallel. We will explain grids and thread blocks
in the next section. Kernels have similar syntax to C functions, but with a special
global identifier. Kernels have certain restriction, e.g. they can only have the
return type void. The code within kernels are expressed similarly as sequential
functions.
1 __global__ void example_kernel(int *data , ...) {
2 // compute something
3 }
Listing 4.1: Kernel syntax
4.1.2 Thread Organization
The grid is the collection of all threads spawned by launching a single kernel. A grid
consists of groups of threads called blocks. CUDA organizes grids and blocks in three
dimensions. This abstraction simplifies the mapping of a wide range of problems
onto the underlying architecture. When launching a kernel, the dimension in the x,
y, and z direction is specified in the execution configuration. Any dimension that is
left uninitialized will have a default value of 1. Threads have access to their coordi-
nates in the grid through the pre-initialized variables blockIdx and threadIdx, where
blockIdx identifies which block the thread belongs to, and threadIdx the thread’s
index within the block. The grid dimensions are available through the variables
blockDim and gridDim. The dimension in each direction is available through the
variables x, y, and z components.
The CUDA kernel call syntax is similar to the C function call syntax. The differ-
ence is the execution configuration that is added inside triple angle brackets. In
Listing 4.2, we illustrate how we could call the example kernel of Listing 4.1. The
grid argument is the variable for specifying block dimensions, and block to specify
thread dimensions.
1 kernel_example <<<grid , block >>>(argument list);
Listing 4.2: Kernel call syntax
Choosing the right execution configuration depends on the problem and can be
crucial to performance. The dimension limits depends on the compute capability
of the device. For compute capability ≥ 3.0, the dimension limit of the grid is
2147483647 x 65535 x 65535 thread blocks, and the number of threads per block is
restricted to 1024. Any kernels launched with positive arguments within these limits
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will compile and run, however the number of active threads on the GPU depends
on available resources, which we further discuss in Section 4.3. Figure 4.1 shows the
grid for a kernel launched with grid = (3, 2, 1) and block = (5, 3, 1).
Figure 4.1: A grid of thread blocks [48]
4.1.3 Streams
Although most device work is issued from the host, the GPU and the CPU are
separate devices that can operate independently. CUDA makes this possible through
asynchronous device operations that return control to the host after initiating tasks
on the device [77]. Kernel calls always have this behavior. This frees the host
to do other things while the device does its designated work. All functions in the
CUDA API, such as memory management functions are classified by CUDA as either
synchronous or asynchronous with respect to the host. If a kernel and a memory
transfer depending on the kernel execution is launched in a sequence, the memory
transfer process will not begin before the kernel is completed.
This can be explained by how CUDA manages device operations in streams. A
stream is a FIFO queue of device operations. All CUDA operations either implic-
itly or explicitly run in a stream [48]. By using two or more explicit streams, we
can launch multiple concurrent kernels or hide latency caused by kernel execution
or memory transferring by overlapping these operations. To allow several streams
running concurrently, operations that normally block the host, like memory trans-
fers, have a separate asynchronous version that takes a stream as a parameter. By
default, CUDA programs use the implicitly declared stream, also called the NULL
stream.
CUDA provides no primitives to synchronize all threads in a grid during a kernel
execution. When such communication is required, a technique is to take advantage
of the implicit grid-synchronization that happens between kernel launches. For
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example, problems that run in iterations and require all threads to synchronize in
between, the iterations can be managed from the host.
In cases where synchronization between the host thread and device is required,
CUDA provides the cudaDeviceSynchronize method. This blocks the host thread
until the device has finished all issued CUDA calls. This is useful in situations where
the host depends on the kernel being finished before proceeding, e.g. for debugging,
or when several concurrent kernels are launched from multiple streams and one must
wait for all streams to finish before proceeding to use their results.
4.2 CUDA Memory Model
The speed at which data can be transferred between processors and memory can
be a bottleneck for many applications. If we keep making faster processors, we also
require memory transfers to keep up with the pace, otherwise, the processors have to
wait for data. From a hardware perspective, there are several approaches to speed
up the memory transfer process, including transferring more memory at the same
time with a wider bus and to use high-performance memory [45]. In many cases,
we require both high-performance and high capacity memory. Producing a single
type of memory that has both properties has proven to be expensive and difficult
from an engineering perspective [45]. Because of this, memory models are based on
applications following the principle of locality, i.e. we can take advantage of the fact
that we rarely/never make use of all the memory in a computer at the same time.
If we also make sure/assume that data elements that are related to each other are
stored close together in memory, we can organize memory in a hierarchy based on
its capacity and performance. Roughly speaking, it can be thought of in this way:
Cheap, high capacity memory such as hard drives are at the bottom of the hierarchy.
When certain data are required by an executing application, it is first loaded into
the slightly faster, but lower capacity memory DRAM. Further up the hierarchy,
we have different levels of cache, which are high-performance, low capacity memory.
Data that is thought to be related to the data which is currently being processed at a
certain time will reside here, and when requested by the processor for computation,
it is loaded into the registers, which is the fastest, but smallest and most expensive
type of memory. A memory hierarchy is illustrated in Figure 4.2.
Figure 4.2: Memory hierarchy [48]
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CPUs and GPUs share similar principles in memory hierarchy design. However,
when developing serial programs for the CPU the programmer usually has limited
control of how memory moves through the hierarchy. As we will see, with CUDA, the
programmer is exposed to controlling memory movement more explicitly, i.e using
more types of programmable memory. We now briefly introduce the memory types
on a GPU from a CUDA point of view, also illustrated in Figure 4.3.
When a CUDA program is launched, the memory that is to be used by the device
is both allocated, copied to and from, and released by the host. There are a few
options as to which memory to use. Global memory is a relatively low-performance,
high-capacity type of shared memory available for all threads in any kernel during
the whole lifespan of the application. This can be considered the main memory of the
device, and somewhat of an equivalent to the main memory used by a CPU (RAM).
Pointers to global memory are passed as parameters to the kernels, or allocated
statically. The capacity of global memory can differ greatly between devices. For
example, the MX-150 has only 2 GB of global memory, while the V-100 has 32 GB.
Another option is the constant memory, which is a type of memory that resides in
global memory but is cached in a dedicated read-only cache. Constant memory must
be statically declared from the host and can be seen by all threads in all kernels in
the same compilation unit. Constant memory is limited to 64KB for all compute
capabilities. Texture memory is another read-only type of memory that is optimized
for 2D spatial locality.
Another key type of memory in CUDA is shared memory. Shared memory is declared
within a kernel and is available to all threads within a thread block for its lifespan.
Shared memory can either be declared statically or dynamically by passing a third
parameter containing the requested amount of bytes to the kernel execution config-
uration. Similarly to CPUs, GPUs can have multiple levels of non-programmable
cache. There are typically two levels, L1 and L2. Shared memory shares the same
hardware as the L1 cache in the GPU and can be thought of as a programmable L1
cache, and as a platform for fast communication between threads. Only a limited
amount of shared memory is available for each thread block and if used wisely can
drastically improve the performance of an application.
The fastest memory on the GPU are registers. Variables declared within kernels are
generally stored in registers, and are private to each thread. These variables share
the lifetime with the kernel. Only a limited amount of registers are available. If a
thread uses too many registers, the excess registers will spill over to local memory,
which is just a part of global memory and thus not desirable.
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Figure 4.3: Organization of CUDA memory types [48]
4.3 CUDA Execution Model
Being able to understand how the GPU works at lower levels is essential for maxi-
mizing performance. This section provides an abstract view of how CUDA executes
a program from a hardware perspective.
Streaming Multiprocessors (SM) are the core building blocks in a GPU. Generally,
the more SMs in a GPU, the more parallelism from a hardware’s perspective. We
mentioned in Section 3.4 that a GPU can have thousands of cores, which we also refer
to as CUDA cores. SMs contains key components like CUDA cores, shared memory,
L1 Cache, registers, and schedulers, and each SM can support many concurrent
threads. Now we will see another vast difference between the cards we introduced
earlier. For example, the MX-150 has 3 SMs with 128 cores in each and can support
up to a total of 6144 threads. The V-100 on the other hand has 80 SMs with 64
cores each and can support 163840 concurrent threads.
When a kernel is launched, its associated thread blocks are scheduled to execute on
available SMs, where they reside for their lifespan. Each SM can execute multiple
concurrent thread blocks. The amount of resident thread blocks per SM is limited
by several factors, but perhaps most importantly, it depends on the amount of free
resources in the form of shared memory and registers. Each SM has a limited amount
of shared memory that is distributed among the blocks. A kernel will fail to execute
unless it has enough resources for at least one thread block.
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4.3.1 SIMT
Within each SM, thread blocks are partitioned into an even smaller group of 32
threads called warps. These are the smallest schedulable units on the device. SMs
have one or more warp-schedulers that manage and execute a limited number of
concurrent warps. The schedulers do their best to keep the GPU busy by selecting
eligible warps to execute on the CUDA cores for every clock cycle. All threads in
a warp start at the same program counter, and all threads in a warp execute the
same instruction in each cycle. This is similar to the SIMD architecture discussed
in Section 3.2. However, the fact that instructions are executed in the context
of threads is an extension to SIMD, which Nvidia calls SIMT (Single Instruction,
Multiple Threads). Threads within a warp are allowed individual behavior during
execution by each keeping their own state. This freedom does come at a price,
however. If threads within a warp disagree on the execution path, diverging threads
will be disabled for that cycle. Warp divergence enforces sequential execution as
threads taking a different path will have to be executed later to finish the program
and thus has a negative effect on performance. In some cases, warp divergence can
be avoided by awareness by the programmer or optimizations done by the compiler.
We will sometimes refer to a thread within a warp as a lane.
The warp size of 32 is constant across all devices and is an important number in
CUDA. Kernels launched with a thread block size not being a multiple of 32 will
still cause a full warp to be scheduled for the remaining threads. However, excessive
threads are disabled, but still occupy important resources such as registers.
4.4 Block-level synchronization
For synchronization at the block level, CUDA provides the syncthreads function.
This creates a barrier that threads within a block cannot cross until all threads
within that block have reached it. This guarantees that memory writes to shared
memory will be visible to all threads in a block after the barrier.
Listing 4.3 shows an example. At the beginning of the kernel launch, the value of
the shared memory variable counter is undefined. Without synchronization, threads
within the block could continue to execute the kernel before thread 0 initialized the
value and thus use the undefined value in its computation, which would likely result
in a program error.
1 __global__ void kernel () {
2 // counter is shared by all threads in a thread block
3 __shared__ int counter;
4
5 if (threadIdx.x == 0) {
6 counter = 0;
7 }
8 __syncthreads ();
9 //all threads now agree on the value of counter
10 }
Listing 4.3: A common synchronization pattern
Chapter 4 38
One must be careful when using synchronizing threads within conditional code as
syncthreads expects all threads within a block to execute it. Not doing so could
lead to undefined behavior. Another thing to note is that synchronizing should only
be done when necessary as it could reduce performance by making threads wait.
4.5 Atomic operations
We briefly discussed atomic operations in Section 3.3. The CUDA API provides
atomic functions on 32-bits or 64-bits of global or shared memory for common op-
erations such as add, subtract, compare-and-swap (CAS), etc. It guarantees no in-
terference between threads by effectively locking a memory address to other threads
while a thread operates on it. Figure 4.4 show the syntax of the atomicCAS oper-
ation. It works by comparing the value at address with compare, and if they are
equal, it replaces the value at address with val. Either way, it returns the old value
stored at address. Any atomic operation can be implemented based on atomicCAS
[77].
1 int atomicCAS(int *address , int compare , int val);
Listing 4.4: Atomic compare-and-swap
Atomic operations must be used carefully as they may reduce the performance of a
program significantly. There are several reasons for this [48]:
• Atomic operations guarantee that the change is visible to all other threads
immediately. This means that read and write operations go all the way to
global or shared memory with no caching allowed.
• Conflicting atomic accesses to a shared location might require one or more
tries by conflicting threads.
• If threads within the same warp perform an atomic operation to the same
memory location, only a single thread can succeed, and all others must retry.
In the worst case, an atomic operation must be performed in sequence by
thread of an entire warp.
4.6 Memory access patterns
As most application data used by a GPU starts in global memory, it is crucial for
performance that the global memory bandwidth is maximized. Warps are again of
importance, as they do not only execute the same instructions but also issue mem-
ory operations together. When threads in a warp encounter load or store memory
instructions, each thread provides an address that is grouped and presented to the
device as a memory transaction. These addresses collectively create patterns which
we should be aware of.
All global memory accesses go through the L2 cache, which is capable of performing
32-byte memory transactions. The L1 cache can perform 128-byte transactions, but
may not be available depending on the device and whether L1 is enabled. Either way,
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the cache maps to aligned segments of global memory, always starting at multiples
of the cache line size. Suppose that all threads in a warp read a 4-byte value from
global memory. If the first address is a multiple of the cache line, it is said to be
an aligned memory access. If the addresses collectively refer to a contiguous chunk
of memory, the device is capable of a coalesced memory access. If addresses are
both aligned and coalesced, all threads within the warp can be serviced by a single
transaction. This illustrates the optimal case. In the worst case, addresses are
neither aligned nor coalesced, and one transaction is needed for each thread in a
warp, for a total of 32 transactions.
4.7 Summary
In this chapter, we have introduced the basics of the CUDA platform. We can start
to glimpse ways of parallelizing our approach of computing influence from Chapter 2.
Recall that the method we described is fundamentally about processing a collection
of spreading graphs, and computing influence on each of them independently. Dis-
tributing spreading graphs between groups of threads is the first step. However,
managing how groups of threads should cooperate to traverse graphs as efficiently
as possible is a far greater challenge. That is what we will begin to explore in the
next chapter, which introduces the basics of the Breadth-First Search algorithm,
and ways it can be parallelized.
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Chapter 5
Breadth-First Search in Parallel
In Chapter 2, we explained how our approach of computing the influence of Twitter
users is divided into two phases, the forward and the backward phase. Both algo-
rithms, while different, are based on the Breadth-First Search (BFS) algorithm. In
this chapter we take a closer look at BFS, how it works, what it can be used for, and
introduce some terminology that will be helpful. Then, in Section 5.4, we explore
some of the known techniques for parallelizing BFS based on previous work. In
Section 5.4.1, we discuss which techniques we have chosen to adapt for this thesis,
and why. We then explain these techniques in further detail with a description of
how each can be implemented.
5.1 Breadth-First Search
BFS is a fundamental graph traversal algorithm. It is useful for solving problems
such as finding connected components, two-coloring of graphs, and shortest paths
[23]. It is important in social network analysis, e.g. for computing centrality mea-
sures based on shortest paths, such as betweenness and closeness centrality [11].
Given a graph G = (V,E) and an origin s ∈ V , BFS explores vertices and edges of
G that are reachable from s. The name breadth-first refers to the order in which
vertices are discovered: The algorithm visits vertices in levels, i.e. before exploring
deeper into the graph, the algorithm visits all vertices on the current level before
proceeding to the next. The level is equivalent to the distance to each vertex from
the origin. In cases where an entire graph is reachable from s, the algorithm visits
each vertex exactly once, and in the worst case, it must try all edges to discover
all vertices. Thus, the running time of the algorithm is bounded by O(|V | + |E|).
Algorithm 3 shows a sequential implementation of BFS.
41
Algorithm 3 Breadth-First Search
1: function sequential bfs(Graph G, origin s)
2: dist ← Size |V | integer array
3: for all u ∈ V do
4: dist[u] ← ∞
5: end for
6: dist[s] ← 0
7: Q ← FIFO queue with capacity |V |
8: Q.enqueue(s)
9: while Q 6= {} do
10: u ← Q.dequeue()
11: for all v ∈ N(u) do
12: if dist[v] =∞ then






The algorithm starts by exploring the vertices adjacent to the origin. As non-visited
vertices are detected, they are added to the back of the queue Q, which keeps track
of which vertex to visit next. This process is repeated for each vertex in the queue
until no new vertices are discovered. Each vertex is visited exactly once. In this
implementation, the dist array serves two purposes: recording the level of each
vertex, and to keep track of visited vertices. Each vertex is flagged as non-visited in
lines 3-5. Once a non-visited vertex is discovered at line 12, it is added to the back
of the queue and effectively marked as visited by updating the dist value.
5.1.1 Towards a parallel Breadth-First Search
To design a parallel BFS based on Algorithm 3, we look for tasks within the algo-
rithm that can be divided into sub-tasks to be executed by multiple threads more
or less independently. The level organization used by BFS proves to be crucial in
this regard. To illustrate this point, we first give an example of a sequential BFS


















(b) Tree rooted at a
Figure 5.1: BFS example
Let a be the origin, then b is visited before any others as it is the only vertex with
a distance of 1 from a. When b is processed, the algorithm again looks for non-
visited vertices and finds both c and d, now with a distance of 2 from a. The same
procedure is repeated for c and d to finally discover e and f having a distance of
3. The algorithm terminates after processing e and f as no further vertices are
discovered.
If we only keep the edges in the graph that were used to discover new vertices, the
graph in Figure 5.1b remains, which is a tree. BFS always implicitly produces a
tree, sometimes called a BFS tree, whose vertices are those visited by BFS, and
edges represent how vertices were discovered. The root of the tree is the origin. The
vertices at each level k of the BFS-tree compose a frontier. Frontier propagation
inspects the neighbors of each frontier vertex, adding undiscovered vertices to the
next frontier. When necessary, we will use vertex-frontier to refer to the vertices,
and edge-frontier to refer to the collection of all edges from the vertex-frontier.
Now to a most important point of the BFS tree. All vertices on a particular level
must be processed before moving to the next level. However, the order in which
vertices are processed at a particular level does not matter for the correctness of
BFS, nor does the order in which the edges of each frontier vertex are inspected.
This is good news as it implies that the frontier propagation step can be done in
parallel.
With minor adjustments to Algorithm 3, we can emphasize how BFS operates in
levels. Instead of one, two queues can be used, Qk and Qk+1, respectively containing
the frontiers of level k and level k + 1. This is illustrated in Algorithm 4.
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Algorithm 4 Breadth First Search
1: function sequential bfs(graph G, origin s)
2: dist ← Same as Algorithm 3
3: Qk, Qk+1 ← {}
4: Qk ← Qk ∪ {s}
5: while Qk 6= {} do
6: for all u ∈ Qk do
7: for all v ∈ N(u) do
8: if dist[v] =∞ then
9: dist[v] ← dist[u] + 1




14: Qk ← Qk+1
15: Qk+1 ← {}
16: end while
17: end function
The frontier propagation is done in the nested for loops in lines 6-13. Each vertex in
Qk can be processed in parallel, and every edge from each vertex can be processed
in parallel.
While the idea of BFS is fairly straight forward, it is by no means an easy algorithm
to parallelize as it essentially involves all challenges we described in Section 3.3. In
Section 5.4 we look at previous work on parallelizing BFS, focusing primarily on
CUDA based implementations. In preparation, we first briefly analyze candidate
data structures to represent graphs on GPUs in the next section, as well as showing
a first attempt to implement a parallel BFS with CUDA in Section 5.3.
5.2 GPU Graph representation
To choose a suitable data structure to represent the graph in GPU memory we
analyze the relevant operations for BFS and memory usage. As we are simply
traversing the graph, choosing a structure supporting fast operations for adding or
removing vertices or edges is not important. The graph is static throughout the
search. What we want, however, is to be able to quickly lookup a vertex’ neighbors,
and to use as little memory as possible for quick transfer between host and device. It
is also desirable that memory is laid out consecutively to support memory coalesced
loads.
Using an adjacency matrix is a common way to represent a graph, but it uses
O(|V |2) space, which is wasteful for graphs that are not exceedingly dense. It also
takes O(|V |) time to look up each neighbor for a node. Another common way to
represent a graph is by adjacency lists. Each vertex is associated with a pointer to
a linked list of edges. For sparse graphs, adjacency lists might be better suited than
adjacency matrices for BFS thanks to neighbor lookup taking O(deg(v)) time for a
vertex v, but linked lists with pointers introduce memory overhead and are also not
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suited for GPUs as memory can be scattered throughout different cache blocks [49].
Similar ideas involving dynamic arrays add unnecessary complexity to the program,







Figure 5.2: Example graph for CSR and COO
Another interesting format is Compressed Sparse Row (CSR). In CSR the graph
is efficiently stored using two integer arrays Va and Ea. The sum of neighbors for
each vertex is accumulated and stored as offsets in Va, marking where each vertex
should begin to look for the second endpoints of their edges in Ea. The endpoints in
Ea are stored in sorted order, such that endpoints of vertex 0 is stored in positions
[0 . . Va[1]−1], endpoints of the vertex 1 in positions [Va[1] . . Va[2]−1], etc. Thus, for
each vertex v: deg+(v) = Va[v+ 1]− Va[v]. To keep this consistent for every vertex,
a last offset is added to Va, implying Va has size |V |+ 1. As Ea stores one endpoint
of every edge, its size is |E|, and 2|E| in the case of undirected graphs. Neighbor
lookup takes O(deg(v)) time in the worst case. Figure 5.3 show an example of how
the graph in Figure 5.2 could be stored in memory using CSR.
Figure 5.3: A CSR representation of the graph in Figure 5.2
Based on our list of criteria for a suitable graph representation for the GPU, i.e. fast
neighbor lookup and a compact, predictable memory representation, CSR is a good
candidate. Finally, we also mention that endpoints of all edges of the graph can
be stored in two arrays Efrom and Eto. This format is sometimes referred to as
Coordinate (COO) [48]. This can be a useful way to balance the workload in cases
where each thread should operate on an exactly equal amount of edges of the graph.
Figure 5.4 shows how the graph in Figure 5.2 could be stored in COO format.
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Figure 5.4: A COO representation of the graph in Figure 5.2
5.3 Introducing parallel BFS with CUDA
We now describe a first attempt of implementing a parallel BFS with CUDA. After-
ward, we outline some of its issues. This method is based on threads communicating
through a shared queue using atomic operations. We will refer to this method as
AtomicQueue. In Chapter 4, we saw that the host (CPU) is responsible for man-
aging the device (GPU). In terms of BFS, this implies that initialization steps are
performed on the host, and the GPU will compute the frontier propagation step of
each BFS-level in parallel. This can be thought of as the host delegating the “hard”
work to the device.
Host code
Algorithm 5 describes the host side. The initialization phase in lines 4-11 is similar
to sequential BFS. Device memory is generally not visible from the host (and vice-
versa), and thus managed through device operations from the host:
• devicememset(dst, val) assign values in device memory.
• devicememcopy h2d/d2h(dst, src) copies memory between host and device
pointers.
When describing host code, variables with the d subscript refers to device mem-
ory. We assume that the variable keeping track of BFS-level, level, is visible and
modifiable only by the host, but also visible on the device.
The data structures for queues and storing the distance from the origin can be
recognized from sequential BFS. The current and next frontier is stored in Qd and
Q′d. At line 10, the origin is copied to Qd[0], which defines the first frontier. The
back variables refer to the size of a queue. The host launches the bfs kernel until
no further frontiers are discovered. By counting the number of iterations, the host
keeps track of the current BFS-level.
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Algorithm 5 Host pseudo-code for parallel BFS
1: function bfs host side(graph G = (V,E), origin s)
2: Gd ← Graph allocated in device memory
3: devicememcopy h2d(Gd, G)
4: distd ← Array of integers of size |V | allocated in device memory






d ← Queues with capacity |V | allocated in device memory
10: devicememset(Qd[0], s)
11: level ← 0
12: back ← 1
13: devicememcopy h2d(Qd.back, back)
14: devicememset(Q′d.back, 0)
15: while back 6= 0 do
16: bfs kernel(Gd, distd, Qd, Q
′
d, level)
17: devicememcopy d2h(Qd.back, Q
′
d.back)
18: devicememcopy d2h(back, Qd.back)
19: level ← level + 1
20: Qd ← Q′d
21: end while
22: end function
We described the asynchronous behavior between the host and the device in Chap-
ter 4. Here, we assume that the device operation at line 17 blocks the host after the
kernel is launched. If this was not the case, the host could proceed to go back and
execute line 15 before the kernel had time to discover a new frontier. We always
assume kernel calls and device operations belong to a single stream of device work
and are thus synchronous with respect to each other.
Device code
Algorithm 6 shows the implementation of the BFS kernel that accompanies the host
side. Here we assume that the host launches a grid with at least one thread per
vertex on the frontier. Threads that have an ID below the current frontier size grab
a vertex from the queue in parallel, and subsequently iterate over all its neighbors.
Threads add non-visited vertices to the next frontier as they are discovered, as well
as updating their distance value. As in the sequential implementation, the distance
value of a vertex is used to determine whether it has been visited before.
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Algorithm 6 GPU pseudo-code, AtomicQueue BFS
1: function bfs kernel(G = (V,E), dist, Q, Q′, level)
2: tid ← unique thread id
3: if tid < Q.back then
4: u ← Q[tid]
5: for j ← V [u] to V [u+ 1] do
6: v ← E[j]
7: if atomicCAS(dist[v], ∞, level + 1) = ∞ then
8: old ← atomicAdd(Q′.back, 1)





Suppose two or more vertices on the frontier share the same neighbor on the next
frontier. In this case, the algorithm makes sure only a single thread can update the
distance value of this particular vertex by performing the atomic compare-and-swap
operation at line 7. This consequently makes sure that once a non-visited vertex has
been found, only a single thread will enter the if block with this particular vertex
and add it to the end of the next frontier queue at line 9. As several threads may
find new vertices to insert to the next-frontier queue at the same time, we restrict
access to the variable maintaining the end of the queue to only one thread at a time
with the atomicAdd operation.
The BFS kernel terminates once all threads are finished iterating over their neigh-
bors. The content of Qd and Q
′
d stays in device memory after the kernel terminates.
Back on the host side, before launching a new kernel, the pointers of Qd and Q
′
d are
swapped, effectively making Q′d the current frontier by assigning Qd to Q
′
d.
This algorithm is work-efficient, but achieves a low degree of parallelism and is likely
to run slowly on many graphs. The following problems are important to address for
a faster, parallel BFS:
• The atomic operations performed at lines 7 and 8 are necessary for this im-
plementation, but may drastically reduce performance and force sequential
execution of threads.
• There is no effort to balance the workload between threads. For example,
one thread may have to iterate over just a few neighbors, while another could
iterate over millions.
• There is a large, unused potential to explore the edge-frontier in parallel.
• A difficult problem are non-coalesced memory accesses at lines 5, 6, and 7,
potentially causing poor use of memory bandwidth.
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5.4 Related work
We ended the previous section by listing some problems with parallelizing BFS. It
should also be mentioned that the irregular nature of graphs makes it difficult to
design implementations that suits all graphs. In situations where one can make as-
sumptions about a graph’s size and structure, there might be room to take “short-
cuts” in order to make better use of the hardware. There are many studies on
optimizing the performance of graph traversal algorithms, with or without parallel
hardware. Developing faster BFS can have serious implications for many applica-
tions, but is considered a challenging algorithm to parallelize efficiently. In terms of
this thesis, a faster, parallel BFS could imply processing larger amounts of Twitter
data more rapidly. In this section, we study some of the previous work on paral-
lelizing BFS.
Other architectures
To get a broader perspective, we briefly review some of the work that has been done
on other architectures.
Agarwal et al. [29] implemented a parallel BFS for multi-core CPUs. Their im-
plementation is based on using a shared queue, managed with atomic operations.
To make their approach scale for multiple CPUs residing on different sockets, they
used socket-local queues to reduce the communication overhead. The content of
local queues could then be added to the global queue in batch. The communication
involving the global queue was implemented with a lock-free queue.
Some graphs are too large to fit into the memory of a single computer. In this case, a
graph can be divided between several computational nodes with distributed memory.
Yoo et al. [16] worked with graphs that had billions of vertices and edges. The graphs
were split between processors, such that each processor was being responsible for a
portion of the graph. Because each processor has its own memory, communication
was done through message passing.
A work-inefficient parallel BFS
The first paper that presented an implementation of BFS using CUDA was by Har-
ish and Narayanan [19] and dates back to 2007, shortly after the release of CUDA.
Rather than using a queue, the current frontier can be determined by checking
the status of every vertex in the graph. This must be done at every BFS-level,
for example by checking each vertex’ distance from the origin. Their implemen-
tation launched one thread per vertex in the graph, and threads with a frontier-
vertex would iterate through all its neighbors in the search of undiscovered vertices.
Atomic operations are avoided as none of the data-races that occur lead to program-
incorrectness. However, as a trade-off, many threads in each iteration will potentially
not be assigned any work, which is a waste of computational resources. We will refer
to this idea as VertexArray.
Another implementation was later given by Deng et al. [26] based on matrix mul-
tiplication, but this algorithm is also work-inefficient as it checks every edge of the
graph at each level.
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Hierarchical Queue
Now again consider the congestion due to several threads attempting to update
the back of a queue simultaneously (e.g. in Algorithm 6 at line 9). Luo et al. [34]
addressed this issue by using a hierarchical queue structure. Frontier vertices can
be divided between groups of threads, e.g blocks or warps. When vertices on the
next frontier are discovered, they are first added to local queues. Once a part of
the next frontier is determined locally, a single atomic operation can be performed
by one thread in the group to compute an offset in the above-level queue, shared
by the group. Using the offset, the content of local queues can be written to the
above-level queue in parallel.
Luo et al. implemented a 3-level hierarchy with global, block, and warp-level queues.
They used a now outdated GTX 280 card with only 8 CUDA cores per SM, meaning
warps were scheduled in four 8-thread groups in the hardware. Atomic operations
would still have to be used at the warp-level queue, but the collision of threads
within a warp performing an atomic operation on the same memory address was
avoided. As the size of the memory used in the lower-level queues is limited and
also pre-allocated, they had to convert graphs into near-regular graphs by splitting
vertices with large degrees.
Improving load balance
Neither implementation so far has dealt with the load imbalance between threads
during the search. That is, some threads are responsible for vertices that have more
neighbors than others. Hong et al. [39] presents ideas that can be used to improve
load balance for BFS. One idea is the virtual warp-centric programming method :
Rather than assigning a different task to different threads, a chunk of tasks are
allocated to each warp. The kernel then alternates between a SISD and a SIMD
phase. During the SISD phase, a single stream of instructions is performed by each
warp, i.e. threads within the warp grab the same data. During the SIMD phase,
threads within the warp operate on different data to perform their shared task. In
terms of BFS, this method can be used to map vertices to virtual warps such that
each virtual warp can process the vertex’ edges in parallel.
This method has some drawbacks. In situations where tasks are divided such that
each warp is assigned less data than the warp width, some CUDA cores will be idle.
The performance gain is also limited by the work that has to be performed during
the SISD phase (Amdahls Law). One remedy is to split the warp into virtual warps,
i.e. divide a warp into even smaller groups according to the size of the underlying
problem.
Deferring outliers is another technique proposed by Hong et al. to improve load
balance. The idea is that large tasks (outliers) can be deferred and executed in
parallel at a later time, e.g. by storing the task in a queue. In BFS, vertices with
a high degree represent a large task, i.e. many edges must be processed, possibly
stalling other threads. To improve load balance, vertices with a similar degrees can
then be processed at the same time. Vertices with a particularly large degree can
be deferred in a queue to be processed by a larger group of threads at a later time.
Vertices with a degree smaller than a certain threshold are processed immediately.
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Prefix sum
Merrill et al. [43] proposed an approach that involves using prefix sum operations
to build the queue, thus avoiding atomic operations.
Bottom-up BFS
Although not necessarily parallel, an idea called bottom-up BFS was recently pro-
posed by Beamer et al. [42]. The traditional (top-down) BFS algorithm can process
many edges before finding next-frontier vertices. However, only a single edge is
sufficient to discover a next-frontier vertex. Many edges that are being processed
can point to vertices that have already been visited. In the worst case, all edges on
the edge frontier could be inspected before finding the single edge that points to a
single undiscovered vertex. To emphasize, there can be a total of n ∗ (n− 1) edges,
but the final BFS-tree only consist of n − 1 edges. The idea of bottom-up BFS
is to iterate over all vertices in the graph in search of non-visited vertices. When
they are found, the algorithm checks if their neighbors are on the current frontier.
If they are, the current non-visited vertex belongs to the next frontier. In other
words, instead of searching through all neighbors of frontier vertices, non-visited
vertices attempts to find any parent among its neighbors. However, this approach is
not always beneficial if we consider small frontiers with few edges. For this reason,
smart implementations can use a hybrid approach, dynamically switching between
top-down and bottom-up when needed.
Liu and Huang [51] implemented a parallel BFS that combines or expands on the
aforementioned ideas. These include dynamically switching between top-down and
bottom-up BFS depending on properties of the frontier vertices, using prefix sum
operations to compute queue offsets to avoid atomic operations and to improve load
balance by categorizing frontiers based on vertex degrees. For example, a single
thread can be responsible for computing frontier vertices with a low degree, warps
can be used for vertices with larger degrees, and so forth.
Other ideas
Zhang et al. [52] presented an approach that uses dynamic parallelism, i.e. a CUDA
feature that allows a parent kernel to launch child kernels. A parent grid can handle
the vertex-frontier, and a child grid can inspect the edge-frontier. Although their
implementation did not perform well initially, they argue that it simplifies the code,
which in turn makes it easier to apply optimization techniques (like the ones we
have discussed).
Hong et al. [38] proposed a hybrid BFS that use both CPUs and GPUs. They
argue that real-world graphs often have a small diameter due to the small-world
phenomenon. Thus, inspired by Harish and Narayanan, they claimed that checking
the frontier status of every vertex in the graph can be a good alternative to using
queues. However, this is only if the frontiers are expected to be large. Their idea
was to dynamically switch between a queue-based approach and one that checks all
vertices for their frontier status based on the properties of the frontier. The queue
step could be done on the CPU, and once frontiers get large, work is handed to the
GPU.
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In some graphs, searching for a path from an origin to a destination can be done more
efficiently by performing two searches simultaneously: One starting at the origin,
and one starting at the destination. Once the paths meet, the search is over. This
method was first proposed by Pohl et al. [3] and is sometimes called a bi-directional
search.
5.4.1 Summary
We have seen several ideas of optimizing a parallel BFS that we could use to speed
up the process of computing influence on Twitter. Recall from Chapter 2 that
spreading graphs are always DAGs, and that we start traversing DAGs from one
or more sources vertices, all the way to a single sink. Every edge processed by the
algorithm plays an equally important role in distributing influence along the paths
to the sink. Thus, methods that attempt to speed up graph traversal by skipping
edges, such as bottom-up BFS or bi-directional BFS, do not seem as attractive at
first glance.
We have reasons to believe that spreading graphs are generally small and have
short diameters [37]. The structure of spreading graphs are thus often in sharp
contrast to graphs many researchers are concerned with when optimizing BFS, which
are often larger graphs. Our problem is rather one of several, but “small” DAGs,
where influence is computed independently for each of them. Note that spreading
graphs can be relatively large, and we do not exclude this possibility. However,
for small spreading graphs, naive techniques could potentially be sufficient for good
performance.
Table 5.1 show the names of the ideas we have chosen to adapt to compute influence.
In Section 5.5, we will take a closer look at each of these ideas and see how they can
be implemented.
Idea Description
AtomicQueue From Section 5.3
VertexArray Check all vertices in each iteration
EdgeArray Check all edges in each iteration, variation of VertexArray
Virtual Warp (Virtual) Warp-centric method
Prefix Sum Construct queue with prefix sum
Table 5.1: Ideas for parallel BFS
5.5 Implementing a parallel BFS with CUDA
In the algorithms presented below, we assume a host-side similar to Algorithm 5. We
already covered AtomicQueue in Section 5.3. Again, our goal is to traverse spreading
graphs as fast as possible and compute influence along the way. Because adapting the
ideas in Table 5.1 to compute influence mostly requires a similar approach, we focus
on the parallel graph traversal here and explain other important implementation
details in the next chapter.
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5.5.1 VertexArray
Algorithm 7 shows one possible way to implement the ideas of Harish and
Narayanan [19], i.e. checking the frontier status of every vertex in each iteration.
At each level, the host launches a kernel with at least one thread per vertex in the
graph. A vertex is on the current frontier if its distance value is equal to the current
level.
Threads that identify their vertex as part of the current frontier iterate through all
its neighbors and updates the distance value of non-visited vertices, which implicitly
adds them to the next frontier. As long as at least one vertex is updated, there will
be another level to check.
Algorithm 7 GPU pseudo-code, VertexArray
1: function bfs kernel(G = (V,E), dist, level, done)
2: tid ← get unique thread id
3: if tid < |V | and dist[tid] = level then
4: for all j ← V [tid] to V [tid+ 1] do
5: v ← E[j]
6: if dist[v] =∞ then
7: dist[v] ← level + 1





At level 0, only the origin has a dist value equal to 0, and thus defines the first
frontier. Next-frontier vertices are discovered by comparing the dist value to the ∞
flag at line 6. When a new vertex is discovered, it is assigned the distance value of
level + 1. Thus, it will be recognized as a frontier-vertex in the next iteration. As
long as at least one new vertex is discovered, there is another BFS-level to explore.
Notice that unlike Algorithm 6, there are no atomic operations used for the work
performed at lines 6-9. This is regardless of multiple threads potentially accessing
and updating the same memory location simultaneously. This is because of threads
updating to the exact same value and thus not affecting the program correctness.
Due to the massive overhead caused by launching threads for every single vertex in
the graph at each level, this algorithm is not expected to perform particularly well
for many types of graphs. In the worst case, the number of levels is equal to the
diameter of the graph. Let L be the number of levels, then checking every vertex at
each level has a time complexity of O(|V | ∗ L). Any given edge reachable from the
origin is processed twice and thus takes O(|E|) time overall. This implies a total of
O(|V |2) time in total when the diameter is large, a far less work-efficient algorithm




A similar approach to VertexArray is to check every edge in each iteration. This
implementation is based on Springer et al. [53]. The graph is stored as two arrays
Efrom, Eto, which corresponds to the COO format described in Section 5.2. One
advantage of this approach is that it achieves a better load balance by all threads
performing the same amount of work.
Algorithm 8 Check every edge in each iteration
function bfs kernel(Efrom, Eto, dist, level, done)
tid ← unique thread id
u, v ← Efrom[tid], Eto[tid]
if tid < |E| and dist[u] = level then




Similar to Algorithm 7, this algorithm is expected to be slow on sparse graphs with
a large diameter.
5.5.3 Virtual Warp
We now demonstrate how the parallelism in the edge-frontier can be exploited based
on an idea from [39], again by using AtomicQueue as the base algorithm. Here,
vertices on the frontier are mapped to warps rather than threads, and edges of each
vertex are mapped to the threads within a warp. If we expect an average degree per
vertex that is below the warp width, we can divide warps into virtual warps. We
use the term lane to refer to a thread within a warp.
In Algorithm 9, the SISD-phase consists of lines 2-6. Each lane performs the same
instruction to set up for using the same data. The virtual warp size warp sz should
be a divisor 32, i.e. the warp size in hardware. The unique warp id is simply the
unique thread id tid divided by warp sz using integer division. Here we assume the
number of warps is equal to the frontier size. In the SIMD-phase in lines 7-14, lanes
grab unique edges in parallel.
Chapter 5 54
Algorithm 9 GPU pseudo-code, VirtualWarp
1: function bfs kernel(G = (V,E), dist, Q, Q′, level)
2: warp sz ← virtual warp size
3: warp id ← global warp id
4: lane ← thread index within the warp
5: if warp id < Q.back then
6: u ← Q[warp id]
7: for all j ← V [u] + lane to V [u+ 1] do
8: v ← E[j]
9: if atomicCAS(dist[v], ∞, level) = ∞ then
10: old ← atomicAdd(Q′.back, 1)
11: Q′[old] ← v
12: end if




We give an example of Algorithm 9 based on the graph in Figure 5.5. Suppose we
already started executing BFS with a as the origin, and have now reached the second
BFS-level in the graph, i.e. the current frontier consists of vertices Q = {b, c, d}.
The next step is to expand the edge-frontier and identify the next frontier. Some
vertices in the graph have enough neighbors that it could be beneficial to have a
small group of threads assigned to each vertex, inspecting their neighbors in parallel.
a
b c d
Figure 5.5: Processing neighbors in parallel with virtual warps
We set warp sz = 4, assigning four threads to each vertex. Each group receives
a unique warp id, and grabs a vertex from the queue. For example, threads with
warp id = 0 grabs vertex b, threads with warp id = 1 grabs vertex c and threads
with warp id = 2 grabs vertex d. This sums up the SISD phase. The SIMD phase
consists of inspecting each neighbor in parallel. This is shown by colored edges in
Figure 5.5. Some vertices have more than four neighbors, and thus some threads
will have to process more than one edge.
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5.5.4 Prefix Sum
Prefix sum or scan is an important operation for many applications and parallel
algorithms [6]. Suppose we are given a sequence of n numbers:
a0, a1, a2, ..., an−1
Then prefix sum generates a new sequence:




Each step along the new sequence is the sum of the current number and all previous
numbers. Scans can be generalized for a sequence of any ordered elements, and can
be used with any other binary associative operator (such as multiplication (*)). An
exclusive scan does not include the current element i.
In the context of BFS, prefix sum can be used to compute queue offsets, i.e. where
each frontier vertex should be placed in the queue.
We give an example based on the graph in Figure 5.6, where we assume BFS is
executed sequentially for the sake of simplicity. Suppose again that a was the origin
and we are currently on the second level with Q = {b, c, d} as the frontier, where
b is first in the queue.
a
b c d
e f g h i j k l
Figure 5.6: generate queue with prefix sum
In the search for the next frontier, vertex b would find three vertices: e, f and g,
vertex c would find two vertices: h and i, and d would find the three vertices j, k
and l. That is, as a sequence, they respectively found: 3, 2, 3 vertices for the next
frontier. The result of performing an exclusive scan on this sequence is 0, 3, 5. This
new sequence provides positions of where next-frontier vertices can be inserted in
the queue. The neighbors of b are written in positions 0 to 2, neighbors of c at 3
and 4, and neighbors of d in positions 5 to 7. Writing next frontier elements to the
queue can now be performed in parallel, for example with one thread writing the
neighbors of b, another thread for neighbors of c, and so forth.
5.6 Summary
In this chapter, we have seen how graphs are traversed in a breadth-first manner, and
how a BFS can be implemented both sequentially and in parallel. Looking ahead,
we have used ideas from Section 5.5 when implementing algorithms to compute




Computing Influence in Parallel
In this chapter, we report on our parallel implementation of computing influence.
In general, our work includes adapting ideas outlined in Table 5.4.1 to compute
influence and to create a framework for experiments. Because of the data we had
available for this project, we only parallelized the backward phase introduced in
Chapter 2.
6.1 Introducing the framework
There are several steps taken in the process of computing influence on the GPU. We
cover some of these steps in further detail later in this chapter:
1. Parsing and data preparation Program execution starts on the host. The
initialization phase includes parsing Twitter-data and preparing all relevant
data structures on the host.
2. Graph analysis Analyzing the graphs can give us several advantages. These
include being able to use the limited resources of the GPU more freely by
categorizing graphs based on their structure.
3. Data transfer Data are copied to the device. After this step has been per-
formed, the device is ready to execute.
4. Compute influence sequentially We also compute influence sequentially.
This corresponds to executing Algorithm 2 on each spreading graph. The
sequential version comes in handy if we want to verify the device’s results. It
also serves as the basis of comparison for all parallel implementations. One
could argue that if we can not outperform a sequential version, it is not worth
to implement these algorithms on the GPU. We come back to this point in
Chapter 7, where we measure the speedup in going from sequential to parallel.
Our sequential implementation was implemented in C.
5. Compute influence in parallel In this step, we execute device code to com-
pute influence in parallel. We used two software libraries for performing certain
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operations in parallel, such as prefix sum. Thrust [76] is a library included
in the CUDA toolkit, and CUB [79] is a parallel CUDA library developed by
Nvidia Research.
6. Verifying results This step includes comparing the influence values com-
puted by the host and the device. It is expected that results vary slightly
due to floating-point errors. In cases of program bugs, cuda-memcheck and
cuda-gdb is useful for debugging.
7. Final influence values An important step in how we measure influence is
to merge the local influence results of each spreading graph into a final score
for each user. However, because we focused mainly on parallelizing graph
traversal, we did not emphasize this part of the process in our results.
6.2 Parsing and data preparation
To perform computations, our first task is to read our data into meaningful data
structures. How we organize data in memory can be crucial for performance, and
thus an important part of our implementation. To maximize the use of memory
bandwidth when threads perform memory transactions on the GPU, we laid out
data as “flat” as possible, i.e. in one-dimensional arrays rather than using complex
structures, storing related data together. The datasets we use consists primarily
of T spreading graphs, with a total of N nodes and M edges, including U unique
twitterers combined.
The datasets have the following format [81]:
• A list of N graph indicators : i→ t,
where → denotes a mapping/function,
i ∈ [0 . . N − 1] is a node ID,
and t ∈ [0 . . T − 1] is a tweet ID 1.
• A list of M edges: (i, j),
where i and j are node IDs.
• A list of N node labels : i→ (r id, #f),
where i is a node ID, r id is a unique (real) Twitter user ID, and
#f is their number of followers on Twitter.
• A list of T graph labels : t→ pt,
where t is a tweet ID,
and pt is the username of the publisher of tweet t.
Additional to the functions described, we allocate data structures for the in/outde-
grees and influence values associated with each node, as well as queues, all imple-
mented as size N arrays. We compute degrees by counting how many times nodes i
1We will use the term tweet here to refer to a spreading graph and its associated values
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and j appear as a first and second endpoint. Conveniently, the graphs are already
stored in COO format. To convert the graphs to CSR format, we allocate an N + 1
array of integers and perform an exclusive scan of outdegrees.
For threads to be able to recognize which tweet they are working on, we also needed
a way to convert the CUDA built-in variables to node IDs. To do this, we perform
an exclusive scan over the number of vertices of each graph and store the result in
an integer array of size T +1. A thread can then convert its local index to a node ID
by adding the tweet offset. The last element allows us to use this data structure as
a way to access the size of each graph. We keep a similar data structure for edges,
used to both access the memory segment containing edges of a particular graph, and
the number of edges in each graph.
To compute a final influence value for each user, we gather all local influence results
from different graphs into a final score for each user in a size U array of floating-point
values. We used similar data structures on the host and device.
6.3 Compute influence in parallel
Spreading graphs have different structures, and there are no easy way to divide
them perfectly between computational resources while maintaining efficiency. We
used principles from Chapter 3 and 4 during development. This includes striving
to distribute data as evenly as possible between threads, avoiding expensive com-
munication by making the host and device work independently whenever we can,
and try to put the more limited resources on the GPU to good use. The last point
brings us back to the principle of locality. We make sure to use the limited, faster
memory (registers and shared memory) on data that is accessed more often. It is
also worth keeping in mind that overusing these resources can limit the number of
active threads in a streaming multiprocessor.
For the rest of this section, we describe some of these points in more detail and
outline the most crucial steps we took in adapting the parallel algorithms in Table 5.1
to compute influence with our approach from Chapter 2.
6.3.1 Distributing work between threads
How work is distributed between threads is crucial for performance. We have seen
that the potential for parallel execution in BFS lies within the frontier propagation
step. Now that we are dealing with several graphs at the same time, we can think
of parallelism in layers: at graph, vertex, and edge layer.
The EdgeArray algorithm that uses the COO format is slightly different than the
rest. Here we simply made sure that each thread takes care of more or less the same
amount of edges. However, as we introduce much more work than needed in every
iteration, this is an interesting tradeoff.
All other implementations use the CSR format. In this case, we generally allocate a
group of threads to each graph. A group can range from being a subset of a thread
block to an entire grid. However, we usually relied on a block of threads to compute
influence on each graph. A thread block consists of 1 to 1024 threads, which could be
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a reasonable amount for many spreading graphs, and block-synchronization allows
us to avoid communicating with the host between each iteration. Furthermore,
thread blocks can be divided into subgroups, where each subgroup is responsible for
one or more vertices on the frontier, and threads of each subgroup for inspecting
outgoing edges in parallel. The idea of arranging threads this way is inspired by the
warp-centric method described in Chapter 5. We will see which effect this kind of
arrangement has on performance in Chapter 7.
6.3.2 Managing queues
Most BFS implementations that we have seen are based on queues. Although we
have used two queues for demonstrating BFS, one for the current frontier, and one
for the next, we decided to use only a single queue in practice. A single queue
uses less memory, but arguably requires more logic in a parallel environment. We
think of the front of the queue as the head, and the back as the tail. Because tail
might change during the frontier propagation step, we introduce a third variable
count = tail−head. All threads must agree on the value of count at all times. This
is achieved by synchronization of threads. In cases where count is a shared variable,
it is sufficient that a single thread computes its value.
The primary way we stored queues was to use an array of size N in global memory.
A group of threads can keep local queue variables (e.g. in shared memory) and work
exclusively on the segment of the queue that is reserved for each graph.
6.3.3 Initial frontier
The initial part of the backward phase is always to find the first frontier. Our only
apparent option is to check every node in a graph and decide whether each one is a
source. For implementations that require sources to be added to a queue, we have
some options. One solution is to use atomic operations. However, the larger the
initial frontier is, the more threads will attempt to write to the tail of Q at the same
time. This introduces a potential bottleneck.
Adding the first frontier to a queue is a case of a more general operation sometimes
called filtering or stream compaction [25, 46]. Filtering can be thought of as the task
of extracting all elements in a set that satisfies a predicate to a compact format.
Parallel implementations of filtering are often based on prefix sum [25]. Filtering is
an operation that is common enough that it may be optimized for free by the CUDA
compiler [46]. It is also a function commonly found in (parallel) software libraries,
sometimes called copy if.
We have done experiments with both solutions, using Thrust and CUB’s copy if
function or CUB’s ExclusiveScan, and atomic operations.
6.3.4 Managing sources, edge-removal and influence
We now repeat a few crucial steps of the backward phase which require some ad-
ditional thought in a parallel environment. At any point during the execution of
the backward phase, the frontier consists exclusively of sources. Each source’s in-
fluence value is distributed along edges to its neighbors. Once an edge has served
Chapter 6 60
this purpose, it is removed. When a node no longer has any edges pointing to it, its
graph-local influence value is final, and it has become a source. We also know that
all spreading graphs only have a single sink (the original publisher of the tweet).
Thus, we made the practical decision that no algorithms should ever add the sink to
the frontier. This does not change the result, and also avoids division by zero when
distributing influence. We did this by saying that a node u is a source if deg-(u) = 0
and deg+(u) > 0.
Removal of edges is done by decrementing a node’s indegree. Sources are discovered
exactly once: during the initial phase of execution, or when their indegree has
just become zero. Decrementing indegrees and updating influence are operations
that happen frequently. It is often the case that multiple sources share a common
neighbor and attempt to perform these operations on the same memory address
simultaneously. We generally used atomic operations to coordinate threads in this
regard.
6.3.5 Categories of spreading graphs
When we parse our datasets, we know how many graphs there are and their sizes.
However, if we design programs that are supposed to handle the entire dataset in
a single run, our best bet is to guess a set of parameters that fits most spreading
graphs. A drawback is that too small groups of threads might underutilize the
hardware in cases of large graphs, and too large groups can be excessive for small
graphs. Additionally, by designing kernels that consume all graphs in the dataset
in one run, it is harder to perform experiments that include manually caching data
in the faster GPU memory without worrying about running out of resources.
One remedy is to sort graphs into categories based on their features and design
category-specific kernels. This also allows us to filter out all graphs that have no
impact on the result, such as graphs with only one vertex (a tweet that no one
retweeted). We implemented four categories of graphs based on their number of
vertices: Empty, Small, Medium, Large. Table 6.1 show the exact rules that we
used for each category, where n is the number of vertices.
Category Rule
Empty n ≤ 1
Small 1 < n ≤ 32
Medium 32 < n ≤ 1024
Large n > 1024
Table 6.1: Category rules
We perform the categorization on the host during the initial phase of our program.
We first associate each graph with a category, then count the number of graphs in
each category, and finally perform an exclusive scan on these counts to mark where
the tweet IDs of each category reside. In this way, we can distribute the tweet
IDs belonging to each category to their designated kernel from the host, and fewer
changes must be made in each kernel if we adjust the categories.
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The bounds we chose are the same as the CUDA warp size and within range of typical
block sizes. There are practical reasons for this. For example, a single thread or
a warp could be sufficient to compute the influence on small graphs, and a block
for medium (or large) sized graphs. It also simplifies implementation, especially in
cases where we experimented with the CUB library which has functions designed
for using warps and blocks (e.g. WarpScan and BlockScan).
6.4 Summary
We have outlined the most important parts of our implementation. In practice, we
tested a variety of promising ideas, some harder to implement than others. In the




In this chapter, we present our experiments. We compared the performance of our
sequential and parallel algorithms on two datasets with different characteristics.
The parallel algorithms include a combination of ideas listed in Table 5.1. Our
main objective was to see whether a parallel implementation could outperform a
sequential one and if so, by how much.
7.1 Methodology
7.1.1 Hardware
For experiments, we used an Intel Core i5-6600K, 3.50 GHz CPU, and an Nvidia
GeForce RTX 2070 Super GPU. This GPU has 2560 CUDA cores divided between
40 Streaming Multiprocessors, 8 gigabytes of memory, and Compute Capability 7.5.
7.1.2 Datasets
The two datasets that we used include a set of 3140 spreading graphs from Twitter
which we call Seibert, and a larger, randomly generated dataset, which we call
Random Spreading Graphs (RSG). We show some of the dataset characteristics in
Table 7.1. The variables n and m respectively refer to the number of vertices and













Table 7.1: Dataset characteristics
After removing 761 tweets with no retweets (graphs with one vertex) from the Seibert
dataset, only a few, relatively small spreading graphs remained. About half of the
remaining graphs contained cycles. All the algorithms we implemented assume that
input graphs are DAGs. The cycles led to fewer vertices being explored in total.
We were interested in measuring algorithm runtimes on a larger variety of graphs.
One option was to duplicate the Seibert dataset. However, because its graphs were
small and the issue of cycles, we decided to generate a dataset using a random
number generator instead. Our method of generating graphs is explained in Sec-
tion 7.1.2 and is similar to the model of E. N. Gilbert [73] where each edge has a
certain probability of being included, independent of other edges.
Figure 7.1 show numbers related to the structure of graphs in both datasets. In
Figure 7.1a and 7.1b, we plotted each pair (n,m), i.e. the size of the vertex and
edge set of each graph. In Figure 7.1c and 7.1d we plotted the average and median
outdegree of vertices in each graph.
We see that some graphs in RSG are large compared to Seibert. As mentioned
before, we expect that most spreading graphs will be small. Tweets with many
retweets do occur [83, 84, 85], but spreading graphs are again limited to represent
spread via follower-relationships, and it is uncertain how large they can be. We
chose to generate a few larger graphs for experiments.
We were expecting to receive a larger real-world dataset, but because of the difficul-
ties of extracting data from Twitter, these did not arrive in time for this project.
Chapter 7 64
(a) Number of vertices and edges of graphs in RSG (b) Number of vertices and edges of graphs in Seibert
(c) Outdegrees of graphs in RSG (d) Outdegrees of graphs in Seibert
Figure 7.1: Dataset characteristics
Chapter 7 65
Random DAG generator
We now describe how the graphs in the RSG dataset were generated. Our aim was
that the DAGs should mimic real spreading graphs, i.e. have varying size, with most
of them being relatively small, have multiple sources, and a single sink.
We generated the graphs in batches with different probability parameters for graph
sizes and generating edges. Algorithm 10 generates a set of N random graphs.
Algorithm 10 Random DAG generator
1: function generate N DAGs(N , lo, hi, percent)
2: A ← Empty set of DAGs
3: for i = 0 to N − 1 do
4: n ← generate random number between lo and hi
5: G = (V,E) ← graph with n vertices
6: for u = 0 to V − 2 do
7: if u is an outlier (5% chance) then
8: Write an edge from u to each v ∈ [u+ 1 . . n− 1]
9: else
10: for v = u+ 1 to n− 1 do




15: for u = 0 to n− 2 do
16: if deg+(u) = 0 then
17: Add an edge from u to the sink.
18: end if
19: end for




The number of vertices n is a random number between lo and hi. The percent
parameter is the probability of generating an edge, which we conservatively kept
between 2% and 17% to keep the dataset small enough to fit on the GPU. To add
some variation to edges, we added a 5% chance of being an outlier. In this case, an
outlier is a node with an edge to all remaining nodes with a higher node ID in the
same DAG. To make sure there is only a single sink, we find all additional sinks and
connect them to the true sink (n− 1) on lines 15-19.
7.1.3 Execution configuration
In Section 6.3.1, we gave an idea of how we organize threads to compute influence.
While the exact number of threads specified in the execution configuration depends
on the input and the algorithm, there are some patterns that we follow in general.
All kernels are launched with a grid of b one-dimensional thread blocks each of size
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k, where k is a multiple of 32, and 32 ≤ k ≤ 1024. This spawns a total b∗k threads.
Data is distributed with the help of the CUDA built-in variables.
A typical configuration we used is one block per graph, where a block can be divided
into groups of threads. Given T tweets, we can launch T blocks of size 256. Each
graph can be mapped to a block using the blockIdx.x variable. Threads within each
block can be split into groups of size g such that each frontier-vertex is handled by
g threads, inspecting their neighbors in parallel.
7.1.4 Method
To test the performance of our algorithms, we executed each algorithm several times
(20 or more runs) and computed their average runtimes in milliseconds. We started
the timer at the beginning of the backward phase and ended after the sink received its
final influence update. The time it took to allocate data structures, transferring data,
merging influence to a final result, etc, is not included. This is because we focused
mostly only on optimizing steps related to the execution time of the backward phase.
Some results are presented as the speedup ratio between parallel and sequential
execution time. Generally, the speedup of two algorithms A and B is measured by
dividing the resulting runtime of A with the resulting runtime of B. For example, if
it takes 1000 milliseconds to run the sequential algorithm, and only 100 milliseconds
to run a parallel algorithm, the parallel algorithm runs 10 times faster (a speedup of
10). The execution time of host programs was measured with the steady clock in
the C++ chrono library, and the execution time of device code was measured with
CUDA events. All programs were compiled with the CUDA compiler nvcc, using
flags -arch=sm 75 and -O3
7.2 Algorithm runtime comparison
We begin with experiments performed on both datasets. In general, we are interested
to see whether our parallel implementation outperforms the sequential one, and
which one performs better. We abbreviate the following algorithm names in figures
for convenience: AtomicQueue (AQ), VertexArray (VA), EdgeArray (EA).
7.2.1 Result of sequential version
Our first results are the runtimes of the sequential version on both datasets. We ran
the algorithm 100 times on each and measured the average runtime. These are the





Table 7.2: Average sequential execution time
The time to compute the Seibert dataset is low. Because of the cycles, only 62.5% of
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vertices were visited in total if we include the sinks. In comparison, 100% of vertices
in RSG were visited.
7.2.2 Performance of EdgeArray
Although this approach has more of a brute-force nature than some of the other
algorithms, we were curious to see its performance. After all, it should achieve good
load balance and is relatively easy to implement. The implementation used in the
following experiment synchronizes with the host between each time all M edges have
been inspected.
We did 16 experiments, each doubling the number of edges per thread. Experiment i
was performed with 2i edges per thread (≈M/2i threads launched in each iteration),
where i ∈ [0 . . 15]. For each experiment, we did a sub-experiment by varying block
sizes. It is hard to reason about which block sizes to use, and we wanted to see
whether it plays a role.
We begin with the results on RSG, shown in Figure 7.2. The number of edges here
is large, and the number of iterations plays a crucial role. The number of iterations
corresponds to the maximum number of BFS-levels in any graph. To emphasize, it
may happen that M edges are inspected to update the influence of a single node.
Figure 7.2: Results of EA on RSG
We see that the algorithm ran substantially slower than the sequential version in
all cases. The performance is slightly better with around 16 to 32 edges per thread,
which corresponds to about 14 to 28 million threads being launched. We can also
see that block sizes that are powers of two performed better in general.
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The results of running the same algorithm on the Seibert tells a different story, and
are presented in Figure 7.3.
Figure 7.3: Results of EA on Seibert
The algorithm ran faster than the sequential one on Seibert in all experiments. Here,
the number of edges and iterations are way less than on RSG. The best result is
a speedup of 32.9 when using two edges per thread. We can see that using fewer
edges per thread gave better results, and that block size did not play a major role.
The results are similar when using between 27 and 215 edges per thread. These
experiments mostly consist of a subset of threads within a single block doing all the
work.
7.2.3 Effect of distributing work
When computing influence, we are dealing with several graphs, where each graph
has the potential of being processed in parallel. In this regard, we were interested
in answering the following questions:
1. What is the effect of going from a single thread doing all the work (sequential),
to using one thread per graph?
2. Rather than just one thread per graph, what is the effect of using a block per
graph to process vertices in parallel?
3. What is the effect of dividing the thread block into groups, processing neigh-
bors of each vertex in parallel?
Traversing the neighbors of a vertex is a crucial part of our algorithm, and the CSR
graph format makes this easier than the COO format. Using the AtomicQueue
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and VertexArray algorithms, we performed experiments on both datasets. We used
blocks of size 256, which in case of adding edge-parallelism are split into 8 groups
of 32 threads. Recall that VertexArray replaces a queue by exhaustively checking
every vertex in each BFS-iteration, and does so to avoid threads racing for access
to the end of the queue. Thus, it seemed counter-intuitive to run this algorithm
with a single thread per graph, so we skipped it. Figure 7.4 show the result of the
experiment on the RSG dataset.
Figure 7.4: Results of AQ and VA on RSG
We see that only the edge-parallel AtomicQueue was able to outperform the sequen-
tial version, with a speedup of 1.7. In other cases, the CPU was much faster.
Again the results on Seibert are more promising, shown in Figure 7.5.
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Figure 7.5: Results of AQ and VA on Seibert
AtomicQueue executed about 10 times faster than sequential only using one thread
per graph. There is also a notable leap when using a block per graph. However, we
do not see the same effect of processing edges in parallel as we did on RSG. Both
algorithms achieved a speedup greater than 15. Both algorithms performed better
than EdgeArray on RSG, but worse on Seibert.
7.2.4 Adjusting threads per vertex
In the previous experiment, edges were processed in parallel using 32 threads per
vertex. We wanted to see how changing this parameter affects performance on both
algorithms. The results are displayed in Figure 7.6. Recall that blocks are simply
divided into equally sized groups, e.g. using a block size of 768 implies inspecting
neighbors of 768/128 = 6 vertices in parallel, etc.
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(a) Results of VA on RSG (b) Results of AQ on RSG
(c) Results of VA on Seibert (d) Results of AQ on Seibert
Figure 7.6: Varying number of threads per vertex
It is clear from these experiments that varying the number of threads used to process
edges in parallel affects performance. Starting with results on RSG from Figure 7.6a
and 7.6b, we see that VertexArray performed worse than sequential in all cases. The
performance of AtomicQueue, on the other hand, was not only better than sequential
in all cases but got better each time more threads were added to assist in processing
a vertex’ neighbors. The best result was when using 128 threads per vertex and a
block size of 512, which resulted in a speedup of 4.6.
In Figure 7.6c and 7.6d, we see that the results was similar for both algorithms on
Seibert. The performance decreased when adding more than 32 threads per vertex,
but increased when adjusting the number of threads to around 4 per vertex. Interest-
ingly, there seems to be a relationship between smaller block sizes and performance,
where blocks of size 256 performed notably better.
Block per vertex
Because of the trend that we see in Figure 7.6b, we performed another experiment
with AtomicQueue on the RSG dataset where we increased the number of threads
per vertex even further. However, we changed the strategy slightly and used full
thread blocks to cooperate on one frontier vertex at a time, processing even more
neighbors in parallel. The results are shown in Figure 7.7.
Chapter 7 72
Figure 7.7: Results of AQ on RSG, block per vertex
We see that an even greater speedup is achieved by inspecting more neighbors in
parallel. The performance increases until it peaks when inspecting 512 neighbors in
parallel with a speedup of 5.6.
7.2.5 Stream compaction of initial frontier
We discussed stream compaction and its relevance in Section 6.3.3. We have ex-
plained that our typical way of distributing work is by having groups of threads
working at one graph at a time, which implies finding the initial frontier of a partic-
ular graph as a local step. However, there is a potential for analyzing the in/outde-
grees of all N nodes and identifying all initial source nodes as a separate step. Thus,
we were interested in comparing the performance of a naive filtering implementation
using atomic operations to Thrust and CUB’s parallel copy if function.
We performed four main experiments with a randomly generated array of n boolean
variables, where each element has a [5, 10, 15, . . 100] percent chance of being true.
The filtering consists of traversing the array, compacting each true element into a
second array. Figure 7.8a and 7.8b has a number of elements roughly corresponding
to the number of nodes in Seibert and RSG, respectively. The effect of adding more
elements is illustrated in Figure 7.8c and 7.8d. We compared the performances
against a sequential implementation.
The curves follow roughly the same pattern for all input sizes. That is, less speedup is
achieved when there are either few or many true elements. The results are generally
better when there are between 40-60% true elements in the array. We can see that
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(a) Filtering 50,000 elements (b) Filtering 3 million elements
(c) Filtering 30 million elements (d) Filtering 300 million elements
Figure 7.8: Filtering speedup
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the atomic version outperforms both Thrust and CUB when the input size is small
and that the roles are reversed for larger input sizes.
We also measured the time it took to filter the initial frontier of Seibert and RSG.
We decided to not include Thrust further as it was outperformed by CUB in the
previous experiment. For this experiment, we present the result as absolute runtimes
in milliseconds. To emphasize, in Figure 7.9, shorter bars imply better performance.
Figure 7.9: Filtering on RSG and Seibert
In the Seibert dataset, 26200 out of 48575 nodes were added to the initial frontier.
This implies that only around 1000 vertices were visited after the initial frontier of
Seibert. In the RSG dataset, 152745 out of 2894554 nodes are added. We can see
that the atomic implementation outperformed CUB both for Seibert and RSG.
7.2.6 Experiments using categories
We explained the motivation behind categorizing graphs in Section 6.3.5, and how it
was implemented. In practice, we have seen a limited speedup on the RSG dataset
where a single “one size fit all” kernel has been used for all graphs. The best result
was a speedup of 5.6 with AtomicQueue when using a block per graph, processing
neighbors of frontier-vertices one at a time. In Table 7.3 we see the resulting number
of graphs that were put in each category for both datasets, where n is the number
of vertices in a graph.
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Category Rule Seibert RSG
Empty n ≤ 1 764 170
Small 1 < n ≤ 32 1870 5250
Medium 32 < n ≤ 1024 506 9845
Large n > 1024 0 170
Table 7.3: Number of graphs in each category
Because of the limitations of the Seibert dataset, we did not include it in further
experiments.
We first measured the time it took to compute graphs in each category with the
sequential version and the version of AtomicQueue that performed best on RSG
previously. The resulting runtimes are presented in Table 7.4 for reference. We can






Table 7.4: Runtimes of graphs in RSG
We now turn our attention to experiments done with kernels that aim to optimize
the computation on graphs within each category. From previous experiments, we
have seen that distributing threads and altering the execution configuration can
have an impact on performance. Thus, the first step of optimization is to tune these
parameters for each category, as listed below:
• Small A block of 256 threads are split into 8 groups of 32 threads, allocating
a warp per graph. For implementations using CSR, each warp is again split 8
groups of 4 threads used to process edges in parallel.
• Medium For implementation using CSR, a block of 256 threads are split into
8 groups of 32 threads, allocating a block per graph. Each group of 32 threads
is used to process edges in parallel. For EdgeArray, a block of 1024 threads
were used per graph.
• Large One block per graph. We keep the AQ kernel that performed best in
the past, i.e. a block of 512 threads per graph, processing neighbors of one
frontier-vertex at a time. We keep the result from Table 7.4.
The other optimizations include using the more limited, fast GPU memory. We
hypothesized that by caching certain data in faster memory we could increase per-
formance. The following list explains each optimization:
• original refers to the version of AQ that did best on RSG previously, shown
for comparison
• AQ, EA, VA refers to baseline versions of these algorithms that are tuned for
each category in terms of distributing threads and execution configurations.
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• queue refers to maintaining block-wide or warp-wide queue in shared memory.
• influence refers to manually caching the influence of each vertex in a graph
using shared memory.
• indegree refers to manually caching the indegree of each vertex in a graph
using shared memory.
• filtering refers to using ExclusiveScan of CUB to filter the initial frontier
rather than atomics.
• Reg refers to a kernel for Small graphs that uses one thread per graph, by
maintaining a queue of 32 integers in registers. There is a maximum of 255
registers per thread in all CUDA enabled cards, making this idea only suited
for smaller graphs.
Figure 7.10 and 7.11 show the resulting runtimes of kernels for the Small and Medium
category.
Figure 7.10: Results on small graphs in RSG
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Figure 7.11: Results on medium graphs in RSG
We can see that the original AQ was outperformed in all cases, both for Small and
Medium graphs. EdgeArray performed best on graphs in the Small category and
AtomicQueue performed best in the Medium category. The effect of storing data
in shared memory was limited. The effect was best when storing the indegree of
each node. Recall that this value is accessed frequently and decreased with atomic
operations. Although not included here, we applied the same caching technique of
indegree and influence for both EA and VA, but with little to no effect.
7.3 Discussion
Our goal was to implement a parallel solution to computing influence and tweaking
it to see what runs faster. We managed to solve the problem in parallel, and our
experiments show that naive implementations work well on small graphs, while work-
efficient algorithms perform better on larger graphs. We achieved a decent speedup
on the Twitter dataset. We also showed that it can be beneficial to divide graphs
into categories.
We achieved a limited speedup on the RSG dataset. The only parallel algorithm
to outperform the sequential one was AtomicQueue, and we saw an increase in
performance when processing more neighbors in parallel. This makes sense as some
of the largest graphs have almost 30,000 nodes and around 40 million edges, which
correspond to more than 1,000 edges per node on average. Thus, it was not surprising
to see that most of the execution time was spent processing the large graphs. Nor was
it surprising that the other algorithms performed poorly on these types of graphs, as
both Edge/VertexArray are essentially based on a trade-off between additional work
and sequential access to the back of a queue. The work-efficiency of AtomicQueue
tips the balance in its favor when graphs are causing many iterations where little
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work is done per level.
The results on Seibert/Small/Medium graphs are perhaps more interesting and was
our main focus. There are several reasons for this which we have mentioned before,
one being that it is easier to implement optimizations on graphs with limited sizes.
While the performance on the Seibert dataset was good for most of our algorithms,
we mentioned that only smaller portions of each of its graphs were processed. The
good news is that the algorithms that performed well on the Seibert dataset also
performed well on Small graphs in RSG, which required more work. EdgeArray
performed the best in this regard, likely due to the combination of few edges, few
iterations, and a good load balance. VertexArray on the other hand never performed
best. It performed similarly to AtomicQueue on Seibert, but fell slightly behind on
Small/Medium graphs. We expected it to perform well when EdgeArray performed
well (short diameter), and better when the number of edges implies a large enough
overhead.
Our other ideas included storing the queue, influence, and indegree in shared mem-
ory, as well as doing local filtering of the initial frontier with CUB. We can see that
this had limited effect on this dataset. We perform similar number of operations on
indegree and influence, but unlike indegree, the updated influence values must be
written back to global memory after the group of threads has finished traversing the
graph, which could have an effect. There is also limited effect by storing the queue
in shared memory, likely due to each address in a queue only being accessed twice,
i.e. when enqueueing and dequeueing. The effect of filtering is again dependent on
the graph structure, but did not have an effect here. Finally, the Reg kernel used
a single thread per graph, storing the queue in registers. There are several reasons
why this not perform as well as others, one being low parallelism, and another that
we used consecutive threads on consecutive graphs. This implies a warp divergence
stalling other lanes each time the graph structure differs. An idea could be to use
such a kernel on even smaller graphs, e.g. on two nodes connected by a single edge.
We also tried to decide when it would make sense to switch to using a prefix sum to
constructing the initial frontier of the entire dataset. First of all, and importantly,
we saw a large parallel speedup that only grew with the number of elements of
filtering in general. Somewhat surprisingly, the atomic implementation followed the
same curve as using CUB and Thrust. We expected that the atomic version would
achieve a greater speedup with less true elements (i.e. less atomic operations needed),
and decrease linearly as the number of true elements grew. We mentioned briefly
that filtering may be optimized by the compiler, however, we did not investigate
this further. Nonetheless, it is hard to make a conclusion on whether filtering is
worthwhile based on our limited experiments and data. It is, again, dependent on
the number of nodes in the set and the number of initial sources.
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Chapter 8
Conclusion and Future work
Our goal in this thesis have been to implement a fast, parallel solution to computing
influence on Twitter using a GPU. We investigated previous work done both on
Twitter and on parallelizing BFS in order to make better decisions along the way.
We achieved our goal of implementing a parallel solution. We performed experiments
on different data in order to see which algorithm performed better under different
circumstances and saw that a naive implementation can work well for small graphs,
but fall behind on larger inputs. We managed to achieve a decent speedup on
Twitter data.
8.0.1 Future work
There are many things we could try with more time, data and experience.
First of all, we are certain that there is a potential to further speed up the process
of computing influence with parallel programming. For example, we saw many
interesting ideas on ways to parallelize Breadth-First Search in Section 5.4 that we
were not able to implement thoroughly. These include using a hierarchical queue
structure, a linear non-atomic version using prefix sums, or dynamically switching
between algorithms based on frontier properties. Additionally, there is surely more
potential using categories to avoid bottlenecks, for example by categorizing based
on the number of edges, number of initial source nodes, degrees, etc. In other words,
any situation where one can make assumptions about the input should be favorable.
We could also do a more in-depth analysis of our kernels. CUDA provides profiling
tools such as NSight/nvprof, providing low level hardware metrics from execution,
making it easier to reason about performance. Because we focused on parallelizing
the graph traversal, we also did not put any effort into investigating the consequences
of our influence measure. For example, it would be interesting to see how the results
correlate with other influence measures, e.g. a ranking by degree or PageRank.
Finally, we were surprised by how relevant the prefix sum operation seems to be. It
is unclear when it is worthwhile/possible to replace atomic operations with prefix
sums. For example, one pattern that we recognized in the Seibert dataset was
the case where a twitterer had been retweeted by many of their followers, which is
80
expected. However, this could lead to bottlenecks during parallel execution when
using atomic operations.
The graph in Figure 8.1 illustrates the situation. At some point during execution,
all nodes a, b, c, ..., i would be on the frontier, except for e. Using atomics, only one
thread can update the influence and decrement the indegree of e at the time. With
larger graphs, this could be a bottleneck. It would be interesting to replace atomic
operations with an efficient implementation using prefix sums.
a b c d e f g h i
Figure 8.1: Node e was retweeted by many followers
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