Chern-Simons theory for the noncommutative 3-torus by Pfante, Oliver
ar
X
iv
:1
20
4.
04
11
v1
  [
ma
th.
OA
]  
2 A
pr
 20
12
CHERN-SIMONS THEORY FOR THE NONCOMMUTATIVE
3-TORUS C∞(T3Θ)
OLIVER PFANTE
Abstract. We study the Chern-Simons action, which was defined for non-
commutative spaces in general by the author, for the noncommutative 3-torus
C∞(T3
Θ
), the universal C∗-algebra generated by 3-unitaries. D. Essouabri,
B. Iochum, C. Levy, and A. Sitarz constructed a spectral triple for C∞(T3
Θ
).
We compute the Chern-Simons action for this noncommutative space. In con-
nection with this computation we calculate the first coefficient in the loop
expansion series of the corresponding Feynman path integral with the Chern-
Simons action as Lagrangian. The result is independent of the deformation
matrix Θ and always 0.
1. Introduction
S.-S. Chern and J. Simons uncovered a geometrical invariant which grew out of
an attempt to derive a purely combinatorial formula for the first Pontrjagin number
of a 4-manifold. This Chern-Simons invariant turned out to be a higher dimensional
analogue of the 1-dimensional geodesic curvature and seemed to be interesting in
its own right [2]. This classical Chern-Simons invariant has found numerous appli-
cations in differential geometry, global analysis, topology and theoretical physics.
E. Witten [11] used the Chern-Simons invariant to derive a 3-dimensional quantum
field theory in order to give an intrinsic definition of the Jones Polynomial and
its generalizations dealing with the mysteries of knots in three dimensional space.
Witten’s approach is motivated by the Lagrangian formulation of quantum field
theory, where observables are computed by means of integration of an action func-
tional over all possible physical states modulo gauge transformations – i. e. one
computes the Feynman path integral.
Knot polynomials deal with topological invariants, and understanding these theo-
ries as quantum field theories, as Witten did, involves the construction of theories
in which all of the observables are topological invariants. The physical meaning of
“topological invariance”is “general covariance”. A quantity that can be computed
from a manifold M as a topological space without any choice of a metric is called a
“topological invariant” by mathematicians. To a physicist, a quantum field theory
defined on a manifold M without any a priori choice of a metric on M is said to
be generally covariant. Obviously, any quantity computed in a generally covariant
quantum field theory will be a topological invariant. Conversely, a quantum field
theory in which all observables are topological invariants can naturally be seen as a
generally covariant quantum field theory. The surprise, for physicists, comes in how
general covariance in Witten’s three dimensional covariant quantum field theory is
achieved. General relativity gives us a prototype for how to construct a quantum
field theory with no a priori choice of metric - we introduce a metric, and then
integrate over all metrics. Witten constructs an exactly soluble generally covariant
quantum field theory in which general covariance is achieved not by integrating over
metrics, instead he starts with a gauge invariant Lagrangian that does not contain
any metric – the Chern-Simons invariant, which becomes the Chern-Simons action.
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Let M denote a 3-dimensional, closed, oriented manifold and A ∈ MN (Ω1(M))
a hermitian N ×N -matrix of differential 1-forms on M . The Chern-Simons action
for A is given by:
(1.1) SCS(A) :=
k
4π
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧ A
)
for an integer k ∈ Z which is called the level. Clearly, SCS(A) does not depend on
a metric, and therefore it is a topological invariant. In addition, the Chern-Simons
action is gauge invariant. Under gauge transformation
A 7→ Au = uAu∗ + udu∗
of the 1 form by a gauge-map u :M → SU(N) we have
SCS(A
u) = SCS(A) + 2πm
for an integer m ∈ Z, called the winding number of the gauge-map u. Next Witten
computes the partition function
(1.2) Z(k) =
∫
D [A] eiSCS(A)
of the action, where we integrate over all possible hermitian N × N -matrices of
differential 1-forms A onM modulo gauge transformation. Note that the integrand
is well defined because it does not depend on the special choice of the representative
A of the equivalence class [A] due to the gauge invariance of the action.
The partition function Z(k) is a topological invariant of the manifold M in the
variable k corresponding to the so called no knot -case in [11], which is interesting
in its own right. There exists a meromorphic continuation of Z(k) in k which was
computed in [11] for some explicit examples. For the 3-sphere M = S3 and the
gauge group SU(2) one gets
Z(k) =
√
2
2 + k
sin
(
π
k + 2
)
.
For manifolds of the form X × S1, for a 2-dimensional manifold X , and arbitrary
gauge group SU(N), one obtains Z(k) = NX as result, with an integer NX ∈ N
depending only on the manifold X .
In [8] a noncommutative analogue of the Chern-Simons action is defined for
noncommutative spaces, and gauge invariance of the action for a noncommutative
analogue of gauge-mapping is proved. Noncommutative spaces are spectral triples
(A,H,D) consisting of a pre-C∗-algebra A of bounded operators on the Hilbert
space H and an unbounded, self-adjoint operator D on H, with compact resolvent,
such that the commutators [a,D] for a ∈ A are bounded. Spectral triples are the
starting point for the study of noncommutative manifolds [3]. One can think of
them being a generalization of the notion of ordinary differential manifolds because
every spin manifold without boundary can be encoded uniquely by its spectral triple
[5]. In this framework some core structures of topology and geometry, like the local
index theorem [4] of A. Connes and H. Moscovici, were extended far beyond the
classical scope.
In the present paper we apply the general results of [8] to a special example of
noncommutative spaces: the noncommutative 3-torus C∞(T3Θ), the universal C
∗-
algebra generated by three unitaries which are subject to some commutation re-
lations encoded by a skew-symmetric 3 × 3-matrix Θ. One can think of C∞(T3Θ)
being a generalization of the commutative ∗-algebra C∞(T3) of smooth functions
on the 3-dimensional torus T3. A spectral triple for C∞(T3Θ) is constructed and
investigated by D. Essouabri, B. Iochum, C. Levy and A. Sitarz in [7]. We apply the
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results of [7] in order to compute the Chern-Simons action explicitly. In addition,
we introduce a noncommutative replacement of the path integral (1.2) in order to
compute the first coefficient in the Taylor expansion series of the partition function
Z(k) in the coupling constant k−1. Unfortunately, the result will be independent
of the deformation matrix Θ and zero in any case. More interesting results come
up if one applies the general results of [8] to another well known noncommutative
space: the quantum group SUq(2) [9].
The approach of the paper is as follows. In the second section we make avail-
able the tools of noncommutative differential geometry and give an overview of the
results in [8]. The third section starts introducing the spectral triple constructed
in [7] for the noncommutative 3-torus C∞(T3Θ). Subsequently, we compute the
noncommutative Chern-Simons action, defined in [8] for arbitrary noncommutative
spaces, explicitly. In the fourth section we discuss and solve the problems appear-
ing if one deals with a noncommutative replacement of the path integral (1.2): we
make precise the meaning of the measure D [A], incorporate gauge breaking due to
Faddeev-Popov, and compute the first coefficient in the Taylor expansion series of
Z(k) in the variable k−1.
Finally, it is a great pleasure for me to thank my advisor Raimar Wulkenhaar
who took care of me and my work for years.
2. Chern-Simons action on noncommutative spaces
In this section we give a short overview of [8] and some preliminaries about
noncommutative differential geometry.
2.1. Noncommutative differential geometry.
Definition 2.1. A spectral triple (A,H,D) consists of a unital pre-C∗-algebra A,
a separable Hilbert space H and a densely defined, self-adjoint operator D on H
such that
• there is a faithful representation π : A → B(H) of the pre-C∗-algebra A by
bounded operators on H
• the commutator [D, π(a)] is densely defined on H for all a ∈ A and extends
to a bounded operator on H
• the resolvent (D − λ)−1 extends for λ /∈ R to a compact operator on H.
Remark 2.1. A pre-C∗-algebra differs from an ordinaryC∗-algebra being only closed
with respect to holomorphic functional calculus.
The commutative world provides us with a large class of so called commutative
spectral triples (C∞(M), L2(S),D) consisting of the Dirac operator acting on the
Hilbert space L2(S) of L2-spinors over a closed spin manifold M .
Next we introduce the noncommutative replacement of n-forms. See [10].
Definition 2.2. For n ≥ 0 let Ωn(A) = A⊗A⊗n the vector space of noncommu-
tative n-forms over A, where A = A−C1 denotes the vector space we obtain from
the algebra A if one takes away the unital element 1 ∈ A.
Here we used the notation
A⊗n = A⊗ · · · ⊗ A
to denote the tensor product of n copies of A. Elements of Ωn(A) are written in
the more suggestive form a0da1 · · · dan for a0, . . . , an ∈ A, setting a0da1 · · · dan = 0
if ai = 1 for i ≥ 1. We also write da1 · · · dan if a0 = 1.
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Remark 2.2. The notion of noncommutative n-forms and their homology theory
can be built up for arbitrary algebras, especially non-unital ones. In this case the
definition differs slightly from the one we have just given. See [10] for more details.
One can define a A-A-bimodule structure on Ωn(A). Let us first consider the
case n = 1. We define a left A-module structure on Ω1(A) by setting
a
(
a0da1
)
= aa0da1.
A right A-module structure on Ω1(A) is defined according to the Leibniz rule
d(ab) = dab+ adb by
(
a0da1
)
a = a0d
(
a1a
)− a0a1da .
With these definitions Ω1(A) becomes an A-A-bimodule. It is also easy to verify
that there is a natural isomorphism
Ωn(A) ∼= Ω1(A)⊗A Ω1(A)⊗A · · · ⊗A Ω1(A) = Ω1(A)⊗An
(as vector spaces) for every n ≥ 1. As a consequence, the spaces Ωn(A) are equipped
with an A-A-bimodule structure in a natural way. Explicitly, the left A-module
structure on Ωn(A) is given by
a
(
a0da1 · · · dan) = aa0da1 · · · dan
and the right A-module structure may be written as
(
a0da1 · · · dan) a = a0da1 · · · d (ana)+
n−1∑
j=1
(−1)n−ja0da1 · · · d(ajaj+1) · · · danda
+ (−1)na0a1da2 · · · danda.
Moreover, we view Ω0(A) = A as an A-bimodule in the obvious way using the
multiplication in A. We are also able to define a map Ωn(A)⊗Ωm(A)→ Ωn+m(A)
by considering the natural map
Ω1(A)⊗An ⊗ Ω1(A)⊗Am → Ω1(A)⊗An ⊗A Ω1(A)⊗Am = Ω1(A)⊗An+m.
Let us denote by Ω(A) the direct sum of the spaces Ωn(A) for n ≥ 0. Then the
maps Ωn(A)⊗Ωm(A)→ Ωn+m(A) assemble to the map Ω(A)⊗Ω(A)→ Ω(A). In
this way the space Ω(A) becomes an algebra. Actually Ω(A) is a graded algebra if
one considers the natural grading given by the degree of a differential form. Let us
now define a linear operator d : Ωn(A)→ Ωn+1(A) by
d
(
a0da1 · · · dan) = da0 · · · dan, d (da1 · · · dan) = 0
for a0, . . . , an ∈ A. It follows immediately from the definition that d2 = 0. A
differential form in Ω(A) is called homogeneous of degree n if it is contained in the
subspace Ωn(A). Then the graded Leibniz rule
d(ωη) = dωη + (−1)|ω|ωdη
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for homogeneous forms ω and η holds true.
We define the linear operator b : Ωn(A)→ Ωn−1(A) by
b
(
a0da1 · · · dan) =(−1)n−1 (a0da1 · · · dan−1an − ana0da1 · · · dan−1)
=(−1)n−1 [a0da1 · · · dan−1, an]
=a0a1da2 · · · dan+
n−1∑
j=1
(−1)ja0da1 · · · d (ajaj+1) · · · dan
+ (−1)nana0da1 · · · dan−1.
A short calculation shows b2 = 0. Next we introduce the B-operator B : Ωn(A)→
Ωn+1(A) given by
B
(
a0da1 · · · dan) = n∑
i=0
(−1)nidan+1−i · · · danda0 · · · dan−i.
One can check that b2 = B2 = 0 and Bb + bB = 0. According to these equations
we can form the (B, b)-bicomplex of A.
...

...

...

...

Ω3(A)
b

Ω2(A)Boo
b

Ω1(A)Boo
b

Ω0(A)Boo
Ω2(A)
b

Ω1(A)
b

Boo Ω0(A)Boo
Ω1(A)
b

Ω0(A)Boo
Ω0(A)
The cyclic homology of A is the homology of the total complex of the (B, b)-
bicomplex of A.
The corresponding cohomological version, cyclic cohomology, is quite easy to define.
If V is a vector space we denote by V ′ = Hom(V,C) its dual space. If f : V → W
is a linear map then it induces a linear map W ′ → V ′ which will be denoted by
f ′. Applying the dual space functor to the (B, b)-complex we have the (B′, b′)-
complex of an algebra A which is again a bicomplex, i. e. b′2 = 0, B′2 = 0, and
B′b′+b′B′ = 0. The cyclic cohomology of A is the cohomology of the total complex
of the dual (B′, b′)-bicomplex of A. In the sequel we simply write B instead of B′
and b instead of b′ because it is always clear which kind of map, the ordinary or
the dual one, is considered.
Next we discuss the noncommutative replacement of pseudo differential calculus
and the Atiyah-Singer’s index theorem. The main source for this part is [4]. In
order to make pseudo differential calculus work for spectral triples we must impose
three additional constraints.
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Dimension. There is an integer n such that the decreasing sequence (λk)k∈N of
eigenvalues of the compact operator | D |−1 satisfies
λk = O
(
k−1/n
)
when k →∞.
The smallest integer which fulfils this condition is called the dimension of the
spectral triple. In the case of a p-dimensional, closed spin manifold, the dimension
of the triple (C∞(M), L2(S),D) coincides with the dimension p of the manifold.
Since D has compact resolvent, its kernel kerD is finite dimensional and | D |−1,
with | D |=
√
D2, is well defined as | D |−1 on the orthogonal complement of
kerD and 0 on kerD. Since the kernel finite dimensional, it does not influence the
asymptotic behaviour of the Dirac operator or its inverse respectively.
Now we consider the derivation δ defined by δ(T ) = [| D |, T ] for an operator T on
H.
Regularity. Any element b of the algebra generated by π(A) and [D, π(A)] is con-
tained in the domain of δk for all k ∈ N, i. e. δk(b) is densely defined and has a
bounded extension on H.
In the case of a spin manifold M this condition tells us that we should work
with C∞(M)-functions only. Combining the dimension and regularity conditions
we obtain that the functions
ζb(z) = Tr
(
b | D |−2z)
are well defined and analytic for Re z > p/2 and all b in the algebra B generated by
the elements
δk(π(a)), δk([D, π(a)]) for a ∈ A and k ≥ 0.
In order to apply the local index theorem [4] of A. Connes and H. Moscovici we
need even more. More precisely, we have to introduce the notion of the dimension
spectrum of a spectral triple. This is the set Σ ⊂ C of singularities of functions
ζb(z) = Tr
(
b | D |−2z) Re z > p/2 b ∈ B .
We assume the following:
Dimension Spectrum. Σ is a discrete subset of C. Therefore, for any element b
of the algebra B the functions
ζb(z) = Tr(b | D |−2z)
extend holomorphically to C \ Σ.
By means of the third condition the functions ζb are meromorphic for any b ∈ B.
In the commutative case of a p-dimensional manifold M the dimension spectrum
Σ consists of all positive integers less or equal p and is simple, i. e. the poles of ζb
are all simple. All spectral triples we are going to work with have simple dimension
spectrum.
Let us introduce pseudo differential calculus (see [4] for a full discussion). Let
dom(δ) denote the domain of the map δ which consists of all a ∈ B(H) such that
δ(a) is densely defined on H and can be extended to a bounded operator. We shall
define the order of operators by the following filtration: For r ∈ R set
OP 0 =
⋂
n≥0
dom(δn), OP r =| D |r OP 0.
Due to regularity we obtain B ⊂ OP 0. Additionally, for every P in OP r the
operator | D |−r P is densely defined and has a bounded extension.
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Let ∇ be the derivation ∇(T ) = [D2, T ] for an operator T on H. Consider the
algebra D generated by
∇k(T ), T ∈ A or [D,A]
for k ≥ 0. The algebra D is the analogue of the algebra of differential operators.
By corollary B.1 of [4] we obtain ∇k(T ) ∈ OP k for any T in A or [D,A].
We introduce the notation
τk (b | D |y) = Resz=0 zk Tr
(
b | D |y−2z) ,
for b ∈ D, y ∈ Σ and an integer k ≥ 0. These residues are independent of the
choice of the definition of | D |−1 on the kernel of D because the kernel is finite
dimensional. A change of the definition of | D |−1 on the kernel of | D | results in
a change by a trace class operator.
Now we are ready to state the local index theorem proven in [4] for spectral
triples which fulfil the three conditions above. First, let us recall the definition of
the index. Let u ∈ A be a unitary. Then, by definition of a spectral triple, the
commutator [D, π(u)] is bounded. This forces the compression Pπ(u)P of π(u) to
be a Fredholm operator (if F = sgnD then P = (F + 1)/2). The index is defined
by
Index(Pπ(u)P ) = dim kerPπ(u)P − dim kerPπ(u)∗P.
The index map u 7→ Index(Pπ(u)P ) defines a homomorphism from the K1-group
of the pre-C∗-algebra A to Z, see [3]. By the local index theorem this index can be
calculated as a sum of residues τk(b | D |y), for various b ∈ D. Since we are only
interested in the three dimensional case we state the local index theorem (Corollary
II.1 of [4]) only for this case.
Theorem 2.1. Let (A,H,D) be a three dimensional spectral triple fulfilling the
three conditions above and let u ∈ A be a unitary. Then
Index Pπ(u)P = φ1(u
∗du)− φ3(u∗dudu∗du),
where
φ3(a
0da1da2da3) =
1
12
τ0
(
π(a0)
[D, π(a1)] [D, π(a2)] [D, π(a3)] | D |−3)
− 1
6
τ1
(
π(a0)
[D, π(a1)] [D, π(a2)] [D, π(a3)] | D |−3) ,
and
φ1(a
0da1) = τ0
(
π(a0)
[D, π(a1)] | D |−1)
− 1
4
τ0
(
π(a0)∇ ([D, π(a1)]) | D |−1)
− 1
2
τ1
(
π(a0)∇ ([D, π(a1)]) | D |−3)
+
1
8
τ0
(
π(a0)∇2 ([D, π(a1)]) | D |−5)
+
1
3
τ1
(
π(a0)∇2 ([D, π(a1)]) | D |−5)
+
1
12
τ2
(
π(a0)∇2 ([D, π(a1)]) | D |−5)
for a0, a1, a2, a3 ∈ A. In addition, the pair (φ3, φ1) defines a cyclic cocycle in
Connes’ (B, b)-complex.
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2.2. Chern-Simons action on noncommutative spaces. If (A,H,D) is a spec-
tral triple, then (MN(A),H⊗CN ,D⊗IN ) is a spectral triple over the matrix algebra
MN(A) of A, for a positive integer N ∈ N, satisfying all requirements imposed to
(A,H,D). In the sequel, we shall work with the second one, whose differential
forms Ω1(MN (A)) = MN
(
Ω1(A)) are matrices with values in Ω1(A). The Dirac
operator of the extended triple will be also denoted by D instead of D ⊗ IN . A
matrix 1-form A = (aijdbij)1≤i,j≤N is called hermitian if A = A
∗ with(
(aijdbij)i,j≤N
)∗
=
(
(ajidbji)
∗)
1≤i,j≤N
,
where the ∗-operator on Ω(A) is defined as follows:
(a0da1 · · · dan)∗ = (−1)ndan∗ · · · da1∗a0∗
for a0, . . . , an ∈ A.
Definition 2.3. Let (A,H,D) be a spectral triple satisfying the conditions of
section 2.1, N ∈ N, and A ∈MN
(
Ω1(A)) a hermitian matrix of 1-forms. We define
the Chern-Simons action as
SCS(A) = 6πkφ3
(
AdA+
2
3
A3
)
− 2πkφ1(A)
for an integer k, with the cyclic cocycle (φ3, φ1) of the local index theorem 2.1.
Let us introduce the notion of a gauge transformation. The gauge group of(
MN (A) ,H⊗ CN ,D ⊗ IN
)
is the group of unitary elements ofMN(A). An element
u ∈MN(A) is called unitary if u∗u = uu∗ = 1. A gauge transformation of a 1-form
A ∈MN(Ω1(A)) by a unitary u ∈MN(A) is given by the transformation law
A 7→ uAu∗ + udu∗.
Note if A ∈ MN(Ω1(A)) is a hermitian matrix of 1-forms, then this holds true for
Au too. This leads us to them main result of [8](see theorem 3.1).
Theorem 2.2. Let (A,H,D) be a spectral triple satisfying the conditions of section
2.1, N ∈ N, and A ∈ MN(Ω1(A)) a hermitian matrix of 1-forms. Then under the
gauge transformation of A by a unitary u ∈ MN(A), the Chern-Simons action
becomes
SCS(uAu
∗ + udu∗) = SCS(A) + 2πk Index(Pπ(u)P ),
where P = (1 + F )/2 and F = sgnD is the sign of D.
3. Chern-Simons action for the noncommutative 3-torus C∞(T3Θ).
In this section we compute the Chern-Simons action of definition 2.3 explicitly
for the noncommutative 3-torus C∞(T3Θ) and its spectral triple constructed in [7].
We start with an outline of the results in [7].
3.1. The spectral triple of C∞(T3Θ). Let C
∞(T3Θ) be the smooth noncommu-
tative 3-torus associated to a non-zero, skew-symmetric deformation matrix Θ ∈
M3(R). This means that C
∞(T3Θ) is the ∗-algebra generated by 3 unitaries ui,
i = 1, 2, 3, which are subject to the relations
uiuj = e
iΘijujui,
and with Schwartz coefficients: an element a ∈ C∞(T3Θ) can be written as a =∑
k∈Z3 akUk, where {ak} ∈ S(Z3) with the Weyl elements defined by
Uk := e
− i
2
k.χkuk11 u
k2
2 u
k3
3 for all k = (k1, k2, k3) ∈ Z3,
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and the above relation reads
UkUq = e
− i
2
k.ΘqUk+q UkUq = e
−ik.ΘqUqUk
where χ is the matrix restriction of Θ to its upper triangular part. Thus the unitary
operators Uk satisfy U
∗
k = U−k and
[Uk, Ul] = −2i sin
(
1
2
k.Θl
)
Uk+l.
Let τ be the trace on C∞(T3Θ) defined by
τ
(∑
k∈Z3
akUk
)
= a0
and Hτ be the GNS Hilbert space obtained by completion of C∞(T3Θ) with respect
to the norm induced by the scalar product 〈a, b〉 := τ(a∗b). On
(3.1) Hτ =
{∑
k∈Z3
akUk : {ak}k ∈ l2(Z3)
}
,
we consider the left regular representations of C∞(T3Θ) by bounded operators which
we denote by L(.).
Let also δµ, µ ∈ {1, 2, 3}, be the 3 (pairwise commuting) canonical derivations,
defined by
δµ(Uk) := ikµUk .
We need to fix notations: let AΘ := C∞(T3Θ) acting on H := Hτ ⊗ C2 the square
integrable sections of the trivial spin bundle over T3.
Each element of AΘ is represented on H as L(a)⊗ I2, where L is the left multipli-
cation. The Dirac operator is given by
D := −iδµ ⊗ γµ,
where we use summation notation and hermitian Dirac matrices
γ1 =
(
0 1
1 0
)
, γ2 =
(
0 −i
i 0
)
, γ3 =
(
1 0
0 −1
)
By the definitions above one deduces quite easily that (AΘ,H,D) is a spectral
triple which fulfils the regularity and dimension condition of section 2.1. In order to
achieve the dimension spectrum condition we need to impose a so called diophantine
condition on the skew-symmetric matrix Θ. See definition 2.4 in [7]
Definition 3.1. (i) Let δ > 0. A vector a ∈ Rn is said to be δ-diophantine if there
exists a c > 0 such that | q · a−m |≥ cq−δ for all q ∈ Zn \ {0} and for all m ∈ Z.
We denote by BV(δ) the set of δ-diophantine vectors and BV := ⋃δ>0 BV(δ) the
set of diophantine vectors.
(ii) A real n×n matrix Θ ∈Mn(R) is said to be diophantine if there exists a vector
u ∈ Zn such that (Θ(u))T is a diophantine vector of Rn.
Remark 3.1. A classical result from Diophantine approximation asserts that for all
δ > n, the Lebesgue measure of Rn \BV(δ) is zero (i.e., almost every element of Rn
is δ-diophantine).
Let Θ ∈Mn(R). If its row of index i is a diophantine vector of Rn then (Θ(ei))T ∈
BV and thus Θ is a diophantine matrix. It follows that almost any matrix of
Mn(R) ≈ Rn2 is diophantine.
Proposition 5.4 of [7] yields:
Theorem 3.1. If 12piΘ is diophantine, then the dimension spectrum of (AΘ,H,D)
is equal to the set {3− k : k ∈ N0} and all these poles are simple.
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In the sequel we always work with a deformation matrix Θ such that 12piΘ is
diophantine without mentioning it explicitly. Additionally, in order to keep the
notation as simple as possible, we identify a and L(a) for all a ∈ AΘ.
Finally, we study the local index formula of (AΘ,H,D). Due to the simplicity
of the dimension spectrum the formulas for the cyclic cocycle (φ3, φ1) simplify as
follows
(3.2) φ3(a
0, a1, a2, a3) =
1
12
τ0
(
a0
[D, a1] [D, a2] [D, a3] | D |−3) ,
and
φ1(a
0, a1) =τ0
(
a0
[D, a1] | D |−1)
− 1
4
τ0
(
a0∇ ([D, a1]) | D |−3)
+
1
8
τ0
(
a0∇2 ([D, a1]) | D |−5)
for a0, a1, a2, a3 ∈ A and ∇(T ) = [D2, T ] for any T in AΘ or [D,AΘ].
Lemma 3.2. The cochain φ1 of the local index theorem vanishes for the triple
(AΘ,H,D). I. e.
φ1(a
0da1) = 0 for all a0, a1 ∈ AΘ
Proof. For any element a =
∑
k∈Z3 akUk we obtain
[D, a] =
∑
k∈Z3
ak [D, Uk] =
∑
k∈Z3
akkµUk ⊗ γµ = −iδµa⊗ γµ
The operator D2 has the form
D2 = (−iδµ ⊗ γµ)2 = −δλδµ ⊗ γλγµ = −
∑
µ
δ2µ ⊗ I2,
where the last identity follows by the fact that γλγµ = −γµγλ for µ 6= λ and
δµδν = δνδµ. By an analogous calculation as above we obtain[D2, a] = −∑
µ
δ2µa+ 2δµaδµ ⊗ I2
Thus the individual terms of φ1 have the form
a0
[D, a1] =− ia0δλa1 ⊗ γλ
a0∇ [D, a1] = ia0∑
µ
δ2µδλa
1 ⊗ γλ + 2δµδλa1δµ ⊗ γλ
a0∇2 [D, a1] = ia0∑
µ
∇ (δ2µδλa1 ⊗ γλ + 2δµδλa1δµ ⊗ γλ)
=− ia0
∑
µ,ν
δ2νδ
2
µδλa
1 ⊗ γλ + 2δ2νδµδλa1δµ ⊗ γλ
+ 2δνδ
2
µδλa
1δν ⊗ γλ + 4δνδµδλa1δνδµ ⊗ γλ
which are all operators on H with zero trace because the trace of the Dirac matrices
γµ is zero. This yields φ1 = 0. 
For the extended triple (MN(AΘ),H ⊗ CN ,D ⊗ IN ), which is the triple we are
working with in the sequel, the derived results hold also true.
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3.2. Chern-Simons action. We extend the left-multiplication L⊗ I2 of the pre-
vious subsection to a representation of Ω(AΘ) by
a0da1 · · · dan 7→ a0 [D, a1] · · · [D, an]
which we denote also with L. Although this map defines a ∗-representation of
Ω(AΘ) as a ∗-algebra (see [3] chapter VI, proposition 4), it fails to be a represen-
tation of the differential structure, i. e. L(da) = [D, L(a)] does not hold true in
general.
Let A =
∑
i aidbi be a hermitian N × N -matrix of 1-forms, and Aλ =
∑
i aiδλbi.
In addition, let denote the extension of L on MN(Ω(AΘ)) ∼=MN(C)⊗ Ω(AΘ) also
with L. Then we obtain
L(A) = −iAλ ⊗ γλ ,
with A∗λ = −Aλ because the 1-form A is assumed to be hermitian. In order to
compute the Chern-Simons action of definition 2.3 we need to know L(dA) too.
L(dA) =
∑
i
[D, ai] [D, bi]
=−
∑
i
δλaiδµbi ⊗ γλγµ
=−
∑
i
δλ(aiδµbi)⊗ γλγµ − aiδλδµbi ⊗ γλγµ
=− δλAµ ⊗ γλγµ −
∑
λ
∑
i
aiδ
2
λbi ⊗ I2 ,
where the last row follows from the previous one by the relations δλδµ = δµδλ
and γλγµ = −γµγλ if λ 6= µ. Summarizing these insights and combining them with
lemma 3.2 and equation (3.2) yields
SCS(A) = 6πkφ3
(
AdA+
2
3
A3
)
=
πk
2
τ0
((
L(A)L(dA) +
2
3
L(A)3
)
| D |−3
)
=
πk
2
Resz=0 TrH⊗CN
(
i
(
AλδµAν +
2
3
AλAµAν
)
⊗ γλγµγν | D |−3−2z
)
+
πk
2
Resz=0TrH⊗CN
((
iAλ
(∑
µ
∑
i
aiδ
2
µbi
)
⊗ γλ
)
| D |−3−2z
)
= −πkǫλµν Resz=0TrHτ⊗CN
((
AλδµAν +
2
3
AλAµAν
)(−δ21 − δ22 − δ23)−3/2−z
)
,
where the last row follows by the previous one by the following facts: H =
Hτ ⊗I2, with the Hilbert space Hτ of the GNS construction (3.1), TrC2(γλγµγν) =
2iǫλµν , TrC2(γ
λ) = 0 and D2 = −δ21 − δ22 − δ23 ⊗ I2.
By definition of AΘ or its extended versionMN(AΘ) respectively, there is a rapidly
decreasing sequence
(
aλk
)
k∈Z3
of complex N×N -matrices aλk =
(
aλ,ijk
)
, the Fourier
coefficients, with
(3.3) Aλ =
∑
k∈Z3
aλkUk
for λ = 1, 2, 3. Due to A∗λ = −Aλ we have
(
aλk
)∗
= −aλ−k for all k ∈ Z3.
Remark 3.2. In anticipation of the Feynman rules of section four we exclude self-
interactions in our field theory. This means that loops which contain vertices whose
legs are interconnected do not contribute anything to the loop expansion series of
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theorem 4.1.
This can be achieved by the setting aλ0 = 0, for λ = 1, 2, 3, in equation (3.3).
Using the Fourier decomposition (3.3) we can proceed with our computation and
obtain
AλδµAν =
∑
q ∈ Z3 \ {0}, n ∈ Z3
n − q 6= 0
aλn−q(iqµ)a
ν
q exp
(−i
2
n.Θq
)
Un
AλAµAν =
∑
r ∈ Z3 \ {0}, n, q ∈ Z3
n− q, q − r 6= 0
aλn−qa
µ
q−ra
ν
r exp
(−i
2
q.Θr
)
exp
(−i
2
n.Θq
)
Un
We fix an orthonormal basis (El ⊗ ej)l,j of the Hilbert space Hτ ⊗ CN , where
El := Ul, for l ∈ Z3, and (ej)j=1,...,N is the canonical basis of CN . El ⊗ ej is an
eigenvector of −δ21 − δ22 − δ23 with eigenvalue | l |2:= l21 + l22 + l23. We compute
− πk ǫλµν Resz=0 TrHτ⊗C
(
AλδµAν(−δ1 − δ2 − δ3)−3/2−z
)
=− πk ǫλµν Resz=0
∑
j
∑
l
〈El ⊗ ej , AλδµAν(−δ1 − δ2 − δ3)−3/2−zEl ⊗ ej〉
=− πk ǫλµν Resz=0
∑
j
∑
l
| l |−3−2z ×
〈
El ⊗ ej,
∑
q ∈ Z3 \ {0}, n ∈ Z3
n− q 6= 0
aλn−q(iqµ)a
ν
q exp
(−i
2
n.Θq
)
Un(El ⊗ ej)
〉
=− πk ǫλµν Resz=0
∑
l
| l |−3−2z
∑
q∈Z3\{0}
TrCN
(
aλ−q(iqµ)a
ν
q
)
= 2π2k ǫλµν
∑
q∈Z3\{0}
aλ,ijq (iqµ)a
ν,ij
q
= 2π2ik
∑
q∈Z3\{0}
(
a1,ijq , a
2,ij
q , a
3,ij
q
) 0 −q3 q2q3 0 −q1
−q2 q1 0



 a1,ijqa2,ijq
a3,ijq


where the last line follows by the fact that Resz=0
∑
l | l |−3−2z= 2π, due to
theorem 2.1 [7]. The calculations for the cubic term are analogous and we obtain
− πk ǫλµν Resz=0 TrHτ⊗CN
(
AλAµAν(−δ1 − δ2 − δ3)−3/2−z
)
=− 2π2k ǫλµν
∑
q, r ∈ Z3 \ {0}
q − r 6= 0
exp
(−i
2
q.Θr
)
aλ,ij−q a
µ,jm
q−r a
ν,mi
r
Summarizing these results yields the final expression for the Chern-Simons action
on the noncommutative 3-torus.
Theorem 3.3. Let A ∈ MN(Ω1(AΘ)) be a hermitian matrix of 1-forms which
fulfils the condition of remark 3.2, and
L :MN(Ω(AΘ))→ B
(H⊗ CN)
a0da1 · · · dan 7→ a0 [D, a1] · · · [D, an]
an extension of the left multiplication L ⊗ I2 : AΘ → B(H). Then, there are skew
hermitian elements
Aλ =
∑
k∈Z3\{0}
aλkUk ,
CHERN-SIMONS ACTION 13
with a rapidly decreasing series of N × N -matrices aλk =
(
aλ,ijk
)
, fulfilling aλ∗k =
−aλ−k for all k ∈ Z \ {0}, such that
L(A) = −iAλ ⊗ γλ
and the Chern-Simons action of definition 2.3 is given by the matrix coefficients as
follows:
SCS(A) = 2π
2ik
∑
q∈Z3\{0}
(
a1,ijq , a
2,ij
q , a
3,ij
q
) 0 −q3 q2q3 0 −q1
−q2 q1 0



 a1,ijqa2,ijq
a3,ijq


− 2π2k ǫλµν
∑
q, r ∈ Z3 \ {0}
q − r 6= 0
exp
(−i
2
q.Θr
)
aλ,ij−q a
µ,jm
q−r a
ν,mi
r
4. path integral
We introduce and compute a noncommutative replacement
(4.1) Z(k) =
∫
D [A] exp (iSCS(A)) ,
of the path integral (1.2), where the Chern-Simons functional is integrated over
all equivalence classes of hermitian matrices of 1-forms A ∈ MN(Ω(AΘ)) modulo
gauge transformations A 7→ uAu∗ + udu∗. We start with an interpretation of the
measure D [A].
From theorem 3.3 one can read off that the Chern-Simons action depends only on
the variables aλ,ijk , with λ = 1, 2, 3, i, j = 1, . . . , N and k ∈ Z3 \ {0}. Thus the
infinite product of Lebesgue measures
DA =
N∏
i,j=1
3∏
λ=1
∏
q∈Z3\{0}
daλ,ijq
seems to be the natural choice for our noncommutative path integral. If we used
the measure DA, we would integrate over all possible hermitian matrices of 1-forms
A, not only over the equivalence classes with respect to gauge transformation. In
order to avoid this we have to break the gauge symmetry.
4.1. Gauge-breaking. We choose the Lorentzian gauge fixing, i. e. h(A)−ω = 0,
with h(A) = −iδλAλ and ω ∈ MN (B(H)). If one applies the standard techniques
of Faddeev and Popov (thoroughly discussed in the lecture notes [1] of A. Ambjørn
and J. L. Petersen) by introducing ghost-fields c, c∗ and the Lautrup-Nakanishi field
B, one achieves the following form of (4.1)
(4.2)
∫
DBDc∗DcDA exp
(
iSCS(A) + π
2
∫
− (i(δµAµ)B − ic∗δµDµc) | D |−3
)
,
with the covariant derivative Dµ = δµ + [Aµ, ·]. The additional ingredients of the
formula are defined as follows:
• ∫
− T := Resz=0Tr
(
T | D |−z)
denotes the Wodzicki residue of an operator T . The additional factor π2
in front of
∫
is a normalization factor in order to make the residue in the
commutative case, i. e. Θ = 0, identical with the ordinary volume integral
on the 3-dimensional torus T3.
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• The ghost-fields c and c∗, with their Fourier decompositions
c∗ =
∑
q∈Z3\{0}
c∗−qUq c =
∑
q∈Z3\{0}
cTq Uq ,
where c∗q and cq are N ×N -matrices of anticommuting Grasmann numbers
for all q ∈ Z3 \ {0}. cTq denotes the transpose of cq.
• The Lautrup-Nakanishi field B is a hermitian element of MN (AΘ) with
Fourier decomposition
B =
∑
q∈Z3\{0}
iBqUq ,
where Bq are N × N -matrices of rapid decay fulfilling B∗q = −Bq for all
q ∈ Z3 \ {0}.
Next we introduce external source fields Jµ,ijq , ξ
ij , ξ∗ij in order to create a gener-
ating functional for (4.2). We think of Jµ,ijq being ordinary complex variables, with
Jµ,ijq = J
µ,ji
−q for all q ∈ Z3 \ {0}, instead of ξij and ξ∗ij which are Grassmann num-
bers. Adding external fields turns the path integral (4.2) into a Gaussian integral
which can be computed as in the finite dimensional case (see G. B. Folland’s book [6]
for further details). The Gaussian integral decouples in the indices i, j = 1, . . . , N
and we can be assemble them. We obtain the following result.
Theorem 4.1. The partition function
Z(K) =
∫
D [A] eiSCS(A),
where we integrate over all equivalence classes [A] of hermitian N×N -matrices A ∈
MN(Ω
1(AΘ)) of 1-forms modulo gauge transformations, is given by the formula:
∞∑
n=0
1
n!
n∏
g=1
−2π2ik N3/2ǫλgµgνg
∑
q
g
, r
g ∈ Z3 \ {0}
q
g − rg 6= 0
sin
(
1
2
qg.Θrg
)
∂
2i∂J
λg
qg
∂
2i∂J
µg
rg−qg
∂
2i∂J
νg
−rg
×
∞∑
m=0
1
m!
m∏
h=1
−16π3i N3/2
∑
q
h
, r
h ∈ Z3 \ {0}
q
h − rh 6= 0
sin
(
1
2
qh.Θrh
)
qhµ
∂
i∂ξqh
∂
2i∂Jµ
rh−qh
∂
i∂ξ∗
rh
exp

 ∑
q∈Z3\{0}
ǫλµν
2π2k | q |2 J
λ
−qqµJ
ν
q

 exp

 ∑
q∈Z3\{0}
−i
8π3 | q |2 ξ
∗
q ξq


∣∣∣∣∣∣
J,ξ∗,ξ=0
We call it the loop expansion series of the partition function. Every single odd term
of this expansion vanishes.
Theorem 4.1 implies the following Feynman rules:
• Two different kind of vertices
λg
d f
µg
νg
e
V AλgAµgAνg (qg, rg) = −2π2ikN3 ǫλgµgνg exp
(
− i
2
qg.Θrg
)
ch
v f
µ
c∗h
u
V c
hAµc
∗h
(qh, rh) = −16π3iN3 sin
(
1
2
qh.Θrh
)
qhµ
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• Two different kind of propagators
λ qµ
f
ν GAλAν (q) =
1
8π2k
ǫλµνqµ
| q |2
c
g
c∗ Gcc
∗
(q) =
i
8π3
1
| q |2
In the following subsection we compute the coefficient of k−1 in the loop expansion
series, which is given by the contributions of all 2-loops. 2-loops are built up by
two vertices where every edge of the first vertex is linked with one edge of the other
vertex by an appropriate propagator line.
4.2. 2-loops. Firstly, we investigate all loops which can be built up from these two
vertices λ1
d f
µ1
ν1
e
λ2
d f
µ2
ν2
e
Calculating the contribution of all 2-loops which can be constructed from these
two vertices and summing up the results means nothing else than calculating the
expression
1
2
(−2π2ik)2N3 ǫλ1µ1ν1ǫλ2µ2ν2
∑
q
i
, r
i ∈ Z3 \ {0}
q
i − ri 6= 0
sin
(
1
2
q1.Θr1
)
sin
(
1
2
q2.Θr2
)
∂
2i∂Jλ1q1
∂
2i∂Jµ1r1−q1
∂
2i∂Jν1−r1
∂
2i∂Jλ2q2
∂
2i∂Jµ2r2−q2
∂
2i∂Jν2−r2
exp

 ∑
q∈Z3\{0}
ǫλµν
2π2k | q |2 J
λ
−qqµJ
ν
q


∣∣∣∣∣∣
J=0
In order to carry out the computation we connect every leg of the first vertex with a
leg of the other one. This can be done in six different ways and one obtains always
L =
1
2
(2π2ik)2N3 ǫλ1µ1ν1ǫλ2µ2ν2
∑
r, q ∈ Z3 \ {0}
r − q 6= 0
sin2
(
1
2
q.Θr
)
× ǫ
λ2µ5λ1(−qµ5)
8π2k | q |2
ǫµ2µ4µ2(qµ4 − rµ4)
8π2k | q − r |2
ǫν2µ3ν1rµ3
8π2k | r |2 ,
The 2-loop L remains unchanged under the substitutions r→ −r and q → −q, and
we obtain
L =
1
2
(2π2ik)2N3 ǫλ1µ1ν1ǫλ2µ2ν2
∑
−r,−q ∈ Z3 \ {0}
−r + q 6= 0
sin2
(
1
2
(−q).Θ(−r)
)
× ǫ
λ2µ5λ1qµ5
8π2k | q |2
ǫµ2µ4µ2(rµ4 − qµ4)
8π2k | r − q |2
ǫν2µ3ν1(−rµ3)
8π2k | r |2
=− L ,
thus L = 0. This result holds true for every single 2-loop which can be constructed
from the other possible choices of vertices
λ
d f
µ
ν
e
c
v f
α
c∗
u
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or
c1
v f
α
c∗
1
u
c2
v f
β
c∗
2
u
I. e. every single 2-loop constructed from these vertices vanishes.
Theorem 4.2. The k−1-term in the loop expansion series of the partition function
given in theorem 4.1 vanishes.
This result corresponds to the classical, commutative one proved by E. Witten
in [11]. Let X be a two dimensional and smooth manifold without boundary and
M = X × T, where T denotes the one dimensional circle. Witten proves in section
4.4 of [11] that the partition function of M is independent of k. More precisely,
he proves Z(k) = dimHX , where HX is a Hilbert space which is related to the
manifold X by an Hamiltonian formalism which is outlined in [11]. Therefore, the
coefficient of k−1 in the Taylor expansion series of Z(k) vanishes. In theorem 4.2 we
recovered this result for the special case that the manifold X is a noncommutative
2-torus.
This can be motivated as follows. The deformation matrix Θ is a skew-symmetric
3× 3 matrix. Let Θ be of the form
Θ =

 0 Θ 0−Θ 0 0
0 0 0

 ,
with Θ ∈ R. In this case AΘ ∼= C∞
(
T2Θ
) ⊗ C∞(T). Hence, we can think of the
noncommutative 3-torus being a composition of a nonocmmutative 2-torus and T.
Hence theorem 4.2 is a noncommutative generalization of Witten’s result for the
case X = T2.
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