The Restricted Additive Schwarz (RAS) method is adapted to the problem of computing the stationary probability distribution vector of large, sparse, irreducible stochastic matrices. Inexact and two-level variants are also considered, as well as acceleration by Krylov subspace methods. The convergence properties are analyzed and extensive numerical experiments aimed at assessing the effect of varying the number of subdomains and the amount of overlap are discussed.
INTRODUCTION
Domain decomposition methods are widely used for solving large-scale linear systems of equations arising from the discretization of partial differential equations (PDEs) on parallel computers [22] . Of particular importance among domain decomposition schemes are variants of the additive and multiplicative Schwarz methods, with or without overlap. These algorithms can be cast as stationary iterations associated with matrix splittings, making a purely algebraic analysis possible; see, e.g., [11, 4] . Although there are situations where Schwarz-type methods exhibit rapid convergence, they are usually more efficient when used as preconditioners for Krylov subspace methods; see [17] . In this paper we investigate the application of various additive Schwarz methods as solvers and as preconditioners for computing the stationary probability distribution vector of ergodic Markov chains with large and sparse transition matrices. In particular, we give the first analysis and implementation of the restricted additive Schwarz (RAS) method in the Markov chain context. The RAS method, first proposed in [8] as a preconditioner for nonsingular linear systems Ax = b, is a variant of the additive Schwarz method that requires less communication and is therefore better suited for parallel implementation. Somewhat surprisingly, this method tends to exhibit convergence rates that are no worse and often better than those of the standard additive Schwarz method; see [10] for an algebraic analysis in the nonsingular case. We note that RAS is the default Schwarz preconditioner for linear systems in the popular PETSc package [3] . Additive Schwarz methods (but not RAS) for Markov chains have been analyzed in [7, 14] . The focus of these papers is primarily theoretical, and the use of Krylov subspace acceleration is not considered. Here we present some analysis and the results of computational experiments on realistic Markov models from the MARCA collection [21] . Our results show that RAS preconditioning (with inexact subdomain solves) is a promising approach to the solution of large, sparse Markov chain models.
DEFINITIONS AND AUXILIARY RESULTS
First we introduce some terminology and notation. If B is a matrix, we write B ≥ 0 (B > 0) if its entries are nonnegative (positive). With σ(A) we denote the spectrum and with R(A) the range of A. For λ ∈ σ(A) the index of A with respect to λ is the smallest integer k for which R((λI − A) k+1 ) = R((λI − A) k ). The index is denoted with ind λ A. A n × n matrix A is an M-matrix if A = βI − B, where I is the n × n identity, B ≥ 0 and ρ(B) ≤ β, where ρ(B) is the spectral radius of B. If ρ(B) < β, then A is a nonsingular M-matrix, and A −1 ≥ 0. Otherwise, A is singular. Recall that A is irreducible if the directed graph associated with A is strongly connected.
We are interested in computing the stationary probability distribution vector of finite, ergodic Markov chains. This amounts to finding a non-trivial solution to a homogeneous system of linear equations Ax = 0, where A is a singular, irreducible M-matrix. It is well-known that up to normalization, such solution vector x is unique [20] . This formulation applies to Discrete-Time (DT) as well as to Continuous-Time (CT) Markov Chains. For a DTMC, we have A = I − P T where P is the row-stochastic matrix of transition probabilities. Recall that A = M − N is a splitting if M is nonsingular. The splitting is regular if M −1 ≥ 0 and N ≥ 0; it is weak regular if M −1 ≥ 0 and M −1 N ≥ 0; and it is nonnegative if M −1 ≥ 0, M −1 N ≥ 0, and N M −1 ≥ 0. The standard stationary iteration associated with the splitting A = M − N is of the form x k+1 = T x k + c, k = 0, 1, . . . , where T = M −1 N , c is a vector, and x 0 is arbitrary. It converges for all choices of x 0 if either ρ(T ) < 1 (in which case lim k→∞ T k = 0), or ρ(T ) = 1 and T is convergent, i.e., lim k→∞ T k exists. In the cases of interest to us, T will have unit spectral radius. Such a matrix is convergent if and only if ind 1 T = 1 and λ ∈ ρ(T )\{1} implies |λ| < 1. For T ≥ 0, the latter condition can be replaced with T having positive diagonal entries [1] . Also observe that in the Markov chain context we have c = 0, and that the sequence x k converges to a nontrivial solution of Ax = 0 only if
Finally, we will need the following lemma from [6] for our analysis. necessarily pairwise disjoint S i,δ . For δ > 1 this notation introduces overlap. One way to find this overlap is by considering the underlying undirected graph of A. If A does not have a symmetric pattern, we use the graph of A + A T instead. To each set of nodes S i,0 we add all nodes with distance at most δ in the underlying graph. Here, as usual, the distance is defined as the length of the shortest path in the graph connecting a given node to any node in S i,0 . The matrix R i,δ is a restriction operator from the whole space R n to the subspace defined by S i,δ . Let π i,δ be the matrix representation of the permutation that relabels the states in S i,δ as 1, . . . , n i,δ , where n i,δ = |S i,δ |. Then R i,δ is an n i,δ × n matrix given by R i,δ = [I i,δ |0]π i,δ , where I i,δ is the n i,δ × n i,δ identity matrix. The matrix
is the restriction of A to the subspace corresponding to S i,δ . Thus, A i,δ is an n i,δ ×n i,δ principal submatrix of A. If A is an irreducible singular M-matrix, A i,δ is a nonsingular M-matrix [20] . Define E i,0 as
E i,0 is an n × n diagonal matrix with a one on the diagonal for every row where R T i,0 has a one, and zeroes otherwise. Thus,
The additive Schwarz method can be given in the form of a stationary iteration, x (k+1) = T x (k) + c, where
and c is a certain vector. Note that for the solution of Markov chains c will be zero. For the restricted additive Schwarz iteration the prolongation operator R T i,δ will be replaced by a prolongation operator that does not consider overlap. Define the "restricted" operatorR i,δ as
With this notation, the restricted additive Schwarz method has the form of a stationary iteration,
as a right preconditioner for GMRES. That is, we will use GMRES to solve AM with A i,0 andÂ ¬i,δ nonsingular M-matrices, andK i,δ ≤ 0 andL i,δ ≤ 0. Since the diagonal entries ofÂ ¬i,δ are at most 1, and the off-diagonal entries are nonpositive, we obtain
where I n ¬i,δ is the identity matrix of size (n i,δ − n i,0 ) × (n i,δ − n i,0 ). Set
and note thatÂ i,δ is a nonsingular M-matrix. Thus, 0 ≤Â i,δ x has at least one nonzero entry. For a nonzero vector x ∈ R n there exists i such that RAS,δ is required. We can write
where A ¬i,δ is the principal submatrix of A "complementary" to A i,δ . Thus, A ¬i,δ is a nonsingular M-matrix. Let D ¬i,δ = diag(A ¬i,δ ) and note that since A ¬i,δ is an irreducible nonsingular M-matrix, D ¬i,δ ≥ 0 with positive diagonal entries. We construct a matrix M i,δ corresponding to R i,δ as follows:
Since A i,δ is nonsingular and D ¬i,δ has positive entries on the diagonal, M i,δ is invertible. It has been proven by Frommer and Szyld [10] that
RAS,δ can be written as
and we will use this representation in our analysis of the restricted additive Schwarz method for Markov chains.
PROPERTIES OF THE RAS SPLITTING
In this section we will show that the restricted additive Schwarz iterations are convergent for irreducible singular M-matrices. By the Perron-Frobenius Theorem (see for example [5] ) and Lemma 2.1 we have that ρ(T ) = 1 and ind 1 T = 1. As mentioned earlier the standard stationary iteration will converge for a convergent iteration matrix T with ρ(T ) = Theorem 4.1. Let A be an irreducible singular M-matrix, and let M RAS,δ be given as in (3.9) . Then the splitting A = M RAS,δ − N RAS,δ is weak regular.
Proof With E i,0 ≥ 0 and M
The last equality holds since Proof As seen in the proof of Theorem 4.1, The following proposition describes the modification that is needed to ensure that M −1 i,δ N i,δ has positive entries along its diagonal. The proposition can be found for example in [14] .
T e = e. Let K > 1 be a positive integer and let α 1 , . . . , α K be any positive real numbers. Let
and i N i are positive, for i = 1, . . . , K. Another way to ensure convergence is to replace T by T α = αI + (1 − α)T for some α ∈ (0, 1). Such a matrix is guaranteed to be convergent if T ≥ 0, ρ(T ) = 1 and ind 1 (T ) = 1; see, eg, [5] . Note, however, that such modification is not necessary if Krylov subspace acceleration is used.
EXTENSION TO INEXACT SOLVES
In this section we extend the convergence results to the case of inexact local solves. Instead of solving the linear systems A i,δ y i = z i we want to approximate the matrices A i,δ byÂ i,δ so that the systemsÂ i,δ y i = z i are easier to solve. The diagonal modifications mentioned above can also be regarded as a type of inexact solve. The following propositions shows that under certain assumptions the restricted additive Schwarz method is also convergent in the case of inexact local solve.
Proof First, note thatM
i,δ is nonnegative, sinceÂ i,δ has a nonnegative inverse. Second, we will considerM
i,δN i,δ and show that it is nonnegative. Recall that A can be written as
and it follows thatM Numer. Linear Algebra Appl. 2000; 00:1-20 Prepared using nlaauth.cls WithÂ i,δ ≥ A i,δ , and the fact that both matrices are M-matrices it follows thatÂ
iN i is nonnegative and that the splittings A =M i,δ −N i,δ are weak regular.
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Consider the splitting
i,δN i,δ . From the proposition above it follows that A =M RAS,δ −N RAS,δ is weak regular as well. Following the idea of adding a positive value to the diagonal of eachM i,δ as seen in Chapter 4 will lead to positive diagonal entries inM
RAS,δN RAS,δ . Thus, the restricted additive Schwarz method is convergent if inexact local solves are used.
We are particularly interested in the case where an incomplete LU factorization is used for approximating the solution of A i,δ y i = z i . The ILU factorization was first introduced by Varga [23] and studied by Meijerink and van der Vorst [15] . Meijerink and van der Vorst showed that for an M-Matrix A and every zero pattern Q ⊂ P n there is a unique lower triangular matrix L with unit diagonal, a unique upper triangular matrix U , and a matrix R with
such that the splitting A = LU − R is regular. Note that Q can always be chosen such that diag(R) = 0. So, in our case [24] that if A is a nonsingular M-matrix and B is a matrix satisfying
then B is also a nonsingular M-matrix. If the drop tolerance in the ILU factorization is sufficiently small,Â i,δ will satisfy both of the above conditions. In this caseÂ i,δ is a nonsingular M-matrix and the previous discussion shows that replacing A i,δ withÂ i,δ will preserve the convergence results. In practice, this is seldom needed. It is never needed if Krylov acceleration is used.
TWO-LEVEL METHOD
The rate of convergence of the additive Schwarz method may be improved with the help of a 'coarse grid' correction. This correction can be formed algebraically, without any reference to an actual grid; for simplicity, however, we will use the same terminology in use in the field of numerical PDEs. The correction can be applied in two ways, additively or multiplicatively; see for example [4, 9, 11, 16, 19] . In this section we describe the use of a coarse grid correction for the restricted additive Schwarz method in the case of irreducible Markov chains. The correction can either be applied additively, that is in the form
where θ > 0 is a parameter, or multiplicatively, that is
where A 0 = RAP . Here we consider the additive approach only. For use as a preconditioner, the parameter θ can be disregarded.
Some results were obtained by using independent sets and the Schur complement. First a maximal independent set F in the underlying graph of A is found. We can partition A such that
Since F is an independent set, A F F is a diagonal matrix. Note that A F F is nonsingular, since A has positive entries along its diagonal. We define the restriction operator
and the prolongation operator as
With these operators A 0 = R(πAπ T )P is given by the Schur complement 
Note that A 0 is an M-matrix [2] , and thus an ILU factorization can be used to inexactly solve a system of the form A 0 z = y. To reduce the size of the coarse grid correction we apply the above scheme twice. That is, a maximal independent set in the underlying graph of A 0 is found and the Schur complement of A 0 is used. A few numerical results using additive correction with above independent set method are given in the section 8 in Table 8.6 and Table 8 .7. A greedy algorithm was used to find the maximal independent sets [13] .
DESCRIPTION OF THE TEST PROBLEMS
For our numerical experiments we used the generator matrices of some Markov chain models provided in the MARCA (MARkov Chain Analyzer) collection [21] . These matrices are infinitesimal generators of CTMCs. For our purposes we converted them to the form A = I − P T , with P row-stochastic. A corresponds to a discrete-time Markov chain, known as the embedded Markov chain; see [20, Chapter 1.4.3] . In Table 6 .1 the dimensions and number of non-zeroes of our selected test matrices are shown. Each matrix is named by its family and its index in the family. The matrices from the mutex and ncd families are structurally symmetric, the matrices from the twod family are structurally nonsymmetric, and the matrices from the tcomm family are very close to being structurally symmetric. We also run some test with matrices that arise from a reliability problem. We consider a simple reliability model with two different classes of machines. We assume that each class has the same number of machines. Each machine is subject to breakdown and a subsequent repair. A state is completely specified by the ordered pair (n 1 , n 2 ), where n 1 denotes the number of intact machines of the first class and n 2 denotes the number of intact machines of the second class. Thus, if there are m machines in each class, the total number of possible states is (m + 1)
2 . We order these states such that state (i, j) has index (m + 1)(m − i) + m − j + 1. The times between successive breakdowns and successive repairs are both exponentially distributed. The breakdown rates of class 1 machines and class 2 machines are respectively λ 1 and λ 2 . Similarly, the repair rates of the two classes of machines are µ 1 and µ 2 . The transition rate matrix for the described reliability model is then given by Q below. Here m = 3 machines per class where used. The diagonal elements indicated by asterisks are the negated sums of the off-diagonal elements in their corresponding rows. 
Our goal is to solve the singular system πQ = 0 subject to π 1 = 1 (the normalization condition). However, one can solve the equivalent system −Q T π T = 0 instead. Here, the coefficient matrix is a singular irreducible M-matrix and the theory developed in the previous sections applies. From this point on, we let A = −Q T and x = π T , so that we can use the notation introduced in the earlier sections. We tested two different reliability matrices. The first one corresponds to a reliability problem with parameters λ 1 = 1, λ 2 = 0.2, µ 1 = 2.5, and µ 2 = 6, while the second one corresponds to a reliability problem with parameters λ 1 = 2, λ 2 = 0.9, µ 1 = 0.5, and µ 2 = 6.
NUMERICAL EXPERIMENTS
In this section we provide the results of our numerical experiments. The implementation was done in Matlab 7.8.0 on a 2.13 GHz Intel Core 2 Duo Processor with 2GB main memory. We performed a large number of tests on numerous matrices. Here we present a selection of these results to show our overall findings. The Krylov method used was GMRES [18] . For the partitioning of our matrices we used the Metis library [12] . In our tests we used K = 2, 8, 16, 32, and 64 domains. Metis requires the matrices to be structurally symmetric. Therefore we applied METIS to the underlying graph of A+A T for the twod matrices. The amount of overlap was chosen according to the distance to the domain. For a small choice of overlap, we chose all vertices with a distance of one in the underlying graph, that is, all vertices that are connected to a vertex in the domain. The mutex matrices have a large separator set and choosing the overlap in the described way leads to domains that are close to the size of the matrix. For these matrices we restricted the total size of a domain, that is the partition and the overlap, by 3 4 · n K , where n is the size of the matrix and K is the number of domains. For a large choice of overlap we chose all vertices that lie within a distance of ten in the underlying graph. We factored the blocks using an incomplete LU factorization with a symmetric reverse CuthillMcKee reordering and threshold parameter τ = 10 −3 for the mutex matrices and τ = 10 the other matrices. Compared to exact LU factorization the timings and storage requirements were dramatically reduced, while the number of iterations remained essentially unchanged (compare Table 8 .1 with 8.2 and 8.3). We found that RAS always performs as well or better than the standard additive Schwarz preconditioner in terms of number of iterations, whereas in terms of total runtime the standard additive Schwarz preconditioner tends to perform slightly better. However, AS requires more interprocessor communication and thus we expect it to be less efficient in a parallel implementation. A selection of our results is presented in the following tables. Results in bold indicate the best total runtime, that is the time to construct the preconditioner plus the time taken by the Krylov method. Runtimes and iteration counts for the MARCA examples using AS and RAS with small and large overlap are given in Table 8 .2 and 8.3 respectively. A few results for the reliability problems are shown in Table 8 .4 and 8.5. In Table 8 .6 and 8.7 results using a 2-level RAS preconditioner are given.
Our results indicate many favorable properties of the RAS preconditioner for the numerical solution of Markov chains. In particular, we focused on the rate of convergence depending on the size of the problem, the number of domains used, and the amount of overlap chosen. First of all, the time required to construct the preconditioner, when incomplete LU factorizations are used, is very small. Also note that with an increased number of domains the size of the submatrices that require an incomplete LU factorization decreases, and thus the construction time for the preconditioner decreases. This can be best observed in the largest example of the first reliability problem (reliab 1 (1200), see Table 8 .4). Here the time to construct the preconditioner can be cut from 155 seconds for two domains to 27 seconds for 64 domains. Furthermore, the construction expenses mainly consist of the work needed to compute the incomplete LU factorizations as the time spent to find the non-overlapping domains with the METIS software is almost negligible. The task of computing several incomplete LU factorizations of different submatrices is trivial to parallelize, and we expect an even better construction time when used in a parallel setting. Another observation that can be made from our results is that there is only a slight increase in the number of iterations when the size of the problem is increased. This property is particularly desirable for preconditioners. In some cases the number of iterations is even decreased as the size of the problem grows larger (see for example Table 8 .4). The choice of number of domains also has an influence on the convergence. As the number of domains increases so does the number of iterations. This behavior is not surprising, since the propagation of information across the computational domain takes longer for an increased number of subdomains. Note, however, that for several matrices the increase in the number of iterations is moderate. As mentioned earlier, the construction time is faster if more domains are used. In most cases the time saved during the construction is smaller than the increase in the time required by the Krylov method, and thus the overall time needed increases with the number of domains. This behavior seems to be reversed for some very large problems. Here the overall time needed is reduced for a large number of domains, since the decreased construction time outweighs the larger time needed to solve the linear system (see larger problems in both reliability models, Table 8 .4 and Table 8 .5). Another aspect that is worth mentioning is the effect of the amount of overlap on the convergence. While larger overlap leads to an increase in construction time, the number of iterations is decreased. The most notable reduction can be seen in in the second reliability model. Here, in one case the number of iterations could be cut to 28 iterations with an increase of overlap. For a small choice of overlap 92 iterations were required. In many cases the reduction in the number of iterations induced a reduction in the overall solution time.
Finally, we comment on the results obtained with the two-level method. The number of iterations could be reduced (except for the tcomm examples) with our two-level approach. For example, for problems coming from the ncd family the number of iterations could be reduced from about 30 to about 20. It can also be seen that the properties mentioned before are more pronounced in the two-level method. That is, there is an even slower increase in number of iterations as the problem size increases. Also, the increase in number of iterations with increase number of domains is reduced. Unfortunately, the increased construction time in the two-level method almost outweighs the time saved during the iterative solve. In most cases we could only observe a very small reduction in the overall time needed, if any. In our case, a better choice of overlap seems to be more effective than a two-level method. We should mention that a number of attempts were made to find more cost-effective coarsening strategies, but we were unable to obtain better results. Results for GMRES with RAS preconditioner. K is the number of domains, 'constr.' the time (in seconds) needed to construct the preconditioner, 'it' the number of GMRES(50) iterations needed to reduce the 2-norm of the residual below 10 −12 , 'solve' the time (in seconds) for the GMRES(50) iterations. For each matrix, the best overall timings are in boldface. For local solves the complete LU factorization was used. Table 8 .4. The matrix reliab1 arises from a reliability problem with parameters λ1 = 1, λ2 = 0.2, µ1 = 2.5, and µ2 = 6. Here K is the number of domains, 'constr.' the time (in seconds) needed to construct the preconditioner, 'it' the number of GMRES (50) Table 8 .5. The matrix reliab2 arises from a reliability problem with parameters λ1 = 2, λ2 = 0.9, µ1 = 0.5, and µ2 = 6. Here K is the number of domains, 'constr.' the time (in seconds) needed to construct the preconditioner, 'it' the number of GMRES (50) In this paper we have extended the RAS method to the computation of the stationary vector of large, sparse Markov chains. Our results suggest that when combined with GMRES acceleration and inexact solves, RAS is a promising approach for the solution of Markov chains with large, sparse transition matrices. Future work will focus on parallel implementation and multi-level extensions.
