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Introduction
Information regarding land cover and its change over time is essential for a variety of societal needs, ranging from natural resources management, environmental studies, urban planning to sustainable development (Foley et al., 2005; Roger and Pielke, 2005; Running, 2008; Grimm et al., 2008; Zell et al., 2012; Sterling et al., 2013) . Remote sensing has long been recognized as an effective tool for broad-scale land cover mapping (e.g., Carneggie and Lauer, 1966; Kushwaha, 1990; Townshend et al., 1991; Cihlar, 2000; Rogana and Chen, 2004; Hansen et al., 2013) . As a result, a number of land cover datasets at a global scale have been developed with resolution ranging from 300 m to 1 km, using coarse resolution satellite imagery such as AVHRR, MODIS and MERIS (Hansen et al., 2000; Loveland et al., 2000; Friedl et al., 2002 Friedl et al., , 2010 Bartholomé and Belward, 2005; Bontemps et al., 2010) . Although these GLC data products have been widely used, their quality is far from satisfactory for many applications (Coppin et al., 2004; Croke et al., 2004; He et al., 2006; Herold et al., 2008; Gong, 2009; Goward et al., 2011; Verburg et al., 2011) . Various researchers (e.g., Iwao et al., 2006; Gong, 2009; Fritz et al., 2010) have highlighted the shortfalls of these datasets, e.g. the considerably low accuracies and low-level agreement amongst themselves. Consequently, the demand for new GLC products with improved spatial resolution and accuracy has been increasingly recognized by the remote sensing community e.g. the Group on Earth Observations (GEO) and the International Society for Photogrammetry and Remote Sensing (ISPRS) (Zell et al., 2012; Giri et al., 2013) .
With the long-term archive and free availability of Landsat and similar image data, the development of GLC data products at 30 m resolution has become feasible. Such product have been considered a superior option for the next generation of GLC maps, since most significant human activities on the land system can be captured at this scale (Wulder et al., 2008; Giri et al., 2013) . During the past two decades, the extraction of land cover information from Landsat-like imagery has been intensively studied, and a variety of automated and semi-automated methods/algorithms have been developed (e.g., Gong and Howarth, 1992; Ban, 2003; Coppin et al., 2004; Lu et al., 2004; Lu and Weng, 2007; Aitkenhead and Aalders, 2011; Chen et al., 2012; Huang and Jia, 2012; Ban and Jacob, 2013; Chen et al., 2013a,b) . These have been applied to a number of national and regional land cover mapping projects using Landsat imagery (Liu et al., 1999; Xian et al., 2009; Johnson and Mueller, 2010; Hansen and Loveland, 2012) . For instance, a set of 30 m land cover data with 13 different classes was produced by MacDonald Dettwiler and Associates Information Systems LLC (MDA, 2014) , which covers the USA and a large proportion of Africa and Asia.
Land cover mapping with 30 m resolution at a global scale is much more complex than national or regional scale due to a number of factors, including the availability of good-quality imagery covering the land surface of the entire Earth (about 150 million km 2 ) and the complex spectral and textual characterization of global landscapes. This makes the development of reliable 30 m GLC data products a very difficult task, as it requires a substantive level of technical innovation, as well as human and financial resources. This could be the reason why so far only global datasets with limited classes at this resolution have been reported (e.g. a global forest dataset at 30 m resolution was produced by Townshend et al. (2012) and Hansen et al. (2013) ). Of course, forest data is very important for various applications, however a 30 m GLC product with a more comprehensive set of land cover types is desirable for wider studies.
In 2010 China launched a GLC mapping project, the aim of which was to produce a 30 m GLC data product (GlobeLand30) with 10 classes for years 2000 and 2010 within a four year period (Chen et al., 2011a) . It was defined as an operational mapping project, with the production of reliable datasets as its clear objective. To achieve such an objective, it was necessary to utilize automated classification routines as much as possible. Therefore, the first attempt was to conduct an experimental evaluation on the usability of existing automated classification techniques (Gong et al., 2013) . Four classifiers, i.e., Maximum Likelihood Classifier (MLC), J4.8 Decision Tree Classifier (DT), Random Forest Classifier (RF), and Support Vector Machine (SVM) were tested with more than 8000 images captured during the year 2000. It was found that the highest overall classification accuracy (OCA) was produced by SVM, at 64.9% (Gong et al., 2013) . Such low accuracy is possibly attributable to significant spectral confusion among different land cover types. This essentially meant that it was not feasible to make use of fully automated classification techniques for such an operational project. A variety of mapping strategies and classification approaches were therefore investigated for deriving reliable 30 m GLC datasets (Chen et al., , 2014a Hu et al., 2014; Liao et al., 2014; Tang et al., 2014) . This paper presents a pixel-object-knowledge-based (POKbased) classification approach, the primary methodology used to produce China's 30 m GLC data product (GlobeLand30). Section 2 examines the two most critical issues for operational 30 m GLC mapping. Section 3 introduces the key concepts of the POK approach proposed for an operational mapping strategy. Section 4 describes how pixel-classifiers and object-based identification were integrated for per-class classification. Section 5 reports the use of knowledge for verifying and interactively improving mapping results. Section 6 presents the experimental results for selected areas and the accuracy assessment of the final GlobeLand30 product, as well as a comparison with regard to other similar 30 m data products. Section 7 provides discussion and conclusions.
Critical issues for operational 30 m GLC mapping
Experimental and operational classifications are two different approaches for large area land cover mapping and monitoring (Defries and Townshend, 1999; Hansen and Loveland, 2012) . The former concentrates on the development and performance testing of novel algorithms and models, the latter focuses on the development and delivery of reliable data products within a pre-defined time schedule. From the point of view of operational GLC mapping at 30 m resolution, the selection and/or development of appropriate classifiers suitable for spectral and textual characterization of complex landscapes, as well as the quality of the resulting data products are two critical issues that need to be addressed.
Appropriate classifiers suitable for characterization of complex landscapes
Taking into consideration the massive task of operational GLC mapping and the existing land cover classification systems, China's GLC mapping project adopted a classification scheme consisting of 10 first-level classes, namely water bodies, wetland, artificial surfaces, cultivated land, permanent snow/ice, forest, shrubland, grassland, bareland and tundra. Table 1 presents these first-level classes and examples of their typical appearance on Landsat imagery collected from different sites around the world. On one hand, 30 m remote sensing imagery allows the observation of human impact on the Earth surface through scrutiny of shapes, sizes and patterns. Braided rivers and lakes, small villages and airports, irrigated round cultivated land, large-scale machinery agricultural patches can all be observed among others. On the other hand, it can easily be observed that there is high spectral heterogeneity within a single land cover class and significant spectral confusion among different classes. For instance, clear water from a reservoir, a river with a high sediment content, and a eutrophic lake may have very diverse spectral reflectance. Conversely, some subclasses of artificial surface, bareland and cropland have very similar spectral responses. The cultivated land class contains irrigated farmlands, paddy fields, green houses cultivated land, artificial tame pastures, economic cultivated land (such as grape, coffee, and palm), and abandoned arable lands. They may not have a unique spectral signature but have similarities with other land cover classes. This high spectral variation makes the per-pixel classification much more difficult than might otherwise be anticipated (Lu and Weng, 2007) . For reliable operational mapping, it is impossible to select an appropriate single per-pixel classifier and a suitable set of variables for the entire globe. Therefore, new methods and approaches need to be adopted or developed to deal with the complex classification issues.
Image segmentation and object-based classification techniques have been developed to derive these structural elements by grouping pixels that have a relatively uniform spectral response into objects and identify the real world land cover features (Ban et al., 2010; Blaschke, 2010; Malinverni et al., 2011) . Errors associated Table 1 The 10 land cover classes and examples of their appearance on 30 m imagery.
(continued on next page) with individual pixel misidentification may be avoided through this object-based classification approach (Aplin and Smith, 2011; Myint et al., 2011) . It is natural to combine the spectral and structural information for solving the problems related to the characterization of complex landscapes (Ryherd and Woodcock, 1996; Trias-Sanz et al., 2008; Hussain et al., 2013) . However, the determination of suitable segmentation parameters and incorporation of domain knowledge into the object identification process is extremely difficult, especially when the mapping area has a complex landscape with multi-scale patterns (Smith, 2013) .
Assurance of data product quality
The reality consistency and logical consistency are used to evaluate the quality of geo-spatial data products (Heipke et al., 2008; Brisaboa et al., 2014; Chen et al., 2014b) . For a land cover data product, the former refers to the thematic accuracy and up-to-dateness in comparison to the real world. The latter is related to the congruency of land cover features (or objects) within the same dataset, and between sequential datasets (Verburg et al., 2011; Robertson and King, 2011; Hansen and Loveland, 2012) . Due to the errors introduced by image data manipulation and classification, it is common to find inconsistency or imperfections in land cover datasets. Therefore the verification of preliminary classification results is an important task to ensure a high level of data quality.
A number of factors impact on the reality and logical consistency, such as the semantic interpretation of the adopted classification scheme, handling of the minimum mapping units, as well as time differences between the imagery used and the mapping time (Lu and Weng, 2007; Verburg et al., 2011; Costa et al., 2014) . For instance, different understandings of the definition for wetland may lead to dissimilar results of interpretation from the same 30 m imagery and with the same mapping methodology (Comber et al., 2004) , because the wetland class consists of several sub-types (lake swamp, river flooding wetlands, sea marsh, shrub/ forest wetlands, mangrove forest, tidal flats/salt marshes). In addition, different individual interpretations of multi-epoch imagery might cause false changes. The reduction of omission and commission errors in land cover data products requires the formulation of data quality knowledge rules and the development of standardized verification procedures (Lu and Weng, 2007; Costa et al., 2014) . However, the logical and temporal consistency of land cover category data is not as evident or explicit as the topographic features (Gerke et al., 2004; Brisaboa et al., 2014; Chen et al., 2007) . One possible solution is to develop advanced verification tools and interactive mapping procedures by integrating land cover knowledge and all available ancillary data.
A POK approach for operational mapping
To address the critical issues outlined in Section 2, a POK-based approach was proposed. Its key elements are the integration of pixel-and object-based classification approaches, optimal coverage of 30 m imagery for two baseline years, web-service oriented integration of reference data, and knowledge-based verification for assuring the consistency and accuracy of 30 m GLC data products. An overview of the operational mapping strategy adopted is presented in Fig. 1 .
Integrating pixel-and object-based classification techniques
As it is difficult to select or invent a classifier that is suitable for complex land cover mapping over large areas, the combination of different classification techniques has been investigated (e.g., Aitkenhead and Aalders, 2011; Hansen and Loveland, 2012) . Specifically, the integration of pixel-based and the object-based classifiers for large area land cover mapping has been explored by several authors (e.g. Myint et al., 2011; Malinverni et al., 2011; Robertson and King, 2011; Smith, 2013; Costa et al., 2014) . In this project, the object-based technique was used to determine the spatial extent of land features with their structural/contextual information to form land objects. For any given land object, pixel-based classifiers were used to derive variables (such as vegetation indices) and to identify the attribute value with the help of available reference data and expert knowledge.
Hierarchical classification strategies have also been tested by several researchers with a series of per-class classifiers to minimize the effect of spectral confusion among different land cover classes (Frazier and Page, 2000; Sulla-Menashe et al., 2011; Smith, 2013) . Here it was proposed to decompose the complex GLC mapping into a series of simpler per-class classifications. Different pixel-based variables and segmentation approaches were selected and utilized for characterizing different land cover classes. The water bodies was extracted first and the corresponding pixels were masked out before the next processing stage. Wetland was characterized next, followed by permanent snow/ice, artificial surfaces, cultivated land, forest, shrubland, grassland, bareland and tundra.
Optimal coverage of 30 m imagery for two baseline years
Landsat TM/ETM+ images were selected as the primary data source for the two baseline years of 2000 and 2010. Imagery from the Chinese Environmental and Disaster satellite (HJ-1) were also used as supplementary data for the year 2010, as they have similar characteristics to the Landsat TM/ETM+ sensor in terms of spectral band set and spatial resolution (Hu et al., 2014 ).
The 30 m remotely sensed images were carefully selected to ensure optimal global coverage and minimal cloud contamination and such that they were captured within the local vegetation growing season. In addition, various image data useful to classification and validation were collected, including MODIS-NDVI time series data for extraction of seasonal information of vegetation (Verbesselt et al., 2010) . Landsat TM/ETM+ provided by USGS were satisfactorily geo-referenced, meaning no further geometric registration was necessary. However, the HJ-1 imagery suffers from nonlinear distortion because of its wide-scene imaging capability (Zhang et al., 2012; Tang et al., 2014; Hu et al., 2014) . Therefore, a specific geo-registration model that integrates the collinearity equations and Lagrange interpolation was developed for geometric processing of HJ-1 imagery. In total, 2640 HJ-1 scenes were orthorectified with a registration accuracy of less than two pixels, covering approximately 60% of the global land surface.
Radiometric correction was performed for both Landsat and HJ-1 imagery, including both atmospheric and topographic corrections. The atmospheric correction model of MODerate resolution atmospheric TRANsmission (MODTRAN) was used for Landsat imagery (Berk et al., 1999) . A relative radiometric correction was adopted for HJ-1 imagery by selecting corresponding atmospherically corrected Landsat imagery that covered the same area but was acquired in different years as reference. For imagery covering mountainous areas with rough terrain, a new approach was developed to restore the radiometric information in areas of shadow cast by mountains by using a ''continuum removal'' (CR) spectral processing technique without the aid of a DEM (Zhou et al., 2014) . The CR-based approach makes full use of the spectral information derived from both the shaded pixels and their neighboring non-shaded pixels of the same land cover type.
Thick cloud cover and Landsat ETM+ Scan Line Corrector (SLC)-off failure occasionally resulted in poor quality or missing data on Landsat TM/ETM+ images. The neighborhood similar pixel interpolator (NSPI) approach was employed to remove thick clouds (Zhu et al., 2012) and filled gaps in SLC-off images (Chen et al., 2011b) . Based on the assumption that the same-class neighboring pixels around the missing pixels caused by thick clouds or SLC-off failure have similar spectral characteristics, and that these neighboring and missing pixels exhibit similar patterns of spectral differences at different dates, Neighborhood Similar Pixel based model (NSPI) interpolates the missing pixels by using information from an ancillary imagery with good quality but acquired at a different date. The results of case studies indicate that NSPI can restore the value of missing pixels very accurately, and that it works well in heterogeneous regions. In addition, it can work well even if there is a relatively long time interval or significant spectral changes between the input and target images. The filled images appear spatially continuous without any obvious striping patterns (Chen et al., 2011b; Zhu et al., 2012; Huang, 2012) .
Web-based reference data integration
Ancillary data have proven effective in improving classification accuracy, such as the identification of land cover with higher spectral variation and distinctions between different land cover classes with similar spectral responses (Chen, 1984; Ehlers et al., 1989; Lu and Weng, 2007) . At the global scale, there are a variety of reference data sets that can be used to support 30 m GLC mapping, such as existing GLC maps at coarser resolution, 30 m or higher resolution regional land cover data, global DEM data (SRTM and ASTER DEM), global 1:1 million topographic data (Hayakawa et al., 2008) , and ecological zones (Olson et al., 2001) . Online-distributed geospatial data assets and services (such as Google map, Map World, and OpenStreetMap), as well as land cover related services (such as Geo-Wiki) also provide valuable external and interoperable ancillary sources of information (Fritz et al., 2012; Yu and Gong, 2012) . Ancillary data are less uniform than remotely sensed data, varying in format, accuracy and spatial resolution. In order to facilitate the use of such data and their incorporation into classification and verification processes, a bespoke web-based information service system was designed, developed and implemented by the Chinese GLC team. The system was used to integrate all the primary image data, reference data, ancillary data, and preliminary and final classification results (Han et al., 2015) . Ancillary data were processed and published as web services according to OGC standards. The web-based system was connected to the image analysis systems, with data exchange facilitated by a shared user interface. Online tools were developed to support data browsing, information retrieval, comparison, geo-tagging, and verification. A special tool for change markup and reporting was developed following a publish/subscribe model for multi-tier applications.
Knowledge-based interactive verification
The verification of geo-spatial data is an important process to identify inconsistency and to remove, or minimize, errors in the datasets (Comber et al., 2004; Brisaboa et al., 2014) . Knowledgebased verification has been explored for topographic mapping (Mills and Newton, 1996; Gerke et al., 2004; Chen et al., 2007) and land cover mapping (Comber et al., 2004; Verburg et al., 2011) . A knowledge framework was proposed by Gao et al. (2004) for the generalization of land cover maps with naturebased, culture-based and application-specific knowledge. However, a priori knowledge of land cover and its change at a global scale is not available (Lu and Weng, 2007; Smith, 2013) . In order to facilitate the logical consistency checking, knowledge about the geographical distribution of land cover was summarized and used to guide the data product verification. With the support of a web-based system, classification errors (commissions and omissions) on land cover and its change were checked with a variety of ancillary data and prior-knowledge. An allowable number of errors was defined for each land cover class on the basis of the minimum mapping units for a standardized quality controlling. This was followed by an interactive improvement to remove identified errors. A more detailed explanation of the knowledge-based verification approach adopted is provided in Section 5.
The proposed POK approach
With the above considerations, a pixel-object-knowledge (POK) based classification approach was developed, as shown in Fig. 2 . With the POK approach, the classification process of all 10 land cover types is handled with a split-and-merge strategy, i.e. firstly each class is determined in a prioritized sequence and then the results are merged together. The first step is called ''per-class classification''.
In per-class classification, pixel-based classifiers and objectbased identification approaches are integrated to determine the spatial extent and category of land cover features in each class. Both the spectral and multi-temporal signatures of the 30 m imagery are used for deriving variables. A knowledge-based interactive verification is then carried out to check and improve the reality and logical consistency of the data products with the support of web service technology.
For each class, the classification results of individual scenes were integrated into a map sheet of dimensions 6°in longitude and 5°in latitude. In total, 847 map sheets were produced. Inconsistency and conflicts within the individual classification results and at strata boundaries were checked and corrected by operators All these per-class classifications were aggregated afterwards to produce comprehensive datasets for the years 2000 and 2010.
Hybrid pixel-and object-based classification
Pixel-based classification may generate a large number of misclassified pixels (the ''salt-and-pepper effect'') due to the spectral confusion between land cover types and spectral diversity within the same land cover type. Therefore, object-based identification was adopted to integrate the pixel-based classification results with segmented objects generated using eCognition (v8) software. In this process, scale parameters ranging from 10 to 50 (with interval of 5) were used to obtain multiple scale segmentation results because landscapes of different land cover types vary significantly in multiple scenes. Based on pixel-based per-class extraction results and multiple segmentation layers, the majority criterion (Lu and Weng, 2007; Ok and Akyurek, 2012; Costa et al., 2014) and auxiliary information (such as DEM, slope, and reference GLC products) were applied as a decision rule to automatically or manually label the objects. Table 2 provides an overview of the pixelbased classifiers and object-based identification methods for each land cover type.
Water bodies
In general, water bodies exhibit a distinct spectral feature in Landsat TM/ETM+ imagery compared to other land cover types. A supervised Maximum Likelihood Classification (MLC) was employed based on the Normalized Differential Water Index (NDWI) and Wetness component of Tassel Cap transformation (TC-W). For the majority of mapped areas, the method worked well to ensure the accuracy and efficiency of water mapping . In some areas, water bodies, which included clear water, green water and turbid water, displayed spectral diversity. Clear water displayed lower reflectance in all bands, while turbid water had higher reflectance due to the blend of mud and sand, and green water caused by eutrophication displayed spectral features similar to green vegetation to some extent. A prior knowledge based decision trees classifier was adopted to deal with the complexity of land surface waters (Sun et al., 2012) .
With the results of image segmentation, first the percentage of water pixels from the pixel-based classification results within each image object was calculated, and then a percentage threshold was defined, such as 20%, 15% and 10%, which was then used to compare with the percentage of water pixels within each image object. In this project, 10% was selected as the percentage threshold to label the object as ''water'' class after a comprehensive comparison (Sun et al., 2012; Liao et al., 2014) .
Wetland
Wetland take multiple forms such as bogs, fens, meadows, marshes, peat land, swamp, floodplains, and mangroves. The spectral diversity within wetland is therefore significant. Different supervised classifiers were tested but the results were far from satisfactory (i.e. did not achieve acceptable accuracy). Since the successful extraction of wetlands depends on the contextual information and experts experiences, visual interpretation and inspection were used to accurately delineate wetland based on prior knowledge of wetland types, distribution, and temporal change patterns as well as the spectral characteristics.
Permanent snow and ice
Permanent snow and ice have unique spectral characteristics distinguishing it from other land cover types. An automated thresholding method was employed to identify snow and ice based on the Normalized Difference Snow Index (NDSI) calculated from Landsat TM/ETM+ data (Yin et al., 2013) . After careful comparison of several automated thresholding methods, Otsu's method (Otsu, 1979) was selected as the operational approach as it selects an optimal threshold by the discriminant criterion to maximize the separability of the resultant classes in gray levels. With this method, a better accuracy was achieved in situations of various backgrounds and snow/ice fractions (Yin et al., 2013) , allowing accurate and efficient snow and ice extraction.
Artificial surfaces
Artificial surfaces mainly consists of urban areas, roads, rural cottages and mines, which are primarily based on asphalts, concrete, sand and stone, bricks, glasses, and other materials. They can be divided into three sub-classes including high reflectance, low reflectance and vegetated type. Different from other land cover types, artificial surfaces usually holds specific textual patterns, which are helpful for further classification. Accordingly, a supervised pixel-based classifier (SVM) was first used to extract artificial surface using both spectral band information and a variance texture recommended by Lu and Weng (2007) . After the pixel-based classification, segmentation was performed at multiple scales, and areas of artificial surfaces were identified if the proportion of artificial surfaces pixels within an object was larger than a predefined threshold (i.e. 50%). Finally, the classification results of artificial surfaces at different scales were combined and verified by manual editing based on visual comparison with high resolution images (e.g. Google Earth) and other reference data. Fig. 3 gives an example of extraction of artificial surfaces by integrating pixel-and object-based classification methods.
Cultivated land
Cultivated land displays complicated spectral characteristics at the global scale. The spectra of cultivated land covered by plants are identical with those of natural vegetation, while the spectra of cultivated land without plants (fallow) are almost the same as those of soil. The most common spectra of cultivated land in growing season are the mixture of vegetation and soil. Moreover, cultivated land generally has regular distribution patterns such as circles or rectangles as well as texture which is different from natural vegetation due to human management. However, the utilization of texture and spectral characteristics is very difficult because they are determined not only by the type and size of cultivated land, but also by the phenology of the crops, which contains planting, growing, maturity and harvest. In this study, a new cultivated land extraction method was developed based on both crop phenology and regular distribution pattern of the cultivated land. In order to obtain the phenological information of the crops, a new method, known as NDVI Linear Mixing Growth Model (NDVI-LMGM), was proposed for generating high spatial-resolution NDVI time series. By using multi-temporal 250 m MODIS NDVI data and Landsat imagery , this method was able to cope with the limitation of coarse spatial resolution MODIS-NDVI products for 30 m resolution land cover mapping. After that, the 30 m NDVI time series data were used by a pixel-level supervised classifier (MLC) to identify potential cultivated land pixels.
The objects obtained by segmentation were overlaid onto potential cultivated land images. Only objects displaying regular man-made patterns such as circles or rectangles and for which the proportion of potential cultivated land pixels within the object was larger than a predefined threshold (i.e. 70%) were identified as cultivated land via visual interpretation. Fig. 4 gives an example of cultivated land extraction in Amazon area. Some cultivated land were mis-classified as traces of cutting woods. With the object segmentation results and the help of higher resolution images, they were identified and modified as cultivated land patches. 
Forest, shrubland, grassland and bareland
After completing the classification of water, wetlands, snow and ice, artificial surfaces and cultivated land, it become relatively straightforward to classify forest, shrubland, grassland and bareland because a large number of pixels with spectral similarity to these land cover types were masked out by the previous procedures. Fig. 5 illustrates the object-based extraction of grassland (yellow). Considering that the natural vegetation types and bareland are characterized by their own specific phenological patterns, six spectral bands of Landsat TM/ETM+ imagery, together with 23 NDVI bands per year (generated by the NDVI-LMGM method using multi-temporal 250 m MODIS NDVI data and Landsat imagery), were used as input features in the MLC classifier to classify forest, shrubland, grassland and bareland synchronously. Here, the MLC classifier was selected because it made better use of the existing land cover information through a priori probability. Consequently, before the classification, the a priori probability of each pixel in a Landsat TM/ETM+ image belonging to forest, shrubland, grassland and bareland was calculated according to the existing GLC datasets such as 300 m GlobCover 2009 (Bontemps et al., 2010) and 500 m BU-MODIS land-cover map (Friedl et al., 2010) . Both land cover datasets were recorded according to the land cover types used in this research, and resampled to a corresponding 30 m pixel size. The priori probability of a pixel for each class was calculated by dividing the number of pixels of the class by the total number of pixels within a predefined window centered by the target pixel, and the averaged value of the a priori probability from the two global datasets was used as the input a priori probability for MLC classification. The a priori probability data made use of the latest land cover mapping experiences, and also helped to verify the training and validation samples.
Knowledge-based interactive verification

Land cover and change knowledge
Nature-based and culture-based knowledge of the geographical distribution of land cover are indispensable for land cover data verification. As two successive data products for years 2000 and 2010 were subject to verification, temporal consistency was added as another important knowledge.
Nature-based land cover knowledge
Nature-based knowledge refers to the interaction and relations among different elements of the natural environment (Gao et al., 2004) . For instance, water and wetland reside in relatively flat or low relief areas. In areas of high latitude, surface water might be confused with mountain shadows due to solar altitude. With such knowledge, slope could be calculated from a global DEM and used to identify errors of omission or commission in surface water . Another typical example is that an arid or semi-arid zone has generally fewer rivers and lakes than a humid or semihumid region with dense water networks. Different criteria on data quality control can be adopted for these two different types of area. The minimal allowable threshold for omission or commission errors of water objects (features) could be larger than that in a dense water network region. A few examples of nature-based knowledge and implications on the verification of land cover characterization are given in Table 3 .
Culture-based land cover knowledge
Culture traditions, political policies and socio-economic events all have an impact on land cover distribution and changes. Such knowledge can also help in the verification of land cover datasets. For instance, people cut down trees and replant them in forest areas for commercial purposes. Without this knowledge, some clearings in Amazonian areas might be interpreted as farmlands. Artificial surfaces are considered as a proxy measure of human impact on the environment and is associated with centered Fig. 7 . Interactiveverification with the support of the web-based system (a). Verifying the increase of farm land in the Western Sahara using higher resolution imagery (b). Artificial surfaces with high vegetation density was omitted and re-collected after verification.
population (Elvidge et al., 2007; Sutton et al., 2009) . For some smaller towns in arid and semi-arid areas, the spectral response is much closer to that of the background landscape and may not be easily identified from 30 m imagery. They could be located using geographic names from digital topographic maps at 1:1 million or large scale and then mapped with the help of online higher resolution imagery or other maps. Fig. 6 gives one example.
In addition, land cover related socio-economic census data or inventory statistics may also serve as prior knowledge for verification. For example, macro-inconsistency was conducted by comparing statistics from 30 m GLC mapping with thematic studies, such as global agricultural lands statistics (Ramankutty et al., 2008) , inland water surface areas (Raymond et al., 2013) , urban land cover areas in larger and smaller cities (Potere et al., 2009; Angel et al., 2011) , and wetland statistics from the Wetland Handbook (Whigham, 2009) .
Temporal-constraint knowledge
Differences between land cover datasets at regular time intervals can be spatially-explicit GLC change and are critical assets for global environmental change studies (Goldewijk and Ramankutty, 2004; Verburg et al., 2011; Sterling et al., 2013) . 
Cultivated land 6 Â 6 Area Large cultivated land in plain region Arid/semi-arid, hilly mountain regions General case A P 10 Â 10 3% 3% 3% 6 Â 6 6 A < 10 Â 10 1 4 2 A < 6 Â 6
No restrict However, some differences might not come from an actual change in the real world, but from random, gross or systematic errors in land cover characterization. There are a number of temporal constraints between successive land cover datasets which can be used for improving their consistency. For example, in most cases, artificial surfaces will continue to exist once created. A significant disappearance in the dataset of 2010 with respect to 2000 would be considered as suspicious and be subject to an interactive verification with higher resolution imagery or other source of data. Some exceptions can be found, however, such as the conversion of some buildings into green parks in Beijing in preparation for the 2008 Summer Olympic Games. National statistics from different countries were also used to aid discovery of unreasonable changes inartificial surface. As land surface water has great fluctuation, differences derived from imagery of 2000 and 2010 may reflect real change (such as the dramatic areal decrease of the Aral Sea), or be subject to seasonal difference and annual rainfall. Such knowledge of temporal constraints was utilized for better understanding and verification of water changes between two 30 m datasets . The temporal inconsistency caused by the original remotely sensed data was also corrected using MODIS time-series data for the calculation and comparison of water areas, water ration and coefficient of spatial variation .
Interactive verification and improvement with the support of the web system
During the preparation and implementation of the Chinese GLC project, as much knowledge as possible on land cover and change was analyzed and collected. However, not all the knowledge about land cover and change could be formalized and used for automated data verification. The success of the project depended greatly on the interactive verification and modification by skillful operators with rich experience. With the support of the web-based system mentioned in Section 3.3, interactive verification was accomplished by a group of expert operators with different land cover knowledge (such as water resources, wetlands, and urban planning) to check possible gross errors or misclassifications by comparison with reference data. The verified results were then sent back to the production stage for removal and reduction of uncertainties from the object-based classification results. Fig. 7 gives two examples of interactive verification conducted with the support of the web-based system. Table 4 lists the Minimum Mapping Unit (MMU) and allowable minimum error of omission or commission per scene for each land cover type. Levels were defined according to the spatial characteristics of each land cover class and used for guiding the verification process. Fig. 11 . Spatial distribution of map sheet samples of GlobeLand30. 6. Experimental evaluation
Comparison of POK with other classifiers
To evaluate the performance of the POK-based classification approach, Landsat TM images of Shaanxi province, China, were used for experiments. The area is located in the centre of China (Fig. 8(a) ) with various land cover types, latitudinal ecological regions (Fig. 8(b) ) and complex terrain.
Besides POK, four other widely used classifiers (SVM, decision tree, random forest and MLC) were selected for comparison. Intensive field investigations were conducted in 2010 by the National Geomatics Center of China (NGCC), and 792 acres (34462 pixels) of ground truth data were collected for accuracy assessment.
In the classification procedure, the training samples required for the supervised classifiers were selected by visual interpretation of TM imagery, which was independent of the collection of the ground truth data.
The land cover map of Shaanxi province produced by POK in 2000 is shown in Fig. 9 . By using the collected ground truth data, an error matrix of the POK classification result was obtained (Table 5 ). There are seven classes in total, as snow/ice, wetland, tundra and bareland do not exist in this area. In general, classification accuracies of water, artificial surface, cultivated land and forest were found to be relatively higher. However, there was much confusion among grassland, shrub land and bareland because these land cover types are usually mixed. The overall accuracies of POK and other four methods are shown in Table 6 . It is noticeable that the POK achieves the highest overall accuracy and Kappa coefficient (0.7017), followed by SVM.
Preliminary accuracy assessment of GlobeLand30
The proposed POK approach was used as the primary approach by China's GLC mapping team to produce GlobeLand30, comprising two 30 m resolution GLC maps for 2000 and 2010. Fig. 10 illustrates the GlobeLand30 map for the year 2010.
A preliminary accuracy assessment was conducted by thirdparty experts with a two-rank sampling strategy. The first-rank sampling (also called map sheet sampling) involved selecting map sheet samples from global map sheets, and the second-rank sampling (also called feature sampling) selected feature samples of each land cover type within each elected map sheet (Tong et al., 2011; Tong and Wang, 2012) . 80 map sheet samples were selected from a total of 847 map sheets in the first-rank sampling, and these samples were spatially distributed into five continents based on the land area ratio. Table 7 shows the distribution of map sheet samples, and Fig. 11 shows the spatial location of the 80 map sheet samples.
A total of 159,874 pixel samples were selected for the assessment of GlobeLand30 in the baseline year of 2010, in which 154,586 pixel samples can be definitely validated as correct or incorrect ones. Feature samples were selected using spatial stratification sampling within each selected map sheet, in which the features were stratified by land cover types. The total sample size of feature samples in each map sheet was first calculated based on the optimization sampling model, and the number of feature samples (pixels) in each layer was allocated according to landscape index and layer area ratio to the total sample size. The locations of feature samples were then spatially determined layer by layer based on spatial correlation analysis. Fig. 12 shows an example of feature sampling in one map sheet sample in North America, whilst Table 8 shows the distribution of map sheet samples and pixel samples in different regions. Table 9 lists the result of the preliminary accuracy assessments for each land cover type in the baseline year 2010. In the table, the user's accuracy and its area ratio for each land cover type are presented, and the area-weighted overall accuracy is calculated by summing the multiplication of user's accuracy and its area ratio of each land cover type (without tundra type). It can observed that the overall accuracy presented in GlobeLand30 in the year of 2010 is better than 80%, and the kappa coefficient is 0.75.
Comparison of GlobeLand30 with other 30 m land cover products
The POK classification results (Fig. 13(e-h) ) were also compared with other land cover products at 30 m resolution, e.g. CORINE (Fig. 13(i and j) and FROM ( Fig. 13(k and l) ). It was found that the quality of GlobeLand30 was at the similar level to CORINE data, which covers only Europe in the base-year of 2000. Although FROM is also at 30 m resolution, it was found to be of much lower quality compared to the POK classification results as it resulted from fully automated classification (Gong et al., 2013) . There was also much classification error identified between shadow and water in these examples ( Fig. 13(k and l) ). Further quantitative accuracy assessments were conducted in eight test areas across all continents in the world for the year 2000 (Fig. 14) . The corresponding ground truth data were collected by third-party researchers through interpretation of high-resolution images (including aerial photos and Google Earth imagery) and field observations. Detailed information of the experimental sites and the ground truth data are shown in Table 10 . To achieve consistent accuracy assessment, land cover types were firstly transformed to the classification system used in this paper based on Herold et al. (2008) , because the other GLC products used different classification systems. Table 10 lists the overall accuracy and kappa coefficient of the POK product and other two land cover products. From the assessment results, it is clear that the POK product achieves the highest accuracy among these three land cover products. It is noticed that the accuracy of FROM data varies greatly with overall accuracy (as low as 28.46%), implying that the automated classification technique is not robust enough for global mapping at 30 m resolution. These experimental results indicate that the POK-based classification approach is reliable for global land cover mapping. The other land cover maps at coarser resolution were not compared here because they were found to be too different in resolution to obtain meaningful comparison.
Conclusions
This paper has reported the primary methodology used in the operational GLC mapping project of China. With the realization that, at global scale with 30 m resolution, fully automated classification techniques are not currently able to meet the requirement of operational mapping, a compromise between effectiveness (accuracy) and efficiency (level of automation) was adopted. As such, in additional to automated classifiers, interactive processes were employed in cases of classification in complex areas and for quality control, resulting in the pixel-object-knowledge based (POK-based) operational approach.
In the developed POK-based approach, the determination of land feature classes takes two steps. The first is to decompose the classification of the 10 land cover classes (types) into simpler per-class classifications in a prioritized sequence. The second step is to merge per-class classification results together. In the determination of each class, an optimal integration of pixel-and objectbased classification was developed. To improve the quality of the data products, a knowledge-based interactive verification procedure was developed with the support of web service technology.
The performance of the POK-based approach was tested with eight selected areas with various landscapes and from five different continents. An overall classification accuracy of over 80% was achieved. Based on this limited test, it may be concluded that this POK-based approach is a feasible method for operational mapping at 30 m resolution on a global scale.
With the POK approach as the primary methodology, two 30 m GLC data sets for the years 2000 and 2010 have been produced, entitled GlobeLand30 (http://www.globallandcover.com). GlobeLand30 provides more detailed land cover patterns and reflects land cover changes induced by human activities from 2000 and 2010. To assess the quality of GlobeLand30, researchers from China, Greece, Italy, Mexico and Sweden have carried out preliminary evaluations. Large samples have been taken from all over the world and an overall accuracy in excess of 80% has been obtained. From such results, it might be concluded that GlobeLand30 is a reliable product for a number of various applications.
GlobeLand30 has been released for open access and noncommercial utilization at the end of September, 2014. It will be applied to support a variety of international and national scientific programs and development activities. These include the United Nations' post-2015 Sustainable Development Agenda, GEO's GEOSS, ICSU (International Council of Science Union) Future Earth initiative, and the Biodiversity Indicators Partnership program from UNEP-WCMC. This will greatly promote data sharing in the field of geosciences and Earth observation.
Moreover, the sharing of GlobeLand30 will also stimulate GLC mapping and collaborative information services worldwide. More efforts will be mobilized and devoted to the development of increasingly automated approaches for continual updating and data refinement, especially to develop long-time series GLC datasets. An international validation of GlobeLand30 will be organized with the support of UNGGIM and GEO over the next two years. 
