INTRODUCTION

Remarkable
progress has been made in recent years in the ability to design airfoil shapes that are optimal with regard to certain desired characteristics. 
The population is usually initialized at generation g = 0 in a random fashion: 
where Pc is a parameter that controls the proportion of perturbed elements in the new population.
Note that the mutation and recombination operations described above can lead to new vectors that may fall outside the boundaries of the variables. Various repair rules can be used to ensure that these inadmissible vectors do not enter the population. A simple strategy, which is the one adopted here, is to delete these inadmissible vectors and form new ones until the population is filled.
The selection scheme used in DE is deterministic but differs from methods usually employed in standard ES approaches. Selection is based on local competition only, with the modified trial parameter vector competing against one population member (the comparison vector) and the survivor entering the new population g + 1 as follows:
where f denotes the corresponding objective function (or fitness) value. This greedy selection criterion results in fast convergence; the adaptive nature of the mutation operator, in general, helps safeguard against premature convergence and allows the process to extricate itself from local optima. The generation counter is incre-mented andtheprocess is repeated untilsome stopping criteria aresatisfied.
Hybridization Strategies
Using Neural Networks
While the DE algorithm is quite efficient and effective in exploring the entire design space in search of the optimal solution, the algorithm has a tendency to slow down as it approaches the vicinity of the optimal solution.
Many subsequent function evaluations are then required to obtain the exact optimum. The computational effort required by these function evaluations in the vicinity of the optimum can be nearly eliminated using a hybrid approach that combines the DE algorithm with a neural network that is trained on the CFD simulation data. 23
The trained neural network is then used to evaluate the objective function with negligible computational effort and expense instead of using the CFD solver. While hybridization is always useful, it must be done with caution. Here the neural network is used only in the latter stages after the entire population has evolved to the general vicinity of the optimal solution. Thus the neural network is used as a "local" response surface with validity only in a small region of the design space. This makes it easier to train the neural network and improves its generalization abilities. For the inverse shape optimization problem, the neural network is trained on the sum-ofsquares error between the actual pressure computed by the CFD solver and the target pressure at various points on the airfoil. A three-layer feed-forward neural network as shown in Fig. 1 is used here.
Using Local Search Methods
The final paper will include results using hybridization strategies based on local search methods. The airfoil geometry parametrization method described in Rai and Madavan 7 is used here. A total of 13 geometric parameters were used to define the airfoil geometry in the current study. These parameters are listed below (see Fig. 2 for illustration):
1. Leading edge and trailing edge airfoil metal angles (2 parameters).
2. Eccentricity of upper leading edge ellipse (1 parameter).
3. Angles defining the extent of the leading edge ellipses (2 parameters).
4. Semi-minor axes values at the leading edge (2 parameters). The initial design space was chosen to be quite large to allow a wide range of airfoil shapes to be explored. A sampling of some of the initial airfoil geometries is shown in Fig. 4 . In order to hold the CFD function evaluations to a reasonable number, 6 (instead of 13) design variables were used in the initial stages of the design.
The population of 50 members were then evolved using the DE algorithm.
The DE algorithm without any hybridization strategy was considered first. Figure 5 shows the pressure distribution for the optimal airfoil that represents the best airfoil obtained after 13 generations using the DE optimization method with 6 design parameters. The algorithm is able to approach the target distribution within about 650 function evaluations.
Note that in the early stages of evolution several of the airfoil geometries were infeasible and hence were not evaluated by the CFD solver, After 13 generations, the number of design variables is increased to 13 and the population evolved further. The optimal pressure distribution shown in The convergence history of the baseline DE algorithm 23 is shown in Fig. 7 which plots the population mean and variance as a function of the number of generations. Both the mean and the variance decrease with generation number except for the slight increase corresponding to the switch from 6 to 13 design parame-
ters. The figure also shows that convergence of the algorithm is slower in the vicinity of the optimal solution. This is typical of many other evolutionary algorithms and highlights the need for a hybrid approach that combines the global search and exploration capabilities of the DE algorithm with other algorithms that can converge rapidly to an optimum when initialized in the local neighborhood. As described earlier, a different hybrid approach to reducing overall design time was adopted here in the DE-NN method where the populations after the first few generations (using 13 design parameters) were used to train a neural network. Figure 8 shows the envelope of pressure data around the target pressure distribution that was used to train the neural network. Note, however, that the network was trained directly on the sum-square-error and not on the individual pressure data. Thedataenvelope in Fig.8 represents thevariation ofthepressure distributions for therange of airfoilgeometries in theneural network training setandis meant toconvey thelocal nature of theneural network response surface inthevicinityofthe optimal solution. Thepressure distribution fortheoptimalairfoildesign obtained by theDE-NNapproach is shown in Fig.9 andcompares well withthetarget and optimal DEdesign pressure distributions.
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