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PERIODIC INTEGRAL TRANSFORMS
AND C*-ALGEBRAS
S. Walters
Abstract. We construct canonical integral transforms, analogous to the Fourier transform,
that have periods six and three. The existence of this transform is shown to arise naturally
from the expectation that the Schwartz space on the real line, viewed as the Heisenberg module
of Rieffel and Connes over the rotation C*-algebra, should extend to a module action over the
crossed product of the latter by the canonical automorphisms of orders three and six (which
does in fact happen and is shown here).
§1. INTRODUCTION.
It is a well known classical fact that the Fourier transform of a Schwartz function f
f̂(t) =
∫ ∞
−∞
f(x)e(−tx)dx, (1)
has period four and extends to a unitary operator on L2(R). (Throughout the paper we
write e(t) := e2piit.) This stems from the fact that
ˆˆ
f(t) = f(−t). In this paper we show that
if the product tx in (1) is replaced by a suitable quadratic, then one obtains transforms of
period three and six. More specifically, one has a one-parameter family of hexic transforms
(Hf)(t) = i1/6
√
2µ
∫ ∞
−∞
f(x)e(2µtx− µx2)dx, (2)
for µ > 0 and f in the Schwartz space S(R). Thus, H extends to a unitary operator on
L2(R) of period six (i.e., H6 = I). (The “ideal” transform is when µ = 12 as is explained
in Remark 2 below.) Note that H is a composition of the multiplication operator by the
complex Gaussian e(−µx2) and an inverse Fourier transform (up to scaling), and hence is
itself a unitary operator on L2(R) that leaves invariant S(R).
Theorem 1. One has (H3f)(t) = f(−t) for all f ∈ S(R), so that the transform H has
period six and extends to a unitary operator on L2(R). Further, its square H2 (the cubic
transform) is given by
(H2f)(t) =
√
2µ
i1/6
e(µt2)
∫ ∞
−∞
f(x)e(2µtx)dx. (3)
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Therefore, H−1 = H5 = H3H2 and by (3) one gets the formula for the inverse hexic
transform
(H−1f)(t) =
√
2µ
i1/6
e(µt2)
∫ ∞
−∞
f(x)e(−2µtx)dx.
One similarly gets a formula for the inverse cubic transform (H−2f) = (H3Hf)(t) =
(Hf)(−t).
Remark 1. It is interesting to note that although the Fourier transform has period four,
if it is composed with multiplication by a complex Gaussian, as in (3), it can be made to
have period three. Though this may seem a little surprising, it can be shown that from the
C*-algebra point of view it is not (see Section 3).
Remark 2. By analogy with the fact that e−pix
2
is invariant under the Fourier transform,
one can easily check that e−pi(
√
3−i)µx2 is invariant under H (and hence also under the
cubic transform). (It can be checked that this is the only function among the Gaussian
exponentials, up to scalars, that is invariant under the cubic or hexic transform.) The reason
we referred to µ = 1/2 as the “ideal” case is that in this case one has 1
2
(
√
3− i) = i−1/3 is
of modulus 1 so that one has the invariant Gaussian e−pii
−1/3x2 .
Remark 3. The Fourier transform is a “canonical” transform in the sense that it intertwines
the translation and phase multiplication operators in the well known way. Similarly, the
hexic transform, with µ = 12 , is also canonical. In fact, letting (Txf)(t) = f(t − x) and
(Exf)(t) = e(−xt)f(t), one checks the following relations (see §3 below):
TxH = HEx, ExHTx = e(−12x2)TxH.
Since the group SL(2,Z) is known to contain finite order elements only of orders 2, 3, 4, and
6, it follows that a periodic canonical transform can only have these orders. This therefore
gives us canonical transforms for each allowed order.
Remark 4. It may be worthwhile investigating properties that the above transforms have
that are analogous to those that are well known to hold of the Fourier transform (as for
example in Rudin [8]). For example, is there a multiplication # on the space of Schwartz
functions (or L1 functions) such that H(f#g) = H(f)H(g)? (For the Fourier transform
this multiplication is convolution.) It may also be of interest to explore the extension of the
transforms H and H2 to Rn, or even to locally compact Abelian groups.
An application of Theorem 1 is the existence of finitely generated projective modules over
crossed products 6θ := Aθ ⋊ρ Z6 and 3θ := Aθ ⋊ρ2 Z3, where Aθ is the rotation C*-algebra
and ρ is the canonical order six automorphism on Aθ (see §3). These modules will give rise
to primary classes in the corresponding K0-groups K0(6θ) and K0(3θ). We write 6
∞
θ and
3∞θ for the respective canonical smooth dense *-subalgebras. It is well known [5] that there
are natural isomorphisms K∗(6θ) = K∗(6
∞
θ ) and K∗(3θ) = K∗(3
∞
θ ). (See Section 3.)
Theorem 2. Under the action (2), the Schwartz space S(R) is a finitely generated projective
right module M6 over 6∞θ (thus giving rise to a class in K0(6∞θ )). Similarly, under the
action of the order three unitary given by (3), the Schwartz space S(R) is a finitely generated
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projective right module M3 over 3∞θ (thus giving rise to a class in K0(3∞θ )). Further, one
has
τι∗[M6] = θ
6
, τι∗[M3] = θ
3
,
for j = 0, 1, . . . , 5, where τι∗ is the induced map by the canonical trace τι on K0.
In [1], Buck and the author compute the Connes-Chern characters of the hexic and cubic
modulesM6,M3 and show that there are explicit injections Z10 → K0(6θ) and Z8 → K0(3θ)
for each θ > 0. The author believes that, just as in the Fourier case [10], these injections
will turn out to be isomorphisms (at least for a dense Gδ set of θ).
The author wishes to thank George Elliott for making some helpful suggestions.
§2. PROOF OF THEOREM 1.
We will make free use of the following identity
∫ ∞
−∞
e(Ax) e−pibx
2
dx =
1√
b
e−piA
2/b
which holds for b, A ∈ C, Re(b) > 0, and √b is the principal square root.
The theorem follows once we show that:
(A) the set of Gaussians fα(x) := e(−αx)e−2piµx2 , where α ∈ R, is a total set in L2(R),
(B) (H3fα)(t) = fα(−t) for all t, α,
(C) equality (3) holds for each fα.
Proof of (A). It is enough to show that if g ∈ L2(R) is such that
∫ ∞
−∞
g(x)e(−αx)e−2piµx2dx = 0
for each α, then g = 0. Setting g(x)e−2piµx
2
= h(x) we note that h is in L1(R) since it is a
product of two L2 functions. Hence one has
0 =
∫ ∞
−∞
h(x)e(−αx)dx = ĥ(α)
for each α. Therefore, ĥ = 0 and hence h = 0, i.e., g = 0. This proves (A) and shows that
the set of linear combinations of functions of the form fα is a dense subspace of L
2(R).
Proof of (B). One has
(Hfα)(t) = i
1/6
√
2µ
∫ ∞
−∞
e(−αx)e−2piµx2e(2µtx− µx2)dx
= i1/6
√
2µ
∫ ∞
−∞
e((2µt− α)x) e−2piµ(1+i)x2dx
=
i1/6√
1 + i
e−pi(2µt−α)
2/(2µ(1+i)).
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Applying H again gives
(H2fα)(t) =
i1/3
√
2µ√
1 + i
∫ ∞
−∞
e−pi(2µx−α)
2/(2µ(1+i))e(2µtx− µx2)dx
=
i1/3
√
2µ√
1 + i
e(C)
∫ ∞
−∞
e((2µt+D)x)e−piβx
2
dx
=
i1/3
√
2µ√
(1 + i)β
e(C)e−pi(2µt+D)
2/β
=
i1/3√
i
e(C)e−pi(2µt+D)
2/β (4)
where
β = µ(1 + i), C = 18µ (i+ 1)α
2, D = −(i+1)2 α.
A third iteration gives
(H3fα)(t) =
√
2µ e(C)
∫ ∞
−∞
e−pi(2µx+D)
2/βe(2µtx− µx2)dx
=
√
2µ e
−piα
2
2µ
∫ ∞
−∞
e((2µt− iα)x)e−2piµx2 dx
= e
−piα
2
2µ e−pi(2µt−iα)
2/(2µ)
= e(αt) e−2piµt
2
.
Therefore, (H3fα)(t) = fα(−t) is the usual flip map. Since this holds for all α, and {fα} is
a total set of functions in L2(R), this relation holds for all L2 functions on R. Hence H6 is
the identity.
Proof of (C). The right hand side of (3) evaluated at fα is
√
2µ
i1/6
e(µt2)
∫ ∞
−∞
e(−αx)e−2piµx2e(2µtx)dx = 1
i1/6
e(µt2) e−pi(2µt−α)
2/2µ
and it is easy to check that this is exactly (4), namely (H2fα)(t). This completes the proof
of Theorem 1.
§3. APPLICATION TO C*-ALGEBRAS.
The following shows how by means of C*-algebras one can discover the above transforms.
Let θ > 0, λ = e(θ), and consider the rotation C*-algebra Aθ generated by unitaries U, V
satisfying V U = λUV . The (noncommutative) hexic transform of Aθ is the canonical order
six automorphism ρ defined by
ρ(U) = V, ρ(V ) = λ−1/2U−1V.
Its square κ := ρ2 is the canonical order three automorphism, which we call the cubic
transform, and ρ3 is the usual flip automorphism studied in great detail in [2], [3], and [4].
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The corresponding crossed product 6θ := Aθ⋊ρ Z6 is the universal C*-algebra generated by
unitaries U, V,W enjoying the commutation relations
V U = λUV, WUW−1 = V, WVW−1 = λ−1/2U−1V, W 6 = I. (5)
One may view the crossed product 3θ = Aθ ⋊κ Z3 as the C*-subalgebra of 6θ generated
by U, V , and W 2. We write 6∞θ and 3
∞
θ for their respective canonical smooth dense *-
subalgebras. (For example, the elements of 6∞θ consist of sums of terms of the form aW
j
where a ∈ A∞θ .) Using Rieffel’s Theorem 2.15 [7] (with an appropriate lattice group in
R × Rˆ) one obtains a smooth Heisenberg module structure on the Schwartz space S(R),
with A∞θ acting on the right, given by
(fU)(t) = f(t− α), (fV )(t) = e(−αt)f(t),
where α =
√
θ. To extend this action so as to obtain a right 6∞θ -module action on S(R), we
need W to act as an integral transform
(fW )(t) =
∫ ∞
−∞
f(x)K(x, t)dx,
for suitable kernel function K, so that the relations (5) are satisfied. Rewrite the commu-
tation relations in (5) involving W in the form
WU = VW, VW = λ1/2UWV, W 6 = I. (6)
For the second of these relations one has
(fUWV )(t) = e(−αt)(fUW )(t) = e(−αt)
∫ ∞
−∞
f(x)K(x+ α, t)dx
and
(fVW )(t) =
∫ ∞
−∞
e(−αx)f(x)K(x, t)dx.
Hence, doing the same thing for the first relation in (6), one gets the relations
K(x, t− α) = e(−αx)K(x, t), λ1/2K(x+ α, t) = e(αt− αx)K(x, t).
Now it is easy to check that the kernel function K(x, t) = i1/6e(tx− 12x2) (of the transform
H above with µ = 1
2
) satisfies these relations. Therefore, by Theorem 1 we can define the
right action of W on S(R) by:
(fW )(t) = i1/6
∫ ∞
−∞
f(x)e(tx− 1
2
x2)dx,
so that the three relations in (6) hold. This, together with the above actions of U, V gives
rise to a right 6∞θ module structure on S(R). We shall denote this module by M6 and call
it the hexic module. Also by Theorem 1, one has the order three action
(fW 2)(t) = i−1/6e( 12 t
2)
∫ ∞
−∞
f(x)e(−tx)dx = i−1/6e( 12 t2) f̂(t),
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which makes S(R) into a right 3∞θ -module—we call it the cubic module and denote by
M3. In view of Rieffel’s inner product formulas [7], the A∞θ -valued inner on the Heisenberg
module S(R) can be defined by
〈f, g〉
A∞
θ
=
∑
m,n
〈f, g〉
A∞
θ
(m,n) · V nUm,
where f, g ∈ S(R) and
〈f, g〉
A∞
θ
(m,n) =
∫ ∞
−∞
f(t+ αm)g(t) e(−αnt) dt.
The associated 6∞θ and 3
∞
θ -valued inner product 〈 , 〉6∞
θ
, 〈 , 〉
3
∞
θ
are defined by sym-
metrization
〈f, g〉
6
∞
θ
=
5∑
j=0
〈f, gW−j〉
A∞
θ
W j , 〈f, g〉
3
∞
θ
=
2∑
j=0
〈f, gW−2j〉
A∞
θ
W 2j .
With these inner products, and exactly as was done in the proof for the Fourier module
in [9], one sees that the hexic and cubic modules are finitely generated projective, giving
classes in the corresponding K0-group, and therefore one obtains Theorem 2.
References
[1] J. Buck and S. Walters, Connes-Chern characters of hexic and cubic modules, in preparation (2003).
[2] O. Bratteli, G. A. Elliott, D. E. Evans, A. Kishimoto, Non-commutative spheres I, Internat. J. Math. 2
(1990), no. 2, 139–166.
[3] O. Bratteli, G. A. Elliott, D. E. Evans, A. Kishimoto, Non-commutative spheres II: rational rotations,
J. Operator Theory 27 (1992), 53–85.
[4] O. Bratteli and A. Kishimoto, Non-commutative spheres III. Irrational Rotations, Comm. Math. Phys.
147 (1992), 605–624.
[5] A. Connes, C* algebre`s et ge´ome´trie diffe´rentielle, C. R. Acad. Sci. Paris Ser. A-B 290 (1980), 599–604.
[6] M. Rieffel, C*-algebras associated with irrational rotations, Pacific J. Math. 93 (1981), no. 2, 415–429.
[7] M. Rieffel, Projective modules over higher-dimensional non-commutative tori, Canad. J. Math 40
(1988), 257–338.
[8] W. Rudin, Functional Analysis, McGraw-Hill, second edition, 1991.
[9] S. Walters, Chern characters of Fourier modules, Canad. J. Math. 52 (2000), no. 3, 633–672.
[10] S. Walters, K-theory of non commutative spheres arising from the Fourier automorphism, Canad. J.
Math. 53 (2001), no. 3, 631–672.
Department of Mathematics, University of Northern British Columbia, Prince George,
B.C. V2N 4Z9 CANADA
E-mail address: walters@hilbert.unbc.ca or walters@unbc.ca
Home page: http://hilbert.unbc.ca/walters
