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ABSTRACT 
The transient startup behavior of _a liquid-liquid extraction pulse 
column was investigated experimentally and mathematically. The purpose of 
the research was to develop methods for estimating the transient response 
curves and times required to reach steady state. 
Experimental data were obtained on a pulse column 20 feet high and 3 
inches in inside diameter. The plate section of the column contained 79 
plates spaced % inches apart. A tributyl phosphate/Varsol-nitric acid-
water ternary extraction system was used. 
The column system was operated for approximately 200 hours to obtain 
the experimental transient response curves. Each run lasted from 4 to 9 
hours. Transients were introduced as step changes in the nitric acid feed 
concentration after the column had been operating under acid free steady 
state conditions. Raffinate concentration versus time curves were deter­
mined continuously with a continuous electrolytic conductivity detector 
and recorder. 
The mathematical transient response curves were obtained from the so­
lution of mathematical models describing the column behavior. Ordinary 
differential equations were formed by either reducing the partial differ­
ential equations describing the column behavior to finite difference form 
or by forming transient material balances over finite sections of the col­
umn . Nine different mathematical models or combinations were formed. 
The partial differential equations describing the system behavior 
were derived on the basis of plug flow down a packed counter-current ex­
traction column. Longitudinal diffusion and mixing were neglected. 
The sets of ordinary differential equations were integrated on both 
analog and digital computers. For the analog computer the equilibrium 
curve was linearized. For the digital computer the non-linear equilibrium 
curve was used and expressed in polynomial or tabular form. A modified 
Runge-Kutta numerical procedure was used in the integration of the sets of 
equations. The largest number of equations integrated in one set was 128. 
The response curves from the various mathematical models were com­
pared with those from experimental data. Three of the models produced 
good estimates of the time required to reach steady state. The dead time 
portion of the curves was reproduced by two of the material balance models 
when the column subdivision was sufficiently refined. The models which 
xere formed by substituting an interlocking finite difference representa­
tion for the height derivative produced curves which oscillated during the 
dead time period but which reproduced the experimental data fairly well 
thereafter. 
The mathematical simulations would have been improved if a longitudi­
nal turbulent diffusion term had been included. The experimental data in­
dicated that significant longitudinal diffusion occurred. 
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INTRODUCTION 
Various rules of thumb have been suggested for estimating the time 
required for a counter-current diffusional extractor to approach a steady 
state condition after a system upset* or transient* occurs. Few attempts 
have been made to determine these times mathematically and experimentally. 
The research reported in this thesis was initiated to study the transient 
phenomena associated with a liquid-liquid extraction pulse column and to 
eliminate some of the "guess work" in predicting steady state conditions. 
The first step was to devise methods of calculating transient times 
from the operational variables of the equipment. From these calculation 
methods, techniques or models were developed to simulate the dynamic be­
havior of a pulse counter-current contactor under any type of unsteady 
state condition. The particular transient chosen for study was a step 
change in feed concentration. 
In the following report, sections are included to describe the vari­
ous phases of the research and the results obtained. The literature re­
view section indicates that the dynamic behavior of continuous counter-
current contactors had been only briefly studied experimentally. In the 
equipment section a thorough description of the pulse column and associ­
ated equipment is presented. The experimental technique for obtaining the 
transient response curves is given in the next section. The experimental 
data obtained is then discussed and described. Grouped together in one 
section are the differential equation models which were devised in an at­
tempt to simulate the dynamic behavior of the pulse column. The follow­
ing section describes the mathematical techniques used in solving the sets 
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of differential equations. Then, the results of the simulation techniques 
are presented. Finally, the advantages and disadvantages of the various 
simulation techniques are summarized, and suggestions are made for pos­
sible future work. 
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PREVIOUS WORK 
Chemical engineering mass transfer unit operations have been ana­
lyzed generally by considering the steady state behavior of the process. 
The unsteady state behavior of these operations has been studied in de­
tail only in the past twenty years, with most of the work occurring in 
the last ten years. Interest in the unsteady state arose in the late 
1930*5 in the study of batch distillation and isotope separation distil­
lation. In batch distillation a steady state condition is never possible. 
In the isotope separation the time to reach equilibrium conditions is ex­
cessively long. In recent years the dynamic behavior of distillation, 
extraction, and absorption equipment has been studied in some detail. The 
main body of work has centered upon plate distillation columns, stagewise 
extraction and absorption equipment, and packed distillation and absorp­
tion columns. 
Early Concepts 
Batch fractionation 
Since 1937 a number of authors have investigated batch fractionation 
of varying degrees of complexity. At first, holdup in the column was con­
sidered to be negligible. When holdup was considered, it was treated in 
one all inclusive term in the overall mass balance (1, 2, 3, 4f 5, 6, 7, 
8, 9, 10, 11). In these treatments, generally, the operation was ana­
lyzed on the basis of Rayleigh type equations. The dynamic character of 
each plate in the column was considered in 1950 and 1951 by Rose, Johnson, 
and Williams (12, 13, 14, 15) and Pigford, Tepe, and Garraham (16). In 
4 
these instances, material balances were written about each plate and 
holdup of each component was included. Rose* Johnson, and Williams 
solved the material balance equations by forming forward difference equa­
tions , and then numerically integrating the equations stepwise on an IBM 
punch card digital computer. The column was considered to be at steady 
state and at total reflux, and then stepwise small quantities of distil­
late were removed from the column. The effect of this removal was cal­
culated down the column by use of the difference equations. The program 
on the IBM equipment allowed variable relative volatility, non-linear 
equilibrium curve, and variable liquid and vapor stream ratio. Pigford, 
Tepe, and Garraham solved the differential equations directly on a me­
chanical differential analyzer. The equilibrium curve was expressed as 
a second degree polynomial. 
Coulson (17) in 1945 developed an expression which approximated the 
time required for a batch still to reach steady state at total reflux 
after the packing had been flooded with distillate. 
Isotope separation by fractionation 
Some of the first attempts to produce time versus concentration 
curves for fractionation columns were made by investigators interested in 
separating isotopes by distillation. In 1937 Huffmann and Urey (18) de­
veloped an approximation for the time required for a column fractionating 
0^q/0i6 to reach equilibrium. Cohen (19) in 1940 developed and solved 
the partial differential equations involved in the fractionation of N-^/ 
Njg and C^/^iS in packed columns. The equations had the following form: 
5 
H<)N = -L«)N - kcC(N(l-n) - n(l-N)) 
<)t jz 
(1)  
hJn = 1 jn + kcC(NQ-n) - n(l-N)) 
li Tz 
(2)  
H and h = liquid and vapor phase holdup 
C and c = liquid and vapor phase total concentration 
N and n = liquid and vapor phase mole fraction of heavy component 
L and 1 = liquid and vapor phase flow rates 
For the unsteady state, the above equations were linearized and then solved 
by eliminating one dependent variable, taking the Laplace transform of the 
second order partial differential equation, solving the resulting differ­
ential equation in the Laplace variable, and transforming back by the Heav-
iside theorem. The resulting expression is a complicated summation of ex­
ponential terras. 
In 1948 Bartky and Dempster (20) considered the fractionation of N14/ 
N15 in a plate column with an NH3/NH4OH system. They wrote a differential 
equation material balance for each plate. By transforming variables and 
simplifying the equilibrium relationship, they were able to solve the sets 
of simultaneous differential equations. Their solution was good only for 
slight enrichments of N^. 
Analysis of diffusional operations 
Mathematical analyses of packed distillation, absorption, and extrac­
tion columns have been made by many authors (21, 22, 23, 24) in the past 
decade. One of the most complete discussions of transient behavior in 
Mathematical Analysis of Unsteady State 
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both packed and plate type columns was presented by Marshall and Pigford 
(21) in 1947. Their approach was as follows: 
1. Generation of the following partial differential equations by 
making a mass balance on a differential element of the column: 
H(c)x) = LUx) - Kra(y* - y) (3) 
jt n G 
hQy) = -VOj) + Kga(y* - y) (4) 
It àz 
2. Transformation of variables so z is expressed as a number of 
transfer units. 
3. Elimination of one dependent variable and generate a second order 
partial differential equation. 
4. Laplace transformation of the equation and production of a dif­
ferential equation in the transform variable. 
5. Solution of the differential equation when possible. Here a 
transform of time variable to t' = t - n0g, which equals the time 
at which the liquid stream reaches a given point in the column, 
increases the ease of solution. This solution can be found gen­
erally in only the simple cases with linearized expressions for 
y*. 
6. Transformation back by Heaviside partial fraction rule. 
In 1948 Berg and James (22) made an analysis of fractionation col­
umns by methods very similar to those outlined above. Again, to solve the 
second order partial differential equation, the equation was linearized. 
The solution was tested against some actual equipment runs with fair suc­
cess . 
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An interesting analysis of diffusional counter-current apparatus was 
made by Bowman and Briant (23) in 1947 and was extended by Jaswon and 
Smith (24) in 1954. Their partial differential equations were trans­
formed by introducing new independent variables for time and height. This 
change produced a very simple set of partial differential equations when 
a linear equilibrium line was used. In Jaswon notation, the equations be­
came as follows: 
<& = - <&= Y - X (5) 
3* à/3 
These equations were solved to give a summation of exponentials or In 
functions. However, an important observation in both papers is that the 
boundary conditions required are complex. If a step change is made in the 
concentration of the heavy phase, then a discontinuity will exist in this 
stream as it flows down the column. As the light phase hits this discon­
tinuity, the concentration versus time function in the light phase remains 
continuous, but the first derivative develops a discontinuity. If the 
light and heavy phases are physically connected at the bottom of the col­
umn, as in a still, the light phase going up the column will develop a 
concentration discontinuity. And, again, if the light and heavy phases 
are connected at the top of the column, as in a reflux condenser, the dis­
continuity will be reflected down the column in the heavy phase. With no 
interconnection at the top and bottom, the discontinuity is reflected only 
as a discontinuity in the first derivative. To correctly solve the dif­
ferential equations, the boundary conditions must be formulated so as to 
incorporate these discontinuities. The change in independent variables 
utilized above allows the correct boundary conditions to be applied. 
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Analysis of stagewise extraction and absorption operations 
The development of techniques for the analysis of stagewise extrac­
tion and absorption operations progressed cocurrently with the development 
of the diffusional techniques. The book by Marshall and Pigford (21) also 
included a section on transients in stagewise extraction and absorption. 
The techniques used were similar to the ones outlined in the previous sec­
tion except that a set of ordinary differential equations was generated by 
making a material balance around each stage as follows: 
H(dxr) + L(dyr) = L(yr-1 - yr) + H(xr+i - xr) (6) 
dt dt 
The concentrations of the solute in each phase were related by a linear 
equilibrium relationship. The differential equations were Laplace trans­
formed, and the resulting difference equations were solved by calculus of 
finite differences techniques. This solution was then transformed back by 
the Heaviside theorem. In the case of stagewise equipment, a finite se­
ries of exponential terms was produced. 
Lapidus and Amundson (25) solved a problem in counter-current absorp­
tion by approximately the same procedure as that of Marshall and Pigford. 
To obtain an analytical solution, a linear equilibrium curve was assumed. 
This problem was then solved more generally on an analog computer by 
Acrivos and Amundson (26). By using servo multipliers, the transient 
curve for a four stage absorption column was obtained. The equilibrium 
curve for this column was approximated by a third degree polynomial. The 
solution was simplified by assuming that the vapor holdup was negligible. 
These authors also obtained transient response curves for a three stage 
9 
counter-current extractor in which the equilibrium curve was expressed as 
a second degree polynomial. In this case, the solvent holdup was not neg­
ligible. This type of solution was limited by the large number of ampli­
fiers and multipliers required to solve problems involving a large number 
of stages. 
The problem solved by Lapidus and Amundson (25) was reworked and 
solved by Yesberg and Johnson (27) on a Liebmann electrical analog. The 
analog simulates electrically the backward difference representation of 
the set of differential equations involved in the solution. These authors 
found that the technique gave good results but that it was slow and that 
the solution could be obtained as rapidly by programming the IBM 650 dig­
ital computer. 
Mickley, et al., (28) included in their book a section on unsteady 
state in stagewise equipment. They used the Laplace transform method of 
Marshall and Pigford. However, they accounted for non-equilibrium con­
tacting by including a Murphree efficiency. An explicit analytical solu­
tion was presented for an efficiency of 100%, and a trial and error pro­
cedure was outlined for the case of efficiencies below 100%. A linear 
equilibrium curve was assumed for these solutions. 
Acrivos and Amundson (29) presented methods using matrix mathematics 
by which the transient behavior of stagewise systems could be analyzed. 
They considered distillation equipment where only small changes from 
steady state were made. 
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Plate Distillation Columns 
Unsteady state in plate distillation columns 
Because of the importance of distillation as a unit operation, the 
unsteady state behavior of distillation operations has been extensively 
studied. The analysis of distillation is complicated by the non-linearity 
of the equilibrium curve. Usually a constant relative volatility is as­
sumed, but this assumption produces a curved equilibrium line. To solve 
this problem, the digital and analog computers have been extensively used. 
In some cases the solutions have been simplified by linearizing portions 
of the equilibrium curve. 
In 1953 Rose and Johnson (30) extended their batch distillation work 
into unsteady state counter-current plate distillation. They solved the 
material balance differential equations on an IBM digital computer by nu­
merically integrating stepwise the forward difference equations generated. 
Using this method, they solved problems which included non-linear equilib­
rium lines, fluctuating flow rates, and varying holdups. 
Rose et al. (31) calculated times to 99.9% of steady state in a dis­
tillation column on an IBM digital computer and a Reeves electronic ana­
log computer. The digital technique was similar to that described above. 
The differential equations were solved directly on the analog computer. 
Effects of relative volatility, reflux ratio, number of plates, and feed 
composition on the equilibrium time were also studied. 
In a conference on plant and process dynamics at Cambridge in 1956 
two papers on the transient response of distillation columns were pre­
sented . Voetter (32) considered the dynamics of a full distillation col­
11 
umn. He linearized the equilibrium curve, solved the differential equa­
tions by Laplace transform techniques, and then characterized the response 
of the column by the retention time exhibited by the step function re­
sponse curve. He compared his equations with results obtained on an 01-
dershaw laboratory distillation column. 
Wilkinson and Armstrong (33) made a similar type study of a five 
plate distillation column. They also linearized the equilibrium curve 
which was then modified to include a Murphree efficiency. A solution of 
the following form was assumed. 
The constants were determined by substitution into the original differ­
ential equations which were then solved along with the boundary conditions. 
Jacks on and Pigford (34) analyzed the approach to steady state of a 
distillation column by three methods. First, they combined the stagewise 
material balance equations into a partial differential equation in which 
constant relative volatility was assumed. This equation was linearized 
and solved for the time required to reach steady state. Second, a gross 
approximation was made by assuming the time to steady state to be equal to 
the quantity of more volatile component required to fill the„column to 
steady state compositions divided by the rate of input of that component 
from the still. Finally, the material balance differential equations were 
solved directly on an IBM 701 digital computer. A correlation was then 
developed comparing the results of the second and third methods. 
In another mathematical study of the transient behavior of a plate 
distillation column, Davidson (35) assumed that the concentration time 
x ne 
(7) 
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function for each plate could be expressed as a constant plus an exponen­
tial. By substituting this expression in the differential equations, he 
solved for the functions by finite difference calculus. The constants 
were obtained by using Rayleigh's spring comparison method and by apply­
ing initial condition orthogonality. 
In 1957 Lafyatis (36) showed how an analog computer could be effi­
ciently used to integrate the non-linear differential equations that are 
generated when a non-linear equilibrium curve exists. His approach was 
to utilize one function generator and to share it with all of the inte­
gration amplifiers in the setup. The signals from the function generator 
were stored in a bank of capacitors so that the input to the amplifier 
would not be cut off while the function generator was connected to other 
amplifiers. The function generator reset and recharged the capacitors 
three times per second. He solved equations for a five plate column. 
Wilkinson and Armstrong (37) developed an expression to give the 
transient response of a column operating near steady state to small changes 
in the feed composition. In this case, the equilibrium line was approxi­
mated with two straight lines. The differential equations were combined 
into a continuous partial differential equation and were solved with La­
place transform techniques. 
In additional work, Armstrong and Wilkinson (38) characterized the 
transient response of a 21 plate, 4 inch inside diameter, distillation 
column with a time delay and first order lag. In this study step changes 
were made in feed concentration and reflux ratio. They used the delay 
plus first order lag transfer function in a closed loop control system 
which included the column. 
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A very complete description of the numerical solution of differential 
equations generated for a distillation column was given by Rosenbrock 
(39). He integrated the equations step-wise on a digital computer. The 
derivatives were approximated by the divided differences at the beginning 
and end of the time increment with a weighting factor applied to form the 
average. With this technique the computer time was decreased because the 
solution oscillations were minimized, and progressively larger increments 
could be used. 
Rose et al. (40) in 1957 applied the digital computer solution of the 
transient differential equations to multi-component distillation systems. 
They were able to find the steady state composition on each plate without 
the trial and error involved in the steady state plate to plate calcula­
tion methods. The very volatile and non-volatile components reached their 
concentrations naturally without having to be artifically introduced at 
some point in the calculation. 
The work of Wilkinson and Armstrong was extended by Wood and Arm­
strong (41) by further studying and developing expressions for the tran­
sient response of a distillation column. They compared their results with 
pilot plant data. 
Control of plate distillation columns 
To maintain adequate control of a distillation column, the dynamic 
characteristics of the column should be known. In general the basic dif­
ferential equations of the column can be combined with the differential 
equations describing the control equipment, and these equations can be set 
up on an analog or digital computer where the effect of the various pro­
14 
cess variables can be directly observed. 
Williams et al. (42, 43, 44, 45, 46) utilized an analog computer 
to simulate a five stage distillation column. The dynamic characteris­
tics of the column, sampler, contrôler, and control valves were incorpo­
rated into the setup. With appropriate variables, he was able to obtain 
for this column the optimum control settings and sampling arrangements. 
A constant relative volatility was assumed. In some of his later work 
(45), frequency analyses were run on the computer simulation, and trans­
fer functions for each plate were estimated from the resulting Bode plots. 
A fifteen plate distillation column with a control loop was simula­
ted on an IBM 650 digital computer by Brown (47). His model included the 
distillation transients, hydrodynamic effects, and controller action. He 
found that the digital simulation was more general than the electronic 
analog simulation but that the simulation on the IBVÎ 650 was more time 
consuming. 
Ri.jnsdorp et al. (48, 49) studied the dynamic behavior of a contin­
uous distillation column with both experimental and mathematical tech­
niques. They developed mathematical simulations which were solved on a 
digital computer and were then tested experimentally. Finally, a sim­
plified model was developed for utilization in a control loop on an ana­
log computer. 
15 
Extraction Equipment 
Transients in extraction equipment 
In 1950 Johnson and Talbot (50) developed equations and obtained ex­
tensive experimental data for the separation of two or more components in 
a counter-current mixer settler when a unit quantity of feed was injected 
into the center stage of the system. The concentration of each component 
in each stage as a function of time was described in a general equation. 
As in most transient expressions, the equation included a summation of ex­
ponential terms. 
Staffin (51) in 1959 presented a method by which the transfer func­
tion for an agitated extractor could be found by considering the physical 
properties and flow conditions of the system. The response reflected in 
the organic phase concentration in differential volumes in the extractor 
to a step change input was characterized by the rise time of the organic 
concentration curve. The rise time is that time required for the organic 
concentration to increase from 0.1 to 0.9 of the total change. This rise 
time was correlated with the physical properties of the system. The re­
sponse function was then modified to adjust for the flow rates and mixing. 
From the adjusted function along with proper mathematical manipulations, 
the transfer function for both the aqueous and organic streams could be 
obtained. He presented an example of how to calculate the transfer func­
tion for a two stage extractor. 
A simulation of a liquid-liquid extraction pulse column in a closed 
control loop was developed and studied by DiLiddo (52). The system of 
uranium-nitric acid-tributyl phosphate-water was utilized in the mpthe-
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raatical calculations. The simulation was set up by forming material and 
equilibrium balances after each up and down stroke of the pulse pump. The 
equilibrium concentrations were modified by a Murphree type efficiency, 
and the material balances were written for a mixer-settler type operation 
of the column. However, the author rationalized that the material bal­
ances could be extended into the emulsion operating range without great 
error. Mass action equilibria relationships were used to determine equi­
librium concentrations after each stroke. 
The equations were solved on an IBM 650 digital computer. Because 
of the excessive computing time, extractors with only 3 and 9 stages were 
studied. The computer results showed that steady state should be obtained 
after a step change within 5 total throughputs in the 3 stage model and 2 
throughputs in the 9 stage model. The low number of throughputs for the 
9 stage model resulted from the utilization of a very low extraction effi­
ciency. An interesting result of the calculations was that the degree of 
backmixing had little effect on the transient response curves and the col­
umn performance. The backmixing became very insignificant when the actual 
efficiencies were included in the 9 stage model. Best closed loop perfor­
mance was obtained when plain proportional or proportional plus integral 
control was used. The integral reset rate had to be chosen carefully to 
maintain stability without flooding. No experimental data were taken. 
Longitudinal turbulent diffusion in a pulse column 
Mar and Babb (53) studied the turbulent longitudinal mass transfer 
in an extraction pulse column. They developed expressions for the Peclet 
number as a function of the column and liquid system variables. Two ex-
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perimental methods were used to determine the longitudinal diffusional 
coefficients. Concentration profiles were measured under steady state 
feed conditions. Also, the transient Gaussian curve produced from a delta 
feed injection was experimentally determined. 
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DESCRIPTION OF EQUIPMENT 
Purpose and Method of Operation of a Pulse Column 
A liquid-liquid extraction pulse column is a counter-current contac­
tor which is designed to produce efficient contacting of immiscible phases. 
The column contains a number of perforated plates through which both phases 
must fîow. The dispersion is effected by pulsing the continuous phase, 
usually the heavy phase, in the column with some cyclic pulsing mechanism. 
On the upstroke the light phase is dispersed as it is squirted up through 
holes in the plates. On the downstroke the upward motion of the light 
phase is arrested temporarily and may even be reversed as the heavy phase 
is pulled downward through the plates. If the pulsing frequency is low, 
the organic phase disperses and recoalesces during each cycle as in a 
mixer-settler operation. If the pulsing frequency is very rapid, the or­
ganic phase is highly dispersed and does not appreciably recoalesce during 
each cycle. 
The concept of a pulse column was originally conceived by Van Dijck 
in 1945 (54). Since that time pulse columns have been extensively used in 
the atomic energy industries for the purification of heavy metals. The 
high efficiency of the pulse column enabled a considerable decrease in the 
holdup and headroom requirement for the purification processes. 
In most of these applications, the extraction columns have been oper­
ated as combined extraction and scrub columns. Impure aqueous feed is 
usually introduced near the center of the column, organic solvent gener­
ally injected at the bottom of the column, and a purifying aqueous scrub 
stream introduced at the top of the column. This arrangement allows many 
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minor impurities with low distribution coefficients to be removed from the 
solvent extract phase and to be carried down the column with the feed 
stream. However, in cases where scrub purification is not necessary, the 
aqueous feed can be introduced at the top of the column. The solvent 
stream, as before, can be injected at the bottom of the column. 
Physical Description of Experimental Pulse Column 
The pulse column used in this work and its associated equipment is 
described pictorially in the photographs included as Figures 1 through 5 
and schematically in Figure 6. As originally designed, the column could 
be operated with center aqueous feed, top scrub feed, and bottom solvent 
feed as shown. However, in all experiments of this investigation, scrub 
feed was not used, and aqueous feed was introduced at the top of the plate 
section. 
The capacities and dimensions of the column system used are as fol-
1 ows : 
Column height: 20 feet-'A inches 
Plate section height: 14 feet-11 inches 
Column inside diameter: 3 inches 
Plate separation distance: 2% inches 
Plate hole diameter: 1/16 inches 
Pulse pump range: 19 to 200 cycles per minute; 0 to 3 inches 
stroke length in column 
Flow rate range : 0 to 20 gallons per hour 
Total liquid storage capacity: 550 gallons 
A complete description of each component in the column system follows: 
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Pulse column assembly 
The basic design of the column assembly itself was similar to that 
used by L. E. Burkhart in his doctoral thesis work (55). The column con­
sisted of four plate section assemblies, two disengagement sections, and 
one 3x3x3 pipe tee. These parts were flanged and were assembled to­
gether into one unit with short tie bolts. The pulse pump assembly was 
attached to the tee directly below the bottom plate section. Each plate 
section consisted of eighteen Pyrex pipe spacers, nineteen stainless steel 
perforated plates, thirty-eight polyethylene gaskets, two stainless steel 
flange plates, and four stainless steel tie rods. The section was a sand­
wich of alternating layers of pipe spacers, gaskets, and perforated plates. 
The sandwich was assembled with the four tie rods and the two end flange 
plates. The overall assembly of the column is shown in Figures 1 and 2. 
Pictorial views of the top and bottom plate sections are shown in Figures 
3 and 4. The specific dimensions and materials of construction for each 
part are given below: 
Standard double tough Pyrex pipe spacer 3 inches inside diameter, 
3-20/32 inches outside diameter, and 2 inches long. 
Gasket material 1/8 inch thick low density polyethylene sheeting. 
The gaskets were cut with two outside diameters so that alternating gas­
kets could encircle the tie rods. The large gaskets gave the assembly 
center stability. 
Perforated plates Circular disks, 3-25/32 inches in diameter, cut 
from USS 20 gauge perforated type 316 stainless steel plate which con­
tained 1/16 inch diameter holes on 1/8 inch centers. The plate contained 
22.5% free area and had a 3B surface finish. 
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Flanges 7-2 inches outside diameter, 3 inches inside diameter, 
and 3/4 inches thick, with eight 9/16 inch diameter holes equally spaced 
on a 6 inch diameter circle. Material of construction: Type 316 stain­
less steel. 
Tie rods !2 inches in diameter, 44 inches long, threaded on both 
ends. Material of construction: Type 316 stainless steel. 
Pipe tee 3 by 3 by 3 inch cast 150 pound cast tee, type 316 
stainless steel. 
Phase disengagement sections Constructed from 6 inch standard 
double tough Pyrex pipe with standard Pyrex pipe flanges on both ends. 
For the top section, the upper flange was a standard 6 inch flange and the 
lower flange was a 3 inch pipe flange attached to a necked down portion of 
the pipe. The flanges on the bottom disengagement section were both 3 
inch flanges on necked down ends of the pipe. Each section was 2 feet 3 
inches long. 
Tubing connections 3/8 inch stainless steel tubing connected to 
the column by stainless steel spools sandwiched between two plate assem­
blies, or a plate assembly and a separation section or stainless steel 
tee. In addition, the raffinate line was connected to the lower cover 
plate attached to the bottom separation section. The solvent overflow 
line was attached through a short section of polyethylene tubing to a 
glass nipple on the ide of the top separation section. 
Pulse pump assembly 
The liquids in the column were pulsed sinusoidally by the action of 
a stainless steel bellows attached to the large stainless steel tee and 
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elbow near the bottom of the column as shown in Figure 3. The bellows was 
driven by a connecting rod and variable eccentric from a U. S. Varidrive 
motor. Thus, both the amplitude and frequency of the pulsing action could 
be varied. The specifications of the components are given below. 
Variable speed drive Varidrive Motor built by U. S. Electrical 
Motors, Inc.; % horsepower; speed range: 19 to 200 revolutions per minute. 
Variable eccentric drive Eccentric drive normally used on a Mil­
ton Boy positive displacement pump. The eccentric attached to the Vari­
drive Motor could be adjusted to produce a stroke of 0 to 3 inches in the 
column. 
Flexible bellows 3-3/4 inches inside diameter, 4-3/4 inches out­
side diameter with 34 convolutions 0.312 inches long; one ply 316 stain­
less steel construction, with a 316 stainless steel flange on each end. 
Elbow 3 inch cast 150 pound flanged 90° pipe elbow, type 304 
stainless steel. 
Liquid storing, pumping, and metering system 
The liquids were pumped from 55 gallon stainless steel drums through 
3/8 inch stainless steel tubing with Eastern vane pumps. Since this is a 
positive displacement pump, a by-pass with a pressure relief valve was 
connected externally to the pump. Thus, the pump flow could be throttled 
by a needle valve on the discharge line. The excess capacity from the 
pump then recycled through the by-pass line. This arrangement produced a 
pulsation free flow through the rotameter to the pulse column. With a 
pump pressure between 30 and 50 psig., pulsations from the column were not 
noticeably transmitted back to the rotameter. The specifications of the 
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components are given below. 
Vane pump Eastern Industries Inc. positive displacement vane type 
pump, model VW-5A, 1/6 horsepower, 1725 revolutions per minute, 110 volts, 
60 cycle motor, all stainless steel construction, maximum flow rate: 1.5 
gallons per minute, maximum output pressure: 60 psig. 
Tanks 55 gallon, type 304 stainless steel, drum with removable 
lid. 
Rotameters Fischer and Porter all stainless steel rotameter with 
stainless steel float. Range: 0 to 20 gallons per hour. 
Tubing, valves, and connections 
Tubing 3/8 inch outside diameter, 20 BW gauge, type 304 
stainless steel tubing. 
Needle valves (for throttling) Type 4RB2810, type 316 stain­
less steel Hoke needle valve with 20 turns for complete shutoff. 
Globe valves (for shutoff) Type 1051-A, % inch, type 316 
stainless steel globe valve manufactured by Associated Valve and Engineer­
ing Co. 
Fittings 3/8 inch, type 316 stainless steel Swagelok tubing 
fittings . 
Pressure relief valves Type 1034, % inch, type 316 stainless 
steel side outlet pressure relief valve manufactured by Associated Valve 
and Engineering Company. 
Continuous conductivity equipment 
The nitric acid concentration in the aqueous phase was continuously 
monitored with five flow type electrolytic conductivity cells. The con­
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ductance of the solution, indicated by the electrical resistance in the 
conductivity cell, was measured and recorded by a null-balance Wheatstone 
bridge and a five point recorder. The recorder contained five manual tem­
perature compensators to adjust for conductance fluctuations due to tem­
perature variations. With proper adjustments of the temperature compensa­
tors, the concentrations recorded were within ±2% of the titrated values. 
If any measurable error existed, the trend was consistently plus or minus. 
Therefore, the conductivity readings could be adjusted to within +0.5% of 
the titrated values by comparing control titrations with the conductivity 
readings. The range of recordable concentrations was from 0.2 to 2.0 nor­
mal nitric acid. 
The recorder and cells were purchased from Industrial Instruments 
Inc. The cells were constructed from glass and contained platinized plat­
inum electrodes. They had a cell constant of 50. A Minneapolis-Honeywell 
multipoint recorder was integrated with the null-balance bridge. 
Droplet Dispersions in the Pulse Column 
To give a visual indication of the range in droplet sizes and types 
of dispersions that existed during the experimental runs, a series of pho­
tographs of droplet dispersions is included as Figures 7 through 12. The 
first four pictures show a section of five plates in the bottom section of 
the column. The droplets are somewhat indistinct because the pictures 
were taken at l/l00th of a second shutter speed. However, these pictures 
do show vividly the differences between mixer-settler and emulsion type 
dispersions. The second set of pictures shown in Figures 11 and 12 were 
taken at 1/2000th of a second with a Leica 35 mm camera and an electronic 
25 
flash. These pictures show only a small section of one plate. 
Computational Equipment 
Cyclone digital computer 
The numerical integration of the sets of ordinary differential equa­
tions was programmed on the Iowa State University Cyclone digital computer. 
This machine is briefly described below. 
The Cyclone computer is a modified copy of the Illiac which was de­
signed, built, and installed at the University of Illinois from 1948 to 
1952. The Cyclone was built and installed at Iowa State University be­
tween July 1956 and the Spring of 1959. 
The Cyclone is a general purpose scientific computing machine which 
operates in the binary number system. Each word is 40 bits long and can 
contain two order pairs. The control unit requires but one address per 
word. All numbers must be scaled to within il since the machine operates 
with fixed binary point. The input reader accepts paper tape at a rate of 
300 sexadecimal characters per second. The memory consists of forty cath­
ode ray Williams tubes with a total capacity of 1024 words. Thus, a word 
can be withdrawn in parallel and with random access from the memory. The 
arithmetic section consists of three 40 bit registers, an accumulator, 
quotient register, and R register plus an adder. The machine outputs data 
through a paper punch at 60 characters per second or a Teletype printer at 
10 characters per second. 
The speed of the Cyclone is approximately 10 times that of the IBM 
650 digital computer. In Table 1 is listed the various operational times. 
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Table 1. Summary of Cyclone computer execuation times 
Operation Time in microseconds 
Register shift of one place 
Transfer order and store order 
Divide 
24 
55 
Multiply 
Input of one sexadecimal character 
0utpuc of one sexadecimal character by punch 
Add or subtract 
1200 
1000 
1000 
4200 
100 
Heathkit analog computer 
The analog computer used was a Heathkit Model ES. The unit contains 
fifteen high gain amplifiers with amplifications of greater than 50,000. 
The amplifiers are wired into a convenient patch-bay which is arranged for 
direct plug in of resistors, capacitors, and patch cords. Additional fea­
tures of the unit are the 30 coefficient setting potentiometers, and a 
small number of diodes and multi-purpose relays. The potentiometers are 
set with the circuits under load. The null-balance circuitry allows the 
potentiometer settings to be adjusted directly to calculated values with 
no corrections necessary. The null-balance system is also used to set the 
amplifiers and adjust the six initial condition voltage supplies. The 
computer readily solves linear differential equations, but without the 
necessary function generation equipment, solution of non-linear equations 
is impossible. The computer output was recorded on a Brush two channel 
strip recorder. 
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EXPERIMENTAL PROCEDURE 
Selection of a Liquid-Liquid Extraction System 
Approximately two hundred two phase, three component.extraction sys­
tems were investigated to select one suitable for experimental studies of 
the transients in the pulse column. An attempt was made to find a system 
with a linear equilibrium curve. Two of the systems, acetic acid-water-
methyl cyclohexanone and acetic acid-water-isophorone, were tested in the 
laboratory because of the linearity of their equilibrium curves. Various 
properties of the solute-water and solute-solvent systems were tested to 
determine whether properties reflecting concentration could be measured 
continuously. These systems were rejected because of difficulties in con­
tinuous analysis and because of noxious vapors given off by the solvents. 
A system of tributyl phosphate/kerosene-water-nitric acid was selec­
ted for use in the pulse column. The tributyl phosphate was diluted l/l 
by volume with kerosene, Varsol No. 1*, to produce a system with a satis­
factory specific gravity differential. The advantages of the system were 
that the aqueous phase could be analyzed continously with electrolytic 
conductivity equipment; the organic phase was relatively non-volatile; the 
nitric acid concentration in both phases could be determined by standard 
titration techniques; and the physical column system design could handle 
a nitric acid system. Also, water and tributyl phosphate have only lim­
ited mutual solubilities, and the acid free flow rates in the column would 
* Varsol No. 1 is a purified fraction of Cg and Cjq hydrocarbons sold 
by Esso. 
28 
not change as a function of acid concentration after the phases were equi­
librated. The disadvantage of the system was that the equilibrium curve 
was quite non-linear. This disadvantage actually proved advantageous 
since it resulted in a mathematical analysis adaptable to systems having 
non-linear differential equations. 
Determination of Equilibrium Curve 
The equilibrium curve for the tributyl phosphate/Varsol-nitric acid-
water system was determined experimentally by equilibrating the phases and 
measuring the acid concentrations in each phase. The acid concentration 
was determined by titrating a measured volume of solution with standard­
ized sodium hydroxide solutions to a phenol red end point. The aqueous 
phase was titrated directly, but the organic phase was modified by adding 
ethyl alcohol to produce a single phase system when the titrant was added. 
In general, for 10 ml of organic phase, 60 ml of ethyl alcohol were re­
quired to maintain the one phase system. The volumes of solution were 
measured in 10 ml pipettes, and the titrant was delivered from a 25 ml 
burette. The phases during equilibration were shaken for one to three 
minutes in a separatory funnel. The experimental accuracy of the measured 
values was estimated to be +1%. 
For accurate determination of very low acid concentrations by titra­
tion methods, the tributyl phosphate had to be washed free of mono- and 
di-basic phosphoric acid before being used. In determinating the equilib­
rium curve, the tributyl phosphate was scrubbed with two to three passes 
of sodium hydroxide solution and then with repeated washes of water. With 
this technique a straight line log-log plot of distribution coefficient, 
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, versus aqueous phase acid concentration was established for low con­
centrations of acid. 
Operation of Pulse Column During Transient Period 
The pulse column was operated as a simple top and bottom feed column. 
The aqueous nitric acid feed solution was charged to the column as the top 
of the plate section and solvent was charged to the column directly below 
the plate section. At all times the aqueous phase was the continuous 
phase, and the interface was maintained at a level about 4 to 6 inches 
above the top plate section. 
The best interface control resulted when the solvent feed and raffi-
nate streams were maintained at constant rates as read by the rotameters. 
The interface could be held at a given position by varying the aqueous 
feed rate. With this control, the flow rate of the two streams in the 
column was not affected by adjustments to position the interface. During 
actual run conditions, the aqueous feed rate had to be adjusted very lit­
tle. 
Most of the startup runs were made with the column initially contain­
ing no acid. The column was run for approximately one half hour with both 
the aqueous feed and solvent streams acid free. After the system had be­
come hydraulically stable, the aqueous feed was switched from the dis­
tilled water tank to a tank containing 2 normal nitric acid. This change 
gave a sharp step change in the feed concentration. During this change, 
the raffinate and solvent feed rates were carefully maintained at the de­
sired constant values. The remainder of the run, which lasted from 5 to 9 
hours, required very careful control of the flowrates and the interface. 
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Samples were periodically taken from the solvent overflow and raffinate 
underflow. The raffinate stream was sampled immediately below the bottom 
plate section both by the continuous conductivity cell and by periodic 
sample removal. Overflow solvent samples were taken after the solvent had 
passed through the disengagement section. Thus, there was some mixing and 
a definite time delay in this sample. The time delay was subtracted from 
the actual time of sampling. 
A series of runs was made under widely divergent flow and pulse con­
ditions. No effort was made to systematically study the characteristics 
of the pulse column. The runs were designed to produce varying types of 
transient startup curves with various column efficiences, holdup of sol­
vent, and flow rates. These runs provided a good comparison with which to 
check the results of the mathematical simulations on the analog and digi­
tal computers. The range of the conditions is shown in Table 2. 
Table 2. Summary of experimental run conditions 
Run No. Aqueous feed Solvent feed Pulse ampli- Pulse fre-
rate-lbs./hr. rate-lbs./hr. tude-inches quency-CPM. 
4 63.1 144.0 1.39 29 
9 67.1 143.5 1.06 19 
11 69.9 143.5 0.34 24 
12 67.1 141.6 0.13 210 
14 35.3 79.9 1.00 44 
15 36.4 141.1 1.00 44 
18 68.9 144.3 1.00 44 
20 63.6 144.5 1.03 48 
21 62.1 143.5 1.03 36 
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In general, the organic and aqueous feed rates were controlled to 
avoid "pinch" sections*. However, in at least one run a pinch was pur­
posely imposed. 
Flow rates were controlled manually by needle valves and were indi­
cated by rotameters. The final determination of the overall average flow 
rates, however, was made by measuring the depth of the liquid accumulated 
or pumped out of the various drums. The drums were carefully calibrated, 
and volume measurements were accurate to ±0.3%. 
The holdup of solvent in the column was measured before and after 
each run. Before the 2 normal feed was started into the column, the sys­
tem was suddenly stopped and the holdup on each plate was measured to 
within i"l/64th of an inch. At the end of the run the holdup on each plate 
was again measured. The holdup was affected by both the position in the 
column and the concentration of nitric acid in the aqueous phase in con­
tact with the plates. In general, for a given position in the column, the 
holdup became less as the nitric acid concentration increased. No defi­
nite relationship between holdup and concentration was determined. How­
ever, the greatest change in holdup with change in concentration appeared 
to occur when the acid feed was first introduced into the acid free system. 
The surface condition of the plates greatly influenced the holdup. 
For maximum holdup, the stainless steel plates had to be wetted preferen­
* A "pinch" section is that portion of the column in which the oper­
ating line and equilibrium curve are very close together. This section of 
the column effects little solute concentration or purification. 
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tially by the aqueous phase. This preferential wetting was accomplished 
by filling the column with 8 normal nitric acid for one to two days prior 
to the run. This treatment had to be repeated periodically to maintain 
the holdup at a nearly constant level for a given set of pulse and flow 
rate conditions. 
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ANALYSIS OF DATA 
Specific Gravity Data 
In the mathematical analysis of the pulse column transient behavior, 
the specific gravities of the phases as a function of acid concentration 
had to be known to calculate the weights of the acid free phases heldup in 
each section. The specific gravities of each phase after equilibration 
were determined by weighing a portion of each phase in a calibrated 25 ml 
pycnometer at 25° and 30° C. The specific gravities of the nitric acid-
water system agreed very closely with the published data (56). In Figures 
13 and 14, the specific gravities of the nitric acid-water phase saturated 
with tributyl phosphate and the nitric acid-tributyl phosphate/Varsol 
phase saturated with water are presented as functions of the nitric acid 
concentration in pounds of nitric acid per pound of nitric acid free phase. 
Equilibrium Curve Data 
The results of the equilibrium curve determination are presented in 
Table 3 along with approximations of the data for computer utilization. 
Since all calculations were made on an acid free basis, the concentrations 
in this table are on a pound of acid per pound of acid free phase. Two 
approximations of the equilibrium data were used in the computer calcula­
tions. First, the equilibrated organic concentration was expressed as a 
fifth power polynomial of the aqueous phase concentration. 
y = Ax^ + Bx^ + Cx3 + Dx^ + Ex (8) 
where A = -1623.8723, B = 834.88459, C = -162.02669, D = 13.574284, 
E = 0.0289412 
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Equation 8 was made to agree with the experimental data at aqueous phase 
concentrations of 0, 0.01, 0.05, 0.10, 0.14, and 0.15 pounds of acid per 
pound of acid free aqueous phase. Second, the experimental data at incre­
ments of 2~® pounds of acid per pound of acid free aqueous phase were 
stored in the digital computer, and the total curve was determined with 
the following simple interpolation formula: 
y = y0 + (x - xQ) 
Ax 
(y% - y0) + (yp - 2y% + y2)(x - XX) 
2AX 
(9) 
As can be seen in Table 3, the interpolation routine gave very good agree­
ment with the experimental data while the fifth power polynomial gave fair 
agreement. In the first digital computer work the polynomial was used. 
In later work, the interpolation routine was utilized because the result­
ant calculated transient curves were very sensitive even to small changes 
in the equilibrium curve. 
Calculation of Transfer Coefficients 
For a number of the mathematical models investigated, the rate of 
solute transfer from the aqueous phase to the organic phase had to be cal­
culated. In this calculation the overall organic transfer coefficient was 
required for use in the following transfer equation: 
jN = KGaVn(y*-y) (10) 
The product, Kga, was calculated for each of the four major plate 
sections in the column at the final steady state conditions. To obtain 
the steady state Kça, Equation 12 was integrated graphically and solved 
for Kça with the assumption that Kça was constant over the section of col-
35 
Table 3. Equilibrium curve data for nitric acid-water-tributyl phosphate/ 
Varsol (1/1) system 
Aqueous phase 
concentration*3 
X 
Organic phase 
Experimental 
data 
concentration3 
Equation 
8 
- y 
Interpolati 
routine 
0.000 0.000 0.000 0.000 
0.005 0.000417 0.000464 0.000419 
0.010 0.00149 0.00149 0.00149 
0.015 0.00309 0.00298 0.00309 
0.020 0.00508 0.00484 0.00507 
0.025 0.00724 0.00697 0.00723 
0.030 0.00959 0.00935 0.00959 
0.035 0.0120 0.0119 0.0120 
0.040 0.0145 0.0145 0.0145 
0.045 0.0172 0.0171 0.0172 
0.050 0.0198 0.0198 0.0198 
0.055 0.0223 0.0225 0.0223 
0.060 0.0249 0.0252 0.0248 
0.065 0.0274 0.0478 0.0274 
0.070 0.0300 0.0303 0.0300 
0.075 0.0325 0.0327 0.0325 
0.080 0.0349 0.0351 0.0349 
0.085 0.0372 0.0374 0.0372 
0.090 0.0395 0.0396 0.0395 
0.095 0.0417 0.0418 0.0417 
0.100 0.0439 0.0439 0.0439 
0.105 0.0460 0.0459 0.0460 
0.110 0.0480 0.0479 0.0480 
0.115 0.0499 0.0498 0.0499 
0.120 0.0518 0.0517 0.0518 
0.125 0.0536 0.0535 0.0536 
0.130 0.0554 0.0554 0.0554 
0.135 0.0572 0.0571 0.0572 
0.140 0.0589 0.0589 0.0589 
0.145 0.0606 0.0606 0.0606 
0.150 0.0623 0.0623 0.0623 
^Pounds of nitric acid per pound of acid free solvent. 
^Pounds of nitric acid per pound of acid free water. 
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umn being considered. 
Ldy = KgaS(y*-y)dz ( 1 1 )  
yo 
(y*-y) 
dy = K^aSz = NTU 
L 
(12)  
KGa = NTU (L_) (13) 
Sz 
The assumption that Kça was constant over the range of integration 
was not valid for the whole column because the organic holdup did vary 
considerably with column position. In Figures 15 through 32 which show 
the pertinent data for each run, organic holdup is shown as a function of 
height and K^a is also estimated as a function of column height. The Kça 
functional relation was estimated by drawing a smooth curve through the 
constant Kça values that were calculated for each plate section. In gen­
eral, a comparison of the two curves for each run showed that the shapes 
of the curves were quite similar. Also, when the ratio, (Kça)/(average 
holdup), for each section was calculated, the ratio was found to be fairly 
constant over the whole column for each run. This fact indicated that the 
Kg was nearly independent of column height and aqueous phase acid concen­
tration and that most of the variation in Kga was due to variation in or­
ganic phase holdup as a function of position. An overall average of 
(KGa)/(average holdup per section) for all of the runs reported gave the 
following results : 
(K^a)/(average holdup per section) 
Top section 149 
134 
139 
155 
No. 2 section 
No. 3 section 
Bottom section 
The physical droplet size was consistently smaller in the top and 
bottom sections where the holdup was greater. This variation of droplet 
size explained qualitatively the 7% to 16% decrease of the (Kga)/(holdup) 
ratios for the middle two sections. The overall analysis tended to con­
firm that the Kg factor for a given run was almost independent of acid 
concentration and of column position. 
In the mathematical analysis the steady state Kga values were assumed 
to be applicable for the unsteady state period. Since Kg seemed to be in­
dependent of concentration for a given run, the only major variation in 
Kça at a given height position was due to variation of holdup and droplet 
size with acid concentration. Holdup measurements were made at the begin­
ning and end of each run, and, generally, the holdup was somewhat greater 
at the beginning when the system was acid free. However, the holdup did 
not vary significantly after the aqueous phase had become slightly acidi­
fied. Also, the holdup at the beginning and end of each run is shown on 
the data graphs in Figures 15 through 32. The experimental evidence tend­
ed to show that Kga was insensitive to acid concentration changes and was 
a strong function only of column position during the transient period. 
Experimental Data 
The experimental data for nine transient extraction runs are pre­
sented graphically on Figures 15 through 32. For each run the following 
is given : (1) Organic holdup versus column height for beginning and end 
of run. (2) ti^a versus column height for steady state. (3) Equilibrium 
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curve and steady state operating line. (4) Organic phase acid concen 
tration as a function of time. (5) Aqueous phase acid concentration 
a function of time. (6) Summary of flow rates, initial conditions, 
steady state conditions, and pulse conditions. 
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MATHEMATICAL MODELS FOB SIMULATION OF THE PULSE 
COLUMN DYNAMIC BEHAVIOB 
In the following paragraphs descriptions are given for nine different 
mathematical models postulated to simulate the dynamic behavior of the 
pulse column. All the models generate large sets of ordinary differential 
equations which must be solved simultaneously to obtain concentration ver­
sus time curves. The first models were made as simple as possible to de­
termine whether or not a non-rigorous analysis could satisfactorily repre­
sent the physical situation. One such simple analysis was based on the 
equilibrium stage concept. The first six models were formed by making a 
solute mass balance over a finite section of the column. The analysis was 
in the later models by assuming a solute rate transfer mechanism and a 
non-uniformly mixed section. Finally, Models VIII and IX were formed by 
representing the height portion of the basic partial differential equa­
tions in finite difference form. The basic differential equations are 
<K%Fos) = -Uy + KgaS(y*-y) (14) 
jt 
^(xgFaS) = -rtOx - KGaS(y*-y). (15) 
)t T* 
Equations 14 and 15 were derived by assuming that the pulse column 
behaved as a counter-current packed extraction column. All effects from 
the pulsing action such as longitudinal turbulent diffusion and mixing, 
back mixing, cocurrent flow, and mixer-settler action were ignored. 
In all of the equation derivations which follow, the stages were num­
bered with stage 1 at the top of the column and stage n at the bottom of 
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the column. 
Model I - Equilibrium Stage—Uniform Mixing 
Assumptions 
Basic assumptions for this model were 
(1) each stage uniformly agitated. 
(2) exit streams from each stage in equilibrium. 
Subdivision of column 
The column was divided into a whole number of stages nearest to the 
number of equilibrium stages determined by a steady state McCabe-Thiele 
analysis. If the number of equilibrium stages was not a whole number, 
this model does not produce the correct steady state raffinate concentra­
tion for the given feed concentration. However, when the extract time-
concentration curve was not too important, the feed concentration could be 
adjusted slightly to produce a whole number of stages and the required 
steady state raffinate concentration. 
Differential equations 
A mass balance was written over each equilibrium stage to give the 
following set of differential equations : 
d(Hrxr + Lryr) = Hxr_i - Hxr + Lyr+i - Lyr (16) 
dt 
yr = (E°)xr (17) 
These equations were modified somewhat in order to easily integrate 
them on the digital computer with the Bunge-Kutta method. The equilibrium 
curve for these equations could be expressed either in linear form or as a 
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non-linear polynomial. 
With constant Hr and Lr, Equations 16 and 17 take the following form: 
Hrdxr + Lrdyr = Hxr_i - Hxr + Lyr+i - Lyr (18) 
dt dt 
yr = (Eg)xr (19) 
Differentiation of Equation 19 yields the following: 
dyr = (Eg)dXj. + xrd(Eg) (20) 
dt dt dt 
If Eg = yr = Axr + Bx^ + Cxp + Dxr + E, then (21) 
xrd(Eg) = (4Ax, + 3Bx? + 2Cx? + Dxr)dxr = (Dg)dxr (22) 
dt dt 
Equations 18, 20, and 22 are combined to give the following results which 
can be programmed directly on the digital computer. 
(Hr + Lr(Eg + Dg))dxr = Hxr_1 - Hxr + Lyr+1 - Lyr (23) 
dt 
dyr = (E° + Dg)dxr (24) 
dt dt 
In the linear system with yr = (E°)rxr where (E°)r is constant for a given 
stage, Equations 23 and 24 reduce to the following expressions : 
(Hp + Lp(Eg) ]»)dxp - Hxr-l - Hxr + Lyr+1 ~ Lyr (25) 
dt 
dyr = (Eg)rdxr (26) 
dt dt 
Model II - Non-equilibrium Contact—Uniform Mixing 
Assumptions 
Basic assumptions for this model were 
(1) each stage uniformly agitated. 
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(2) phases within each stage not in equilibrium. 
(3) rate of solute transfer from the aqueous phase to the organic 
phase described as: 
jN = CKGa)rnVn(y* - yr) (27) 
where y* = (E°)xr (28) 
Subdivision of column 
The column was subdivided into any number of stages greater than the 
corresponding number of equilibrium stages for the given run. 
Differential equations 
A mass balance over the non-equilibrium, uniformly mixed stage pro­
duced the following set of equations: 
d(Hrxr) = Hxr_i - Hxr - (KGa)rnVn(yf - yr) (29) 
dt 
d(Lryr) = Lyr+i - Lyr + (KGa)rnVn(y? - yr) (30) 
dt 
Transfer coefficient 
The mass transfer coefficient, (Kça)rn, had little relationship to 
the experimentally determined (Kga)r except in the limit as n tended to­
ward infinity. The values of (Kga)rn were determined by trial and error 
so that the equations produced the correct raffinate and extract stream 
concentrations at steady state. If the number of stages are chosen equal 
to the number of equilibrium stages, (Kça)rn must be infinite to produce 
the correct concentrations. As the number of stages increases, (Kça)rn 
decreases and approaches (Kga)rc0 in the limit. If the experimental 
determinations were accurate, (Kça)roo should equal (Kça)rjeXp . 
43 
Model III - Non-equilibrium Contact—Non-uniform 
Mixing—Average Method 
Assumptions 
The basic assumptions for the model were 
(1) each stage not uniformly agitated. 
(2) each phase in the stage having a longitudinal concentration 
gradient. 
(3) phases within each stage not in equilibrium. 
(4) the average concentration in each phase the arithmetic average 
the inlet and outlet stream concentrations. 
(5) mass transfer rate a function of the arithmetic average of the 
inlet and outlet concentration driving forces as follows: 
jN = (KGa)rnVnQ)((y*_1 - yr) + (y£ - yr+i)) (31) 
2 
= (KG3)rnVn(Ay)avg: (32) 
Subdivision of column 
The column was subdivided into any number of stages from one to 
infinity. 
Differential equations 
The mass balance on each stage produced the following set of equa­
tions : 
d(Hr(xr + xr_j)) = Hxrl - Hxr - <KGa)rnVn(4y)avg. (33) 
di 2 
d(Lr(yr + yf+1)) = Lyr+1 - Lyr + (KGa)rnV^avg. (34) 
dt 2 
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Transfer coefficient 
The transfer coefficient (KGa)rn for all subdivisions of the column 
was of the same order of magnitude as (KGa)r eXp and should have ap­
proached (Kra)_ in the limit as n approached infinity. For all cases 
u r fcxp• 
tested in this experimental work, the (Kga)rn was within t50% of 
(KGa)r eXp . Also, the (KGa)rn converged very rapidly to (KGa)r exp . 
For instance, the (KGa)rn values did not vary more than ±10% from 
(KGa)r eXp when n was 8. The variation of (KGa)rn with n for this model 
was many times smaller than the variation experienced in Model II. 
Model IV - Non-equilibrium Contact—Non-uniform 
Mixing—Bottom Method 
Assumptions 
The basic assumptions for this model were 
(1) phases not uniformly agitated. 
(2) each phase having a longitudinal concentration gradient. 
(3) average concentrations in each stage the concentrations in the 
exit streams. 
(4) phases in each stage not in equilibrium. 
(5) mass transfer rate a function of the concentration driving force 
existing below each stage as follows: 
jN = (KGa)rnVn(y* - yr+1) = <KGa)rnVn(Ay)bot. (35) 
Subdivision of column 
The column was subdivided into any number of stages from one to in­
finity . 
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Differential equations 
The mass balance on each stage produced the following set of equa­
tions : 
d(Hrxr) = Hxr_1 - Hxr - (KGa)rnVn(Ay)bot (36) 
dt 
d
^ryr) = Lyr+1 - Lyr + (KGa)rnVn(Ay)bot (37) 
dt 
Mass transfer coefficients 
The comments for Model III also apply to Model IV. 
Model V - Non-equilibrium Contact--Non-uniform 
Mixing—Top Method 
Assumptions 
The assumptions for this model were the same as for Model IV except 
that the representative concentration driving force was taken to be the 
one existing directly above the stage. The rate expression then became 
the following: 
jN = (KGa)rnVn(y*_1 - yr) = (KGa)rnVn(Ay)top (38) 
Subdivision of column 
The column was subdivided into any number of stages from one to in­
finity. 
Differential equations 
d(Hrxr) = Hxr-1 - Hxr - (KGa)rnVn(Ay)top (39) 
dt 
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d(Lryr) = Lyr+1 - Lyr + (KGa)rnVn(Ay)top (40) 
dt 
Mass transfer coefficients 
The comments for Model III also apply to Model V. 
Model VI - Non-equilibrium Contact--Non-uniform 
Mixing—Mixed Method 
This model was a combination of Models IV and V. In Model Vl-a the 
equations of Model IV were used for all stages except the top stage. The 
two equations describing the top stage behavior were taken from the Model 
V set. In Model Vl-b, Model IV equations were used for the top stage 
while Model V equations were utilized for all other stages. 
These combinations were tested because the computer solutions indi­
cated that Models IV and V gave considerably different results at low 
values of n. Much of the difference arose because of the form of the 
equations at the top stage where the step change in feed concentration was 
made. Therefore, the top stage equations on the two basic models were 
modified to investigate the effect of these equations. 
Model VII - Finite Difference Modification of Models IV and V 
An attempt was made to speed the convergence of the solutions for 
Models IV and V by adding a third central finite difference correction to 
the right side of the differential equations. In Models IV and V the 
right side of Equations 36, 37, 38, and 39 includes a central finite dif­
ference representation of the height derivatives in the partial differen­
tial equations. The equations are not an accurate finite difference rep-
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resentation since the rate expression and time derivatives are not formed 
at the center of the stage where the central difference is formed. How­
ever, by adding the third central difference a better representation of 
the height derivative can be obtained. A derivative is accurately repre­
sented by central differences in the following formula: 
hf^ = <f% - 1^'+ higher difference terms (41) 
h = Az increment 
fj£ = derivative of some function at the halfway point 
= *1 ~ *0 = first central difference 
£%= ^2 ~ 3fi + SfQ-f.i = third central finite difference 
The addition of the third central difference to Model IV and V equa­
tions gave Equations 42 and 43. 
d(Hrxr) = H(xr l - xr) +_H(xr+1 - 3xr + 3xr l - xr 2) 
dt 24 
" œGa)rnVn(Ay) (42) 
d(Lryr) = L(yr+1 - yr) - _L(yr+2 - 3yr+1 + 3yr - yr_L) 
dt 24 
+ (Kcf)rnVn(Ay) (43) 
Model VIII - Finite Difference Representation of 
Partial Differential Equations--No. 1 
The modifications in Model VII did not provide adequate convergence 
of the solutions of Models IV and V; therefore, a complete finite differ­
ence representation of the height portion of the partial differential equa­
tions was attempted. In this model, the derivation of the equations was 
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not based on any physical assumptions or physical picture of the column 
other than what was basically assumed in the derivation of the partial 
differential equations. 
This model generates a large set of ordinary differential equations 
by converting the time partial derivative to an ordinary derivative and 
then representing the height partial derivative in average central finite 
difference form. Except for positions near the ends of the column, the 
following finite difference representation was used. 
Mi ° - h,fr" (44) 
6 
"4 = + SW (45) 
2 
><fr"= ffrh + fr^ > (46> 
To simplify the third difference formation, the average difference 
was replaced by either or The particular choice was made to 
simplify the complication at the ends of the column. 
At the ends of the column, the third differences could not be used 
because they required points of subdivision beyond the column itself. To 
make the connection between the column ends and the main body of the col­
umn, the end sections were subdivided into two sections, and then simpler 
central difference or forward difference equations were formed for the 
points of subdivision at the column end and at the end of the half sec­
tions. The total set of equations utilized is shown below. 
Aqueous phase equations 
r=%: H%dx% = - H(%i - x0) - (KGa)^nVn(y| - y%) (47) 
dt 
49 
r=l: Hjdx^ = - H(- J.X3 + xg - %x% - 1_xq) - (Kg^ln^n^yf - y^) (48) 
UL 
r=2 through n-1: H dx_ = - HQxr+1 + lxr - xr-1 + lxr_2) 
dT 3 2 6 
- 
(V'mV*î - y*} (49) 
r=n-j£: "n-Kdxn-K = - H(x„ - xn.j) - (KGa)n_^„Vn(y*_i^ - y„_^) (50) 
dt 
r_n: ®ndxn ~ 2H(xn (^G^^nn^n^yn 
Organic phase equations 
r=0: Lpdyp = 2L(y^ - y0) + (KGa)0nVn(yg - y0) 
dt 
r="-%: Ln_^dyn_^ - L(yn - yn_i) + CKGa)n_^nVn(y*_^ - yn_%) 
dt 
(51) 
(52) 
r * " L ( ?i  -  y 0 ' +  ( K G aVn(yl - (53) 
dt 
r=2 through n-2: Lrdyr = L(- Jjr+2 + yr+i - lyr - 1)^-1 ) 
dt 6 2 3 
+ (KGa)rnvn(y* " Yr> (54) 
r=n-l: L^^dy^.i = L(lyn + ly^-i - Yn-2 + lYn-S^ 
^ 2 6 
+(KGa)n-InVn<yn-l " Vl> (55) 
(56) 
Model IX - Finite Difference Representation of Partial 
Differential Equations-No. 2 
The set of finite difference equations generated by Model VIII was 
modified in an attempt to eliminate an instability that appeared in their 
solution. The discontinuity produced by the introduction of the step 
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change in feed concentration forced an oscillation in the raffinate con­
centration versus time curve in the first portion of the curve. The equa­
tions in Model VIII were highly interlocked, and, ss a result, the step 
change appeared in four equations of the set. To reduce the impact of the 
step change on the system, three of these equations were modified by uti­
lizing simpler finite difference representations of the derivatives and by 
changing the position of one concentration driving force. Thus, the feed 
concentration does not appear in the equations shown below. 
Lpdyg = 2L(yy2 - yQ) + (KGa)0nVn(y| - y%) (57) 
dt 
HjdhÇi = 2H(x% - Xl) - CKGa)lnVn(y* - y^ G In n J1 (58) 
dt 
(59) 
All other equations of Model VIII were unchanged. 
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SOLUTION TECHNIQUES FOR MATHEMATICAL MODELS 
The sets or ordinary differential equations generated by the various 
mathematical models were solved on both analog and digital computers. 
Since the equations were in general non-linear because of the non-linear 
equilibrium curve and the concentration dependent holdup, analog computer 
solutions required a very large installation with many function genera­
tors. The analog computation facilities available, however, were limited, 
and non-linear systems could not be solved. Therefore, the equations were 
linearized for solution on a small analog computer. The linear simplifi­
cations were not necessary when the digital computer was utilized. As a 
result, the accuracy of the linear equations was determined by comparing 
the linear to the non-linear solutions. 
Assumptions and Simplifications 
The equations for all mathematical models had the form shown in Equa­
tions 60 and 61 or 62. 
d(Hrxr) = H(axr) - (KGa)rnVn(y* - y) (60) 
dt 
d(Lryr) = L(4yr) + (KGa)rnVn(y* - y) (61) 
dt 
d(H^ + Lryr) = H(Axr) + L(Ayr) (62) 
dt 
In the solution of these equations the following assumptions and simpli­
fications were made. 
Holdup 
The aqueous and solvent holdups, Hr and Lr, were assumed to be con­
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stant for a given section of the column during the transient period and 
not functions of concentration or time. The holdup was expressed in 
pounds of acid free phase per section. For constant holdup the following 
expressions must not be time dependent. 
H = (Vn)CFa)(Sp. Gr.a) (63) 
1 + x 
L = (Vn)(F0)(Sp. Gr.0)( 1 ) (64) 
i + y 
While H and L did vary as some function of concentration, since Fg, Sp. 
Gr.a, 1 F0, Sp. Gr.g, and y-j-— are all functions of concentration, 
the functional dependence upon these variables was not large since the 
range of x and y was from 0 to 0.14. Also, the product of (Sp. Gr.g) 
(-^ ];• x) or (Sp. Gr.Q)(j * y) tended to stabilize near 1 as an increase in 
x or y also increased the specific gravity of the solution. The largest 
variation could occur in Fg and F0, the volume fractions of aqueous and 
organic phases. But the holdup fractions did not change greatly with 
changes in acid concentration. As indicated on the holdup graphs, some 
changes in holdup did occur as the acid was charged to the column, but 
these changes were significant only at the top of the column and did not 
persist for much more than the first five minutes of the run. The exact 
functional relationship of holdup with concentration was not known. 
Average H and L were calculated by Equations 65 and 66 which include 
some of the variations due to specific graity and (^ * ) changes. The 
Fa and F volume fractions were those measured at the end of the run. d o 
Hr = (Vn)(Far) (62.4) ((Sp. Gr.g,.)(__!__) + (SP- Gr.H A)) (65) 
2 1 + xr ~ 
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L = (Vn)(For)(6M)[(Sp. Gr.or)(_!_) + (Sp. Gr. )J (66) 
2  1  v_  
suivent 
Flow rates 
The flow rates were held constant in each of the transient analysis 
runs. Since the mutual solubility of water and tributyl phosphate/Varsol 
was very low, the acid free flow rates remained constant once the phases 
were equilibrated. The solvent was always in a state of equilibrium with 
the water because it was backwashed with water before each extraction run. 
The flow rates in a general type experiment do not have to be kept 
constant but can be varied as some function of time. This variation could 
be incorporated into the digital computer solution of the equations rather 
easily, but the analog computer solution would require additional multi­
plier units. 
Transfer coefficient 
As stated the mass transfer coefficient was assumed to be a function 
of column height only and not a function of concentration. The Kg factor 
for this system was qualitatively shown to have limited dependence upon 
concentration. Also, the a factor was mainly a function of holdup and 
pulse conditions, and the holdup was in general a function of column posi­
tion. For most of the analog solutions and many of the digital computer 
solutions, (KqS),, was held constant for all sections of the column. How­
ever, the later digital computer computations were made with a (Kga)rn 
which was varied as a function of column height. 
As indicated in a previous section, the mass transfer coefficient, 
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(Kça)rn, approached (Kga)ro0 as the column subdivision was refined. Thus, 
for any finite subdivision, the values of (Kga)rn had to be determined by 
a trial and error procedure in order to produce the desired steady state 
concentrations. Two methods were used. If the equations were linearized, 
the steady state linear system of algebraic equations, which was produced 
when the time derivatives were set equal to zero, could be solved for the 
steady state concentrations. All of the (Kça)rn values in these equations 
were increased or decreased by some arbitrary factor until the steady 
state concentrations were obtained. The experimentally determined Kça 
curve was used as the first trial. 
When the non-linear equations were used, the best procedure was to 
use the steady state concentrations as estimated from a McCabe-Thiele dia­
gram as initial conditions for the set of differential equations and then 
to determine the concentration versus time curves with the arbitrarily 
chosen (Kça)rn function in the equations. The correct function quickly 
stabilized the concentration curves to the desired steady state values. 
An arbitrary change in the (Kça)rn moved the steady state operating 
line on the McCabe-Thiele diagram. However, the line always remained par­
allel to the correct operating line since the ratio of H/L was unchanged. 
By applying a factor to increase the size of the (Kça)rn values, the oper­
ating line moved closer to the equilibrium curve. And, similarity, a de­
crease in the size of (Kça)rn moved the operating line away from the equi­
librium curve. Thus, not more than three trials of (K~a) functions were b rn 
required to move the operating line into the correct position because the 
order of magnitude of line movement was determined after the second trial. 
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Equilibrium curve 
The equilibrium function, y* = (Eg)xr, was represented in three dif­
ferent forms in the differential equations. These forms were the follow­
ing: (1) Linear lines through the origin. (2) Fifth degree polynomial in 
x. (3) Table of data with an interpolation routine. 
The linear representation was formed so that the equations could be 
easily programmed on the analog computer. For each section over which a 
material balance was formed, the equilibrium curve was assumed to be a 
straight line which extended from the origin to the steady state y* posi­
tion on the actual equilibrium curve. Thus, the equilibrium function was 
approximated by a set of function, y* = (E°)^x^.. where (Eg)r was the or­
ganic over aqueous distribution coefficient for the steady state aqueous 
phase concentration in the section. 
If the steady state concentrations were not known, then (Eg)r had to 
be determined by trial and error. The steady state concentrations were 
estimated from a McCabe-Thiele diagram and (Eg)], values were then obtained 
from the experimental equilibrium curve. With (E°)£ in the equations, the 
steady state concentrations were determined by solving the steady state 
linear system of equations or by solving the set of differential equations 
to determine the concentration versus time curves with the limiting ap­
proach to steady state. New (Eg)2 values as determined from the previous 
steady state concentrations were then put into the equations for a second 
trial. 
This procedure was complicated if the (Kça)rn values were also being 
adjusted simultaneously. A change in (Rça)rn changed the steady state 
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concentrations and thus changed (Eg)r. The procedure was lengthy when the 
sets of equations became large. However, if large sets of equations were 
to be solved, the digital computer was used, and by utilizing the non-lin­
ear representations of the equilibrium curve, the (Eg)r trial and error 
procedure was eliminated. 
Two non-linear representations of the equilibrium curves were used in 
the digital computer computations. First, a fifth degree polynomial was 
used to fit the experimental equilibrium curve at aqueous phase concentra­
tions of 0, 0.01, 0.05, 0.10, 0.14, and 0.15 pounds of nitric acid per 
pound of acid free aqueous phase. As can be seen in Table 3, the agree­
ment between the experimental data and the polynomial was quite good. 
However, the second method of representing the curve, the interpolation 
routine, gave results which almost exactly reproduced the experimental 
data. For interpolating between tabular values, the interpolation formula 
given as Equation 9 on page 34 was used. 
Computer Techniques 
Analog computer solutions 
All of the mathematical models, when linearized, could be readily set 
up on a simple analog computer. In this research, Models I through V were 
solved on the Heath-Kit analog computer. For all models except the equi­
librium stage model, at least two amplifiers were required per stage. 
Therefore, a maximum of seven stages could be represented on the 15 ampli­
fier Heath-Kit. For the equilibrium stage model fifteen stages could be 
represented on the analog computer. 
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A typical analog computer setup to solve Model IV with n equal to 4 
is shown in Figure 33. The equations were simplified as much as possible 
and adjusted to minimize the required circuitry. Also, the actual equa­
tions were time scaled so that the solution would run off in a few sec­
onds . The time scale for the setup in Figure 33 was 10 computer seconds 
equal to 1 hour of real time. 
A complete description of the programming techniques used can be 
found in Korn and Korn (57). 
Digital computer solutions 
The sets of differential equations generated by the various mathemat­
ical models were solved on the Iowa State University Cyclone digital com­
puter by utilizing a modified Runge-Kutta numerical integration technique. 
The particular modification was that developed by Gill (58). This inte­
gration technique had the advantage of being self starting from a given 
set of initial conditions. Basically, the routine estimated the value of 
a function at the end of an increment, h, of the independent variable, in 
this case, time, by estimating the function at three points within the in­
terval and then making the final estimate a function of the previous three 
estimates. Each estimate was a modification of the following simple ex­
ample: 
If y' = f(x,y,t) and x' = g(x,y,t), then x and y at t = tQ + h are 
estimated as follows: yt0+h = Yt0 + h[f(x0,y0,t0)J and xto+h = xt()+ 
h[g(x0,y0,t0)] . 
By utilizing the inner slope estimates and by properly adjusting con­
stants that could be chosen arbitrarily, Gill developed a procedure which 
produced an estimate of the functional value agreeing with the Taylor's 
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series representation up to fourth order in h. Thus, the accuracy for the 
-2 5 
specific routine used in this integration was estimated to be about 10 '"h 
for a given increment while the error for the whole range of integration 
was about 10 . In this work h ranged between 0.01 and 0.00015625 hours. 
The basic program for the Runge-Kutta integration required an auxil­
iary subroutine to generate the derivatives at a given time for the pro­
gram. Space in the memory had to be provided for the xr and yr concentra­
tions, the xj and yj derivatives, and the qr correction terms. Figure 34 
shows the flow chart for the main program. Figure 35 shows the flow chart 
for the auxiliary subroutine that generated the (2mh)y^. and (2mh)Xj values 
for Model IV. The derivatives were multiplied by (2*%) for immediate use 
in the Runge-Kutta subroutine. The 2m factor allowed the derivatives to 
be scaled to a maximum value, and also allowed the integration time incre­
ment, h, to be changed during the integration by increasing or decreasing 
m. 
The program as outlined in Figure 34 is suitable for integration of 
equations from all of the mathematical models by simply changing the aux­
iliary subroutine. Also, the program provided for the following: 
Integration of equations with linear or non-linear equilibrium curves 
The Xj and yj derivatives could be formed by using either the y£ = (Eg)xr 
or y* = (Eg)rxr equilibrium relations. Again, the (Eg)r had to be deter­
mined by trial and error. However, if the program with the non-linear 
function had been run first, the steady state values were known, and the 
correct (Eg)r could be used directly. Some linear systems were run on the 
digital computer to compare the results with the non-linear systems. The 
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linear results on the digital computer were the same as obtained on the 
analog computer. The advantage of the digital computer was that the pre­
paratory calculations were made by the computer while they had to be done 
by hand for the analog computer. 
Initial condition resetting Concentrations in both phases at all 
positions in the column could be reset to the initial conditions by a loop 
in the main program until a time parameter, equal to the aqueous phase 
holdup from the top of the column to the point in question divided by the 
aqueous phase flow rate, had been exceeded by the time of integration. 
This loop in effect forced each set of equations to behave as though plug 
flow* existed. In the flow diagram, the dashed rectangles contain the op­
tional parts of the program which effect the initial condition resetting. 
Determination of mass transfer coefficient as a function of height 
A subroutine was included to produce (Kça)rn as a function of height. 
Thus, for each equation in the set, a (Kça)rn  value was selected by the 
subroutine to correspond to the average (Kça)n over the given height posi­
tion in the column. When another subroutine modified the number of equa­
tions being integrated, the (Kça)rn values stored in the mass transfer co­
efficient subroutine were arithmetically averaged and restored. In the 
trial and error to obtain the correct (Kça)rn functions for the subdivi­
sion being considered, this subroutine multiplied all of the stored 
(Kça)rn values by an arbitrary constant. One modification of the program 
allowed (Kça)rn to be constant for the total column. 
*Plug flow means that all solute in the aqueous phase is transported 
down the column by bulk flow of that phase. Under this condition all lon­
gitudinal turbulent and laminar diffusion is assumed to be nonexistent. 
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Integration time increment changes The length of the time incre­
ment , h, could be doubled at any arbitrary time. This change was effected 
by changing the value of m in the (2mh) factor in the auxiliary subroutine 
but not in the Runge-Kutta routine. Thus, decreasing m to m-1 had the ef­
fect of increasing h to 2h. If the integration could be carried out in 
the later stages with a larger increment of integration, this change could 
be made arbitrarily. 
Change in number of equations A loop was included in the main 
program to halve the number of equations being integrated at some arbi­
trary time. Effectively, the loop destroyed all of the xr, yr, qr, 
(Kça)rn values and replaced them with values appropriate for the integra­
tion of the smaller set. The change in number of equations allowed the 
integration to proceed at a much more rapid pace. However, the change was 
made only at a time when the larger set was not necessary to describe the 
system. 
Simultaneously changing h and the number of equations The number 
of equations being integrated and the length of the integration interval, 
h, could be changed independently. However, for a given number of equa­
tions being integrated for a given model, the length of the integration 
interval could not be increased beyond some maximum length. If a larger 
length were used, the solutions would oscillate wildly. Also, this maxi­
mum length was dependent upon the mathematical model being integrated. 
Therefore, if one set of equations was to be integrated over the whole 
range of integration, then generally one integration interval, the maximum 
one which had to be determined by trial and error, was used during the en­
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tire integration. A few examples existed where the initial slope of the 
yj, extract, concentration curve was so steep that a smaller increment was 
required for a few integration steps. 
When the number of equations was decreased by a factor of two, the 
size of h could be doubled without oscillations occurring. Thus, in gen­
eral, the number of equations were halved and the integration interval was 
doubled simultaneously. In terms of a complete finite difference repre­
sentation of the partial differential equations, the above simultaneous 
change was the same as doubling the finite difference mesh increment in 
both the time and height directions. Each change in mesh size decreased 
the integration time on the digital computer by a factor of four. 
Data print out The main program was designed to print out the 
following data: 
(1) All original input data such as initial conditions, transfer co­
efficients, volume per section, flow rates, holdups, distribution coeffi­
cients, initial condition resetting times. 
(2) Time, y^, and xn after an arbitrary number of integration loops. 
The frequency of printout was adjustable by changing two parameters. 
(3) All yr and xr concentrations at each change in the number of 
equations being integrated. 
(4) All yr and xr at end of total integration. The total integra­
tion time could be varied arbitrarily from 0 to 10 hours of column run 
time. 
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SIMULATION OF EXPERIMENTAL DATA 
Each of the mathematical models was tested by attempting to simulate 
one or more of the experimental transient column runs with the differen­
tial equations of the model. The experimental conditions of Run 20 were 
used for most of the simulations. After the models had been evaluated, 
the results were compared to select a simulation procedure to use for the 
remaining experimental runs. Model IV was chosen. In the following sec­
tions the results of the simulations are discussed. Included in the Ap­
pendix are the graphical representations of the transient response curves 
that were produced by the simulations. 
Model I - Equilibrium Stage—Uniform Mixing 
In Figures 36, 37, and 38 are shown the attempts to simulate Runs 4 
and 20 with the equilibrium stage model. In no instance was a close simu­
lation of the transient response curve obtained. 
In Figure 37 the effect of the linear versus the non-linear represen­
tation of the equilibrium curve is presented. The non-linear response 
curve rose much more sharply than the linear curve. This behavior of the 
linear and non-linear transient curves applied to all of the models. Ap­
parently, the substitution of a series of straight lines for the actual 
equilibrium curve of the tributyl phosphate-water-nitric acid system pro­
duced an equilibrium system which appeared to extract the nitric acid more 
readily than the real system. As a result, the acid was distributed up 
the column more rapidly by the solvent in the linear model, and the raf-
finate curve tended to rise more slowly. As seen in Figures 36 and 37, 
the linear curves lie below the experimental curve for most of the runs. 
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The non-linear curve lies above the experimental curve as shown in Figure 
37. 
The effect of the plug flow initial conditions is shown in Figure 38. 
Resetting the initial conditions forced both the linear and non-linear 
representations to shift to the right on the graph but still did not give 
a good reproduction of the experimental data. As shown the plug flow con­
ditions forced the time of initial rise significantly to the right of the 
experimental curve. This suggested that some longitudinal diffusion of 
solute occurred in the actual experimental runs and probably altered the 
slope of the transient curves of the experimental runs. 
The equilibrium stage model produced transient response curves which 
approximated the experimental curves only when the system being studied 
contained a large number of equilibrium stages. The analytical solution 
to the partial differential equations describing the column behavior, if 
such a solution could be obtained, would contain an infinite summation of 
exponential terms. The higher order exponentials produce the lag or dead 
time in the transient response curve which approximates the dead time due 
to flow down the column. When the column is simulated by a number of e-
quilibrium stages, only one exponential is generated per stage, and if the 
number of stages is small, the lag produced in a transient curve does not 
approach the true dead time of plug flow. 
The curves in Figure 39 illustrate the change in lag as the number of 
equilibrium stages increases. The flow, holdup, and feed conditions of 
Run 4 were used to calculate these curves. The only variable was the num­
ber of equilibrium stages represented. The experimental dead time was a 
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little more than 0.4 hours, and the theoretical dead time if plug flow had 
existed was about 0.6 hours. The curves indicate that only the 13 stage 
extractor approached the correct lag time, and even in this case the lag 
was near 0.35 hours. Thus, if the number of equilibrium stages for a 
given column extraction system is low, the equilibrium stage concept will 
give poor simulation. However, if the number is high and longitudinal 
diffusion is not greatly significant, the equilibrium stage model can give 
a fair simulation of the column behavior. 
With a large number of stages, the equilibrium stage model can give 
a fair approximation of the time required to approach steady state. The 
crosses on the various curves in Figures 36, 37, and 38 indicate the time 
required to reach 98% of steady state for Runs 4 and 20. The linear simu­
lations gave the best approximations because the error due to lineariza­
tion tended to cancel the error due to a limited number of exponential 
terms. Figure 39 shows the large variation of time required to reach 95% 
and 100% of steady state as the number of stages is changed. 
The non-linear differential equations from Model I were integrated 
with the Runge-Kutta method rapidly and easily on the digital computer. 
The system of equations for this model were such that integration proceed­
ed four times more rapidly than for Model IV. With the number of stages 
in Model I equal to 15, a maximum time increment of integration, h, of 
0.02 hours was possible while the maximum increment allowable for Model IV 
with 16 stages was 0.005 hours. All other models required much smaller 
time intervals. The time to integrate 30 equations from Model I for 0 to 
6 hours of column run time was approximately 10 minutes. 
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Model II - Uniform Mixing—Non-equilibrium 
Model II did not have some of the defects of Model I. Since the 
phases were not in equilibrium, the number of stages could be increased 
from the number of equivalent equilibrium stages to infinity. As shown in 
Figure 40, an increase in the number of non-equilibrium stages produced an 
increased lag or dead time. As n tended toward infinity, the correct plug 
flow dead time was approximated. 
This model gave a better simulation as n became much larger than the 
number of equilibrium stages. With n close to the number of equilibrium 
stages, (Kça)n had to be very large to produce the correct steady state 
concentrations. For example, Run 20, which contained 15 equilibrium stag­
es, was approximated by Model II with n equal to 16. The (Kça)^^ required 
was 64,000 while (Kça) was about 2900. 
The results from the Model II simulations indicated that this model 
behaved similarly to Model IV, the non-uniform mixing—non-equilibrium— 
bottom method model. Consequently, complete digital computer runs were 
not made for Model II. 
In the few trial digital computer runs uning this method the time of 
integration was considerably greater than that for the equilibrium stage 
model, Model I, or the non-equilibrium stage model, Model IV. The very 
large Kça values forced the time interval of integration, h, to be very 
small to eliminate oscillations in the resulting curves. For instance, 
with K„a equal to 64,000 and n equal to 16, h had to be reduced to VJ 
0.0001562 hours. In comparison, Model I with n equal to 15 required an h 
equal to 0.02 hours, and Model IV with n equal to 16 required an h equal 
to 0.005 hours. The Model II equations with n equal to 16 would have 
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taken 19 hours on the digital computer to integrate over the full run time 
of six hours. 
Model III - Non-uniform Mixing—Non-equilibrium— 
Average Concentration Method 
The average concentration method of Model III proved to be very un­
successful. By using average derivatives, the feed concentration, XQ, ap­
peared in all of the aqueous phase differential equations. As a result, 
the initial values of these derivatives were not zero. Thus, when the 
step function was applied to the set of equations, extreme oscillations 
developed in the first portion of the raffinate concentration versus time 
curve. The number of maxima and minima in the oscillations were equal to 
the number of sections, n, into which the column was divided in the mathe­
matical analysis. Only one run, Run 4, was simulated with this model. 
The results are shown on Figure 41. The curves are meaningless during 
the oscillation phase. Probably, if n were increased, a fair indication 
of the time required to reach steady state would be given by this method. 
Model IV and V - Non-uniform Mixing—Non-equilibrium— 
Bottom and Top Methods 
Comparison of Models IV and V with non-linear equilibrium curves 
The non-equilibrium—non-uniform mixing models, IV and V, were tested 
and used more than any other models. The reasons for their extensive use 
were that they tended to converge to the experimental data as n was in­
creased, they were readily integrated on the digital computer, and they 
did not exhibit oscillations after the step function was initiated. 
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The two models were formed similarly except the mass transfer driv­
ing force was taken below the section in Model IV and above the section in 
Model V. On first thought, the slight modification would seem to have 
little effect on the resultant curves. However, the digital computer so­
lutions indicated that the differences between the two models were quite 
marked. First, the curves from Model V with the top driving force tended 
to converge much more rapidly to the experimental data than did the curves 
from Model IV. Second, the equations from Model IV were more easily inte­
grated on the digital computer. In general, the integration of the Model 
IV equations proceeded four times faster than the integration of the Model 
V equations. 
Model V converged more rapidly and was also more difficult to inte­
grate because the top driving force sensed the step change before the bot­
tom driving force of Model IV did. Physically, Model V did approximate 
quite closely what was occurring in the column. When the step change in 
acid concentration was made experimentally, the solvent at the very top of 
the column immediately started to extract the nitric acid. Model V simu­
lated this situation while Model IV did not. Thus, the raffinate concen­
tration versus time curve for Model V did not rise quite as rapidly as did 
the curve for Model IV because the acid was more readily extracted and 
carried back up the column with the top driving force model. For a given 
column subdivision Model V simulated the actual experimental data better 
than did Model IV. A comparison of the two models for n equal to 8 is 
shown on Figure 42. 
The top concentration driving force of Model V forced the integration 
time of the resulting differential equations to be excessive. Since the 
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acid was immediately transferred to the solvent phase in this model at the 
top of the column, the initial slope of the y^ curve was greater than the 
slope for the Model IV yj curve. To accurately determine the y^ curve and 
to prevent instabilities, the time interval of integration, h, had to be 
four times smaller than the interval for Model IV. For instance, with n 
equal to 8, Model IV required 9 minutes for integration of a 6 hour run on 
the digital computer while Model V required 36 minutes. The h values were 
0.01 hours for Model IV and 0.0025 hours for Model V. For both models, 
each time n was doubled, h had to be halved to maintain stability. Thus, 
to completely integrate Model IV with n equal to 32 would have required 
two hours and 24 minutes, but Model V would have required nine hours and 
36 minutes. Therefore, the large sets of equations were used only in the 
early part of the integration when large dead times were required. 
Figures 43 and 44 show the convergence of the non-linear solutions 
generated by Models IV and V as n was increased. Because of the shorter 
integration time, portions of the Model IV curves were calculated with n 
as high as 64. Model V equations were integrated with n ranging from 2 to 
16. Both models produced solutions which converged generally toward the 
experimental curve. And with n equal to 64 or possibly 128 for Model IV 
and equal to 32 for Model V, the lag portion of the experimental curve 
would have been duplicated. However, the rate of convergence indicated 
that the curves would have developed more lag or dead time than was found 
experimentally as n became very large. Because the equations were derived 
on a plug flow basis, they were converging to the theoretical plug flow 
curve and not to the actual experimental curve. 
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The slope of the concentration versus time function, after the ini­
tial lag period, generated by Models IV and V was greater than the slope 
of the experimental curve. A comparison of Figures 42, 43, and 44 shows 
that the slopes of the Model V curves approximated best the experimental 
slopes. Probably, this variation resulted from the effect of longitudinal 
diffusion. With the longitudinal diffusion of the nitric acid the break­
through occurred before the plug flow breakthrough would have occurred, 
and, as a result, the curve was somewhat stretched out with the initial 
slope being somewhat less than would be predicted by a plug flow analysis. 
The time required to reach steady state was predicted quite well by 
Model V. Even with n as low as 4, this model produced a time of 3.7 hours 
to 98% of steady state while the actual time was 4.0 hours. 
The steady state estimates of Model IV were not as good as those of 
Model V. The steady state times became larger as n became greater, but 
even with n equal to 64, the estimated curve indicated only a time of 3.4 
hours to 98% of steady state. The 98% time for Model IV varied with n as 
follows: n=2, Tgg=0.8 hours ; n=4, Tçg=l.86 hours ; n=8, Tçg=2.56 hours ; n= 
16, T98=3.10 hours (estimate). 
Models IV and V with linear equilibrium curves 
The use of the linear equilibrium curves with Models IV and V pro­
duced significant changes in the transient response curves. For both mod­
els, the curves were flattened out, and the slopes after the initial lag 
period were much lower than the non-linear curves and the experimental 
curves. The results obtained from the linear solutions of Models IV and V 
are shown on Figures 45 and 46. The Model IV curves were closer to the 
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experimental curve than Model V curves. Obviously, the results from using 
a linear approximation of the actual non-linear equilibrium curve were 
quite poor. The trends shown by the limited number of curves presented 
indicated that the curves for both models would converge to some curve 
shifted to the right of the experimental curve. 
Surprisingly, even when the linear representation was used, the times 
required to reach 98% of steady state were again predicted very satisfac­
torily by Model V. With n equal to 4, a time of 3.88 hours was predicted, 
and with n equal to 8, a time of 3.46 hours was produced. The experimen­
tal time was 4.0 hours. 
As in the non-linear case, Model IV curves predicted equilibrium 
times which were considerably smaller than the experimental time. This 
model gave times of 2.80 and 2.98 hours when n was 4 and 8 respectively. 
Models IV and V with plug flow initial conditions 
An attempt was made to force the transient response curves obtained 
from the non-linear Models IV and V to converge rapidly to the experimen­
tal curve by utilizing the plug flow initial conditions. The results with 
n equal to 4 are reproduced in Figure 47. The lag portion of the curves 
coincided almost exactly with the experimental results. However, as be­
fore, the slope was much too steep after the initial lag period. The time 
to 98% of steady state was predicted as 3.75 hours by Model V and 1.95 
hours by Model IV. As a conclusion, the plug flow initial conditions did 
not greatly improve the non-linear models. 
Figure 38 shows the results of forcing the plug flow initial condi­
tions on linear Model IV with n equal to 4. In this case a number of com­
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pensating errors produced a curve which very nearly duplicated the experi­
mental curve. The use of the linear equilibrium curve along with the bot­
tom driving force had the effect of simulating the slight longitudinal 
diffusion in the experimental run. And the plug flow initial conditions 
forced the dead time to coincide with the actual dead time. If n had been 
larger, the dead time would have been longer than was determined experi­
mentally. This condition existed because the plug flow model reset the 
initial conditions only for the length of time that the aqueous phase re­
quired to travel down to the top edge of the stage being considered. 
Thus, when n was equal to four, the plug flow time for stage four was only 
three quarters of the actual plug flow time for the full column. For this 
reason, the calculated dead time with n equal to four coincided with the 
dead time of the experimental run which was foreshortened by the longitu­
dinal diffusion. 
Effect of equilibrium curve representation 
As already shown, the equilibrium curve must be accurately represent­
ed to reproduce a meaningful transient response curve by any of the mathe­
matical models used. For Models IV. and V the change from the non-linear 
to the linear equilibrium curves produced significant modifications in the 
transient response curves. 
A test on Model IV was made to determine how significant a change 
would be produced with a slight change in the equilibrium curve. As indi­
cated under the discussion of the equilibrium curve, two non-linear curves 
were used in the digital computations. One was formed with the use of a 
fifth degree polynomial, and the other was produced by interpolating be­
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tween the values of a table stored in the computer memory. As shown in 
Table 3, the percentage difference between the functional values for the 
two methods was in general less than 1%, but in some cases, particularly 
in the low x range, the differences ranged up to 12%. The two representa­
tions were used to calculate transient curves with Model IV and n equal to 
8. The results, as shown on Figure 49, indicated-that small differences 
in the equilibrium curve produced small but easily measurable changes in 
the transient curves. The conclusion drawn was that the equilibrium curve 
had to be utilized in a form which was as accurate as the original equi­
librium data. 
Solvent extract transient response curves 
The solvent extract transient response curves as calculated by either 
Model IV or V reproduced the experimental curves quite closely. Figure 50 
shows the curves from the two models as compared to the experimental data. 
The reasons for this good reproduction was that the extract solvent re­
sponse curve in all mathematical models and in the experimental runs rose 
very rapidly to the steady state value because of the direct contact with 
the inlet feed stream. Thus, variations in model structure, type of equi­
librium curve, and longitudinal diffusion had little visible effect on the 
curve itself. The curves in Figure 50 do indicate that the slope of the 
Model V curve was considerably steeper than the slope for the Model IV 
curve. However, even this variation did not produce a large deviation in 
the curves when plotted on the concentration versus time graph. 
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Model VI - Combinations of Models IV and V 
As indicated in the previous section, the two models, IV and V, have 
both advantages and disadvantages. Model V produced transient curves 
which converged more rapidly to the experimental data. However, the time 
of integration on the digital computer of Model IV was one fourth that of 
Model V. Two modifications of the models were made in an attempt to com­
bine the advantages of both models. 
In Model Vl-a, the concentration driving force for the equations de­
rived for the top stage in Model IV was taken at a position directly above 
the stage. Thus, all pairs of equations except one had bottom concentra­
tion driving forces. The result of this change is shown on Figure 62. 
The transient response curve was shifted toward the experimental curve. 
However, the integration time was increased by a factor of two. 
A similar result was obtained when Model V was modified. In this 
case, the top two equations contained driving forces taken directly below 
the top stage. All other equations used concentration driving forces ex­
isting above each stage. Figure 51 illustrates the type of curves ob­
tained from this combination. The transient curve moved away from the ex­
perimental curve, but the equations required only one half of the time to 
integrate on the digital computer. 
These models verified that the ease of integration and convergence of 
the solutions depended mainly on the position of the concentration driving 
force for the top stage. Changing the position in one pair of equations 
produced a compromise between Models IV and V in both examples. The time 
of integration was either halved or doubled, and the resulting curves were 
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nearly an average of the curves obtained from Models IV and V for a given 
column subdivision. 
Model VII - Finite Difference Modification of Models IV and V 
In an attempt to increase the rate of convergence of Models IV and V 
without increasing the degree of column subdivision, each model was modi­
fied by adding a third central finite difference term to the first central 
finite difference which naturally appeared from the material balance. The 
results of the modification were disappointing as can be seen on Figure 
52. The transient response curve was shifted toward the experimental 
curve, but the shift was quite insignificant. In addition, the time of 
integration was increased by a factor of two or more. The time interval, 
h, had to be doubled to maintain stability, and the program was longer be­
cause of the third difference computation. The effect on Model V is not 
shown because the change produced was even smaller than that for Model IV. 
An analysis of the finite difference equations of Model IV and V 
showed that the finite differences, derivatives, and driving forces were 
not formed at a consistent height position. The driving force was taken 
at the top or bottom of the height increment ; the height derivative was 
estimated by a central difference formed about the middle of the height 
increment ; and the time derivative was taken at the bottom of the stage 
for the aqueous phase and at the top of the stage for the organic phase. 
Naturally, as the mesh became smaller, the corresponding solutions con­
verged toward the partial differential equation solution because of the 
better approximation to the derivative and the closer approach to the 
points of formation for the various finite differences, derivatives, and 
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driving forces. The solutions of the models modified by the third central 
differences indicated that the convergence was more dependent upon the po­
sition of finite difference formation than upon the accuracy of the type 
of finite difference used. 
Model VIII - Finite Difference Representation of Partial 
Differential Equations—No. 1 
A second attempt to speed the convergence of the sets of differential 
equations was made by making a complete finite difference substitution for 
the height derivative in the partial differential equations. The main 
difference between this model and the modifications used in Model VII was 
that the derivatives, finite differences, and driving forces were all 
formed at one height position. The height derivatives were represented by 
the first and third central averaged finite differences. 
The solutions generated by this model did converge very rapidly to­
ward the portion of the experimental curve after the initial lag period. 
In the lag section of the curve, the finite difference solution oscillated 
badly. Figure 53 shows the fairly good agreement obtained between the ex­
perimental and calculated curves in the period of 0.6 to 6 hours of run 
time. A point of interest is that the calculated curve crossed the zero 
time axis at the end of the lag period at a time which corresponded very 
closely to the plug flow breakthrough time. The flattening of the experi­
mental curve in reference to the calculated curve was probably due to the 
longitudinal diffusion of solute as has been previously explained. 
The oscillation in the lag period resulted from the inability of the 
finite difference model to adequately assimilate the discontinuity gener­
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ated by the step concentration change. The feed concentration, XQ, ap­
peared in four separate differential equations in this model, and as dis­
cussed in the average method model, Model III, the multiple introduction 
of the step change into the set of equations caused oscillations because 
more than one equation had a finite initial slope other than zero. Anoth­
er factor was that the equations were interlocked through the finite dif­
ference representations used. And when the number of subdivisions was 
small, the interlocking connected one differential equation with a large 
fraction of the column with the result that oscillations occurred when 
abrupt changes in concentration were made. 
The steady state time prediction of this finite difference model was 
very good. A time to 98% of steady state, Tgg, of 3.84 hours was estimat­
ed as compared to the experimental value of 4.0 hours. 
The time of integration on the digital computer for this model was 
about twice as long as the time for Model V and eight times as long as the 
time for Model IV. With n equal to 8, a time increment, h, of 0.0025 
hours was required to stop integration oscillations. With the complicat­
ed set of differential equations to integrate, the program time for a giv­
en cycle in the Bunge-Kutta was twice that for the simple models such as 
Models IV and V. The integration time for the run shown on Figure 53 was 
68 minutes. 
Model IX - Finite Difference Representation of Partial 
Differential Equations--No. 2 
Model VIII equations were modified to remove the feed concentration, 
XQ, from all differential equations except one. This modification was 
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made in an attempt to minimize the oscillations shown by Model VIII in the 
lag period. And as shown on Figures 54 and 55, the oscillations were 
markedly reduced. The amplitude of the major oscillations was reduced 
from -0.0055 pound per pound to -0.001 pound per pound. Also, the indi­
cations were that as n became large the oscillations would be further de­
creased. The time of integration for this model was reduced to half of 
the time for Model VIII. The h required for n equal to 8 was 0.005 hours. 
One disadvantage of the model was that the solution curves shifted slight­
ly up and away from the experimental curve as compared to the position of 
the curve for Model VIII. 
With n ranging from 4 to 16, Model IX gave good estimates of the 
times required to reach steady state. The Tgg times were as follows: n=4, 
Tç8=3.80 hours; n=8, Tgg=3.66 hours; Tgg (experimental)=4.0 hours. 
Simulation of Experimental Runs with Model IV 
Eight experimental runs were simulated by integrating the Model IV 
equations. The integration was performed by starting with n equal to 32, 
and then at approximately 0.3 and 1.0 hours of column run time the number 
of equations was halved. Thus, most of the integration was performed with 
n equal to 8. 
Model IV was chosen because of its relative short time of integration. 
Model V was the best model to use, but to obtain the desired curves, the 
time of integration was prohibitive on the Cyclone digital computer. 
Thus, a compromise was made by using Model IV and using a very fine column 
subdivision at the start of the integration. If Model V had been used, 
the curves would have approached the experimental curves more closely. 
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However, the general usefulness of the overall procedure was indicated 
from the Model IV integrations. 
In general, two simulations were made of each run. First, a run with 
n equal to 4 was rapidly computed to obtain an estimation of the multipli­
cation factor for the experimental Kça values. Then, the long integration 
with n equal to 32 was run. The results of the two integrations are com­
pared with the experimental transient response curves in Figures 56 
through 63. The following observations can be made about the simulations. 
The simulations gave the best approximation to the experimental data 
when the aqueous phase flow rate was large. Two reasons might be postu­
lated for this behavior. First, with larger aqueous flow rates, the lon­
gitudinal diffusion effect became less significant, and the experimental 
curve was not unduely flattened. Second, with low aqueous flow rates, the 
rate of convergence of the computed transient response curves appeared to 
decrease, and the column subdivision should have been further refined. 
Since n was always started at 32, the low flow rate simulations did not 
approach the plug flow position as closely as did the higher flow rate 
simulations. 
With the higher aqueous flow rates, the simulations gave good esti­
mates of the time required to reach steady state. The estimates for Runs 
9, 11, 12, and 18 were within 0.4 hours of the experimental values. For 
Runs 20 and 21, the estimates were within 0.6 hours. The low flow rate 
estimates were quite poor by being only within 1.1 hours of the experimen­
tal time. 
The use of Models V, VIII, and IX would have given better estimates 
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of times to steady state and better overall simulations of the curve after 
the initial lag period. As stated, these models were not used because of 
the long computer computation time required. 
Summary of Steady State Times 
In Table 4 the experimental times to reach 98% of steady state are 
summarized for the various experimental runs. From these times the number 
of aqueous feed throughputs required to reach 98% of steady state were 
calculated. Also, included are other variables that influence the dynamic 
behavior of the column. 
Table 4. Number of throughputs to 98% of steady state 
Run H ZE/2L L/H Average Tgg Aqueous throughputs Organic Total 
number K^a Mass Volume through- thr. 
basis3 basis*) puts0 puts^ 
9 67.11 7.17 2.14 1966 3 .32 5. 84 5. 36 90 18 .7 
11 68.95 3.61 2.08 1835 3 .10 6. 28 5. 14 47 17 .7 
12 67.09 7.83 2.11 2128 3 .95 6. 79 6. 38 114 22 .4 
14 35.31 11.5 2.26 1350 6 .88 6 .01 5. 85 156 21 .4 
15 36.34 6.91 3.88 2010 4 .45 4. 16 3. 90 112 21 .6 
18 68.87 6.61 2.10 2410 4 .10 7. 40 6. 79 103 23 .5 
20 63.62 5.25 2.27 2945 4 .00 6. 99 6. 13 83 22 .3 
21 62.10 6.45 2.31 1880 3 .50 5. 71 5. 24 85 19. 5 
^Calculated from the following expression: (T^g)(H)/(IH) 
^Calculated by: (aqueous feed volume rate) (TggîAVolume of plate 
section) 
^Calculated from the following expression: (Tgg)(L)/(ZL) 
^Calculated by: (aqueous feed plus organic feed volume rateKTgg)/ 
(volume of plate section) 
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The data indicated that no general rule of thumb for the number of 
aqueous phase throughputs required to reach steady state could character­
ize the actual time required. This time appeared to be a function of flow 
rates, holdup, and extraction efficiency. The number of aqueous phase 
throughputs varied from 4.16 to 7.40. These values in themselves were 
somewhat surprising since many experimenters use the rule of thumb of 2 to 
4 throughputs to reach steady state. Experimental work by Ellison (59) 
indicated that for a % inch pulse column 2.5 to 3 column throughputs were 
required to reach steadystate. Additional experimental evidence obtained 
by Rubin and Lehman (60) on liquid extraction columns showed that 5 column 
throughputs were necessary. 
An example of the changes in steady state time with variation of ex­
traction efficiency is shown in Figure 39. In this figure the transient 
curves resulting from the simulation of the pulse column with a number of 
equilibrium stages varying from 1 to 13 is presented. All column vari­
ables such as holdup and flow rates were held constant. As n ranged from 
1 to 13, the 100% steady state time varied from 2.5 to 4.8 hours, and the 
number of aqueous throughputs required to reach equilibrium ranged from 
4.51 to 8.64. 
The conclusion to be drawn from the above example and the experimen­
tal data is that the time to steady state cannot be described by a rule of 
thumb. If accurate knowledge of the steady state time is required, the 
best approach is to solve the partial differential equations describing 
the system by some method such as those described in this report. Models 
V, VIII, and IX gave very good estimates of the experimental steady state 
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times. 
Example of Concentration Profiles During the Unsteady State Period 
In Figure 64 concentration profiles for the aqueous and organic 
phases are presented for three different times during the lag period of 
the integrated transient response curve. This particular integration was 
made using Model IV equations with n equal to 64 in a simulation of Run 
20. The interesting fact about the profiles was that the wave fronts 
moving down the column in the two phases were not at the same point in the 
column at a given time. The aqueous phase front position led the organic 
front by approximately 1 foot-4 inches. Another interesting point was 
that the concentration curves and their first derivatives were continuous 
for all the profiles obtained. In a mathematical analysis presented by 
Jaswon and Smith (24), the authors predicted that for a step input to a 
continuous counter-current column a discontinuity should exi:;t in the a-
queous phase concentration as the wave moved down the column, and similar­
ly a discontinuity should exist in the slope of the organic phase concen­
tration . With the simulation formulated in Model IV, no such discontinui­
ties were observed. 
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SUMMARY AND CONCLUSIONS 
General 
The purpose of this research was to investigate experimentally and 
mathematically the transient startup behavior of a liquid-liquid extrac­
tion pulse column. A 79 plate pulse column was designed, built, and oper­
ated as part of the research program. The column system was operated for 
over 200 hours to obtain experimental data on extraction, backwash, and 
transient behavior. Twenty one transient startup runs were made; nine of 
which are reported. 
Nine mathematical models were formulated in an attempt to describe 
the dynamic behavior of the column. Some of these were simple models con­
structed to allow easy simulation. More complicated and rigorous models 
were required, however, to adequately simulate the experimental data. In 
no case was the pulse characteristics of the column considered in the dif­
ferential material balances. 
Most of the equations were formed by postulating the physical behav­
ior in a finite section of the column and then writing an unsteady state 
material balance for this section. This procedure was approximately the 
same as solving the partial differential equations which describe the be­
havior of a continuous counter-current packed column contactor by finite 
difference techniques. In finite difference approximations, the partial 
time derivative was changed to an ordinary derivative, and the partial 
height derivative was transformed into a finite divided difference. The 
partial differential equations were derived by assuming the existence of 
plug flow and the non-existence of longitudinal mixing and turbulent dif-
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fusion. The general equations developed were the following: 
<kSFaX/<?a) = + Jx - KGaS(y* - y) (67) 
Jt Jz 
)(SF0y/?0) = - )y + KGaS(y* - y) 
J ^ 
(68) 
The resulting sets of simultaneous differential equations were solved 
on both analog and digital computers. Since the equilibrium curve of the 
tributyl phosphate-water-nitric acid extraction system was non-linear, the 
differential equations could not be solved directly on a simple analog 
computer. As a result, the equilibrium line was linearized with a system 
of straight lines passing from the origin to the steady state equilibrium 
position on the equilibrium line for each stage. The differential equa­
tions with the linearized equilibrium curves were then solved on the ana­
log computer. The non-linear differential equations were solved on a dig­
ital computer by using a modified Bunge-Kutta finite difference method for 
the integration. Solutions for most of the simulation models with both 
linear and non-linear equilibrium lines were obtained. 
Effect of equilibrium curve representation 
A comparison of the transient response curves obtained from the vari­
ous mathematical models and experimental runs indicated that a close rep­
resentation of the equilibrium curve should be used. The linear approxi­
mation produced considerable distortion and flattening of the response 
curves. One test showed that even a 1% to 12% change in equilibrium curve 
position produced a noticeable change in the integrated transient curve. 
Simulation Results 
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Use of plug flow initial conditions 
If plug flow were to exist in the column, the concentration at a 
given height position should not change until the plug flow wave front 
reached that position. Since the partial differential equations were de­
rived on a plug flow basis with no longitudinal diffusion, the finite dif­
ference solution should have approached plug flow conditions when the num­
ber of divisions of the column was sufficiently large. In an attempt to 
force the plug flow pattern on the sets of equations obtained from a small 
number of divisions, the concentrations at a given position were reset to 
the initial conditions until the time required for the plug flow wave to 
pass that position had elapsed. The initial condition resetting was only 
partially successful. Generally, the integrated transient response curve 
was shifted toward the experimental curve with this modification, but the 
shift was not large enough to produce agreement of curves. In one model, 
this did produce good agreement when used with the linear equilibrium curve 
but the agreement was only apparent and resulted from a combination of er­
rors involved in using a linear equilibrium curve, a small number of col­
umn divisions, and in assuming negligible longitudinal diffusion in the 
column. The initial condition resetting technique was not a satisfactory 
modification of the simulation methods. 
Mathematical models 
Model I - equilibrium stage—uniform mixing In this model the 
column was divided into the closest number of equivalent equilibrium stag­
es which duplicated the extraction of the column. Differential equations 
were written over each stage wi< h the assumption that the phases in the 
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stage were in equilibrium and uniformly mixed. The results indicated that 
good simulation was obtained only when the number of stages, n, was large. 
With n small the lag period was too limited, and the time to reach steady 
state was underestimated. Integration of the equations from this model on 
the digital computer required the least time of all the models. This mod­
el did not adequately simulate the column behavior. 
Model II - non-equilibrium stage—uniform mixing Model I was ex­
tended by providing for non-equilibrium conditions. Thus, by changing the 
mass transfer coefficient, the number of stages could be increased from 
the equilibrium number to infinity. The increased number of equations 
made possible the approach of the calculated lag or dead time period to 
the plug flow dead time. This model produced results comparable to Model 
TV and, in addition, required much longer times to integrate on the digi­
tal computer. Also, when the equilibrium curve was linearized, a diffi­
cult double trial and error was necessary to find the slopes of the equi­
librium lines and to find the transfer coefficients. As a result, this 
model was also considered inadequate for simulating column behavior. 
Model III - non-equilibrium—non-uniform mixing—average concentra­
tion method In this method each stage was assumed to contain phases 
which were not in equilibrium, and a concentration gradient was assumed to 
exist in each phase. The concentration driving force and the average con­
centration in each stage were represented by averages of the end condi­
tions of the stage. Resulting simulations were unsatisfactory. The aver­
aged derivatives produced extreme oscillations in the transient response 
curves immediately after the step change in feed concentration was made. 
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The curves finally stabilized and gave a fair indication of the time re­
quired to attain steady state. 
Model IV - non-equilibrium—non-uniform mixing—bottom concentration 
method The physical conditions in each stage of Model III were assumed 
for this model, but here the concentration driving force below the stage 
was assumed to represent the conditions in the stage. Also, the exit 
stream concentrations from the stage were taken as the average concentra­
tions in the stage. This model produced transient response curves which 
contained no oscillations, and which converged toward the experimental da­
ta as the number of stages was increased. The digital computer integra­
tion of the equations was quite rapid; however, the rate of convergence of 
the solutions to the infinite stage solution was slow. In the simulations 
of the pulse column data, the number of stages, n, had to be at least 64 
to give good results. With a smaller n, the indicated dead time and 
steady state time were too short. Thus, the advantage of the short time 
of integration was eliminated because of the large number of stages re­
quired in the subdivision. 
Model V - non-equilibrium—non-uniform mixing—top concentration 
method This model was similar to Model IV except that the concentra­
tion driving force was taken above each stage. The effect of this change 
was to make the equations converge much more rapidly toward the experimen­
tal data, and to increase the time of integration on the digital computer 
by a factor of four. This method gave good estimates of the time required 
to reach steady state with the number of stages as low as 8. This model 
was the best of the nine tested because of its speed of convergence and 
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its lack of oscillations during the lag period of the transient response 
curve. 
Model VI - combinations of Models IV and V The top stage equa­
tions were modified in Models IV and V to reflect the influence of the top 
stage on the overall convergence and integration time. When the driving 
force for the top stage was taken above the stage in Model IV, the rate of 
convergence became faster and the integration time became twice as long. 
When the driving force for the top stage was taken below the stage in Mod­
el V, the rate of convergence became slower and the integration time be­
came half as long. The simultaneous influence of both of these changes 
was to produce transient curves half way between those of Models IV and V 
and to require integration times that were half that of Model V and twice 
that of Model IV. 
Model VII - modification of Models IV and V by addition of a third 
finite difference To speed the convergence of Models IV and V, a third 
central finite difference was added to each differential equation. The 
third finite difference gave a better approximation of the actual partial 
height derivative. The results were disappointing since the convergence 
was not greatly increased. The concentration driving force, finite dif­
ferences, and ordinary time derivatives were all taken at different posi­
tions in each stage. The actual convergence was more dependent upon the 
convergence of positions of these various quantities than upon the finite 
difference representation of the derivatives. 
Model VIII - finite difference representation of partial differential 
equations—No. 1 A semi-finite difference representation of the par­
tial differential equations was formed by applying finite difference tech-
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niques to the height derivatives in the equations. Thus, the time deriva­
tives, finite differences, and concentration driving forces for both aque­
ous and organic equations were taken at the same height position. The 
first and third finite differences were substituted for the height deriva­
tive. The results were good in that a very good estimate of the time to 
steady state was obtained and poor in that a large oscillation occurred in 
the lag period of the transient curve. Integration time for this model 
was twice that of Model V for a given column subdivision. 
Model IX - Finite difference representation of partial differential 
equations—No. 2 Model VIII was modified by removing the feed concen­
tration, XQ, from all equations but one. This change greatly dampened the 
oscillation of Model VIII in the lag period but did not eliminate it com­
pletely. The change decreased the integration time by a factor of two. 
A good estimate of the steady state time was obtained. 
Recommended models Model V gave the best overall simulation of 
the experimental curves with a reasonable subdivision of the column. The 
best estimate of steady state time was produced by Model VIII, but this 
model had the disadvantage of producing oscillations in the lag period of 
the transient response curve. Both models required longer times to inte­
grate on the digital computer than were required for "Models I, IV, and IX. 
Digital Computer Integration Times 
The ease of integration on the digital computer varied from model to 
model. For all models, doubling the number of equations increased the 
time of integration by a factor of four because the time interval of inte­
gration had to be reduced by one half to maintain stability. A comparison 
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of the integration times for the various models is presented below in 
Table 5. 
Table 5. Summary of digital computer integration times 
Model Number of Simulated jrun Integration 
number equations integrated time—hours time—minutes 
I 30 6 10 
II 32 6 1000 
IV 16 6 9 
V 16 6 36 
VI 16 6 18 
VII 16 6 18 
VIII 16 6 72 
IX 16 6 36 
A point of interest is that if a complete analog computer system were 
available, the non-linear differential equations could be integrated di­
rectly. In this instance the time of integration on the digital computer 
would not be a reason for discarding or choosing a given model. With the 
required function generators and multipliers, the non-linear equations of 
any model could be solved in short periods of time since the equations 
could be scaled to any convenient rate of solution. 
Longitudinal Diffusion 
Longitudinal diffusion and intermixing were not included in the basic 
partial differential equations formulated to describe the pulse column be­
havior. In a pulse column this omission can be quite serious under the 
conditions of low continuous phase flow rates. The pulsing action pro­
duces longitudinal movement of the solute by turbulent intermixing and ag­
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itation. In the experimental data obtained in this study the longitudinal 
diffusion was evident in the early breakthrough of the solute wave front 
that moved down the column from the initial step input. With aqueous 
phase flow rates in the 60 to 70 pound per hour range, the breakthrough 
occurred at 0.35 to 0.40 hours. Plug flow breakthrough would have oc­
curred at 0.55 to 0.62 hours. With aqueous flow rates in the 40 to 50 
pound per hour range, the actual breakthrough appeared at 0.5 to 0.6 hours 
while the plug flow breakthrough would have occurred at 1.1 and 1.05 hours. 
Also, all of the experimental transient response curves were flattened and 
elongated as compared to the curves produced from the integration of the 
various models. This flattening was probably due to the longitudinal dif­
fusion. For a better approximation to the real situation a longitudinal 
diffusion term should be included in the basic partial differential equa­
tions . 
Time to Steady State 
No general correlation was produced by this research which could be 
used to estimate the time required to reach steady state under given oper­
ational conditions. This research did indicate that a general rule of 
thumb cannot be applied if any accuracy is required in the time estimate. 
The number of aqueous phase throughputs which were required to reach 98% 
of steady state varied from 4.16 to 7.40 in the runs conducted on the ex­
perimental pulse column. The data presented indicate that the number of 
throughputs was not solely a function of one variable but seemed to be in­
fluenced by all of the important variables such as holdup, flow rates, and 
extraction efficiency, and type of system being processed. The final con-
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elusion is that to obtain a good estimate of the time required to reach 
steady state, the basic partial differential equations should be solved. 
By utilizing one of the Models V, VIII, or IX, the partial differential 
equation solution can be approximated, and an accurate estimate of the 
steady state time can be obtained. 
Use of Models in Digital Control Systems 
Three of the mathematical models presented in this report could be 
utilized in a process digital computer control system. The digital com­
puter control systems at present attempt to maximize some dependent vari­
able such as profit by adjusting process independent variables. However, 
in most of the systems described to date only the steady state behavior or 
steady state material balances have been included in the mathematical mod­
els. One reason for not including dynamic behavior equations is that, in 
many instances, the dynamic reaction of the equipment to a process change 
is too fast to significantly change the overall maximizing procedure. Al­
so, in general, equations are not available for describing the dynamic be­
havior of the components in a process loop. The equations developed here 
indicate the type of approach that might be used in describing the behav­
ior of counter-current contactors which might be included in a process 
loop. Various sets of these equations could be used in a digital control 
system to predict the concentration versus time curve for a given process 
stream as a function of changes in feed composition and rate, solvent flow 
rate, and pulse height and amplitude. 
A difficulty at present in using the equations of the mathematical 
models is the length of time required to integrate the system. Although 
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faster computers are being built, integration times may still be too large 
to allow the equations to be integrated directly. One possible solution 
would be to couple a non-linear analog computer with the digital system so 
that the sets of equations could be integrated in a reasonably short peri­
od of time. 
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RECOMMENDATIONS FOR FUTURE WORK 
Mathematical Models 
The mathematical models should be modified to account for the longi­
tudinal diffusion which takes place in the pulse column. As pointed out 
in the discussion and summary, the effect of longitudinal diffusion was 
quite evident in the pulse column experimental data. The concentration 
wave as it passed down the column broke through at times significantly 
shorter than the plug flow time. Also, the experimental curves were elon­
gated and flattened in reference to the curves calculated from the non­
linear models. An attempt should be made to include the longitudinal dif­
fusion term in the mathematical equations to determine whether or not the 
experimental data could be matched more closely with such a modification. 
The partial differential equations with the longitudinal diffusion terms 
included would appear as follows: 
J(SFaAx) = + Hjx - ^(-DpjgS^x) - KGaS(y* - y) (69) 
li IT 35 
ySFv>0y> = - Ljy - + KGaS(y« - y) (TO) 
jt — a sr * 
The above equations can be simplified by assuming that D^a is not a 
function of position and that the diffusion in the organic phase is small 
or nonexistent because of the high organic flow rate and the discontinuous 
nature of the phase. 
The above equations can be solved by reducing them to a set of ordi­
nary differential equations with the substitution of a finite difference 
approximation for the height derivative as was done in Models VIII and IX. 
If the oscillations in the lag period are not desired, a very simple fi­
nite difference representation should be used. As a second approach, the 
time derivative could be reduced to a finite difference, and the total fi­
nite difference equation could be solved with an iterative technique. 
Solution Techniques 
In this work the partial differential equations were reduced to ordi­
nary differential equations by substituting finite difference approxima­
tions for the height derivatives. Then, the ordinary differential equa­
tions were solved numberically with a modified Runge-Kutta method on the 
digital computer. In certain instances, the numerical integration was 
quite lengthy. 
An interesting comparison of integration time and numerical results 
would be obtained if the partial differential equations were solved by a 
complete finite difference method. Both the height and time derivatives 
would be replaced with finite difference approximations. Depending upon 
the form of the finite differences used, various techniques could then be 
followed in the stepwise integration of the partial differential equations. 
Generally, this would require an iterative procedure. One method would be 
to use matrix calculus in solving for the concentrations at each time in­
terval. Such methods might require somewhat less time in the total numer­
ical integration than was required by the Runge-Kutta technique. The re­
sults from these methods would be superior to the Runge-Kutta procedure if 
the convergence to the experimental data were more rapid and if the oscil­
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lations in the dead time period were eliminated. 
Determination of Transfer Functions 
For closed loop instrumentation analysis, a function describing the 
raffinate stream concentration behavior resulting from a change in feed 
concentration is at times more readily useable than a large set of differ­
ential equations. Such a function is known as a transfer function. By 
using the analog computer and the linearized equations, the major roots of 
the transfer function can be obtained simply. Then, by proper arbitrary 
adjustment, a good approximation of the experimental column behavior can 
be obtained from the adjusted transfer function. 
To obtain the transfer function estimate, the differential equations 
could be set up on the analog computer and a frequency analysis run on the 
system. From the amplitude phase lag data. Bode plots could be formed, 
then a transfer function fitted to the plots by trial and error. The ac­
curacy of this transfer function is then tested on the analog computer and 
the transient response to a step change in feed concentration determined. 
The experimental and analog transient curves are then compared. Minor ad­
justments of the first two roots usually produce a good agreement between 
the two curves. The transfer function thus obtained could be used in an 
instrumentation loop when the conditions of the system were near those of 
the experimental system. Since the system is non-linear, the linear 
transfer function would have to be changed for any large change in oper­
ating conditions. 
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APPENDIX A: 
EQUIPMENT PHOTOGRAPHS AND DRAWINGS 
AND DROPLET DISPERSION PHOTOGRAPHS 
gure 1. View of pulse column from ground floor 
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Figure 2. View of pulse column from second floor 
m# 
Figure 3. View of top plate assembly and conductivity sampling cell 
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Figure 4. View of bottom plate assembly, pulse pump, bottom disen­
gagement section, and conductivity sampling cell 
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Figure 5. View of panel board with rotameters, throttle valves, 
pressure gauges, and conductivity recorder 
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Figure 6. Schematic diagram of pulse column system 
Pulse column system dimensions and capacities: 
Column height = 20 feet-% inches 
Plate section height = 14 feet-11 inches 
Number of plates = 79 
Plate separation distance = 2% inches 
Plate hole diameter = 1/16 inches 
Pulse punp range: 
Frequency = 19 to 200 cycles per minute 
Stroke length in column = 0 to 3 inches 
Flow rate range per stream = 0 to 20 gallons per hour 
Total liquid storage capacity = 550 gallons 
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Figure 7. Organic phase droplet dispersion in bottom plate section 
at start of pulse upstroke 
Pulse conditions: Frequency = 18 cycles per minute 
Stroke length in column = 1.00 inches 
Flow conditions: Organic flow rate = 19 gallons per hour 
Aqueous flow rate = 0 gallons per hour 
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Figure 8. Organic phase dispersion in bottom plate section at middle 
of pulse upstroke 
Pulse conditions : Frequency = 18 cycles per minute 
Stroke length in column = 1.00 inches 
Flow conditions : Organic flow rate = 19 gallons per hour 
Aqueous flow rate = 0 gallons per hour 
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Figure 9. Organic phase dispersion in bottom plate section at start 
of pulse upstroke 
Pulse conditions: Frequency = 37.5 cycles per minute 
Stroke length in column = 1.00 inches 
Flow conditions: Organic flow rate = 19 gallons per hour 
Aqueous flow rate = 0 gallons per hour 

Figure 10. Organic phase dispersion in bottom plate section 
Puise conditions: Frequency =55.5 cycles per minute 
Stroke length in column = 1.00 inches 
Flow conditions : Organic flow rate = 19 gallons per hour 
Aqueous flow rate = 0 gallons per hour 
t* 

Figure 11. Organic phase dispersion 
Top. Second plate section from top of column 
Pulse conditions : Frequency = 19 cycles per minute 
Stroke length in column = 0.50 inches 
Flow conditions: Organic phase flow rate = 19 gallons 
per hour 
Aqueous phase flow rate = 0 gallons 
per hour 
Bottom. Bottom plate section 
Pulse conditions: Frequency = 19 cycles per minute 
Stroke length in column = 1.00 inches 
Flow conditions: Organic phase flow rate = 19 gallons 
per hour 
Aqueous phase flow rate = 0 gallons 
per hour 
Magnification: 2.15/1 
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Figure 12. Organic phase dispersions in bottom plate section 
Top. Puise conditions: Frequency = 37 cycles per minute 
Stroke length in column = 1.00 inches 
Flow conditions: Organic flow rate = 19 gallons per 
hour 
Aqueous flow rate = 0 gallons per 
hour 
Bottom. Pulse conditions : Frequency = 49 cycles per minute 
Stroke length in column = 1.00 inches 
Flow conditions: Organic flow rate = 19 gallons per 
hour 
Aqueous flow rate = 0 gallons per 
hour 
Magnification: 2.15/1 
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APPENDIX B: 
EXPERIMENTAL DATA GRAPHS 
Figure 13. Specific gravity of aqueous nitric acid solutions as a function of 
acid concentration 
Specific gravity standard: water at 4°C. 
Nitric acid concentration given in pounds of nitric acid per pound 
of acid free aqueous phase. 
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Figure 14. Specific gravity of tributyl phosphate/Varsol (l/l)-nitric acid-water 
solutions as a function of nitric acid concentration 
Specific gravity standard: water at 4°C. 
Nitric acid concentration given as pounds of nitric acid per pound of 
acid free organic solution. 
Organic solution saturated with water. 
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Figure 15. Pulse column experimental data from Run 4 
Top. Organic phase holdup in volume percent versus column extrac­
tion section height 
Curve A. Data taken at end of run 
Middle. Mass transfer coefficient, Kça, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Curve B. Calculated 
Curve C. Estimated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound of 
acid free solvent phase versus pounds of nitric acid per 
pound of acid free aqueous phase 
Curve D. Equilibrium curve 
Curve E. Operating line 
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Figure 16. Pulse column experimental data from Run 4 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of acid free aque­
ous phase versus time in hours 
Curve A. Actual data from Run 4 which had unknown initial 
conditions 
Curve B. Transient curve estimated from Runs 20 and 21 
which had operating conditions similar to Run 4 
but also had zero initial conditions 
RUB 4 operating conditions: 
Aqueous phase flow rate, H = 63.1 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 144.0 pounds of acid free phase 
per hour 
Volume of extraction section = 0.7228 cubic feet 
Initial conditions: 
Aqueous feed concentration, xg = 0.1365 pound/pound 
Raffinate concentration, xn = 0.0011 pound/pound 
Solvent feed concentration, yn+i = 0.000185 pound/pound 
Column acid content unknown. The column contained some 
acid initially. 
Steady state conditions: 
Raffinate concentration, xn = 0.0145 pound/pound (esti­
mate) 
Extract concentration, y^ = 0.0535 pound/pound 
Pulse conditions: 
Frequency = 29 cycles per minute 
Stroke length in column = 1.39 inches 
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Figure 17. Pulse column experimental data from Run 9 
Top. Organic phase holdup in volume percent versus column 
extraction section height 
Curve A. Beginning of run 
Curve B. End of run 
Middle. Mass transfer coefficient, K^a, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Curve C. Estimated 
Curve D. Calculated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound 
of acid free solvent phase versus pounds of nitric acid 
per pound of acid free aqueous phase 
Curve E. Equilibrium curve 
Curve F. Operating line 
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Figure 18. Pulse column experimental data from Run 9 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of acid free aque­
ous phase versus time in hours 
Run 9 operating conditions: 
Aqueous phase flow rate, H = 67.11 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 143.53 pounds of acid free 
phase per hour 
Volume of extraction section = 0.7228 cubic feet 
Initial conditions: 
Aqueous feed concentration, xq = 0.1464 pounds/pound 
Raffinate concentration, xn = 0.000128 pounds/pound 
Solvent feed concentration, yQ+^ = 0.0000597 pounds/ 
pound 
Acid concentration in column aqueous phase between 0 
and 0.000128 pounds/pound 
Steady state conditions : 
Raffinate concentration, xn = 0.0217 pounds/pound 
(estimate) 
Extract concentration, y^ = 0.0583 pounds/pound 
Pulse conditions: 
Frequency = 19 cycles per minute 
Stroke length in column = 1.06 inches 
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Figure 19. Pulse column experimental data from Run 11 
Top. Organic phase holdup in volume percent versus column 
extraction section height 
Curve A. Beginning of run 
Curve B. End of run 
Middle. Mass transfer coefficient, Kça, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Curve C. Estimated 
Curve D. Calculated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound 
of acid free solvent phase versus pounds of nitric acid 
per pound of acid free aqueous phase 
Curve D. Equilibrium curve 
Curve E. Operating line 
Figure 20. Pulse column experimental data from Bun 11 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of 'acid Êtee aque­
ous phase versus time in hours 
Run 11 operating conditions : 
Aqueous phase flow rate, H = 68.95 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 143.45 pounds of acid free 
phase per hour 
Volume of extraction section = 0.7310 cubic feet 
Initial conditions: 
Aqueous feed concentration, XQ = 0.1308 pounds/pound 
Raffinate concentration, xfi = 0.00018 pounds/pound 
Solvent feed concentration, = 0.0000876 pounds/ 
pound 
Acid concentration in column aqueous phase between 0 
and 0.00018 pounds/pound 
Steady state conditions : 
Raffinate concentration xfi = 0.0223 pounds/pound 
(estimate) 
Extract concentration, = 0.0528 pounds/pound 
Pulse conditions : 
Frequency = 24 cycles per minute 
Stroke length in column = 0.34 inches 
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Figure 21. Pulse column experimental data from Run 12 
Top. Organic phase holdup in volume percent versus column 
extraction section height 
Curve A. Beginning of run 
Curve B. End of run 
Middle. Mass transfer coefficient, Kça, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Curve C. Estimated 
Curve D. Calculated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound 
of acid free solvent phase versus pounds of nitric acid 
per pound of acid free aqueous phase 
Curve E. Equilibrium curve 
Curve F. Operating line 
145 
CL 
3 
O 
_J 
o 
X 
lu 
!; 
o 
co 
20 40 60 80 
% EXTRACTION SECTION HEIGHT 
100 
1800 
I40Q 20 40 60 80 
% EXTRACTION SECTION HEIGHT 
100 
M 
- 6|—1 I 1 I 1 I 1 I 1 I 1 I 1 I 1 ! 1 I 
UJ 
3 5 
O 
co 
io3 
o 
co 2 Q 
I, 
I 
CM 
S « f  
RUN 12 
4 6 8 10 
X (I02) - (POUNDS HN03/POUND H%0) I02 
12 14 
Figure 22. Pulse column experimental data from Run 12 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of acid free aque-
our phase versus time in hours 
Run 12 operating conditions: 
Aqueous phase flow rate, H = 67.09 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 141.56 pounds of acid free 
phase per hour 
Volume of extraction section = 0.7310 cubic feet 
Initial conditions: 
Aqueous feed concentration, Xq = 0.1431 pounds/pound 
Raffinate concentration, xfl = 0.00101 pounds/pound 
Solvent feed concentration, yn+1 = 0.000476 pounds/ 
pound 
Acid concentration in column aqueous phase between 0 
and 0.00101 pounds/pound 
Steady state conditions: 
Raffinate concentration, xn = 0.0204 pounds/pound 
(estimate) 
Extract concentration, y^ = 0.0582 pounds/pound 
Pulse conditions: 
Frequency = 210 cycles per minute 
Stroke length in column =0.12 inches 
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Figure 23. Pulse column experimental data from Run 14 
Top. Organic phase holdup in volume percent versus column 
extraction section height 
Curve A. Beginning of run 
Curve B. End of run 
Middle. Mass transfer coefficient, K^a, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Curve C. Calculated 
Curve D. Estimated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound 
of acid free solvent phase versus pounds of nitric acid 
per pound of acid free aqueous phase 
Curve E. Equilibrium curve 
Curve F. Operating line 
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Figure 24. Pulse column experimental data from Run 14 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of acid free aque­
ous phase versus time in hours 
Run 14 operating conditions: 
Aqueous phase flow rate, H = 35.31 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 79.88 pounds of acid free 
phase per hour 
Volume of extraction section = 0.7228 cubic feet 
Initial conditions: 
Aqueous feed concentration, Xq = 0.1343 pounds/pound 
Raffinate concentration, xfi = 0.000377 pounds/pound 
Solvent feed concentration, yn+^ = 0.000167 pounds/ 
pound 
Acid concentration in column aqueous phase between 0 
and 0.000377 pounds/pound 
Steady state conditions: 
Raffinate concentration, xfi = 0.0144 pounds/pound 
(estimate) 
Extract concentration, y^ = 0.0531 pounds/pound 
Pulse conditions: 
Frequency = 44 cycles per minute 
Stroke length in column = 1.00 inches 
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Figure 25. Pulse column experimental data from Run 15 
Top. Organic phase holdup in volume percent versus column 
extraction section height 
Curve A. Beginning of run 
Curve B. End of run 
Middle. Mass transfer coefficient, Kga, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Curve C. Calculated 
Curve D. Estimated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound 
of acid free solvent phase versus pounds of nitric acid 
per pound of acid free aqueous phase 
Curve E. Equilibrium curve 
Curve F. Operating line 
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Figure 26. Pulse column experimental data from Run 15 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of acid free aque­
ous phase versus time in hours 
Run 15 operating conditions: 
Aqueous phase flow rate, H = 36.35 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 141.10 pounds of acid free 
phase per hour 
Volume of extraction section = 0.7310 cubic feet 
Initial conditions: 
Aqueous feed concentration, Xq = 0.1430 pounds/pound 
Raffinate concentration, xQ = 0.000227 pounds/pound 
Solvent feed concentration, yn+j = 0.0000585 pounds/ 
pound 
Acid concentration in column aqueous phase between 0 
and 0.000227 pounds/pound 
Steady state conditions: 
Raffinate concentration, xfl = 0.00570 pounds/pound 
(estimate) 
Extract concentration, y^ = 0.03503 pounds/pound 
Pulse conditions: 
Frequency = 44 cycles per minute 
Stroke length in column = 1.00 inches 
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Figure 27. Pulse column experimental data from Run 18 
Top. Organic phase holdup in volume percent versus column 
extraction section height 
Curve A. Beginning of run 
Curve B. End of run 
Middle. Mass transfer coefficient, K^a, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Curve C. Calculated 
Curve D. Estimated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound 
of acid free solvent phase versus pounds of nitric acid 
per pound of acid free aqueous phase 
Curve E. Equilibrium curve 
Curve F. Operating line 
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Figure 28. Pulse column experimental data from Run 18 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of acid free aque­
ous phase versus time in hours 
Run 18 operating conditions : 
Aqueous phase flow rate, H = 68.87 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 144.29 pounds of acid free 
phase per hour 
Volume of extraction section = 0.7310 cubic feet 
Initial conditions: 
Aqueous feed concentration, Xq = 0.1415 pounds/pound 
Raffinate concentration, xQ = 0.000174 pounds/pound 
Solvent feed concentration, yn+j = 0.0000829 pounds/ 
pound 
Acid concentration in column aqueous phase between 0 
and 0.000174 pounds/pound 
Steady state conditions: 
Raffinate concentration, xfi = 0.0204 pounds/pound 
(estimate) 
Extract concentration, y^ = 0.0578 pounds/pound 
Pulse conditions: 
Frequency = 44 cycles per minute 
Stroke length in column = 1.00 inches 
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gure 29. Pulse column experimental data from Run 20 
Top. Organic phase holdup in volume percent versus column 
extraction section height 
Curve A. Beginning of run 
Curve B. End of run 
Middle. Mass transfer coefficient, Kq3, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Curve C. Calculated 
Curve D. Estimated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound 
of acid free solvent phase versus pounds of nitric acid 
per pound of acid free aqueous phase 
Curve E. Equilibrium curve 
Curve F. Operating line 
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Figure 30. Pulse column experimental data from Run 20 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of acid free aque­
ous phase versus time in hours 
Run 20 operating conditions: 
Aqueous phase flow rate, H = 63.62 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 144.52 pounds of acid free 
phase per hour 
Volume of extraction section = 0.7228 cubic feet 
Initial conditions: 
Aqueous feed concentration, Xq = 0.1368 pounds/pound 
Raffinate concentration, xfi = 0.000135 pounds/pound 
Solvent feed concentration, yn+} - 0.0000594 pounds/ 
pound 
Acid concentration in column aqueous phase between 0 
and 0.000135 pounds/pound 
Steady state conditions: 
Raffinate concentration, xn = 0.0130 pounds/pound 
(estimate) 
Extract concentration, y^ = 0.0545 pounds/pound 
Pulse conditions: 
Frequency = 48 cycles per minute 
Stroke length in column = 1.03 inches 
163 
3.0 
HOURS TIME 
RUN 20 
2.0 3.0 
TIME - HOURS 
5.0 
Figure 31. Pulse column experimental data from Bun 21 
Top. Organic phase holdup in volume percent versus column 
extraction section height 
Curve A. End of run 
Curve B. Beginning of run 
Middle. Mass transfer coefficient, K^a, in pounds of nitric acid 
per hour per cubic foot versus column extraction section 
height 
Solid curve. Calculated 
Dashed curve. Estimated 
Bottom. McCabe-Thiele diagram. Pounds of nitric acid per pound 
of acid free solvent phase versus pounds of nitric acid 
per pound of acid free aqueous phase 
Curve C. Equilibrium curve 
Curve D. Operating line 
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Figure 32. Pulse column experimental data from Run 21 
Top. Extract transient curve. Acid concentration in extract 
stream in pounds of nitric acid per pound of acid free sol­
vent phase versus time in hours 
Bottom. Raffinate transient curve. Acid concentration in raffinate 
stream in pounds of nitric acid per pound of acid free aque­
ous phase versus time in hours 
Run 21 operating conditions: 
Aqueous phase flow rate, H = 62.10 pounds of acid free phase 
per hour 
Organic phase flow rate, L = 143.48 pounds of acid free 
phase per hour 
Volume of extraction section = 0.7310 cubic feet 
Initial conditions: 
Aqueous feed concentration, Xq = 0.1362 pounds/pound 
Raffinate concentration, xQ = 0.000161 pounds/pound 
Solvent feed concentration, yn+^ = 0.0000698 pounds/ 
pound 
Acid concentration in column aqueous phase between 0 
and 0.000161 pounds/pound 
Steady state conditions : 
Raffinate concentration, xfl = 0.0149 pounds/pound 
(estimate) 
Extract concentration, = 0.0526 pounds/pound 
Pulse conditions: 
Frequency = 36 cycles per minute 
Stroke length in column = 1.03 inches 
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APPENDIX C: 
COMPUTER FLOW DIAGRAMS 
Figure 33. Analog computer setup for solution of linearized Model IV equations 
simulating experimental Run 4 
Time scaled equations: (One computer second (T) equals 0.1 real time hours (t).) 
4.000dy4 = - 23.51y4 + 14.30x4 
dT~ 
1.356dy3 = - 20.00y4 - 9.797yg + 10.46xg 
dT~ 
0.7089dy2 = -13.56yg - 6.642y2 + 8.394xg 
dT~ 
0.4810dy1 = - 7.089y2 - 3.472yx + 4.601x1 
df" 
- 0.4167dx1 = - 0.0417 + 1.229x1 - 2.120x4 
dT~ 
0.6075dx2 = +0.4167x1 - 1,6l8x2 + 2.892y3 
dT~ 
- 0.8443dx3 = -0.6075x2 + 2.088x3 - 4.2l7y4 
df" 
2.213dx4 = + 1.688x3 - 4.032x4 
dT™ 
0.588 (TA)— 5 
0.646 
0.722 
IA) (SA)— 
06) (3B)— a 
0.619 
10 
:c 
Amplifier 
output voltage: -4y. 
-41.67 V- I 
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Amplifier 
output voltage- 0.417 x| 
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Figure 34. Flow diagram of digital computer main program utilizing the modified 
Runge-Kutta integration method 
Dashed rectangles include sections of program that were optionally used 
or bypassed. 
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Figure 35. Digital computer auxiliary subroutine for generation of Model IV 
equations for use in Runge-Kutta integration program 
V= EX> 
subroutine 
Calculate'- y* 
subroutine 
Select Enter 
>0 
<0 
Exit 
Preset 
address­
es. 
Subtract 
loop 
counter. 
Store counter. 
Calculate-' 
Set A= x 
Form' Ljrrt, _ L_lf 
Multiply by 2. 
Store 2mhyf-. 
Reset r to r+i. 
A = loop counter + i. 
Divide by Lr/2 . 
u..n:_i.. u.. 
Store. 
Form (H/2 )xr_, 
Subtract? (H/2'^)xr 
Subtract K^a term. 
Divide by fir/2^. 
Multiply by 2m+^h 
Multiply by 2. 
Store 2mhx',. 
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APPENDIX D: 
TRANSIENT RESPONSE CURVES FROM 
MATHEMATICAL MODELS 
Figure 36. Comparison of linearized Model I raffinate transient response curves 
with experimental data 
Simulation of experimental Run 4 
13 equilibrium stages 
Experimental curve 
Calculated curve 
Curve A. 
Curve B. 
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Figure 37. Comparison of linear and non-linear Model I raffinate transient response 
curves with experimental data 
Simulation of experimental Run 20 
15 equilibrium stages 
Curve A. Non-linear 
Curve B. Experimental 
Curve C. Linear 
X = time to 98% of steady state 
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Figure 38. Comparison of linear and non-linear, initial conditions resetting, 
Model I raffinate transient response curves with experimental data 
Simulation of Run 20 
15 equilibrium stages 
Curve A. Non-linear 
Curve B. Experimental 
Curve C. Linear 
X = time to 98% of steady state 
22 
20 
18 
16 
14 
12 
10 
8 
6 
4 
2 
0 
RUN 20 
MODEL I 
3.0 
TIME — HOURS 
Figure 39. Raffinate transient response curves from simulations of 
the pulse column with a varying number of equilibrium 
stages 
Run 4 flow and holdup conditions used. 
Dashed curves. Time required to reach 95% and 100% of 
steady state 
Curve A. 1 stage 
Curve B. 2 stages 
Curve C. 3 stages 
Curve D. 4 stages 
Curve E. 7 stages 
Curve F. 13 stages 
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Figure 40. Raffinate transient response curves from simulations of one equilibrium 
stage with varying numbers of equilibrium and non-equilibrium stages 
Run 4 flow and holdup conditions used. 
Dashed curve. Plug flow estimate 
Curve A. 1 stage 
Curve B. 3 stages 
Curve C. 7 stages 
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Figure 41. Comparison of linear Model III raffinate transient response curves 
with experimental data 
Simulation of Run 4 
Curve A. n=l 
Curve B. n=2 
Curve C. n=3 
Curve D. Experimental 
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Figure 42. Comparison of raffinate transient response curves from non-linear Models 
IV and V with experimental data 
Simulation of Run 20 
Equilibrium curve used: 5th degree polynomial 
X = time to 98% of steady state 
Curve A. Model IV with n = 8 
Curve B. Model V with n = 8 
Curve C. Experimental 
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Figure 43. Comparison of non-linear Model IV raffinate transient response curves 
with experimental data from Run 20 
Equilibrium curve used: 5th degree polynomial 
X = time to 98% of steady state 
Dashed lines. Estimated transient response curves 
Curve A. n=2 
B. n=4 
C. n=8 
0. n=16 
E. n=32 
F. n=64 
G. Experimental 
RUN 20 
MODEL IV 
3.0 
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Figure 44. Comparison of non-linear Model V raffinate transient response curves 
with experimental data from Run 20 
Equilibrium curve used: 5th degree polynomial 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=2 
B. n=4 
C. n=8 
0. n=16 
E. Experimental 
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Figure 45. Comparison of linear Model V raffinate transient response curves with 
experimental data from Run 20 
Curve A. Experimental 
Curve B. n=4 
Curve C. n=8 
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Figure 46. Comparison of linear Model IV raffinate transient response curves 
with experimental data from Run 20 
Curve A. n=4 
Curve B. Experimental 
Curve C. n=8 
22 
20 
18 
T 16 
14 
RUN 20 
MODEL IV _J 
3.0 
TIME-HOURS 
5.0 6.0 
Figure 47. Comparison of raffinate transient response curves from non-linear, 
initial conditions resetting Models IV and V with experimental data 
from Run 20 
Equilibrium curve used: 5th degree polynomial 
X = time to 98% of steady state 
Curve A. Model IV with n-4 
Curve B. 
Curve C. 
Model V with n-4 
Experimental 
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Figure 48. Comparison of raffinate transient response curve from linear, initial 
conditions resetting Model IV with experimental data from Run 20 
X = time to 98% of steady state 
Curve A. n=4 
Curve B. Experimental 
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Figure 49. Effect of equilibrium curve representation upon transient response 
curves from non-linear Model IV 
X = time to 98% of steady state 
Curve A. 5th degree polynomial equilibrium curve; n=8 
Curve B. Interpolation routine equilibrium curve; n=8 
Curve C. Experimental curve from Run 20 
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Figure 50. Comparison of extract transient response curves with experimental data 
from Run 20 
Curve A. Non-linear Model V with n=8 
Curve B. Experimental 
Curve C. Non-linear Model IV with n=32 from 0 to 0.455 hours, n=l6 
from 0.455 to 1.075 hours, n=8 from 1.075 to 6.535 hours 
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Figure 51. Comparison of raffinate transient response curves from non-linear 
Models V and VI~b with experimental data from Run 20 
Type of equilibrium curve used: 5th degree polynomial with Model V 
Interpolation routine with Model Vl-b 
X = time to 98% of steady state 
Curve A. Model Vl-b with n=8 
Curve B. Model V with n-B 
Curve C. Experimental 
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Figure 52. Comparison of raffinate transient response curves from non-linear 
Models IV and VII with experimental data from Run 20 
Type of equilibrium curve used: 5th degree polynomial 
X = time to 98% of steady state 
Curve A. Model IV with n-B 
Curve B. Model VII with n=8 
Curve C. Experimental 
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Figure 53. Comparison of non-linear Model VIII raffinate transient response 
curves with experimental data from Run 20 
Type of equilibrium curve used: 5th degree polynomial 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. Model VIII with n-B 
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Figure 54. Comparison of non-linear Model IX raffinate transient response curves 
with experimental data from Run 20 
Type of equilibrium curve used: 5th degree polynomial for n=8 and n=16 
Interpolation routine for n=4 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=4 
Curve B. n=8 
Curve C. n=16 
Curve D. Experimental 
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Figure 55. Comparison of non-linear Model IX raffinate transient response curves 
during dead time period with experimental data from Run 20 
Type of equilibrium curve used: 5th degree polynomial for n=8 and n=l6 
Interpolation routine for n=4 
Curve A. n=4 
Curve B. n=8 
Curve C. n=16 
Curve D. Experimental 
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Figure 56. Comparison of non-linear Model IV raffinate transient response curves 
with experimental data from Run 9. 
Type of equilibrium curve used : Interpolation routine 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=4 
Curve B. n=32 from 0 to 0.3 hours 
n=l6 from 0.3 to 1.08 hours 
n=8 from 1.08 to 6.68 hours 
Curve C. Experimental 
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Figure 57. Comparison of non-linear Model IV raffinate transient response curves 
with experimental data from Run 11 
Type of equilibrium curve used: Interpolation routine 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=32 from 0 to 0.455 hours 
n=16 from 0.455 to 1.645 hours 
n=8 from 1.645 to 6.145 hours 
Curve B. Experimental 
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Figure 58. Comparison of non-linear Model IV raffinate transient response curves 
with experimental data from Bun 12 
Type of equilibrium curve used: Interpolation routine 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=4 
Curve B. n=32 from 0 to 0.3 hours 
n=16 from 0.3 to 1.08 hours 
n=8 from 1.08 to 4.58 hours 
Curve C. Experimental 
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Figure 59. Comparison of non-linear Model IV raffinate transient response curves 
with experimental data from Run 14 
Type of equilibrium curve used: Interpolation routine 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=4 
Curve B. n=32 from 0 to 0.525 hours 
n=16 from 0.525 to 1.10 hours 
n-8 from 1.10 to 9.13 hours 
Curve C. Experimental 
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Figure 60. Comparison of non-linear Model IV raffinate transient response curves 
with experimental data from Run 15 
Type of equilibrium curve used: Interpolation routine 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=32 from 0 to 0.6225 hours 
n=4 from 0.6225 to 6.065 hours 
Curve B. n=32 from 0 to 0.6225 hours 
n=l6 from 0.6225 to 1.5225 hours 
n-B from 1.5225 to 3.1725 hours 
Curve C. Experimental 
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Figure 61. Comparison of non-linear Model IV raffinate transient response curves 
with experimental data from Run 18 
Type of equilibrium curve used: Interpolation routine 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=4 
Curve B. n=32 from 0 to 0.3 hours 
n=16 from 0.3 to 1.08 hours 
n-8 from 1.08 to 6.68 hours 
Curve C. Experimental 
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Figure 62. Comparison of raffinate transient response curves from non-linear 
Models IV and Vl-a with experimental data from Run 20 
Type ûï equilibrium curve used: Interpolation routine 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. Model IV with n=32 from 0 to 0.455 hours, n=16 from 0.455 
to 1.078 hours, n=8 from 1.078 to 6.535 hours 
Curve B. Model Vl-a with n=32 from 0 to 0.436 hours, n=l6 from 
0.436 to 1.101 hours, n-8 from 1.101 to 6.256 hours 
Curve C. Experimental 
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Figure 63. Comparison of non-linear Model IV raffinate transient response curves 
with experimental data from Run 21 
Type of equilibrium curve used: Interpolation routine 
X = time to 98% of steady state 
Dashed line = time of plug flow breakthrough 
Curve A. n=4 
Curve B. n=32 from 0 to 0.3 hours 
n=16 from 0.3 to 1.08 hours 
n=8 from 1.08 to 6.68 hours 
Curve C. Experimental 
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APPENDIX E: 
LONGITUDINAL CONCENTRATION PROFILES 
Figure 64. Concentration profiles from integration of non-linear 
Model IV with n equal to 64 in the simulation of Bun 20 
Curve a. Aqueous phase acid concentration at 0 .3525 hours 
Curve b. Aqueous phase acid concentration at 0 .3700 hours 
Curve c. Aqueous phase acid concentration at 0 .4080 hours 
Curve A. Organic phase acid concentration at 0 .3525 hours 
Curve B. Organic phase acid concentration at 0 .3700 hours 
Curve C. Organic phase acid concentration at 0 .4080 hours 
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