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Minimum Re´nyi and Wehrl entropies at the output of bosonic channels
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The minimum Re´nyi and Wehrl output entropies are found for bosonic channels in which the
signal photons are either randomly displaced by a Gaussian distribution (classical-noise channel),
or in which they are coupled to a thermal environment through lossy propagation (thermal-noise
channel). It is shown that the Re´nyi output entropies of integer orders z > 2 and the output Wehrl
entropy are minimized when the channel input is a coherent state.
PACS numbers: 03.67.Hk,03.67.-a,03.65.Db,42.50.-p
A principal aim of the quantum theory of information
is to determine the ultimate limits on communicating
classical information, i.e., limits arising from quantum
physics [1, 2]. Among the various figures of merit em-
ployed in this undertaking, one of the most basic is the
minimum output entropy [3]. It measures the amount of
noise accumulated during the transmission, and may be
used to derive important properties, such as the additiv-
ity, of other figures of merit, e.g., the channel capacity.
Here we will focus on the Re´nyi and Wehrl output en-
tropies for a class of Gaussian bosonic channels in which
the input field undergoes a random displacement. The
Re´nyi entropies {Sz(ρ) : 0 < z <∞, z 6= 1 } are a family
of functions that describe the purity of a state [4]. In par-
ticular, the von Neumann entropy S(ρ) can be found from
this family, because S(ρ) = limz→1 Sz(ρ). So too can the
linearized entropy, because it is a monotonic function of
the second-order Re´nyi entropy [5]. On the other hand,
the Wehrl entropy characterizes the phase-space localiza-
tion of a bosonic state: its minimum value is realized by
coherent states, whose quadratures have minimum un-
certainty product and minimum uncertainty sum. In
this respect, the Wehrl output entropy can be used to
quantify the channel noise by measuring the phase-space
“spread” of the output state (see also [6] for a previ-
ous analysis of Wehrl output entropy). For the classical-
noise and thermal-noise channels that we will consider,
we show that coherent-state inputs minimize the Re´nyi
output entropies of integer orders z > 2, and the Wehrl
output entropy. The results presented in this paper are
connected with the study of the von Neumann output
entropies of the classical-noise and thermal-noise chan-
nels given in [7], and with the analysis of these channels’
additivity properties given in [8].
In Sec. I we introduce the classical-noise channel map.
In Sec. II we analyze the Re´nyi entropy at the output
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of this channel. We first show that a coherent-state in-
put minimizes Sz(ρ) for z > 2 an integer, and that it
minimizes Sz(ρ) for all z when the input is restricted to
be a Gaussian state (Sec. II A). We then provide lower
bounds, for arbitrary input states, that are consistent
with coherent-state inputs minimizing Re´nyi output en-
tropies of all orders (Sec. II B). In Sec. III, we analyze
the Wehrl output entropy, proving that it too is mini-
mized by coherent-state inputs. Moreover, in Sec.III A,
we introduce the Re´nyi-Wehrl entropies, and show that
here as well coherent-state inputs yield minimum-entropy
outputs. The preceding results will all be developed for
the classical-noise channel; in Sec. IV we show that they
also apply to the thermal-noise channel.
I. CLASSICAL-NOISE CHANNEL
The classical-noise channel is a unital Gaussian map,
i.e., it transforms Gaussian input states into Gaussian
output states while leaving the identity operator unaf-
fected. It is given by the completely-positive (CP) map
Nn(ρ) =
∫
d2µ Pn(µ) D(µ)ρD
†(µ) (1)
where
Pn(µ) =
e−|µ|
2/n
πn
, (2)
and D(µ) ≡ exp(µa†−µ∗a) is the displacement operator
of the electromagnetic mode a used for the communi-
cation. This map describes a bosonic field that picks
up noise through random displacement by a Gaussian
probability distribution Pn(µ). It is useful, among other
things, to study the fidelity obtainable in continuous-
variable teleportation with finite two-mode squeezing [9].
Moreover, this simple one-parameter map can be used to
derive properties of more complicated channels, such as
the thermal-noise CP map of Sec. IV. When Nn acts on a
vacuum-state input it produces the thermal-state output
ρ′0 ≡ Nn(|0〉〈0|) =
1
n+ 1
(
n
n+ 1
)a†a
. (3)
2The covariance property of Nn under displacement im-
plies that a coherent-state input |α〉 produces the output
state ρ′α = D(α)ρ
′
0D
†(α). See [7, 8, 10] for a more de-
tailed description of the classical-noise map.
II. RE´NYI ENTROPIES
The quantum Re´nyi entropy Sz(ρ) is defined as fol-
lows [5],
Sz(ρ) ≡ − lnTr[ρ
z]
z − 1 for 0 < z <∞, z 6= 1 , (4)
It is a monotonic function of the “z-purity” Tr[ρz], and it
reduces to the von Neumann entropy in the limit z → 1,
viz.,
lim
z→1
Sz(ρ) = S(ρ) ≡ −Tr[ρ ln ρ]. (5)
For z = 2, the Re´nyi entropy is a monotonic function of
the linearized entropy Slin(ρ) ≡ 1−Tr[ρ2].
We are interested in the minimum value that Sz(ρ)
achieves at the output of the classical-noise channel, i.e.,
Sz(Nn) ≡ min
ρ∈H
Sz(Nn(ρ)) , (6)
where the minimization is performed over all states in the
Hilbert spaceH associated with the channel’s input. The
concavity of Sz implies that the minimum in Eq. (6) is
achieved by a pure-state input, ρ = |ψ〉〈ψ|. Our working
hypothesis is that Sz(Nn(ρ)) achieves its minimum value
when the input is a coherent state |α〉, in which case we
find that
Sz(Nn(|α〉〈α|)) = ln[(n+ 1)
z − nz]
z − 1 . (7)
[Note that this quantity does not depend on α, thanks to
the invariance of the Re´nyi entropy under unitary trans-
formations.] Clearly, Eq. (7) provides an upper bound
on Sz(Nn). We conjecture that it is also a lower bound,
whence
Sz(Nn) = ln[(n+ 1)
z − nz]
z − 1 . (8)
The monotonicity of Sz(ρ) with respect to the z-purity
permits restating the conjecture (8) as follows,
Tr {[Nn(ρ)]z} 6 1
(n+ 1)z − nz , (9)
where the right-hand side of the inequality is the z-purity
at the output of the classical-noise channel when its in-
put is a coherent state. In Sec. II A we will show that
this relation is true for integer z > 2, thus proving the
conjecture (8) in this case [11]. There we also show that
(9) holds for all 0 < z < ∞, z 6= 1 when the input is
restricted to be a Gaussian state. In Sec. II B we will
present some lower bounds on the Re´nyi output entropy
of arbitrary order.
A. Integer-z Re´nyi entropy
From the definition of the classical-noise channel, we
see that
Tr
{
[Nn(ρ)]k
}
=
∫
d2µ1 · · · d2µk Pn(µ1) · · ·Pn(µk)
×Tr[D(µ1)ρD†(µ1)D(µ2)ρD†(µ2) · · ·D†(µk)] , (10)
with k > 1 an integer. For a pure-state input |ψ〉, the
trace can be expressed as
Tr[D(µ1)ρD
†(µ1) · · ·D†(µk)] = 〈ψ|D†(µ1)D(µ2)|ψ〉〈ψ|D†(µ2)D(µ3)|ψ〉 · · · 〈ψ|D†(µk)D(µ1)|ψ〉 (11)
= Tr
{
(ρ⊗ ρ⊗ · · · ⊗ ρ)
[
D†1(µ1)D1(µ2)⊗D†2(µ2)D2(µ3)⊗ · · · ⊗D†k(µk)Dk(µ1)
]}
,
where the k scalar products in the input Hilbert space H
in the first line were replaced with a single expectation
value on the tensor-product Hilbert space H⊗k in the
second line. Here Dj(µ) is a displacement operator that
acts on the jth annihilation operator aj of this enlarged
Hilbert space. With this replacement, Eq. (10), which is
nonlinear in ρ, can be evaluated as the linear expectation
value of an operator Θ on H⊗k, i.e.,
Tr
{
[Nn(ρ)]k
}
= Tr[(ρ⊗ · · · ⊗ ρ)Θ] , (12)
with Θ being a convolution of tensor products of the
displacements {Dj}, namely
Θ =
∫
d2~µ
(πn)k
e−~µ·C·~µ
†+~µ·G†·~a †−~a·G·~µ † , (13)
where ~µ is the complex vector (µ1, · · · , µk) and ~a ≡
(a1, · · · , ak). In Eq. (13), C ≡ 1n + A2 and G are k × k
3real matrices, with 1 being the identity and
A ≡


0 −1 0 · · · 0 1
1 0 −1 · · · 0 0
0 1 0 · · · 0 0
...
. . .
0 0 0 · · · 0 −1
−1 0 0 · · · 1 0


, (14)
G ≡


−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
0 0 −1 · · · 0 0
...
. . .
0 0 0 · · · −1 1
1 0 0 · · · 0 −1


. (15)
[The matrix A is null when k = 2.] A and G are commut-
ing circulant matrices [12], hence they possess a common
basis of orthogonal eigenvectors. This means that there
exists a unitary matrix Y such that D ≡ Y C Y † and
E ≡ Y G Y † are diagonal. Rewriting Θ from Eq. (13)
in factored form by performing the change of integration
variables ~ν ≡ ~µ · Y †, and then introducing the new anni-
hilation operators ~b ≡ ~a · Y †, we find that
Θ =
k⊗
j=1
Θj , (16)
with
Θj ≡ 1
n|ej|2
∫
d2ν
π
e−dj|ν|
2/|ej |
2
Dbj (ν) , (17)
where Dbj (ν) ≡ exp[νb†j − ν∗bj ] is the displacement op-
erator associated with bj, while dj and ej are the jth
diagonal elements of the matrices D and E, respectively
(i.e., they are the jth eigenvalues of C and G). As dis-
cussed in App. A, the operator Θj is diagonal in the Fock
basis of the mode bj and takes the thermal-like form [9]
Θj =
2/n
2dj + |ej |2
(
2dj − |ej |2
2dj + |ej |2
)b†
j
bj
. (18)
Because the {dj} have positive real parts equal to 1/n [see
Eq. (A3)], the vacuum state of bj is the Θj-eigenvector
whose associated eigenvalue has the maximum absolute
value, 2/[n(2dj + |ej |2)]. It then follows from Eq. (16)
that for any state R ∈ H⊗k we have
∣∣∣Tr[RΘ]∣∣∣ 6 k∏
j=1
2/n
2dj + |ej |2 =
1/nk
det[C +G†G/2]
=
1
(n+ 1)k − nk , (19)
where in deriving the first equality we have used the in-
variance of the determinant under the unitary transfor-
mation Y . Because inequality (9) now follows directly
from Eq. (12), this completes the proof: for integer k > 2
the maximum k-purity (or, equivalently, the minimum
Re´nyi entropy Sk(Nn)) is provided by a coherent state
input (see also App. B).
Gaussian-state inputs: Suppose that the channel in-
put is restricted to be a Gaussian state, ρG. It is easy
to show that a coherent-state input minimizes Sz(ρG) for
all 0 < z < ∞, z 6= 1. A Gaussian state is completely
characterized by its mean 〈a〉 and its covariance matrix,
Γ ≡
[ 〈{∆a,∆a†}〉/2 〈(∆a)2〉
〈(∆a)2〉 〈{∆a,∆a†}〉/2
]
, (20)
where 〈 · 〉 ≡ Tr[ · ρG] is expectation with respect to ρG,
∆a ≡ a− 〈a〉, and { · , · } denotes the anticommutator.
As shown in [7], the classical-noise channel’s output state
ρ′G, when its input is ρG, is also Gaussian. The mean,
〈a〉, is unaffected by the CP map Nn, but the covariance
matrix is modified by the presence of classical noise, viz.,
Γ→ Γ′ = Γ+ n1 .
By concatenating two unitary transformations—a dis-
placement to drive 〈a〉 to zero, and a squeeze operator
to symmetrize the quadrature uncertainties—ρ′G can be
converted into the thermal state
τ ′G =
1
n′ + 1
(
n′
n′ + 1
)a†a
, (21)
where n′ =
√
det Γ′ − 1/2. The state (21) has Re´nyi
entropy
Sz(τ
′
G) =
ln[(n′ + 1)z − n′z]
z − 1 for 0 < z <∞, z 6= 1.
(22)
Moreover, because Re´nyi entropy is invariant under uni-
tary transformations, we have Sz(ρ
′
G) = Sz(τ
′
G). Equa-
tion (22) thus shows that Sz(ρ
′
G) is monotonically in-
creasing with increasing n′ =
√
det Γ′ − 1/2, and in [7]
we showed that minρG(
√
det Γ′− 1/2) = n is achieved by
coherent-state inputs. It follows that Sz(Nn(ρG)) is min-
imized, for all 0 < z <∞, z 6= 1, when the channel input
is a coherent state. The corresponding Gaussian-state re-
sult for the von Neumann entropy at the classical-noise
channel’s output was derived in [7].
Comments: The most interesting cases for integer-
order Re´nyi output entropy are k = 2 and k →∞, where
we have
S2 = ln(2n+ 1) , (23)
S∞ = ln(n+ 1) . (24)
Equation (23) has been used in [7] to derive lower bounds
for the von Neumann entropy at the output of the
classical-noise channel. On the other hand, Eq. (24) es-
tablishes an upper bound on the maximum eigenvalue
λmax of any output state Nn(ρ) of the channel. This
is so because the Re´nyi entropy becomes S∞(Nn(ρ)) =
− ln(λmax) in the limit k →∞ [5], and Eq. (24) requires
that λmax 6 1/(n+ 1).
4B. Re´nyi entropy lower bounds
In this section we develop four lower bounds on Sz for
arbitrary z, which support the conjecture (8).
S
z
(
N
n
)
z
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FIG. 1: Bounds on the minimum Re´nyi entropies Sz(Nn) (in
nats) as a function of z: Sz is restricted to the gray region.
The upper bound 0) is the the Re´nyi output entropy of the
vacuum input, i.e., the right-hand side of Eq. (8). Lower
bound 1) (dotted staircase) derives from the fact that Sz
is a decreasing function of z. For z > 1, it follows from
(25) and the integer-z minimum Re´nyi entropy calculated in
Sec. IIA; for z 6 1, it is equal to S¯(Nn), the best of the the von
Neumann output entropy lower bounds from [7] (in this case
S¯ ∼ 0.56). Lower bounds 2) and 4) are given by (28) and (32),
respectively. Lower bound 3) (thick line) is the greater of (29)
and (30). For high values of z, the maximum of lower bounds
1)–4) asymptotically coincides with the upper bound 0); in
the figure lower bound 2) becomes indistinguishable from the
upper bound once z & 5. The dashed line is S∞ = ln(n+ 1).
Lower bound 1): The Re´nyi entropy Sz(ρ) is a de-
creasing function of z [5]. So, using our knowledge of
Sk(Nn) for integers k > 2, we have that
Sz(Nn) > Sk(Nn) = ln((n+ 1)
k − nk)
k − 1 , (25)
for all z 6 k. For z 6 1, we can employ the best of
the von Neumann output entropy lower bounds that we
established in [7] to derive a tighter lower bound on the
Re´nyi entropy. Together with Eq. (25), this additional
bound produces the staircase function 1) shown in Figs. 1
and 2.
Lower bound 2): The definition of the Re´nyi entropy
leads to the following monotonicity property [5],
z − 1
z
Sz(ρ) >
z′ − 1
z′
Sz′(ρ) , (26)
for any z > z′ and for all ρ. Allowing ρ to be an arbitrary
output state from the channel Nn, and minimizing both
S
z
(
N
n
)
z
ln(n+ 1)
n = 100)
1)
2)
4)
3)
FIG. 2: Same as Fig. 1, but for a different value of the noise
parameter n. Note that the lower bounds approach the upper
bound 0) for high values of n, indicating that our conjecture
is asymptotically true.
sides of (26) over all the possible inputs, we obtain
z − 1
z
Sz(Nn) > z
′ − 1
z′
Sz′(Nn) . (27)
When z′ = k > 2 is an integer, this relation provides the
lower bound
Sz(Nn) > z
z − 1
ln((n+ 1)k − nk)
k
, (28)
for z > k, which is shown as curve 2) in Figs. 1 and 2.
Lower bound 3): Using the relation between different
measures of entropy established in [13, 14], the following
inequality can be derived (see App. C):
Sz(Nn) > − 1
z − 1 ln
{
hz
[
h−1k
(
1
(n+ 1)k − nk
)]}
,(29)
for all z 6 k and integers k > 2. Here, hz(x) is the
function defined in (C2) and h−1z (x) its inverse. For z 6 1
a further lower bound can be obtained from S¯(Nn), the
best of the lower bounds on the von Neumann output
entropy given in [7]:
Sz(Nn) > − 1
z − 1 ln
{
hz
[
v−1
(
S¯(Nn)
)]}
, (30)
where v−1(x) is the inverse of the function v(x) defined
in Eq. (C6). Curve 3) of Figs. 1 and 2 has been obtained
by considering the maximum of all the functions on the
right-hand sides of (29) and (30).
Lower bound 4): Our final lower bound can be de-
rived from the inequality [7]
Tr{[Nn(ρ)]z} 6
Tr[Nn/z(ρ)]
z nz−1
=
1
z nz−1
, (31)
5for z > 1, which implies
Sz(Nn(ρ)) > ln z
z − 1 + lnn , (32)
for any input ρ and z > 1. Inequality (31) was derived
in [7] from the convexity of xz for z > 1. For z 6 1, the
function xz is concave and we obtain
Tr{[Nn(ρ)]z} >
Tr[Nn/z(ρ)]
z nz−1
=
1
z nz−1
. (33)
The sign change associated with the 1/(z − 1) factor in
the Re´nyi entropy definition then shows that (32) also
applies for z 6 1. Lower bound (32) is plotted as curve
4) in Figs. 1 and 2.
III. WEHRL ENTROPY
The Wehrl entropy is the continuous Boltzmann-Gibbs
entropy of the Husimi probability function for the state
ρ [15],
W (ρ) ≡ −
∫
d2µ Q(µ) ln[πQ(µ)] , (34)
where Q(µ) ≡ 〈µ|ρ|µ〉/π with |µ〉 a coherent state. The
Wehrl entropy provides a measurement of the “localiza-
tion” of the state ρ in the phase space: its minimum value
is achieved on coherent states [15, 16]. It is also useful in
characterizing the statistics associated with heterodyne
detection [17]. Here we study this minimum restricted to
the output states from the classical-noise channel, i.e.,
W(Nn) ≡ min
ρ∈H
W (Nn(ρ)) . (35)
We will show that coherent-state inputs achieve this min-
imum, which is then given by
W(Nn) = 1 + ln(n+ 1) . (36)
The output-state Husimi function Q′(µ) for the chan-
nel map Nn is the convolution of the input-state Husimi
function Q(µ) with the Gaussian probability distribution
Pn from Eq. (2),
Q′(µ) = (Pn ∗Q)(µ) =
∫
d2ν Pn(ν)Q(µ− ν) . (37)
This property can be used to show that the right-hand
side of Eq. (36) is an upper bound forW, because it is the
value achieved by a coherent-state input. In particular,
the Husimi function of the coherent state |α〉 is Qα(µ) ≡
|〈α|µ〉|2 /π = exp(−|µ− α|2)/π, which evolves into
Q′α(µ) =
exp
[
− |µ−α|2n+1
]
π(n+ 1)
, (38)
under (37). The resulting Wehrl output entropy is then
W (Nn(|α〉〈α|)) =
∫
d2µ Q′α(µ)
|µ− α|2
n+ 1
+ ln(n+ 1)
= 1 + ln(n+ 1) . (39)
(An analogous result was also given in [18].) To show
that this quantity is also a lower bound for W, we use
Theorem 6 of [16], which states that for two probability
distributions f(µ) and h(µ) on C we have
W ((f ∗ h)(µ)) > λ W (f(µ)) + (1− λ)W (h(µ))
−λ lnλ− (1 − λ) ln(1 − λ) (40)
for all λ ∈ [0, 1], where f ∗ h is the convolution of f and
h and where the Wehrl entropy of a probability distribu-
tion is found from Eq. (34) by replacing Q(µ) with the
given distribution. Choosing f = Pn and h = Q makes
f ∗ h the classical-noise channel’s output-state Husimi
function, Q′. Hence, inequality (40) implies that
W (Nn(ρ)) > λW (Pn) + (1− λ)W (ρ)
−λ lnλ− (1− λ) ln(1− λ) , (41)
where W (Pn) = 1 + lnn is the Wehrl entropy of the dis-
tribution Pn. Because W (ρ) > 1 for any ρ [16], Eq. (41)
gives
W (Nn(ρ)) > λ lnn+ 1− λ ln λ− (1− λ) ln(1− λ),(42)
which for λ = n/(n+ 1) becomes
W (Nn(ρ)) > 1 + ln(n+ 1) . (43)
Inasmuch as this relation applies for all ρ, Eq. (36) then
follows.
A. Re´nyi-Wehrl entropies
The z–Re´nyi-Wehrl entropies are defined by [19]
Wz(ρ) ≡ − 1
z − 1 ln(mz(ρ)) , (44)
mz(ρ) ≡
∫
d2µ
π
[πQ(µ)]z , (45)
where Q(µ) is the Husimi function of ρ and z > 1. Thus,
the Wehrl entropy W (ρ) is the limit as z → 1 of Wz(ρ),
and Wz(ρ) achieves its minimum value, ln(z)/(z − 1),
when ρ is a coherent state |α〉, for which mz(|α〉〈α|) =
1/z. For arbitrary ρ, Theorem 3 of [16] implies
mz(ρ) =
∫
d2µ
π
[π Q(µ)]z 6
1
z
. (46)
We now show that Wz(Nn) ≡ minρ(Wz(Nn(ρ)) is
achieved by coherent-state inputs. From Eq. (38), the
6classical-noise channel’s Re´nyi-Wehrl output entropy for
the coherent-state input |α〉 can be shown to be
Wz(Nn(|α〉〈α|)) = ln z
z − 1 + ln(n+ 1) . (47)
To show that the right-hand side of this equation is the
global minimum, we observe that, for an arbitrary state
ρ and for all p, q > 1 such that 1/p+ 1/q = 1 + 1/z, the
sharp form of Young’s inequality (Lemma 5 of Ref. [16])
together Eq. (37) give
mz(Nn(ρ)) =
∫
d2µ
π
[π Q′(µ)]z 6
(
CpCq
Cz
)2z
×
[∫
d2µ
π
[π Q(µ)]p
]z/p [∫
d2µ
π
e−q|µ|
2/n
nq
]z/q
=
(
CpCq
Cz
)2z
[mp(ρ)]
z/p
[
n
qnq
]z/q
, (48)
where Cp, Cq, and Cz are the Young’s inequality con-
stants,
Cx ≡
[
x1/x
(x′)1/x′
]1/2
x′ ≡ x/(x− 1) . (49)
Choosing p = (n + 1)z/(nz + 1) and, hence, q = (n +
1)z/(z + n), we then obtain
mz(Nn(ρ)) 6 1
z(n+ 1)z−1
, (50)
which, via Eq. (44), completes the proof.
IV. THERMAL-NOISE CHANNEL
Thus far we have limited our attention to the CP
map Nn associated with the classical-noise channel. This
channel is a limiting case of the thermal-noise channel,
in which the signal mode a and a thermal-reservoir mode
b couple to the channel output through a beam split-
ter [7, 8]. The thermal-noise channel’s CP map ENη is ob-
tained by tracing away the noise mode—which initially is
in a thermal state with average photon number N—from
the evolution
a −→ √η a+
√
1− η b , (51)
where η is the coupling parameter (the channel’s quan-
tum efficiency). A detailed characterization of the two
maps Nn and ENη is given in [7], where, in particular, it
is shown that they are related through the composition
rule
ENη (ρ) =
(N(1−η)N ◦ E0η) (ρ) ≡ N(1−η)N (E0η (ρ)) . (52)
This means that the thermal-noise channel ENη can be
regarded as the application of the map Nn to the output
of the pure-loss channel E0η , with the latter being a zero-
temperature (N = 0) thermal-noise channel.
We can use (52) to extend all the analyses from the pre-
vious sections to the thermal-noise channel. Specifically,
the minimum z-Re´nyi output entropy of the thermal-
noise channel, obeys
Sz(ENη ) = Sz(N(1−η)N ◦ E0η ) > Sz(N(1−η)N ) , (53)
because the implicit minimization on the left is performed
over a subset of the states considered in the implicit min-
imization on the right. Replacing n with (1−η)N in this
inequality, we immediately find that the lower bounds
from Sec. II B also apply to the thermal-noise channel
ENη . Moreover, for z > 2 an integer, (53) becomes an
equality, because the implicit minimum on the left is
achieved by the vacuum-state input |0〉, for which, ac-
cording to Eq. (52),
ENη (|0〉〈0|) = N(1−η)N (|0〉〈0|) . (54)
This proves that for integers k > 2 the minimum Re´nyi
entropy at the output of the thermal-noise channel is
Sk(ENη ) =
ln{[(1− η)N + 1]k − [(1− η)N ]k}
k − 1 . (55)
Some preliminary results in this regard were obtained
in [20], where it was shown that the linearized entropy
of the thermal-noise channel—i.e., S2(ENη (ρ))—is mini-
mized by the vacuum input in the limit of low coupling
(η ≪ 1) and high temperature (N ≫ 1).
When the input to the thermal-noise channel is a
Gaussian state ρG with covariance matrix Γ, the out-
put state will be Gaussian with covariance matrix Γ′ =
ηΓ + (1 − η)(N + 1/2)1 [7]. We have previously shown
that minρG(
√
det Γ′ − 1/2) = (1− η)N is achieved when
the input is a coherent state, which shows that coherent-
state inputs minimize Sz(ENη (ρG)) for all 0 < z < ∞,
z 6= 1.
Finally, arguments identical to the ones given earlier
for the minimum Wehrl and Re´nyi-Wehrl entropies at
the output of the classical-noise channel also apply to the
minimumWehrl and Re´nyi-Wehrl entropies at the output
of the thermal-noise channel. Because the minimum val-
ues W(Nn) and Wz(Nn) are achieved by coherent-state
inputs, such as the vacuum, Eqs. (52) and (54) imply
that
W(ENη ) = 1 + ln[(1− η)N + 1]
Wz(ENη ) =
ln z
z − 1 + ln[(1− η)N + 1] . (56)
with these minima being realized by coherent-state in-
puts.
V. CONCLUSION
The minimum Re´nyi and Wehrl output entropies have
been analyzed for bosonic channels in which the sig-
nal photons are disturbed by classical additive Gaussian
7noise, or by a combination of propagation loss and Gaus-
sian noise. We conjectured that the Re´nyi output entropy
is minimized by coherent-state inputs. Some arguments
were provided to place this conjecture on solid ground.
In particular, we have shown that it is true for integer or-
ders greater than one, and it is true when the input state
is restricted to being Gaussian. For the general case—
non-integer orders and arbitrary input states—we have
provided entropic lower bounds that are compatible with
the upper bound implied by the conjecture. In addition,
we have shown that coherent-state inputs minimize the
Wehrl and the Re´nyi-Wehrl output entropies for these
two channels.
APPENDIX A: DERIVATION OF EQ. (18)
In this appendix we show that the operator Θj de-
fined in Eq. (17) coincides with the right-hand side of
Eq. (18). The easiest way to prove this assertion is to
show that these operators have the same characteristic
function. We take advantage of the interesting analysis
in [9], where the maximal-entanglement teleportation fi-
delity is calculated for the classical-noise channel, and
k = 2 version of (18) was implicitly demonstrated.
From Eq. (17), we immediately see that the symmet-
rical characteristic function [21] of the operator Θj is
χj(ν) ≡ Tr[Θj Dj(ν)] = exp(−dj |ν|
2/|ej |2)
n|ej|2 . (A1)
On the other hand, the characteristic function of the
right-hand side of Eq. (18) is given by
χ′j(ν) =
2/n
2dj + |ej|2
∞∑
m=0
(
2dj − |ej |2
2dj + |ej |2
)m
〈m|Dbj |m〉
=
2/n
2dj + |ej|2
∞∑
m=0
(
2dj − |ej|2
2dj + |ej|2
)m
e−|ν|
2/2Lm(|ν|2) ,
(A2)
where {|m〉} are the Fock states of the bj mode and Lm is
the Laguerre polynomial of order m. From the definition
of the matrix C [see Eq. (13)] we know that
dj = 1/n+ iξj , (A3)
where {iξj} are the imaginary eigenvalues of the real
anti-symmetric matrix A from Eq. (14). This implies
that the {dj} have positive real parts, so that the
absolute value of the parenthetical term in Eq. (A2),
(2dj − |ej |2)/(2dj + |ej|2), is less than one. The sum-
mation in Eq. (A2) can thus be performed using the for-
mula [22]
∞∑
m=0
zmLm(x) =
exp[xz/(z − 1)]
1− z for |z| < 1 . (A4)
With this relation Eq. (A2) yields χj , concluding the
derivation.
Examples
Here, for the sake of clarity, we carry out calculations
of the {Θj} for the cases k = 2 and k = 3.
When k = 2, the matrixA is null andG has eigenvalues
e1 = 0 and e2 = 2. The unitary transformation that
diagonalizes A and G is then
Y =
1√
2
[
1 1
−1 1
]
, (A5)
so that Θ1 = 1 on the mode b1 = (a1 + a2)/
√
2, and
Θ2 =
1
1 + 2n
(
1− 2n
1 + 2n
)b†
2
b2
, (A6)
on the mode b2 = (a2 − a1)/
√
2.
When k = 3, the matrix A has eigenvalues iξ1 = 0,
iξ2 = i
√
3/2, and iξ3 = −i
√
3/2. On the other hand,
G has eigenvalues e1 = 0, e2 = i
√
3ei2π/3, and e3 =
−i√3ei2π/3. Now the unitary matrix Y is
Y =
1√
3

 1 1 1e2iπ/3 e4iπ/3 1
e4iπ/3 e2iπ/3 1

 , (A7)
so that Θ1 = 1 on the mode b1 = (a1 + a2 + a3)/
√
3,
Θ2 =
2
2 + (3 + i
√
3)n
(
2 + (−3 + i√3)n
2 + (3 + i
√
3)n
)b†
2
b2
, (A8)
on the mode b2 = (e
4iπ/3a1 + e
2iπ/3a2 + a3)/
√
3, and
Θ3 =
2
2 + (3 − i√3)n
(
2− (3 + i√3)n
2 + (3− i√3)n
)b†
3
b3
, (A9)
on the mode b3 = (e
2iπ/3a1 + e
4iπ/3a2 + a3)/
√
3.
APPENDIX B: ENTROPY-MINIMIZING INPUT
STATES
Even though it was already proven in Sec. II [see
Eqs. (7) and (9)], it is instructive to use a different
method to explicitly show that the upper bound (19) on
the integer-order Re´nyi output entropy can be achieved
by employing a vacuum-state input, ρ = |0〉〈0|. By
construction, the vacuum state for the bj modes, R0 =
|0〉b1〈0|⊗· · ·⊗|0〉bk〈0|, saturates this bound. Because ~a is
obtained from ~b through the unitary matrix Y , the state
R0 is also the vacuum state of the ~a modes. Indeed, from
the symmetric characteristic function decomposition, we
find
R0 =
∫
d2~ν
πk
exp[−|~ν|2/2 + ~ν ·~b † −~b · ~ν †]
=
∫
d2~µ
πk
exp[−|~µ|2/2 + ~µ · ~a † − ~a · ~µ †]
= |0〉a1〈0| ⊗ · · · ⊗ |0〉ak〈0| , (B1)
8where ~ν = ~µ·Y †. From Eq. (7) we know that all coherent-
state inputs produce the same Re´nyi output entropy.
This means that every coherent state |β〉a1〈β| ⊗ · · · ⊗
|β〉ak〈β| must saturate the bound (19). To show that
this is so, we note that for any integer k the matrices
G and A have a null eigenvalue (say for j = 1), associ-
ated with the common eigenvector (1, 1, · · · , 1). In this
case e1 = 0 and d1 = 1/n, so that Θ1 = 1 j=1. This
means that for arbitrary |ϕ〉b1 , any state of the form
Rϕ ≡ |ϕ〉b1〈ϕ| ⊗ |0〉b2〈0| ⊗ · · · ⊗ |0〉bk〈0| saturates the
bound (19). If |ϕ〉 is not a coherent state, then it corre-
sponds to an entangled state of the aj modes, so it cannot
be written in the form ρ⊗ · · · ⊗ ρ. Thus Tr[RϕΘ] cannot
be an output k-purity of the classical-noise channel. If,
instead, we repeat the same analysis of Eq. (B1) with
|ϕ〉 = |√kβ〉 being a coherent state, we find that the re-
sulting Rϕ is a tensor product of coherent states |β〉 in
the aj modes, so that Tr[RϕΘ] is the classical-noise chan-
nel’s output k-purity relative to the coherent-state input
|β〉.
APPENDIX C: DERIVATION OF LOWER
BOUND 3)
In this appendix we derive the lower bound 3), given
by (29) and (30).
The z-purity Tr[ρz] for z 6= 1 belongs to the class of
entropic measures defined in [14]. Hence, for 1 < z′ 6 z,
the state that minimizes Tr[ρz] over the family of states
having constant Tr[ρz
′
] = c is known [14] to have a
q-times degenerate eigenvalue λ1, and a nondegenerate
eigenvalue λ0 = 1− qλ1 6 λ1. The value of the parame-
ters λ1 and q are determined by the constraint
λz
′
0 + qλ
z′
1 = c , (C1)
which, for 1 > λ1 > λ0 > 0, gives q = ⌊1/λ1⌋, and can
be written as
hz′(λ1) ≡
(
1−
⌊
1
λ1
⌋
λ1
)z′
+
⌊
1
λ1
⌋
λz
′
1 = c , (C2)
where ⌊x⌋ is the integer part of x. The function hz(x) can
be shown to be continuous and monotonically increasing
(see Fig. 3), so that Eq. (C2) has only one solution in the
range c ∈ [0, 1]. Hence, following [14], we can establish
the inequality,
Tr[ρz ] > hz
[
h−1z′
(
Tr[ρz
′
]
)]
, (C3)
which applies for all ρ and z > z′ > 1 (h−1 being the
inverse of the function h). Because hz(h
−1
z′ (x)) is mono-
tonically increasing, Eq. (C3) can be recast as
Sz′(ρ) > −
ln
[
hz′
(
h−1z (Tr[ρ
z])
)]
z′ − 1 . (C4)
Evaluating this expression on the output states Nn(ρ),
we can obtain a lower bound for Sz′(Nn) by minimizing
both terms. Moreover, we can replace the term Tr[ρz]
in Eq. (C4) with its maximum value, because it is the
argument of a decreasing function. For z = k an integer,
we can then use the results of Sec. II A (where the maxi-
mum value of Tr{[Nn(ρ)]k} was calculated) to derive (29)
from (C4).
The same analysis can be repeated for z′ < 1; in this
case hz′(x) is monotonically decreasing, which is com-
pensated by the sign change of the factor 1/(z′ − 1) in
Eq. (C4).
In order to derive (30), we apply the analysis of [14] to
the von Neumann entropy S(ρ) and Tr[ρz
′
] with z′ < 1.
Maximizing S(ρ) over the family of states that have con-
stant Tr[ρz
′
] = c, we find that the optimal state has the
same eigenvalue structure {λ0, λ1} encountered above.
Equation (C3) is thus replaced by
S(ρ) 6 v
[
h−1z′
(
Tr[ρz
′
]
)]
, (C5)
where
v(x) ≡ −
(
1−
⌊
1
x
⌋
x
)
ln
(
1−
⌊
1
x
⌋
x
)
−
⌊
1
x
⌋
x ln x
(C6)
is the decreasing function plotted in Fig. 3. Because
v
[
h−1z′ (x)
]
is monotonically increasing, Eq. (C5) can be
used to derive (30).
z<1
>1z
FIG. 3: Left: plot of the function hz(x) from Eq. (C2) as a
function of x for different values of z; z increases from 1/2
to 5/2 in progressing along the direction of the arrow. For
z > 1, hz(x) is an increasing function, and for z < 1 it is
decreasing. Note that hz(1) = 1, limx→0 hz(x) = 0 for z > 1,
and limx→0 hz(x) =∞ for z < 1. Right: plot of the function
v(x) from Eq. (C6).
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