Abstract-We specify an analogy in which the various classifier combination methodologies are interpreted as the implicit reconstruction, by tomographic means, of the composite probability density function spanning the entirety of the pattern space, the process of feature selection in this scenario amounting to an extremely bandwidth-limited Radon transformation of the training data. This metaphor, once elaborated, immediately suggests techniques for improving the process, ultimately defining, in reconstructive terms, an optimal performance criterion for such combinatorial approaches.
INTRODUCTION
T HE potential for the misclassification errors arising from classification methods of varying distinction to be only partially overlapping has lead to the realization that, in general, no one method of classification can circumscribe all aspects of a typical real-world classification problem, prompting the investigation of a variety of combinatorial methods in a bid to improve classification performance, e.g., [1] , [2] , [3] , [4] , [5] , [6] . Generally, these methods have in common that they are based on intuitive techniques for the combination of disparate decision schemes (e.g., majority vote and weighted mean), rather than arising naturally from any underlying theoretical schematics. In particular, there has not as yet been any attempt to obtain a generically optimal mathematical solution to the problem; optimization typically taking place within the terms of the chosen combination strategy (e.g., [7] through [11] ). We shall set out to at least partially address this deficiency in the following paper by outlining an analogy with the apparently unrelated subject of tomographic reconstruction. By interpreting the combination of classifiers with distinct feature sets as the implicit reconstruction of the combined pattern space probability density function (PDF), we can begin to envisage the problem in geometric terms and, in consequence, propose a morphologically 1 optimal solution both to this and, ultimately, to the more general problem of nondistinct feature sets. The focus of this paper is therefore predominantly on theoretical development: algorithmic development of the idea for practical implementation in arbitrary spaces is dealt with more completely elsewhere [24] .
We therefore commence the current paper with an outline of tomographic reconstruction theory and its generalization to the higher-dimensionality, low angular sample-rate pattern spaces appropriate to pattern recognition theory: later sections of the paper concern themselves with making the parallels with probability theory mathematically rigorous, the final sections then considering the generalization of the technique to the combination of classifiers with nondistinct feature sets and, hence, the universal application of the method (as illustrated in the appendix by a practical demonstration of the anticipated performance improvement).
CLASSIFIER COMBINATION, RADON TRANSFORMATION, TOMOGRAPHIC RECONSTRUCTION
In formalizing the framework of this tomographic metaphor for classifier combination, we shall commence by specifying as follows our prior assumptions in relation to conventional combinatorial schemes (generalizing at a later point to a less constricting set of assumptions):
1. We shall assume that the selection of features is decided through classifier preference, and that this is accomplished via the straight-forward omission of superfluous dimensions as appropriate (this might even be done on a class-by-class basis, if representative ability is the selection criterion). 2. For simplicity of demonstration, it shall be assumed at the outset that the set of classifiers operate on only one feature individually, and that these are distinct
pðX Xj! i Þdx 1 . . . dx kÀ1 dx kþ1 . . . dx n ;
ð1Þ withX X ¼ ðx 1 ; x 2 ; . . . ; x n Þ. (A visual apprehension of this projective behavior may be gained by comparison of the figures in the appendix, representing a two-to-one dimensional projection-indeed, in general, the appendix figures may serve as a useful visual reference throughout the following arguments.) Because of condition 4 above (a good approximation when a range of classifiers is assumed), we shall consider that the pattern vector effectively terminates at index j, where j n is the total number of features (and also classifiers, given condition 3). That is,X X ¼ ðx 1 ; x 2 ; . . . ; x j Þ now represents the extent of the pattern vector dimensionality. In the integral analogy, the remaining dimensions that are integrated over in (1) serve to reduce the stochastic component of the joint PDF by virtue of the increased bin count attributable to each of the pattern vector indices. Now, it is the basis of our thesis that we may regard (1) as the j-dimensional analogue of the Radon transform (essentially, the mathematical equivalent of the physical measurements taken within a tomographic imaging regime), an assertion that we shall make explicit in Section 3 after discussing a method for extending the inverse Radon transform to an arbitrarily large dimensionality. The conventional Radon transform, however, is defined in terms of the two-dimensional function fðx; yÞ thus: (following the formulation of Natterer [20] )
where s may be regarded as a perpendicular distance to a line in (x,y) space, and the angle that that line subtends in relation to the x axis. Rð; sÞ is then an integral over fðx; yÞ along the line specified ( being the Dirac delta function): refer, for example, to [21] and [22] for alternative formulations of the Radon integral. As a first approximation to inverting the Radon transform and reconstructing the original data fðx; yÞ, we might apply the Hilbert Space adjoint operator of Rð; sÞ, the so-called back-projection operator:
That is, the first stage of recovering the morphological information lost by Radon transformation at a particular point consists in summing over the angularly-distributed Radon transforms that intersect the point. It will prove necessary throughout the following to gain a precise appreciation of how this operator acts: 2 consider, first, the following identity written in terms of the arbitrary function v, where
ðsubstituting 2 and eliminating sÞ
The first term in the above may be symbolically written 
Expressing this within polar coordinates (i.e.,
Digressing briefly, we see that it is possible to treat (2) in a similar manner by rewriting it in terms of the coordinate systems s ¼ ðs; tÞ, and Fourier transforming with respect to the s component,s s being the coordinate systemx x rotated through an angle with respect to the x axis. That is:
Transposing the right-hand side back into ðx; yÞ coordinates, we obtain: 
Now, we have from the convolution theorem that:
Therefore, substituting this result for
, we would have that:
Comparing with (4), we find the equivalence:
Fourier transforming both sides with respect to ! gives us: Hence, by cancelling F s ð!Þ½gð; sÞ in the above, we derive the explicit relationship between V and v:
The effect of the back-projection operator on the Radon transform of f may then be appreciated, via a consideration of (4), by setting v to be a Dirac delta function in s (corresponding to an identity operation within the convolution). The V corresponding to this v may then be deduced by inserting the Fourier transform of the delta function (unity throughout f-space) into the above equation. Hence, we see that the effect of applying the back-projection operator to the Radon transformed f function is the equivalent of convolving f with the inverse Fouriertransformed remainder:
In terms of the tomographic analogy, we retrieve a "blurred" version of the original data (see the contrast between the left and right-hand panels of the second figure the appendix for an illustration of this). In fact, the object of tomography is exactly the reverse of this process: We seek to obtain a v function such that it is V that approaches the form of the delta function: that is, transforming the RHS of (4) into f alone. In this instance, we may regard the v function as a "filtering operator" that serves to remove morphology attributable to the sampling geometry rather than the original data, which is then, hence, applied to the Radon data at a stage prior to inversion via the back projection operator.
We shall, in Section 3, set out to show that the summation method of classifier combination (which is representative of many more generalized combination approaches under certain conditions, such as very limited class information within the individual classifiers) is, in effect, the equivalent of applying the back-projection operator immediately to the classifier PDFs (which in our analogy are to be considered Radon transforms), without any attempt to apply prior filtering (i.e., setting v to the delta function in (4)). It is then, via this observation, that we hope to improve on the combination process, presenting an optimal, or near optimal solution to the inversion problem by finding an appropriate filter, v, albeit in the context of probability theory.
Prior to setting out this correspondence however, we need first to extend the method to the j dimensions required of our pattern vector. This is somewhat involved to achieve formally, and the reader is referred to [23] where it is demonstrated via a recursive, dimensionally incremental argument that the composite j-dimensional pattern space formed from nonoverlapping arbitrarily-dimensioned Radon transforms has the form of a summation over the various linear projections, and critically, that the appropriate filtering mechanism for larger dimensionalities is applied linearly to the constituent subspaces. In other words, the required methodology is precisely the rational generalization of (4) that we might expect.
It is also necessary, prior to precisely elucidating the relationship between classifier combination and tomography, to assess what conditions, if any, the very low number of angular Radon samples inherent in the class PDFs will impose upon the reconstructed pattern space, a discussion of which will therefore occupy the remainder of the section.
Sampling Issues
As a prelude to addressing the issue of sampling, we shall first need to discretize the original back projection formula (4) thus: (after Natterer, 1996 [20] )
(2q þ 1 being the number of colinear Radon samples within the discretised regime, the diameter of the reconstructive area, and the subscript appended here to indicate some, as yet unspecified, bandwidth limitation 3 ). There are then two distinct aspects to the sampling issue as it relates to Radon transformation, namely, the linear and the rotational integrations within the discretised form of the inverse Radon transform. The first of these we can address in terms of the Nyquist criterion for sufficient sampling within the Fourier domain; following Natterer [20] , we shall consider that the reconstructed pattern space is bandwidth limited (in the Fourier sense) to frequencies within a value . The Nyquist criterion states that this space may then be fully determined by linear sampling with a step-size of =.
In the nomenclature of (9), this step-size is implied by the relation between the width of the reconstructed space, , and the total number of parallel Radon transforms, q, via the ratio =q. The fact that the Radon transform and the pattern space have identical bandwidth limitations, as is implicitly considered to be the case in the above argument, is directly demonstrated by inspection of (6) . The composite imposition upon the bandwidth arising from the equation of these step-sizes is then: q ! 1 . However, we have also to consider what possible bandwidth limitations are imposed by the rotational sampling rate, which, given that Radon samples are obtained for only two angles per plane of reconstruction (the feature axes), would then appear, on intuitive grounds, to be the dominating factor of the two. Formulating this precisely is less straightforward, and we adopt Natterer's [20] argument in terms of Bessel functions. Using Debye's representation of the asymptotic form of Hankel functions of the the first kind as a method of relating angular integration to wavelength (or its nearest equivalent in Bessel terms), it is thus shown in [20] that the bandwidth of the Radon transform in terms of is, to a very good degree of approximation, , with an angular step-size: =p. The Nyquist criterion consequently imposes a restriction: p , or: p ! .
Furthermore, since we have from above that p ¼ 2, the bandwidth criterion owing to the angular sampling rate is thus:
2
, contrasting with a bandwidth criterion derived from the linear sampling rate of: q . Now, the number of points in a typical classifier-derived PDF will generally be in excess of the cardinality of the test data set from which it derived; being typically of the order of 1; 000. This, and the corresponding bandwidth limitation, will clearly be so far in excess of the angular sampling limitations that we are, hence, justified in disregarding the number of linear sample-points as being of consequence to the recovered pattern space morphology, dominated as it is by the angular sampling rate. We have thus to consider the recoverable pattern-space as being of inherently few degrees of freedom in relation to the multidimensional feature spaces that exist within single classifiers (which would exhibit comparable angular and linear sample rates by the above arguments). Hence, we expect features to be distributed over differing classifiers by the feature selector only when the classifiers are morphologically disposed to represent differing subspaces of the composite pattern-space (see condition 1 of Section 2).
CORRESPONDENCE WITH CLASSIFIER COMBINATION
Having thus obtained a form (or rather, a method) for n-dimensional inverse Radon transformation, and having established the limitations imposed on the methodology by the angular sample-rate, we are now in a position to make the correspondence with classifier combination theory more formally explicit. That is, we shall seek to encompass the various extant combinatorial decision theories within the tomographic framework that we have developed over the preceding sections, and show that they represent, within certain probabilistic bounds, an imperfect approximation to the unfiltered inverse Radon transformation. We will first, however, demonstrate how we might explicitly substitute probabilistic terms into the n-dimensional inverse Radon transformation methodology via an illustration: We state without proof (refer to [23] ) that the two-to-three-dimensional stage of the initially one-dimensional recursive inverse Radon transformation is of the form:
(where the two-dimensional feature subspaces are denoted by the various concatenations of lowercase Greek letters, which individually represent the initial one-dimensional Radon transforms).
We have initially then to establish exactly what is meant in geometrical terms by the Radon forms upon which this equation is constructed. It is helpful in this endeavor to, at least initially, eliminate the complication of the prefiltering convolution represented by v. We do this by setting v to a discretized form of the Dirac function throughout the summation, P q l¼Àq , that is:
Hence, the various summations only produce nonzero terms when:x x Á 0 ¼ s l . Thus, without filtering, (10) commutes to the form:
Now, because we are free to set the coordinate system as we choose, and, in having set j to 2 in (10), consequently obtaining a perpendicularity between the Radon integral vectors, we shall find it convenient to express our geometry in terms of an orthogonal coordinate system, with axial direction vectors set parallel to the perpendicular Radon integrals. Thus, we may legitimately make the equations:
Also, in having imposed this parallelism between the Radon integrals and coordinate axes, we find that the subscript xyl comes to exhibit a redundancy of two variables, such that we may state the further consequent equivalences: 0 ¼ ; 1 ¼ ; 0 ¼ . Thus, (12) now adopts the form: R Ã ðv ? gÞ ¼ A½Rð x1 ; x 1 Þ þ Rð x2 ; x 2 Þ þ Rð x 3 ; x 3 Þ (A denoting the normalization). However, recall from (2) that:
Now, we also have that:
Thus, for example, picking an ordinate at random:
and similarly for x 2 , x 3 . Now, a rational extension of the nomenclature of (1) would allow us to write:
(and similarly, for the remaining pairs of basis vector combinations.) It is, naturally, still the case that:
Thus, by setting the equivalence fðx 1 ; x 2 Þ pðx 1 ; x 2 j! i Þ, we find by direct substitution into (13) that we can state that:
and similarly for the remaining numeric subscripts. Hence, in consequence, we may simply restate the unfiltered two-to-three-dimensional inverse Radon transformation in the more transparent form:
Moreover, we can go further and extend this approach to the recursive methodology of the n-dimensional inverse Radon transformation, in which case we find in the most general terms, that the unfiltered n-dimensional inverse Radon transformation will have the form: (declining explicit calculation of the various normalizing constants corresponding to A in the above, this being a relatively complex undertaking, and not in any case required in the context of the decision making schemes within which the method will ultimately be applied (see later)):
which clearly comes to resemble the Sum Rule decision making scheme (a correspondence we shall make formal later). The substitution of probabilistic terms into the generalized inverse Radon transformation having thus been rendered explicit, it is now an elementary matter to substitute the previously omitted filtering function v back into (17) (the various subscript redundancies induced by an appropriate selection of the coordinate system above applying equally to the variable s in (10)), most particularly since the set of filtering convolutions will remain additive in relation to their correspondent pðx k j! i Þ functions throughout the recursive increment in dimensionality, and will therefore readily generalize to a composite n-dimensional filtering function. (We omit a discussion of its specific form since this is entirely dependent on the choice of v ).
Having transcribed the inverse Radon transform into purely probabilistic terms and eliminated any residual geometric aspects of the problem, we may now turn to an investigation of how the n-dimensional reconstruction relates to the decision making process implicit within every regime of classifier combination.
As a preliminary to this endeavor, we must first ensure that there exist comparable pattern vectors for each class PDF (such not necessarily being the case for feature sets constructed on a class-by-class basis, as within our approach). That is, we shall need to ensure that: pðx R i ð1Þ ; . . . ; x R i ðj k;i Þ j! k Þ ¼ pðx l k ; . . . ; x u k j! k Þ 8i; k, where u k and l k are, respectively, the highest and lowest feature indices of the various feature sets involved in the combination, and j k;i is the cardinality of the feature set corresponding to the kth class and ith classifier: R i ðn k;i Þ is then the nth highest feature index in the feature set presented to the ith classifier for computation of class PDF number k.
This may be straightforwardly accomplished by the inclusion of null vector components, such that:
implicitly setting l k to 1 and u k to N, thereby allowing a universal approach for each class index, k. Now, we have, via the Bayes decision rule (i.e., that we assignX X ! ! j if:
), that our decision rule for unfiltered N-dimensional inverse Radon PDF reconstruction is: assignX X ! ! j if:
The more familiar decision rules, however, may be derived solely via probabilistic constraints on the Bayes
, then we obtain the decision rule: assignX X ! ! j if:
That is, we obtain the classical "Product Rule." If we impose the further constraint that: pð! k jx i Þ = pð! k Þ½1 þ fð! k ; x i Þ, with fð! k ; x i Þ an infinitesimal function (in effect, imposing a high degree of "overlap" among the total set of class PDFs, or, equivalently, a ubiquitous class membership ambiguity), and apply this directly to the Bayes theorem for single vectors, then we obtain:
Or, more succinctly:
Substituting back into (21), the Product Rule decision scheme obtained, we recall, via the imposition of statistical independence amongst a given class's pattern vector ordinates, we then have the resultant decision rule: assigñ X X ! ! j if:
Expanding the product and collecting infinitesimals of higher order (via the function Oð2Þ), we obtain: assignX X ! ! j if:
Eliminating Oð2Þ, and resubstituting (22), we find: assigñ X X ! ! j if:
Or: assignX X ! ! j if
ðin terms of the posterior probabilitiesÞ; ð28Þ the latter constituting the classical form of the "Sum Rule" decision scheme. This however, is identical to our original decision rule for the unfiltered inverse Radon transformation. Hence, we may state that the unfiltered inverse Radon PDF reconstruc-tion is, within a Bayesian decision-making context, the equivalent of the Sum Rule decision making scheme under the specified probabilistic constraints (and the minor additional imposition of the unconditional class probabilities having approached equality), and will thus produce near-optimal results only when the two conditions are satisfied (i.e., that the pattern vector components are statistically independent, and that there exists a high class membership ambiguity owing to similar PDF morphologies). The unfiltered inverse Radon decision making scheme then recreates the Product Rule under the less constrictive (and, therefore, more common) condition of a high class membership ambiguity alone, a condition, however, which must still presuppose very major constraints on the N-dimensional PDF morphology if the equality is to hold.
Many other classical combination rules are derived from combinations of these preconditions (see [2] ) and, thus, come to resemble, to some degree, the unfiltered inverse transform. Without exception, however, all such linearly derived methods of combination will impose, prior to any other constraints, a back-projection "blurring" artifact convolution on the implied N-dimensional PDF reconstruction. Given that feature selection is irrevocably a process of Radon transformation, an optimal reconstruction of the composite pattern-space PDF that makes no assumptions as to its stochastic or morphological nature (such as feature independence in the case of the Product Rule's implicit pattern-space reconstruction) is then a combination rule that applies the filtered inverse Radon transform in its entirety.
We now have to consider whether the above argument is modified by the fact that the various classifier PDFs, even if chosen by the feature selector to be optimally representative of the pattern vector distribution, will (in any practical regime) invariably exhibit some finite estimation error.
EFFECT OF ESTIMATION ERRORS
We have observed in the preceding section that the unfiltered inverse transform equates to the Sum Rule decision scheme (with some minor additional constraints) and would thus appear, on purely reconstructive grounds, to be a rather poor method of combining classifiers. However, we find that this is not, in general, the case; the Sum Rule often, in fact, achieves a better classification performance than the Product Rule despite inherently making fewer prior impositions on the form of the N-dimensional pattern PDF that has been implicitly reconstructed. The reason for this is that the Sum Rule exhibits a pronounced robustness to estimation error, which we demonstrate in the following way (parallelling the discussion in Kittler et al. 1997 [19] , albeit in terms of the prior probabilities): Denoting byP P the hypothetical PDF from which the pattern data originally derived, we have that the PDF, P , constructed by the classifier under consideration is related to the accented quantity via the error value e ij as follows:
Now, by inspection of the decision rule formula, (28), we can extract the essential summation component of the Sum Rule to be the formula:
The latter term in square brackets we denote the error factor.
The equivalent component to the summation above in Product Rule terms would then be the following:
ðassuming higher order e ij terms to be negligableÞ:
The latter square-bracketed term being then the error factor associated with the Product Rule.
We see immediately that, within the error factor for the Product Rule, each e ij is amplified by the term:
, as opposed to the Sum Rule, for which the corresponding amplification term is:
Thus, the Sum Rule exhibits a very much greater degree of stability in relation to estimation errors. It may be shown (see [19] ) that the Sum and Product Rules represent opposite poles, in terms of their sensitivity to errors, of a very large range of classifier combination techniques, most of the remaining combinatorial strategies being implicitly derived from either or both sets of the probabilistic assumptions that underly these two polar combination methods, and which hence, fall somewhere between them in terms of their robustness to estimation error.
We would expect, then, given that unfiltered tomographic PDF reconstruction is essentially identical in operation to the Sum Decision Rule for classifier combination, that the filtered variant will exhibit a similar robustness to estimation error and, therefore, if it is indeed the case that the Sum Rule represents an optimal solution to the problem, that the proposed methodology would represent a near ideal combinatorial strategy, both in this sense, as well as in the former sense of being an optimal N-dimensional morphology PDF recovery procedure for pattern data of unknown provenance.
GENERAL APPLICATION OF THE TOMOGRAPHIC PROCESS
In seeking to make generally applicable the method we have so far developed, the question must now be addressed as to what strategy to adopt when presented with overlapping feature sets on attempting tomographic reconstruction of the complete N-dimensional patternspace probability density function. This is clearly not a problem for classical methods of combination, which consider combination in probabilistic, not morphological, terms, and which do not thus consider the implicit ambiguity in PDF representations as presenting any particular difficulty. The full treatment of this problem is involved, and set out in full in [23] . We should, however, reiterate just how exceptional it is to find overlapping feature sets amongst the classifiers within a combination when feature selection is explicitly carried out within a combinatorial context (see [10] ). There is, however, another perspective from which we may view the action of classical combination methods in regard to overlapping feature sets (as opposed to implicit unfiltered tomographic reconstruction, which would only apply to distinct feature sets), and that is as methods for refining the PDF morphology of the particular class under consideration. This is because all such methods of combination will propose a probabilistic output for a given pattern vector input (even if the input and/or output are ostensibly in terms of a class, as opposed to a probability, there is still an underlying PDF that may be straightforwardly reconstructed by exhaustively scanning across the pattern space: see, for instance, those depicted in the first figure in the appendix). If the collective decision making process for overlapping feature sets is then more effective than that for the classifiers individually, we must suppose that this is because the aggregate PDF is closer to the prior probability density distribution.
Thus, it may be seen that conventional combination methods, by virtue of not having specified the nature of the feature sets to which they apply, have tended to conflate two absolutely distinct methods of improving classification performance: namely, (in so far as the feature sets are distinct) classifier combination has gained its advantages by being an implicit tomographic reconstruction of the N-dimensional pattern space PDF, and (in so far as the feature sets are overlapping), the advantage is obtained via a refinement of the features' PDF morphology.
If we are to set about obtaining a fully general morphologically-optimal solution to the problem of classifier combination, it would therefore seem natural to apply these two differing mechanisms in their appropriate, and rigorously distinguished, domains of operation. Hence, we must retain the classical linear methods of combination, but employ them only within the nontomographic domain (which they can, at best, only imperfectly approximate), i.e., solely within the domain of overlapping classifiers, where they can be treated simply as methods of PDF refinement.
Explicitly separating the two, however, will involve reverting to a stage prior to combination and addressing the nature of the feature selection process itself. Thus, we find we must take a unified perspective on the apparently separate issues of feature selection and classifier combination if we are to achieve our aim of attaining generic optimality.
The essence of the unity that we are seeking will lie in ensuring that we exhaust those possibilities of classifier combination that serve only to act as single classifiers at the feature selection stage, with classifier/feature-set combinations then being chosen by the feature selector only on the basis of their suitability for tomographic combination by the optimal filtered process. This basis will clearly center on the principle of supplying classifiers with distinct feature sets to the tomographic combination. The precise methodology of this procedure is detailed in [23] , and may be summarized briefly as follows:
Besides the classifiers ða; b; c . . . n c Þ, we must also consider as being classifiers in their own right, every possible combination of these classifiers via the various nontomographic techniques, (1; 2; 3 . . . n 0 ), that exist for conventional classifier combination. That is, we require the various combinations ab 1 , ac 1 , . . . ; ab 2 , ac 2 , . . . ; abc 1 , abd 1 . . . , etc. (with the appropriate combination method indicated by the numeric subscript). We must however, also consider the possibilities wherein the preceding classifier combinations may themselves be combined by any of the conventional combination methods, giving an overall maximum total of classifiers of the number: P þ n 0 ð2 P À 1 À PÞ, where P ¼ n c þ n 0 ð2 n c À 1 À n c Þ (full derivation in [23] ). With all of the compound classifiers that may be legitimately considered to act as single classifiers thus constructed, we may then go on, in a reverse of the usual procedure, to specify the appropriate feature selection algorithm. We need not in consequence worry, as we would otherwise have to if we mean to obtain an optimal solution, about selecting features for the original classifiers on the basis of their ability to act in combination (at least in conventional terms), because we have inherently constructed all of their combinations prior to feature selection: feature selection can then be conducted on a purely tomographic basis among the original classifiers and their composites.
Thus, we test (exhaustively, if we require optimality) those feature combinations consisting only of distinct feature sets distributed amongst the classifiers and pseudo-classifiers, with final feature-set selection occurring only on the basis of the features' collective ability to classify within the tomographic regime. In essence, we extract the maximum possible n-D reconstructive information from the data by virtue of a competitive tension between information-losing, but tomographically optimal reconstruction of lower-dimensionality subspaces optimally represented within multiple classifiers, and suboptimally representative, but information-retaining, reconstructions of higher-dimensionality subspaces of the composite pattern-space within single classifiers, the criterion function being the overall arbiter of the outcome. A practical illustration of this approach is given in the appendix.
CONCLUSION
We have set out an analogy in which the range of classifier combination strategies represent, in so far as the feature sets are distinct, the incomplete tomographic reconstruction of the combined pattern-space probability density function from Radon transform data presented by the feature selection process. After accommodating the specific issues arising from the higher dimensionality and lower angular sample-rates of the Radon transforms within this regime, the metaphor immediately indicates a methodology for performance optimization through the application of the prefiltering convolution of (7) to the classifier PDFs prior to back-projection.
Our assertion of the morphological optimality of our method then centers on it being a full completion of the partial tomographic reconstruction process implicit in all conventional methods of classifier combination, the only other considerations that we need address in this regard being, first, that of the remaining aspect of combination as implicit refinement of the PDF morphologies and, second, the robustness of the reconstructive procedure in relation to estimation error. The former point is necessarily now addressed at the level of feature selection and, hence, within our unifying perspective, may be carried out at an optimal level through having distinguished it from the purely tomographic aspects of classical combination. The latter concern, the robustness of the procedure to estimation error, has been argued to be of the order of that of the Sum Rule, the previously optimal procedure in this regard, although exact calculation was omitted due to the dependence of the filtering procedure on the nature of the input PDFs.
A practical utilization of the outlined methodology is given in Appendix A, the findings in relation to which suggest that, aside from the usefulness of the knowledge of the existence of, and specification of, an optimal limit (in reconstructive terms) to the performance of classifier combination, the implementation of such a procedure can lead to very substantial real-world performance gains, and at relatively insignificant computational cost.
APPENDIX A IMPLEMENTATION OF PROCEDURE: INDICATION OF MAXIMUM ATTAINABLE FUSION PERFORMANCE
In setting out to give a practical implementation of the described methodology, we have employed data consisting in a set of expertly-classified geological survey images, with subsequent image processing carried out via a battery of 26 cell-based processes for texture characterization, chosen without regard to the particular nature of the classification problem. Hence, at the outset, a particularly high feature redundancy was anticipated for the corresponding 26-dimensional pattern vector.
One such image, characterized as delineating three distinct strata classes, and exhibiting a high degree of class membership ambiguity among those classes, gave rise to a purely two-dimensional reconstructive feature-space on being classified from among a bank of four potential classifiers of suitably distinct character (nearest neighbor, neural net, Gaussian, and quadratic classifiers), when allocated features on a sequential forward selection basis. That is, the feature selection process involved the consecutive and independent allocation of the same two respective features to two of the four possible classifiers for each of the three classes. Thus, the feature selection gave rise to a classification that explicitly excluded the combination of features within single classifiers. We shall assert that, despite being of an inherently inexhaustive sequential type (within which only two classifiers are allocated a single feature before over-classification sets in and the procedure terminates), the feature selection procedure may be considered the equivalent of the exhaustive variety for this particular case, by virtue of the fact that any possible combination of features within one particular classifier, as selected by some putatively exhaustive feature selection algorithm, would almost invariably include the first feature allocated to that classifier on a sequential forward selection basis. Thus, the fact that the addition of any of the remaining features to this classifier within the latter regime actually degrades the performance (the method implicitly testing all of the possible feature additions), would strongly suggest that the exhaustive procedure indicated in Section 5 would not find an alternative optimal solution, the overclassification effect predominating for this image.
A.1 Specifics of the Implementation
In setting out the framework of our tomographic methodology, we found it natural to specify prefiltering of the Radon transforms as the appropriate method of removing the purely systematic morphology arising from the use of the back-projection operator. We can, however, equally well postfilter the back projection of the unfiltered Radon transforms, if it may be shown that the two methods are equivalent in terms of the resultant probability density function. 4 In fact, in many respects, the latter method is the more intuitive, in the sense that we commence the procedure at the end-point of a conventionally optimal linear fusion method (the sum-rule), with the superfluous geometry generated by such methods then being rendered retrospectively apparent by its removal. For the sake of demonstration, it is this approach that we shall adopt.
A.1.1 Postdeconvolution Strategy
It still remains, however, to select an appropriate deconvolution strategy, that is, we have that the multiple potential solutions to a deconvolution require that we favor a specific deconvolution on a priori grounds. Perhaps the two canonical representations of this, in the sense that they collectively represent the extremes of the gamut of possibilities, are the maximum entropy (see, for example, [13] ) and the Hö gbom [14] algorithms, which, respectively, presume the piecewise continuity (strictly, minimum information-theoretic complexity), and the discreteness of the final solution.
Because of the unique form of the tomographic problem, however, we shall find it useful to specify a novel method of deconvolution, based only on the one a priori assumption, namely that any deconvolutional ambiguity that gives rise to a choice between imposing an arbitrary axial asymmetry on the final PDF and one that does not, then the latter alternative will always be favored.
This principle is most straightforwardly implemented within the context of a modified version of the Hö gbom algorithm; that is: a Hö gbom algorithm to the degree that it involves the recursive subtraction of infinitesimal simulacra of the systematic artifacts (the "blurring" function of (8)) from the back-projected (sum rule) data: modified to the extent that when the algorithm is required to simultaneously subtract several systematic simulacra such that their overlap could themselves be interpreted as systematic artifacts (in which case, there is an ambiguity as to the distinction between blurring artifacts and their intersections), then all of these correlated entities are treated as equally indicative of the underlying "deblurred" morphology (this is described in detail below for the twodimensional case). Thus, in essence, we implement a recursive Hö gbom deconvolution algorithm with an additional intermediate stage mapping the various correlations between the proposed subtractions to ensure that the artificially imposed and unrepresentative dichotomy between the subtractions and their intersections does not impact on the final recovered PDF morphology.
A.1.2 Two-Dimensional Implementation
Specifically, then, this process is implemented in the following manner: in carrying out a two-dimensional implementation of the mathematical stages that give rise to (17), we found that the unfiltered 2D inverse Radon transformation equates to: P ðx; yÞ recovered ¼ P 1 ðxÞ þ P 2 ðyÞ, for the two classifier density functions P 1 ðxÞ and P 2 ðyÞ, distributed, respectively, over the variables x and y (ignoring normalization considerations). Now, we also have from (8) , that the unfiltered inverse radon transform is equal to: f recovered ¼ R Ã ðf original Þ ¼ f original Ã Bðx; yÞ, with Bðx; yÞ the "blurring function" or systematic artifact. Therefore, if we set f original to be the delta function ðx 1 ; y 1 Þ, such that f recovered ¼ Bðx À x 1 ; y À y 1 Þ, then we have that:
On the assumption that P 1 ðxÞ and P 2 ðyÞ are representative of their respective projections of the two-dimensional PDF: f original ¼ ðx 1 ; y 1 Þ, such that (1) holds, i.e., P 1 ðxÞ ¼ ðx À x 1 Þ and P 2 ðyÞ ¼ ðy À y 1 Þ, we then obtain the equivalence:
Removing the position dependences x 1 and y 1 by coordinate transformations, we determine the pure blurring artifact to be the cross-shaped function: Bðx; yÞ ¼ ðxÞ þ ðyÞ.
Our modified Hö gbom algorithm therefore involves the recursive subtraction of an infinitesimal version of this artifact, shifted appropriately, from all discrete two-dimensional PDF values (recovered via back projection) within some small fixed percentage of the maximum value. A scalar quantity proportional to the infinitesimal magnitude of this value (which we denote C) is then added to the existing (initially, zero) quantity associated with the value's coordinates. This latter matrix will then constitute the proposed PDF deconvolution at the termination of the procedure, which occurs when the initial matrix first generates negative values on subtraction of the infinitesimal blurring artifact. The feature specific to our postfiltering approach, namely, the a priori assumption in relation to the priority of the feature axes becomes apparent in the particular way with which we deal with the (almost ubiquitous) situation in which multiple infinitesimal blurring artifacts are to be simultaneously subtracted from the data. As we indicated earlier, there is an ambiguity as to what constitutes the definition of an artifact and what constitutes the definition of an artifact's overlap: we see from an inspection of the form of Bðx; yÞ that a proposed subtraction of artifacts centered on (say) ðx a ; y a Þ and ðx b ; y b Þ would lead to a double subtraction of the infinitesimal value C from the points ðx a ; y a Þ, ðx a ; y b Þ, ðx b ; y a Þ and ðx b ; y b Þ, without a corresponding registration of the points ðx a ; y b Þ and ðx b ; y a Þ in the final deconvolution matrix. This occurs because the intersection of two blurring artifacts has itself the precise form of a blurring artifact, and the claim to primacy of the original artifacts over their intersecting region is not sustainable. Hence, in the modified Hö gbom procedure, we seek to correlate all of the proposed subtractions with each other, in order to establish whether there exist any overlapping regions that might themselves have to be considered constitutive of subtractive entities and, consequently, registered alongside the originals in the final deconvolution matrix.
A.2 Results
In implementing the modified Hö gbom algorithm set out above for the geological survey test data set, we obtain twodimensional reconstructed PDF data for each of its three constituent classes, all of which spanning the same reconstructed space by virtue of the fact that the feature selection algorithm independently allocated the same two features to each of the classes (albeit via different classifiers). Thus, the results of our analysis readily lend themselves to visualization: Fig. 1 depicts the Class 1 PDFs prior to back-projection; Fig. 2a depicts the corresponding two-dimensional PDF reconstruction via the Sum Rule (that is, unfiltered inverse radon transformation), and Fig. 2b depicts the filtered reconstruction of the same class. (Figures for all of the three classes are set out in [23] ).
The most indicative rendering of the distinction between the two approaches to classifier combination, however, is in terms of the decision boundaries of the respective reconstructed spaces: these are given in the left and right-hand panels of Fig. 3 for the filtered space and unfiltered space, respectively. It is immediately evident that the cross-like extensions along the feature axes associated with clusterings of higher probability densities are no longer evident in the filtered space.
In this particular case, the most dramatic changes to the morphology of the decision space occur at some distance from the class probability maxima and, thus, it is only the outlying pattern vectors that tend to be reclassified under the filtered regime which, hence, represents only a relatively minor percentile change in the overall classification rate (the probability of miss-classification, though, undergoes a far more substantial percentage change). In the more general scenario, however, it is entirely possible that a substantial fraction of a class's extent within the unfiltered reconstructed probability space is occluded by the sampling geometry of another class's reconstructed PDF, in which case a very substantial percentile change in the overall classification rate would be expected. For our particular example, however, the probabilities of misclassification for two-dimensional PDFs constructed from 1,000 of the 10,000 possible samples for the filtered and unfiltered reconstructed spaces, respectively, are: 0.0472 and 0.0709: an approximate halving of the misclassification rate. . For more information on this or any other computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
