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We explore many-body entanglement in spinful Fermi gases with short-range interactions, for
metrology purposes. We characterize the emerging quantum phases via Density-Matrix Renormal-
ization Group simulations and quantify their entanglement content for metrological usability via the
Quantum Fisher Information (QFI). Our study establishes a method, promoting the QFI to be an
order parameter. Short-range interactions reveal to build up metrologically promising entanglement
in the XY-ferromagnetic and cluster ordering, the cluster physics being unexplored so far.
Strongly-correlated systems are progressively becom-
ing a paradigm for precision metrology, attracting broad
interest [1]. Quantum gases represent a powerful plat-
form to develop quantum measurement devices [2, 3],
bridging between engineering of quantum states of mat-
ter [4] and progress in atom interferometry [5, 6]. Atom
interferometry has many sources of uncertainty, classifi-
able into device and statistics-driven causes [7]. Accurate
experimental schemes have blossomed, providing signif-
icant reduction of the former, now comparable or even
lower than statistical error [7–12]. Further precision im-
provements can be obtained by addressing the statistical
uncertainty problem, in particular the quantum phase
estimation [7, 13]. A conceptual tool to reduce statisti-
cal uncertainty may come from entanglement, specifically
quantum squeezing [11, 16–18], where uncertainty in a
selected observable can be reduced below the Heisenberg
bound at expenses of a conjugate observable [19]. Atomic
spin squeezing has been implemented in numerous exper-
imental setups, using interactions either collision-driven
or light-mediated in optical cavities [11, 20–23].
Entanglement is a necessary but not sufficient con-
dition for squeezing, its metrological usefulness being
quantified via the Quantum Fisher Information (QFI)
from Crame´r-Rao bound for statistical estimation of vari-
ances [1, 7, 26]. Generation of useful entanglement is
often performed by means of infinite-range interactions
[11, 27, 28], and can survive a power-law decay of the cou-
pling [29]. However, also many-body finite-range inter-
actions can drive long-range correlations, reinforcing the
need to account for particles indistinguishability [30] and
making the quantification of entanglement an even more
subtle issue, as witnessed by a timely debate [15, 31–
33] in both quantum information and many-body com-
munities, also motivated by experimental observations in
quantum gases [35]. The interesting question thus arises,
whether short-range interactions can provide phases with
useful entanglement content for metrology.
In this Letter, we tackle the problem from a concep-
tual perspective and investigate many-body entangle-
ment via a minimal model able to reproduce the essen-
tial desirable features of a strongly-correlated quantum
fluid with short-range interactions and motional degrees
of freedom [36]. To this aim, we consider a system of
N fermionic atoms in two spin states within the tUJ
model [24], correlated via nearest-neighbor coupling J
and on-site U , and in the presence of tunneling pro-
cesses t. We use Density-Matrix Renormalization Group
(DMRG) simulations to characterize the system quan-
tum phases and classify them by finding a quantitative
correspondence between the QFI and the order parame-
ters characterizing the quantum fluid, conveying two cen-
tral messages. First, this idea acquires methodological
significance, since QFI can be seen as an order param-
eter. Second, two particular ground states in a short-
range interacting system result especially promising for
metrological use, because of their QFI scaling with the
number of atoms N . These phases correspond to an XY-
ferromagnet and a cluster ordering, the latter being here
identified and quantitatively analyzed in the whole U -J
phase diagram. Exploiting this metrological usability re-
quires the devising of suited protocols [9], which we will
discuss along with possible experimental realizations.
The Fermionic tUJ model- We consider an ensemble
of fermions in two (real or pseudo)-spin states, moving
in a one-dimensional (1D) geometry in the presence of
a short-range interaction. We model the system as car-
tooned in top Fig. 1, according to the tUJ Hamiltonian:
H =
∑
i
[−t(c†iσci+1σ+h.c.)+Uni↑ni↓+J(s+i s−i+1+h.c.)].
(1)
Here, c
(†)
j,σ are destruction (creation) operators for
fermions with spin σ on site j, nj ≡
∑
σ c
†
jσcjσ is the
number operator, and s
+(−)
j ≡ c†j↑(↓)cj↓(↑) the spin rais-
ing (lowering) operators. The t-term mimics atomic mo-
tion via hopping. The U and J terms represent, respec-
tively, the contact and nearest-neighbor parts of a same
two-body interaction, from now on in |t| = 1 units.
We explore the quantum phases of the tUJ model by re-
sorting to a DMRG method [1–3], as described in detail in
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2FIG. 1: (Color online) System concept. Top. The tUJ
Hamiltonian (1): t drives the hopping, U the on-site inter-
action and J the spin-exchange coupling. Bottom. Qualita-
tive phase diagram at quarter filling in the U/t-J/t parame-
ter space, including the following phases: Luttinger-Liquid
(LL), Superfluid (SF), Charge-Density-Wave-like (CDW),
Spin-Density-Wave (SDWx,y,z), XY Ferromagnetic (XY-
FM), Clusters with internal XY-FM or antiferromagnetic
(AFM) spin ordering, and hemmed clusters (HC) (see text
for descriptions). Simulations have been performed along the
solid lines. Thick solid straight lines: |J/U | = 1. Thick
curves: guidelines delimiting cluster phases. As U → +∞,
Jc ' 3.8 separates AFM-like SDWx,y and XY-AFM Cluster
phases, while Jc ' −3.8 separates XY-FM and XY-FM Clus-
ters. Dot-dashed straight lines: studies from [24] (tilted) and
[25] (horizontal) (see text). We explore the metrological us-
ability of these phases, finding XY-FM and XY-FM cluster
phases especially convenient (see text).
the Supplemental Material [41], which includes Refs. [4–
6, 8, 10, 13, 48]. We probe different quantum correlation
functions 〈O†iOj〉, with Ok an operator acting on site k.
We have considered Spin Density Waves (SDW) corre-
lations with O = sx,y,z, Charge Density Waves (CDW)
with O = n, and superfluid pairing (SF) with O = c↑c↓.
As we focus on the connection between the system quan-
tum phases and their metrological usability, we only dis-
play results for ν = 1/4 filling, though results at ν = 1/2
are also discussed.
Quantum phases- The bottom Fig. 1 displays the sys-
tem quantum phases. We first discuss the phase diagram
for −∞ < U < +∞ and |J |-values below the solid thick-
est curves. Large and negative U favor a SF phase in 1D
sense with a large fraction of doubly-occupied sites [17],
while small J couplings are ineffective without opposite-
spins to pair. Moving towards U → 0, onsite pairs
progressively become disfavored, and hopping start to
dominate. As expected, this leads to CDW ordering for
J > 0 and SDWz for J < 0, U > 0, both character-
FIG. 2: Density profiles for J = −0.1U and different U values.
Top: typical profiles in the SF and CDW (left), SDW and
XY-FM phases (right). Friedel oscillations are present[41].
Bottom: Density profile for U = 60 with cluster formation.
Inset: same profile with J = 0.
ized by a typical 2kF oscillation in the correlation func-
tions. Overall, the behavior around the origin is consis-
tent with a smooth merging into a Luttinger-Liquid (LL)
description. Larger and positive U values drive instead a
dominance of antiferromagnetic (AFM)-like ordering in
the form of SDWx,y oscillating correlation functions for
J > 0. For J < 0, a positive and non-oscillatory power-
law behavior sets in, along with suppression of spin-z cor-
relations, while the spin-x, y expectation values on each
site are solid zeros. We call this XY-Ferromagnetic (XY-
FM) phase in 1D sense, the power-law decay being the
longest range ordering possible [17]. All this suggests the
many-body ground state to be fully symmetric in the xy
pseudospin plane, as dictated by the symmetry of the
Hamiltonian. The SDWx,y and XY-FM phases can be
understood noticing that +J
∑
i(s
+
i s
−
i+1 + h.c.) can be
cast as ∼ sxi sxi+1 + syi syi+1, so that spin-exchange cou-
pling favors spin (anti-)alignment in the x, y plane.
We remark that a similar tUJ model has been investi-
gated by Dziurzik, Japaridze et al. [24] in the context
of high-temperature superconductivity via bosonization
and DMRG techniques, exploring the J, U space at differ-
ent fillings. While we find good agreement on the phases
nature and boundaries discussed so far (tilted dot-dashed
lines in Fig. 1 [24]), our analysis provides qualitative and
quantitative evidence of a new phase. In this phase,
particles clusterize, i.e. form regions with unit density
surrounded by zero density. Inside the clusters, spins
are strongly aligned (FM) or antialigned (AFM) in their
x, y-components. In Fig. 1 these are the XY-FM and
3XY-AFM cluster phases, emerging for J < 0 and J > 0,
respectively above and below a U -dependent threshold
Jc. We now investigate the nature of these phases, turn-
ing our attention to the density profiles displayed in Fig. 2
for the illustrative value J/U = −0.1 [41].
While for U < 0 and U . 3 values (top panel),
the density profiles show the usual Friedel oscillations
around average density [41], for U & 38 we encounter
the typical situation depicted in the lower panel. The
system’s bulk ceases to be translationally invariant,
and fermions form clusters of singly occupied sites.
Simultaneously, very strong spin-x correlations arise
among particles inside clusters [41]. A similar simu-
lation for the Hubbard model with J = 0 shows no
trace of this phase (inset), leading us to infer that the
cluster phase be driven by the dominance of the local
nearest-neighbor (FM and AFM) xy coupling over the
delocalizing hopping term. We assess the robustness
of this phase by performing a number of runs against
variations of simulation parameters. Though clusters
positions and number are seen to change in sensible
manner, their qualitative behavior persists as detailed
in [41]. In essence, with our DMRG algorithm, single
clusters more likely form at relatively small system sizes
(L . 40), and moving clusters may merge under larger
numbers of finite-size algorithm iterations. We infer that
the variability of the clusters positions be due to the
vanishing energetic cost of moving around one of them
in the surrounding free space.
In fact, we found traces of this state in studies of the tJ
model performed via exact diagonalization [25], yielding
Jc = 3.22, and via DMRG, resulting in Jc ' 3.15 [50].
From our density profiles, we infer that the cluster
phase appears at Uc ' 38, i.e. - given J/U = −0.1
- Jc ' −3.8. We infer that this phase transition is
driven by the same physical mechanism as in [25], but
with a critical Jc modified by the onsite U . In fact,
their no-double occupancy setting can be viewed as our
U → +∞ limit, where we find |Jc| ' 3.8. For large
U < 0, the boundary is instead located on the lines
|J/U | ∼ ±0.85. As one would expect |J/U | = ±1, the
observed modified value could be due to super-exchange.
In the −1 < J/U < −0.85 gap, we observe peculiar clus-
ters characterized by double-occupancy at the density
edges, which we name hemmed clusters (HC) [41]. This
is not the case in the symmetric region with J/U > 0.
Quantum Fisher Information (QFI)- Having
characterized our quantum phases, we can now turn to
measure their degree of many-body entanglement via
the Quantum Fisher Information F , and test the sys-
tem’s metrological usability. The quantum Crame´r-Rao
lower bound [7] on an estimator variance is given by
(∆θ)2 = 1/F [ρ, Sˆ]. The QFI depends in a complicated
way on both the system’s initial state and the trans-
formation performed by the physical phenomenon to
be measured, but it considerably simplifies for a pure
FIG. 3: Quantum fermionic correlated phases and metrolog-
ical usability in a single-shot phase diagram. The QFI (red)
vs. U gets along the order parameters CCx(0) (green) and∑
i(∆n
2)i (blue) describing the building up of XY-FM and
Cluster correlations, respectively (see text).
state undergoing a unitary transformation exp (iθS~a),
becoming F [ψ, Sˆ~a] = 4(∆S~a)
2
ψ [7]. Here S~a ≡ aαSα is a
linear combination of global (pseudo-)spin operators [7].
F [ψ, Sˆ~a] fixes a criterion for evaluating the metrological
usability of a quantum state, here the ground state of
the many-fermion system. It is known that for a N-body
uncorrelated product state, F ∼ N corresponds to the
shot-noise limit [7]. For possibly good metrological
usability then, the QFI needs to scale as Nγ <,with
1 < γ < 2 limited by the Heisenberg principle [13].
Results on QFI- We now quantify these expectations
by computing the QFI across the phase diagram and
comparing it with the quantum phases order parameters.
In all computations we select the spin axis which offers
the largest QFI value from the the angular momentum
covariance matrix Covab =
∑
i,j〈sai sbj〉 [11], always
obtaining the x-axis as non-granted outcome. A simple
reasoning would lead us to infer that the QFI on SDW
or SF states would return a tiny value as compared even
to shot-noise QFI∼ N . In fact, the oscillating spin-x
correlations between different sites would add up to zero
in the SDW and vanish for each doubly occupied site of
the SF state. This view corresponds to our numerical
findings. The QFI results to be large only in the
XY-FM and XY-FM cluster phases. For a quantitative
comparison, we now define the corresponding order
parameters. For the XY-FM phase, this is taken to
be the area CCx(0) of the normalized k = 0 peak in
the Fourier transform of the spin-x correlation function
Cx(i − j). For the Clusters phase, it is the normalized
density variance L−1
∑
i(∆n
2)i.
Since we are originally interested in systems where J
and U are effectively caused by the same term, we run
simulations at fixed J/U while varying U to cross all
possible phases. The results for the QFI (red points and
4FIG. 4: QFI density QFI/N (N number of atoms) vs. U for
ν = 1/4 (red) and 1/2 (blue), and different J/U (see legend).
Table: exponents fitted from QFI= kNγ for ν = 1/2, 1/4 at
J/U = −0.1. U values are chosen to correspond to the QFI
maximum in the XY-FM phase (U = 11) and in the large-U
limit for the Cluster phase (U = 60), at ν = 1/4. Inset figure:
example of QFI scaling for ν = 1/4, U = 60, and J/U = −0.1.
curve), XY-FM (green points and curve), and Cluster
(blue points and curve) order parameters are collected
within one single graph in Fig. 3, one central result
of the present work. We see that the QFI shows a
steep change in correspondence of the quantum phase
transition to spin-x ordering, the QFI and CCx(0)
curves getting quite closely along with varying U . In
fact, one may use the QFI to infer the occurrence of
the two quantum phase transitions around U ∼ 4 and
U ∼ 38. The correspondence between QFI and order
parameters is quantitative for the XY-FM phase. The
fact that particles in different clusters are uncorrelated
makes the comparison qualitative for the Cluster phases
at this stage. A quantitative treatment is recovered via
the QFI scaling analysis below, generalizing this central
message to different J/U values in the phase diagram.
In particular, we now study the dependence of QFI on
J/U and filling, and assess the degree of metrological
usability from the QFI scaling with the particle number
N = 2νL [51]. We display in Fig. 4 the QFI density
QFI/N at two commensurate fillings, 1/4 (red) and 1/2
(blue). As anticipated, the QFI vanishes for U < 0
and J/U = +0.8, where XY-FM and cluster phases are
absent. At ν = 1/2, the QFI density is larger and, unlike
ν = 1/4, smooth since the whole system is in the form
of a single cluster. For both fillings, larger (negative)
values of J favor cluster formation and steeper QFI rise.
We study the N -scaling with special care at ν = 1/4,
where several uncorrelated clusters may form at large
U > 0. Thus, we keep relatively small system sizes
(L < 40) to have one single cluster[41]. For both fillings,
we fit the QFI dependence on N with QFI= kNγ , as
illustrated in the inset. The table reports γ for U = 11,
corresponding to the QFI maximum in the XY-FM
phase, and the large-U limit for the Cluster phase at
ν = 1/4. We see that half-filling shows better scaling
outside the cluster region. Inside it, the scalings at
ν = 1/4 and 1/2 are compatible within error.
Metrology implementations. The QFI scaling is
promising, but a real use of these reduced-quantum un-
certainty states injected in an interferometric sequence
requires suited protocols. The XY-FM and Cluster
phases represent non-Gaussian states with a Wigner
distribution located around the equator in the Bloch
sphere [41] and 〈Sx,y,x〉 = 0, so that the signal cannot be
encoded in a mean spin direction. This unconventional
situation reminds the one experimentally investigated
in [14] for Twin-Fock states with the method proposed
in [16]. Adopting a similar strategy, one might operate
a rotation by angle θ about an axis in the xy-plane, and
consider the lower bound F ≥ |d〈S2z 〉/dθ|2/(∆S2z )2 for
the classical Fisher information, leading to the uncer-
tainty ∆θ ≥ (√Fn) after n measurements. In essence,
the signal would be related to the second moment of Sz
instead than the first one, and the noise to the fourth
instead than the second. Eventually, optimization with
respect to θ is to be performed. Signal extraction and
optimization can be operated after sampling the full
probability distribution or the second and fourth Sz
momenta [12] in a time-dependent simulation of the
interferometric sequence.
Conclusions- Our study conveys two unforeseen mes-
sages. First, short-range interactions are able to build
metrologically useful entanglement in a many-fermions
system. This is demonstrated by a large degree of
Quantum Fisher Information, accompanied by inter-
esting scaling with the number of particles. The best
performing phase is indeed the cluster one, driven by the
J coupling, which in our study models the short-range
interactions. Second, our results imply that the QFI
represent a powerful tool to characterize the phases of
the quantum fluid, acting as an order parameter.
Implementations in ultracold gases platforms may in
include currently realized systems of dipolar fermions
in optical lattices [55] and suitably engineered versions
of Fermi-Hubbard setups [56], in both cases after
further reduction of dimensionality to 1D. Finally, a
microscopic origin of this tUJ model can be provided by
a photon-mediated effective interaction among fermions
in an optical cavity [57], leading to a spin-squeezing-like
Hamiltonian [11]. Multimode optical cavities [58] may
bring in the short-range environment, though a realistic
probe requires detailed modeling to include unavoidable
dissipation processes [59]. Single-particle decoherence
could be suppressed in the presence of a spin gap,
as in the cluster phase [24]. While one might expect
superradiance-enhanced decoherence still be an issue,
5one might ask whether delocalization in (1) and the
xy-symmetric structure of the ground state might be
exploited to limit the effect. We are currently working
along this direction, via an actual time-dependent
simulation of the open system [59].
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DMRG METHOD AND CHECKS.
DMRG is a powerful numerical method that has been
extensively employed so far to investigate spin Hamiltoni-
ans and both spinless and spinful itinerant systems [1, 2].
We summarize below the relevant simulation steps in the
algorithm, which incrementally builds the global system
Hamiltonian from a small solvable system. At first, all
the terms for a new site are added to the Hamiltonian.
Then, the ground state is found by using a fast algorithm
(Davidson). The ground state is then represented by a
truncated Hilbert space, obtained by keeping only the
first m vectors with the largest eigenvalues in the basis
that diagonalizes its corresponding density matrix. After
projecting each operator on the truncated Hilbert space,
the system is ready for the next step.
When the truncation happens, the Hilbert space spun by
the m vectors becomes the new Hilbert space of the whole
system, implying that some of the fine structure of the
system is neglected. The quantity m is thus an important
parameter of the simulation and must be carefully cho-
sen, in order to balance between precision and computa-
tional speed. Due to its peculiar constructive procedure,
DMRG is best suited for short-range interacting (1D)
systems as one needs to include all the interaction terms
from the new site at each step. A long-range interaction
would mean to add lots of new terms and to keep many
single sites for each step, as the interaction Hamiltonian
would couple them separately and not as a bulk. When
the system reaches the desired length L, the DMRG pro-
cedure can be modified to preserve the number of sites.
For the present problem we have adapted the code pro-
vided by Rossini et al. [3], which implements the finite
size DMRG algorithm, a procedure which optimizes the
representation using two neighboring sites per step, and
improves the thermalization procedure already included
in the standard DMRG algorithm [2]. This finite-size
step is performed sequentially, sweeping all the 1D chain
back and forth Ns times, with Ns a parameter of the sim-
ulation. This part has good convergence properties and
usually just a few sweeps (Ns ∼ 3) are enough [3], though
we use up to Ns = 10 sweeps for benchmarking purposes
and to investigate merging in the cluster phase. In order
to deal with the fermionic system, we finally have imple-
mented in the code the Jordan-Wigner transformation.
The simulational parameters are the number of vectors
FIG. 5: Numerical checks. Illustrative example of the adopted
extrapolation procedure. Convergence of the QFI with the
number of states m in the truncated basis. The fit has been
performed by using a power law F∞−km−γ , obtaining F∞ =
1272. Thus, with F300 = 1263 we can estimate the truncation
error for m = 300 to be ∼ 1% in this regime and filling. The
checks suggest no qualitative differences between different m
cases.
spanning the truncated Hilbert space m, the system
length L and the number of sweeps Ns. As no fully
standard procedure is given to tailor them [2–5], we per-
formed a numerical analysis to fix the best values sat-
isfying the following criteria: (i) a proper bulk with re-
duced Friedel oscillations, a phenomenon due to the open
boundary conditions implied in the DMRG procedure [6];
(ii) a better representation of the long-range correlations
while avoiding a numerical correlation-length effect [5];
and (iii) an optimal trade-off between the above goals for
fast convergence.
Typical runs are performed with L = 100, m = 300,
and Ns = 3, though simulations with different values
have been carried out, especially for checking purposes
on energy and order-parameter scaling with m. We have
then extrapolated the m→∞ value by performing a fit
for any quantity employed in this work as illustrated in
Fig. 5. The values provided for the different quantities
are indeed the result of this extrapolation procedure.
The error on the fit parameter was taken as the error on
the quantity. As the number L of sites is related to the
number N of atoms via the filling, the scaling in L has
a physical meaning, as discussed in the main text.
Clusters and sweeps
As we encountered the previously unexplored cluster
phase, we want to exclude any numerical influence in
the formation of clusters. A numerical check that is also
physically meaningful amounts to test for different num-
8FIG. 6: Clusters and sweeps. Variations of clusters positions
with number of finite-size DMRG iterations (sweeps). We can
directly observe the evolution of cluster positions with the
number of sweeps. Two observations can be made: clusters
are able to merge, and sweeps can cause this merging.
bers of finite-size algorithm iterations (sweeps).
As showed in Fig.6, sweeps can cause cluster motion and
merging. This is due to the fact that the ground state
is strongly degenerate, preventing extraction of definite
information on clusters positions. DMRG is not the best
suited method for studying this peculiar phenomenon, as
it performs a series of local (2 sites wide) optimizations
in order to find the ground state. In principle this would
prevent motion of clusters extending over more than 2
sites, since moving them around would require to break
them up, with large energy cost. In practice, we find that
clusters can move in worm-like steps, by extruding and
pulling back small parts. When two extruded parts over-
lap, the merging can begin. This process is energetically
favored because of the presence of a surface energy, that
can be traced back to the spins in cluster edges interact-
ing with only one spin in the inner cluster. In fact, if a
spin at the cluster edge were to interact with two spins,
it would further lower the total energy.
About the use of DMRG in QFI scaling vs. N in the
XY-FM and Cluster-phases
For U = 11 in the XY-FM phase, we computed the
QFI for L ranging between 40 and 200 with m = 300,
the values and the uncertainties being chosen following
the convergence procedure already discussed. Computing
the QFI scaling for the cluster phase at ν = 1/4 (when
multiple clusters may form) requires additional care, due
to the issue of cluster positions and sizes. Separated clus-
ters are uncorrelated, giving smaller QFI values than a
single cluster configuration. However, we noticed that
for relatively small sizes (L < 40), the system prefers to
form one single cluster. This size limit depends on the
value of U , so we get around the algorithm problem by
performing a series of simulation runs with fixed U = 60
and m = 300 and variable L < 40. The resulting cluster
phase is at this point stable with respect to boundary
effects, due to easier matching of the zero density at the
box boundaries (open boundary conditions). No such a
problem occurs at half filling, since only one cluster al-
ways forms, irrespective of the parameters values in the
cluster region.
QUANTUM FISHER INFORMATION
In the most general description of quantum mechan-
ics, we describe the state of a system by a matrix ρˆ, with
complex coefficients, that embodies a classical statistic
description of our system’s state occupation. The prop-
erties of this (density) matrix ensure a classically sig-
nificant distribution probability on a determined set of
states. This matrix can (like a state) depend on a pa-
rameter θ, the one we would like to estimate.
In this picture, measurements are described by defining a
set of projectors Eˆ(), whose corresponding Hilbert sub-
spaces are the eigenspaces relative to each eigenvalue  of
the operator representing the physical quantity we want
to measure.
The probability of observing  considering both classical
and quantum probability contributions is given by
P (|θ) = Tr
[
Eˆ()ρˆ(θ)
]
, (2)
that has a clear meaning if we see it back in the pure
states picture.
If the state is pure, ρˆ = |ψ〉〈ψ|, and the projector is
defined as Eˆ() = |φ()〉〈φ()|, so the former expression
yields again |〈φ()|ψ〉|2. This is also called likelihood and
it is the conditional probability of obtaining  being in
the state ψ(θ), thus having θ as the parameter value.
Within this framework, we can perform a statistical es-
timation of the parameter θ by trying to reconstruct the
probability distribution of .
This is made by defining an estimator Θ(θ), which is
subject to a lower bound on uncertainty.
Quantum Cramer-Rao bound: definition of the
Quantum Fisher Information
The Crame´r-Rao inequality sets a lower bound on the
uncertainty of an estimator Θ. We can recall its relations
as:
(∆Θ)2θ ≥
(∂〈Θ〉θ
∂θ
)2
I(θ)
9with the classical Fisher information (CFI) defined as
F(θ) ≡
〈(
∂L(|θ)
∂θ
)2〉
θ
=
∑

1
P (|θ)
(
∂P (|θ)
∂θ
)2
.
The proof of this inequality is usually part of a standard
statistics course, and can be found in [7]. The quantum
mechanical result for the Fisher information, obtained by
combining its definition with (2), depends on our choice
of the set of projectors Eˆ() and therefore on the ob-
servable we are using for estimating our θ. We can then
define a new quantity, the quantum Fisher information
F
[
ρˆ(θ)
] ≡ max
{Eˆ()}
F[ρˆ(θ), {Eˆ()}], (3)
that is by definition the biggest chunk of information that
we can obtain from our ensemble of systems, or else the
smallest variance for our estimation. We shall then link
our definition to actual physical quantities, because com-
puting the Quantum Fisher Information for each possible
observable might be a bit tedious.
We would like to have something equivalent to the clas-
sical expression, that can be written as
F(θ) ≡
∑

1
P (|θ)
(
∂P (|θ)
∂θ
)2
=
∑

P (|θ)
(
∂ lnP (|θ)
∂θ
)2
,
(4)
such that the Fisher information can be cast as the ex-
pectation value of the square of the quantity that we have
called logarithmic derivative.
It can be proved that the Quantum Fisher Information
can be written as [7]
F
[
ρˆ(θ)
]
= Tr
[
ρˆ(θ)Lˆ2θ
]
, (5)
where we define the Symmetric Logarithmic Derivative
(SLD) Lˆθ as the Hermitian operator which is solution of
the equation:
∂ρˆ(θ)
∂θ
=
ρˆ(θ)Lˆθ + Lˆθρˆ(θ)
2
. (6)
This is an expectation value of an operator, much simpler
than finding the maximum value of all observables. Still,
finding Lˆθ is not an easy task because of the operator-
valued differential equation that needs to be solved in
order to find it. In the following section, we will find
what can be done only by using its definition.
Quantum Fisher Information: exploring the
definition
Here we recall a set of analytical expressions, useful for
computing the QFI in many real applications.
Pure states. The definition of the Symmetric Loga-
rithmic Derivative (from now on SLD) greatly simplifies
when computing it on a pure state. The density matrix
of a pure state is a projector, so ρ2(θ) = ρ(θ). Then its
derivative can be written as
∂θρ = ∂θρ
2 = (∂θρ)ρ+ ρ(∂θρ), (7)
allowing us to identify Lˆθ = 2∂θρ with the definition (6).
We can rewrite ρ = |ψ〉〈ψ|, so that the QFI can be cast
in the form
F
[|ψ(θ)〉] = 4(〈∂θψ|∂θψ〉 − |〈∂θψ|ψ〉|2). (8)
Mixed states. The best way to handle this case is to
write everything using the (always existing) eigenbasis of
the density matrix ρ.
Let us say that ρ(θ) =
∑
k pk|k〉〈k| with pk being the
weight of the state |k〉. Thus, we can rewrite the defi-
nition of the QFI containing the logarithmic derivative
using this basis:
F
[
ρˆ(θ)
]
=
∑
k,k′
pk
∣∣〈k|Lˆθ|k′〉∣∣2 = ∑
k,k′
pk + pk′
2
∣∣〈k|Lˆθ|k′〉∣∣2.
(9)
We can find the matrix elements of Lˆθ in this basis by
writing its definition in this basis:
〈k|∂θρ|k′〉 = 12
(
〈k|ρLˆθ|k′〉+ 〈k|Lˆθρ|k′〉
)
= 12
(
pk〈k|Lˆθ|k′〉+ pk′〈k|Lˆθ|k′〉
)
=⇒
=⇒ 〈k|Lˆθ|k′〉 = 2
〈
k|∂θ ρ(θ)|k′〉(
pk + p
′
k)
.
Therefore, we can rewrite the former equation as
F
[
ρˆ(θ)
]
=
∑
k,k′
2
pk + pk′
∣∣〈k|∂θρ(θ)|k′〉∣∣2. (10)
We shall write ∂θρ in the eigenbasis
∂θρ(θ) =
∑
k
(
∂θpk
)|k〉〈k|+∑
k pk|∂θk〉〈k|+
∑
k pk|k〉〈∂θk|
〈k|∂θρ(θ)|k′〉 = (∂θpk)δk,k′ + (pk − pk′)〈∂θk|k′〉.
The final expression for the QFI reads:
F
[
ρˆ(θ)
]
=
∑
k
(∂θpk)
2
pk
+ 2
∑
k,k′
(pk − pk′)2
pk + pk′
∣∣〈∂θk|k′〉∣∣2.
(11)
We can even write the SLD directly in this basis in the
form:
Lˆθ =
∑
k
∂θpk
pk
|k〉〈k|+ 2
∑
k,k′
pk − pk′
pk + pk′
|k〉〈∂θk|k′〉〈k′|.
(12)
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Unitary transformations. So far we have kept the θ-
dependent transformation as much general as possible,
getting cumbersome expressions. We now see that the
restriction to a family of transformations (though very
large) simplifies the expression for the Quantum Fisher
Information to a large extent.
We now focus on unitary transformations
ρ(θ) = e−iθGˆρ0 e+iθGˆ, (13)
where Gˆ is an Hermitian operator, the generator of the
transformation.
Inserting the identity operator Id = e+iθGˆe−iθGˆ in the
definition of the SLD 6, we see that Lˆθ = e
−iθGˆLˆ0 eiθGˆ,
allowing us to rewrite it as
{ρ0, Lˆ0} = 2i[ρ0, Gˆ]. (14)
Considering (12), we can easily see that Tr[ρ0Lˆ0] = 0
because Lˆ0 contains pk − pk′ and the trace introduces a
δk,k′ , so
F
[
ρ0, Gˆ
]
= (∆Lˆ0)
2. (15)
Thus, the hardest part is to find the SLD from Eq. (14).
For a pure state the QFI reaches its simplest form. In
fact, considering (8), one obtains
F
[|ψ(θ)〉] = 4(〈∂θψ|∂θψ〉 − |〈∂θψ|ψ〉|2)
= 4
(〈ψ| iGˆ(−iGˆ)|ψ〉 − |〈ψ| iGˆ|ψ〉|2)
= 4
(
∆Gˆ
)2 . (16)
Then, computing the variance of the generator of the
unitary transformation is enough to find the Quantum
Fisher Information for a pure system state.
Metrology implementations
The Quantum Fisher Information provides a useful
hint on the metrological usability of an entangled quan-
tum state, however, it is not sufficient to devise accurate
estimations of a quantum variable. In this section we re-
call the main concepts useful to frame this crucial ques-
tion, and comment on their application in our specific
case.
First of all, the QFI is an upper bound for the Classi-
cal Fisher Information (CFI), obtained by its maximiza-
tion over all possible quantum measurements. In fact,
the proof of the Quantum Crame´r-Rao bound leads to
the saturation condition (Id − λθ,Lˆθ)Eˆ() = 0. Here,
again, Eˆ() is an element of the Positive Operator Valued
Measurements (POVM) set of projectors, which can be
considered as a general kind of quantum measurements.
Following [7], it is evident that since the SLD Lˆθ is an
Hermitian operator, a set of POVM that satisfies the
equality is represented by the projectors on the eigen-
states of Lˆθ. This leads to the formal procedure used
to find the optimal measurement providing the Classical
Fisher Information (CFI) equal to the QFI.
Three problems hinder this procedure:
• Finding the SLD is usually a difficult task, as one
should know the density matrix of the system and
solve the differential equation (6).
• If one managed to find the SLD, it would not be
certain of what kind of measurement one must per-
form to project on the SLD eigenbasis. In principle,
it could be a difficult or even an impossible mea-
surement.
• If the measurement on the eigenbasis of the SLD
were experimentally viable, the SLD would still be
dependent on θ, the phase we want to measure.
This implies that the choice of measurement de-
pends on the quantity we need to measure. This
can actually be addressed by an adaptive measure-
ment scheme as described in [8].
Here is where it becomes important to conceive protocols
that ensure optimality. Besides optimality, one has to
assess the robustness of the protocol with respect to ex-
perimental uncertainty, in particular the uncertainty on
the number of particles. Work along these lines has been
devoted in the context of quantum spin squeezing [9, 10],
characterized by Gaussian Wigner distributions on the
Bloch sphere [11, 12], and allow a relatively simple de-
scription of interferometric procedures in terms of rota-
tions of vectors.
As stated in the main text, our ground states in the XY-
FM and XY-FM Cluster phases might be represented by
a Wigner function that is nonzero only in the neighbor-
hood of the equator of the Bloch sphere. Indeed, as con-
firmed in our simulations, the expectation values of each
component of the global spin operator, 〈Sx〉 = 〈Sy〉 =
〈Sz〉 = 0 are solid zero. Therefore, the Wineland spin
squeezing parameter ξ2R ≡ N〈∆S2~n⊥〉/|〈~S〉|2[13], with ~n⊥
the direction perpendicular to the mean-spin direction
〈~S〉/|〈~S〉|, cannot be defined. In addition, each system
phase is characterized by small (but non zero) expec-
tation values of S2z as compared to S
2
x ≡ S2y , and the
off-diagonal components of the spin covariance matrix
(as e.g. 〈SxSz〉) are vanishing. As a result, the system
is symmetric with respect to rotations around the spin
z-axis, as also dictated by Hamiltonian (1) in the main
text. Overall, from the simulation clues we may infer a
description in terms of a ring-like Wigner function on the
equator of the Bloch sphere.
As stated in the main text, this situation is compati-
ble with the one considered in the experimental protocol
realized by Lu¨cke et al. [14] for Twin-Fock states. In
the Bloch sphere representation, the protocol essentially
amounts to tilt the ring-like state around an axis lying
on the equatorial plane, and chosen so to minimize tech-
nical noise. From the perspective of the z-component,
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this implies an increase in variance of the probability
distribution describing the outcomes. In the protocol,
the information is encoded in the second moment of the
z-component of the pseudo-spin, instead than in its first
moment, i.e. the population imbalance between the two
spin states. After all, this would be consistent with the
generalization of the QFI concept to many-body corre-
lation functions expressed by Hauke et al. [15]. Follow-
ing [14] and inspired from Kim et al. [16], one can then
write a lower bound for the CFI as
F ≥ |d〈S
2
z 〉/dθ|2
(∆S2z )
2
,
with (∆S2z )
2 ≡ 〈S4z 〉 − (〈S2z 〉)2. This would lead to an
uncertainty ∆θ ≥ (√Fn), with n the number of mea-
surements, on the phase estimation.
SPANNING THE PHASE DIAGRAM AT
QUARTER FILLING
Remark on filling and J/U
As stated in the main text, J/U is fixed so to mimic
the on-site and nearest-neighbor parts of a same dis-
cretized interaction potential. For this purpose only,
J would better be small with respect to U . As to the
sign, we remark that the original interaction term in the
Hamiltonian (see main text) is taken to be of the form
V (|xi − xj |)c†i↑ci↓c†j↓cj↑, so that discretization brings a
minus sign via operators anticommutation.
As to the filling parameter ν = 1/4, in the main text
this was chosen as a compromise between a low-density
system like in typical setups with ultracold fermionic
gases, but not too low in order for the effects to be ob-
servable. Since the discussion is focused on the relation
between the Quantum Fisher Information and the quan-
tum phase diagram, we here report the details that are
most relevant to understand the QFI behavior only for
quarter filling. The effects due to larger commensurate,
ν = 1/2, filling are illustrated in the main text.
Correlations and phase diagram
Here we show the analysis of the correlation functions,
defined by 〈O†iOj〉, with Oi being an operator acting on
site i. Here is the list of the correlations analyzed in the
present work:
• Spin α - spin α correlations: Oi = sαi . As the
system is invariant under rotations in the x, y spin
plane, we will analyze only x and z components,
having checked that the y component behaves ex-
actly like the x one.
• Density - density correlations: Oi = ni
FIG. 7: Quantum phase diagram for ν = 1/4 and J = −0.1U .
This is a single line in the global phase diagram depicted in
the main text in Figure 1.
• Pair - pair correlations: Oi = ci↑ci↓
These correlations allow us to observe the typical behav-
iors of a 1D fermionic quantum system, such as Charge
Density Waves, Spin Density Waves and SuperFluid-like
ordering. The information contained in these quantum
correlations, together with the ground state expectation
values of on-site operators, can shine light on the nature
of the system’s phases [17].
Averaging procedure
In order to represent these correlations in a proper
manner, we must consider the presence of Friedel oscil-
lations [6]. Their wavelength is constant and equal to
1/(2kF ), so we rule out their effects via the following
averaging procedure. Our algorithm returns the correla-
tions between any pair of sites, so we start from a point
far from the edges (for L = 100 we consider e.g. site 20
from the left edge to be far enough) and take the correla-
tions between this point and all the others away from the
edges (e.g. 50 points to its right). We then take the cor-
relations between the same amount of sites and the next
point (21 in this example) and sum them to the previous
ones, site by site. We repeat this procedure for a num-
ber of neighboring starting points, that be proportional
to the Friedel oscillation’s wavelength. Finally, we divide
the result by the number of considered points. This pro-
cedure eliminates almost completely the effect that the
starting-point position has on the correlation function,
without modifying the 2kF component of the observed
correlations. This is crucial for SDW and CDW order-
ings. This is due to the fact that all the oscillating corre-
lations share the same phase with respect to the starting
point. This means that we can safely average them once
we sum the correlations at the same distances. This
being said, we can begin the analysis of the correlation
functions.
Correlations and quantum phases
For the purposes of this work, we focus here on a
qualitative analysis of the correlation functions, that is
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FIG. 8: Correlations and quantum phases. Phases of the
tUJ model at quarter filling (one particle every two sites)
and J = −0.1U . The three phases with a small QFI. Top:
the SF for U = −20, where a nonzero CDW signature is also
found. Middle: LL phase for U = 0.1. In this phase, each
correlation has a small but non-vanishing expectation value.
Bottom: SDWz, while the system shifts from the LL to the
next coming XY-FM phase (see below). Here, L = 100 and
m = 300.
sufficient to identify the different phases. Quantitative
analysis performed via a fitting procedure confirms the
qualitative findings. In the following, the simulation pa-
rameters are L = 100 and m = 300. Where not stated
otherwise, the expectation values for the on-site opera-
tors correspond to the following:
• Density operator: constant (0.5) with superim-
posed Friedel oscillations
• Spin operators: all zero on any site.
The phases can be analyzed both in general and from
the QFI point of view. We remind from the main text
that the Quantum Fisher Information is computed as the
biggest sum of all the spin correlations among all spin
components. In our system, the most important correla-
tion for QFI always appears to be the spin-x component.
In the following, we cross all the different phases encoun-
tered in the main text. As the first five are encountered
in the illustrative example J/U = −0.1, we use just the
U value to identify their position in the phase diagram,
referring to Fig.7 for a graphical representation.
SuperFluid (SF)
At U = −20 we observe that most fermions are in a
doubly occupied state. This is confirmed by the corre-
lation function plotted in the top panel of Fig. 8, where
we can see the dominance of the pair correlation on the
others and the presence of a CDW ordering as well. The
formation of pairs is driven by the attractive effect of the
negative on-site coupling U .
This phase carries a vanishing QFI. We can find a reason
for it in pair formation. By definition, pairs are spin sin-
glets. Therefore, they belong to a j = 0 representation
of angular momentum, that prevents them to have any
spin ordering in any direction.
Luttinger Liquid (LL)
In the vicinity of U = 0, we can observe the Luttinger
Liquid (LL) phase. This phase is characterized by the
presence of a non-vanishing expectation value for all cor-
relations, as displayed in the middle panel of Fig. 8. The
position of the LL in the phase diagram for U ∼ J ∼ 0,
agrees with expectations [17–19].
This phase has a vanishing QFI, as spin correlations are
SDW-like and small.
Spin Density Wave-z (SDWz)
While increasing U , we observe a quite sudden rise of
the SDW ordering along the z component accompanied
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FIG. 9: Correlations and quantum phases. Phases of the
tUJ model at quarter filling and J = −0.1U . The two
phases with large QFI. Top: XY-FM phase, characterized by
non-oscillating decaying correlations in the spin-x component,
with positive values. Bottom: XY-FM Cluster phase, charac-
terized by strong correlations in the spin x, y plane, confined
in a part of space. Here, L = 100, m = 300.
by almost zero SDWx,y correlations, as depicted in the
bottom panel of Fig.8.
This phase has a vanishing QFI too, because the only
non-zero spin correlation is oscillating, implying a zero
sum.
XY-FerroMagnet (XY-FM)
When U ∼ 6 at quarter filling, the system quickly
shifts to a phase with dominating positive correlations
in the spin x, y plane. CDW, SF pairs and SDWz are
absent in this regime, as shown in the top panel of Fig.9.
These spin-x, y correlations sum up to a non-zero value,
implying a large Quantum Fisher Information (see the
main text).
XY-FerroMagnetic Clusters (XY-FM Clusters)
This phase is characterized by clustering in strongly
spin-correlated droplets. In this regime , the spin-x cor-
relation function has positive and large values, though
confined inside each cluster as shown at the bottom of
Fig.9. This means that particles belonging to two dif-
ferent clusters are completely spin-uncorrelated. Strong
spin correlations should induce a large QFI value, but
uncorrelation between different clusters actually lowers
it (see main text).
Hemmed Clusters (HC)
In this phase cluster formation is observed with mainly
XY-AntiFerroMagnetic (XY-AFM) ordering. The pecu-
liarity of this phase is represented by a non-negligible
fraction of particles in a doubly occupied state. As an
intuitive explanation, we could argue that the system or-
ganizes the cluster edges in pairs because the pair is en-
ergetically more convenient than a spin-chain loose end.
Edges cannot completely be in a paired state, otherwise
this would once more create loose ends in the spin chain.
An amusing analogy can be found with clothing: as the
edge of a piece of cloth can become unweaved, a skill-
ful tailor folds the edges on themselves, creating a hem.
In the absence of pairs, the spin chain would be longer
but weaker. The double occupancy can then be seen as
the loose end folded back on itself, so it becomes a kind
of ”hem”. The corresponding density profile is pictured
in top Fig.10, and is to be contrasted with the bottom
profile for our conventional clusters.
Charge Density Wave (CDW)
In this phase, we observe a decaying oscillation in
the density-density correlation function, displayed on top
Fig. 11. CDW ordering is present as well in the SF phase,
but it becomes dominant in the regime of small |U | ∼ 0
and 1 . J . 4.5. We observe it also for U = 0, so this
can be considered as a pure J-driven ordering such as
that leading to cluster formation. This ground state con-
figuration has no effect on the QFI, as only spin orderings
can modify it.
Spin Density Wave-x, y (SDWx,y)
This phase is obtained by setting the system parame-
ter to large U > 0 and small J > 0. It is characterized by
the presence of a Spin Density Wave in the spin-x, y com-
ponent. While the other phases close to LL appear for
relatively small differences in the coupling values from the
free case with U = J = 0, i.e. for |U |, |J | ∼ 1, this phase
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FIG. 10: Correlations and quantum phases at quarter fill-
ing. Hemmed clusters (HC). Top: overall density and double-
occupation density in the HC phase at J/U = −0.9 and
U = −14. The HC phase appears for J ∼ −0.9U at U ∼ −15.
The HC edges contain a large fraction of doubly occupied
sites, that seem to be more stable than the normal ”Heisen-
berg spin-chain” edges in this regime. This may occur because
U is larger than J : while J is positive, the spin-ordering
and pair formation mechanisms leading to energy-lowering
may take place at the same time. Bottom: density plot for
J/U = −2 and U = −20 deep in the XY-AFM cluster phase.
Compared to the top panel, double occupancy shows no ap-
preciable spikes at the cluster edges.
occurs much farther from the origin (U ∼ 4,J ∼ 0.3).
The corresponding correlations are pictured in middle
Fig. 11, manifesting as decaying oscillations at 1/(2kF )
wavelength.
XY-AntiFerroMagnetic Clusters (XY-AFM Clusters)
For large and positive J & 5 and a wide range of U val-
ues, we observe a second cluster phase. Unlike the XY-
FM Cluster case, positive J values favor anti-alignment
of the spin-x, y components. This AFM behavior is ex-
FIG. 11: Correlations and quantum phases at quarter fill-
ing. Phases of tUJ model. Top: correlations J = −1.5U ,
U = −0.8 in the CDW phase, manifesting with an oscilla-
tory behavior at 1/(2kF ) wavelength. Even though not pro-
nounced, its existence is more visible when compared to the
same plot in the middle panel, where there is no CDW or-
dering. Middle: correlations at J = 0.07U , U = 15 in the
SDWx,y, manifesting with an enhanced oscillatory behavior
at 1/(2kF ). Bottom: correlations at J = 0.8U , U = 8 in
the cluster phase at J > 0. Large antiferromagnetic (AFM)
correlations are visible. Noticing that the density correlations
get the form of a density profile, the AFM correlations can be
considered to build up in the cluster interior.
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actly what we observe in this configuration, that shares
with its ferromagnetic counterpart the uncorrelation be-
havior between different clusters (at quarter filling). As
displayed in bottom Fig. 11, in the XY-AFM Clusters
the correlation sign changes every each site. This behav-
ior is different with respect to that characterizing SDW
ordering, where the sign changes with a 1/(2kF ) period
[17].
Dependence on filling and on statistics
In order to assess the degree of generality of our con-
clusions, we have performed simulations with additional
values of the filling factors as well as for the case of
particles with bosonic statistics.
In particular, we have changed the commutation rules to
bosonic on different sites, while retaining the maximum
double occupancy on the same site. For the cluster
and superfluid phases we have observed similar results
with respect to the fermion case, with compatible
QFI scalings. This observation leads us to infer that
whenever clusters form, the (anti-)symmetrization of the
many-body wavefunction be confined in the motional
degrees of freedom.
We have then performed simulations for filling factors
different from the ν = 1/4, 1/2, in particular ν = 1/3
and n/20 with n = 3, 7, 9, 11. In fact, from a preliminar
analysis, a non-trivial scattered scaling behavior of
the QFI emerges, possibly caused by frustration. This
requires better suited investigation tools and more
extended studies, which are referred to future work [20].
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