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Abstract
Using a linear transformation similar to the Kummer transformation, some new oscillation criteria for lin-
ear Hamiltonian systems are established. These results generalize and improve the oscillation criteria due
to I.S. Kumari and S. Umanaheswaram [I. Sowjaya Kumari, S. Umanaheswaram, Oscillation criteria for
linear matrix Hamiltonian systems, J. Differential Equations 165 (2000) 174–198], Q. Yang et al. [Q. Yang,
R. Mathsen, S. Zhu, Oscillation theorems for self-adjoint matrix Hamiltonian systems, J. Differential Equa-
tions 190 (2003) 306–329], and S. Chen and Z. Zheng [Shaozhu Chen, Zhaowen Zheng, Oscillation criteria
of Yan type for linear Hamiltonian systems, Comput. Math. Appl. 46 (2003) 855–862]. These criteria also
unify many of known criteria in literature and simplify the proofs.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We consider oscillatory properties for the linear Hamiltonian system{
x′ = A(t)x +B(t)u,
u′ = C(t)x −A∗(t)u, t  t0,
(1.1)
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Z. Zheng / J. Math. Anal. Appl. 332 (2007) 236–245 237where A(t), B(t), C(t) are real n×n matrix-valued functions, B , C are Hermitian, B is positive
definite. By M∗ we mean the conjugate transpose of the matrix M , for any n× n Hermitian ma-
trix M , its eigenvalues are real numbers, we always denote by λ1[M] λ2[M] · · · λn[M].
The trace of M is denoted by tr(M) and tr(M) =∑nk=1 λk(M).
We also consider the corresponding matrix system{
X′ = A(t)X + B(t)U,
U ′ = C(t)X −A∗(t)U, t  t0.
(1.2)
For any two solutions (X1(t),U1(t)) and (X2(t),U2(t)) of system (1.2), the Wronski matrix
X∗1(t)U2(t) − U∗1 (t)X2(t) is a constant matrix. In particular, for any solution (X(t),U(t)) of
system (1.2), X∗(t)U(t) −U∗(t)X(t) is a constant matrix.
A solution (X(t),U(t)) of system (1.2) is said to be nontrivial, if detX(t) = 0 is fulfilled
for at least one t  t0. A nontrivial solution (X(t),U(t)) of system (1.2) is said to be conjoined
(prepared) if X∗(t)U(t) − U∗(t)X(t) ≡ 0, t  t0. A conjoined solution (X(t),U(t)) of (1.2) is
said to be a conjoined basis of (1.1) (or (1.2)) if the rank of the 2n× n matrix (X(t)
U(t)
)
is n.
Two distinct points a, b in [t0,∞) are said to be (mutually) conjugate with respect to (1.1) if
there exists a nontrivial solution (x(t), u(t)) of (1.1) with x(a) = x(b) = 0 and x(t) = 0 on the
subinterval with end-points a and b, otherwise, a, b are called disconjugate. The system (1.1) is
said to be disconjugate on a subinterval J of [t0,∞) if no two distinct points are conjugate. If
(1.1) is disconjugate on J and (X(t),U(t)) is the conjoined basis of (1.2) satisfying X(a) = 0,
U(a) = I , where I is the identity n × n matrix, a ∈ J , then detX(t) = 0 for t ∈ J \ {a}. A con-
joined basis (X(t),U(t)) of system (1.2) is said to be oscillatory in case detX(t) = 0 is fulfilled
for at least one t ∈ [T ,∞) for each T  t0. If there exists an oscillatory conjoined basis for sys-
tem (1.2), then by Reid’s separation theorem, we know that each conjoined basis of system (1.2)
is oscillatory, so system (1.1) (or (1.2)) is called oscillatory. Now the definition of oscillation
agrees with the eventual not-disconjugacy of system (1.1) (or (1.2)).
When A(t) ≡ 0, system (1.2) reduces to the second order self-adjoint matrix differential sys-
tem (
P(t)Y ′
)′ +Q(t)Y = 0, t  t0, (1.3)
with P(t) = B−1(t), Q(t) = −C(t). Oscillation and non-oscillation of system (1.3) and its spe-
cial cases
Y ′′ + Q(t)Y = 0, t  t0, (1.4)
have been extensively studied by many authors (see [3,5,11,12,16–19] and references contained
therein). Etgen and Pawlowski [16] showed that system (1.3) is oscillatory provided the scalar
linear differential equation[
g
(
P(t)
)
y′
]′ + g(Q(t))y = 0 (1.5)
is oscillatory, where g is a positive linear functional. So all the results for the second order linear
differential equation can be generalized to system (1.3). Using nonlinear functional, a direct
extension of Leighton’s criterion to system (1.3) is
lim
t→∞λ1
[ t∫
t0
Q(s)ds
]
= lim
t→∞
t∫
t0
ds
λ1(P (s))
= ∞. (1.6)
This criterion is first conjectured by Hinton and Lewis [5] for (1.4) and finally settled by Byers
et al. [11]. Other criteria involve the integral of the coefficients modelled on either the criteria
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showed that (1.4) is oscillatory if
lim sup
t→∞
1
t
t∫
t0
λ1
[ s∫
t0
(
Q1(τ )
)
dτ
]
ds = ∞ (1.7)
provided
lim inf
t→∞
1
t
t∫
a
s∫
a
tr
(
Q(τ)
)
dτ ds > −∞.
In 1995, Erbe, Kong and Ruan [17] gave the following Kamenev type oscillation criteria.
Theorem 1.1. Suppose that there exists a constant α > 1 such that
lim sup
t→∞
1
tα
λ1
[ t∫
t0
(t − s)αQ(s) ds
]
= ∞. (1.8)
Then system (1.4) is oscillatory.
However, the results mentioned above cannot be applied to the second order Euler differential
system
Y ′′ + diag
(
γ1
t2
,
γ2
t2
, . . . ,
γn
t2
)
Y = 0, t  1 (1.9)
where γ1, γ2, . . . , γn are constants. In paper [13], using a generalized Riccati transformation, the
authors obtain oscillation for system (1.3), which can be applied to system (1.9).
The Hamiltonian system (1.2) is also investigated by many authors (see [4,6–10], etc.). Most
of these oscillation criteria involve the fundamental matrix Φ(t) for the linear system v′ = A(t)v,
this eliminates the applications of these criteria, because such a system cannot be solved if A(t)
is of variation. Moreover, by using the transformation(
X
U
)
=
(
Φ−1(t) 0
0 Φ∗(t)
)(
X
U
)
, (1.10)
we can transform system (1.2) into the following Hamiltonian system{
X′ = Φ∗(t)B(t)Φ(t)U,
U ′ = Φ−1(t)C(t)Φ∗−1(t)X, t  t0.
(1.11)
Now system (1.11) becomes (1.3) with P(t) = Φ−1(t)B−1(t)Φ∗−1(t), Q(t) = −Φ−1(t)C(t)×
Φ∗−1(t). So those criteria are similar to that of system (1.3). Other oscillation criteria without the
fundamental matrix Φ(t) can be found in papers [6–9], etc. Here we list the main results in [6]
of Kamenev type for system (1.2) without the fundamental matrix Φ(t) as follows:
Theorem 1.2. Let H(t, s) and h(t, s) be continuous on D = {(t, s): t  s  t0} such that
H(t, t) = 0 for t  t0, and H(t, s) > 0 for t > s  t0. We further assume that ∂H(t,s)∂s is non-
positive and continuous for t  s  t0 and h(t, s) is defined by
∂H(t, s) = −h(t, s)√H(t, s).
∂s
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lim sup
t→∞
1
H(t, t0)
λ1
{ t∫
t0
M(t, s) ds
}
= ∞, (1.12)
where M(t, s) = H(t, s)D(s) − h(t, s)√H(t, s)K(s) − 14h2(t, s)B−1(s), D(t) = −C(t) −
A∗(t)B−1(t)A(t) and K(t) = 12 (A∗B−1 +B−1A)(t). Then system (1.2) is oscillatory.
In paper [8], the authors obtain oscillation criteria of Yan type for system (1.2), which improve
Theorem 1.2.
Theorem 1.3. Suppose that H(t, s) and h(t, s) are defined as in Theorem 1.2, and
0 < inf
st0
[
lim inf
t→∞
H(t, s)
H(t, t0)
]
∞. (1.13)
Moreover,
lim inf
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s) trD(s) − h(t, s)√H(t, s) trK(s)]ds > −∞, (1.14)
lim sup
t→∞
1
H(t, t0)
t∫
t0
h2(t, s)
λn(B(s))
ds < ∞. (1.15)
If there exists another function ψ(t) ∈ C([t0,∞);R) such that
lim sup
t→∞
1
H(t, T )
λ1
{ t∫
T
[
H(t, s)D(s) − h(t, s)√H(t, s)K(s)
− 1
4
h2(t, s)B−1(s)
]
ds
}
ψ(T ) (1.16)
for all T  t0, then system (1.2) is oscillatory provided
∞∫
t0
λn
(
B(s)
)[
ψ(s) + λn
(
K(s)
)]2
+ ds = ∞, (1.17)
where D(t) and K(t) are the same as in Theorem 1.2.
Meanwhile, linear transformations for linear differential systems are widely used in dealing
with oscillation, disconjugacy, and asymptotic theory for linear problems. Among these trans-
formations, one category preserves all the properties, e.g., the Kummer transformation, the other
involves the variable change, e.g., Kummer–Liouville transformation, which changes some of
the properties (see [1] for details). In this paper, we will use a transformation which preserves
the oscillation property to obtain new oscillation criteria. These oscillation criteria extend most
known results in the literature. Moreover, our theorems are easier to understand and simplify the
proofs mentioned above.
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Theorem 2.1. Suppose that there exist a(t) ∈ C1([t0,∞);R+) and f (t) = − a′(t)2a(t) such that
fB−1 is differentiable. Then system (1.2) is oscillatory if and only if the Hamiltonian system{
Y ′ = A(t)Y +B(t)V,
V ′ = C(t)Y −A∗(t)V , t  t0.
(2.1)
is oscillatory, where
B(t) = a−1(t)B(t),
C(t) = a(t){C + f (A∗B−1 + B−1A)− f 2B−1 + (fB−1)′}(t).
Proof. Suppose (X(t),U(t)) is a conjoined basis of system (1.2), we define
Y(t) = X(t)/√a(t)
V (t) = √a(t)[U(t) + f (t)B−1(t)X(t)]
}
, t  t0. (2.2)
Since a(t) > 0, such a transformation (2.2) preserves the singular points of X(t) and Y(t), and
(X,U) is a conjoined basis of system (1.2) if and only if (Y,V ) is a conjoined basis of sys-
tem (2.1). After a simple calculation, we can easily obtain that (Y (t),V (t)) is a conjoined basis
of linear Hamiltonian system (2.1). This completes the proof. 
Remark 2.1. The transformation (2.2) from system (1.2) to system (2.1) is a symplectic trans-
formation at each point preserving the coefficient A(t). Since such a transformation matrix is
denoted by F , where
F =
( 1√
a(t)
I 0√
a(t)f (t)B−1(t)
√
a(t)I
)
,
we can easily verify that F∗(t)JF(t) ≡ J , where J is the canonical symplectic matrix.
Now, we obtain new oscillation criteria by imposing hypotheses on the linear Hamiltonian
system (2.1).
Since system (1.3) can be transformed into system (1.2), we apply Theorem 2.1, with the
hypothesis (1.6), to the particular system, and obtain the following corollary.
Corollary 2.1. Suppose that there exist a(t) ∈ C1([t0,∞);R+) and f (t) = − a′(t)2a(t) such that
f (t)P (t) is differentiable and
lim
t→∞λ1
[ t∫
t0
Q(s)ds
]
= lim
t→∞
t∫
t0
ds
a(s)λ1(P (s))
= ∞, (2.3)
where Q(t) = a(t){Q(t) + f 2(t)P (t) − (f (t)P (t))′}. Then system (1.3) is oscillatory.
Applying Theorem 1.2 to the new Hamiltonian system (2.1), we obtain the following corol-
lary, which improves Theorem 1.2.
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fB−1 is differentiable. Moreover,
lim sup
t→∞
1
H(t, t0)
λ1
{ t∫
t0
M(t, s) ds
}
= ∞, (2.4)
where H and h are the same as in Theorem 1.2, K(t) = 12 (A∗(B)−1 + (B)−1A)(t),
M(t, s) = H(t, s)D(s) − h(t, s)√H(t, s)K(s) − 1
4
h2(t, s)(B)−1(s),
D(t) = (−C −A∗(B)−1A)(t), B(t) and C(t) are the same as in Theorem 2.1. Then system (1.2)
is oscillatory.
Next, we give oscillation criteria of Yan type by applying Theorem 1.3 to system (2.1), which
improve and generalize Theorem 1.3.
Corollary 2.3. Suppose that there exist a(t) ∈ C1([t0,∞);R+) and f (t) = − a′(t)2a(t) such that
fB−1 is differentiable. Moreover,
lim inf
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s) trD(s) − h(t, s)√H(t, s) trK(s)]ds > −∞, (2.5)
lim sup
t→∞
1
H(t, t0)
t∫
t0
a(s)h2(t, s)
λn(B(s))
ds < ∞. (2.6)
If there exists another function ψ(t) ∈ C([t0,∞);R) such that
lim sup
t→∞
1
H(t, T )
λ1
{ t∫
T
[
H(t, s)D(s) − h(t, s)√H(t, s)K(s)
− 1
4
a(s)h2(t, s)B−1(s)
]
ds
}
ψ(T ) (2.7)
for all T  t0, then system (1.2) is oscillatory provided
∞∫
t0
λn(B(s))
a(s)
[
ψ(s) + λn
(
K(s)
)]2
+ ds = ∞. (2.8)
Remark 2.2. All the results mentioned above can be improved if the maximum eigenvalue func-
tional is replaced by a nonlinear functional introduced by F. Meng and A.B. Mingarelli [4], or by
a nonlinear functional called negativity preserving introduced by A.B. Mingarelli [2] on suitable
matrix space.
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In this section, we give the following examples to illustrate the effectiveness of our theorems.
Example 3.1. Consider the second order self-adjoint system (1.9) for t  1. Let γ =
max{γ1, γ2, . . . , γn}. It is easy to see that
lim
t→∞λ1
[ t∫
1
Q(s)ds
]
= γ lim
t→∞
t∫
1
ds
s2
= γ < ∞.
So (1.6) cannot be applied to oscillation. However, let a(t) = t , then
Q(t) = diag
(
4γ1 − 1
t
,
4γ2 − 1
t
, . . . ,
4γn − 1
t
)
.
Consequently,
lim
t→∞λ1
[ t∫
t0
Q(s)ds
]
= (4γ − 1) lim
t→∞
t∫
1
ds
s
= ∞ for γ > 1
4
,
lim
t→∞
t∫
t0
ds
a(s)λ1(P (s))
= lim
t→∞
t∫
1
ds
s
= ∞.
By Corollary 2.1, the system (1.9) is oscillatory for max{γ1, γ2, . . . , γn} > 14 .
Example 3.2. Consider the 4-dimensional system (1.2) for t  1, where
A(t) =
[
0 −t−k
2t−k 0
]
, B(t) =
[
tk 0
0 2tk
]
, C(t) = −
[
at−k−2 0
0 bt−k−2
]
.
Here k  1, a and b are constants, a  b. We can obtain K(t) = 0, but it is difficult to calcu-
late the fundamental solution matrix Φ(t) of v′ = A(t)v. Moreover, let H(t, s) = (t − s)2 in
Theorem 1.2, we obtain
M(t, s) =
[
(t − s)2(as−k−2 − 2s−3k) − s−k 0
0 (t − s)2(bs−k−2 − s−3k) − 12 s−k
]
.
So
lim sup
t→∞
1
H(t, t0)
λ1
{ t∫
t0
M(t, s) ds
}
= lim sup
t→∞
1
t2
t∫
1
{
(t − s)2[bs−k−2 − s−3k]− 1
2
s−k
}
ds < ∞ (since k  1).
Hence Theorem 1.2 cannot be applied to this Hamiltonian system. However, we can obtain
oscillation by using Corollary 2.2. Now, define a(t) = tk+1 and we have f (t) = − k+12t with
f (t)B−1(t) differentiable for t  1. We get that
Z. Zheng / J. Math. Anal. Appl. 332 (2007) 236–245 243B(t) =
[ 1
t
0
0 12t
]
, K(t) ≡ 0, C(t) =
[
(a − (k+1)24 )t−1 0
0 (b − (k+1)28 )t−1
]
,
M(t, s) =
[
(t − s)2[ a−(k+1)2/4
s
− 8
s2k−1 ] − s 0
0 (t − s)2[ b−(k+1)2/8
s
− 1
s2k−1 ] − s2
]
.
Hence we have
lim sup
t→∞
1
t2
λ1
{ t∫
t0
M(t, s) ds
}
= lim sup
t→∞
1
t2
t∫
1
[
(t − s)2
((
b − (k + 1)
2
8
)
s−1 − s−2k+1
)
− s
2
]
ds
=
⎧⎨
⎩
lim supt→∞
b−3/2
t2
∫ t
1 (t − s)2s−1 ds − 14 for k = 1,
lim supt→∞
b−(k+1)2/8
t2
∫ t
1 (t − s)2s−1 ds − 14 for k > 1,
=
{
lim supt→∞(b − 32 ) log t − c1 for k = 1,
lim supt→∞(b − (k+1)
2
8 ) log t − c2 for k > 1,
=
{∞ for k= 1 and b > 32 ,
∞ for k > 1 and b > (k+1)28 ,
where c1, c2 are constants. Hence by Corollary 2.2, we obtain that the Hamiltonian system is
oscillation for b > 32 in the case of k = 1, and b > (k+1)
2
8 in the case of k > 1.
Example 3.3. Consider the 4-dimensional system (1.2), where
A(t) =
[ 0 1
t
− 1
t
0
]
, B(t) = tI2, C(t) = −
[
1
t
cos t + 3
4t3
]
I2, t  t1.
We obtain
M(t, s) =
[
(t − s)2
(
1
s
cos s − 1
4s3
)
− 1
s
]
I2.
So
lim sup
t→∞
1
H(t, t0)
λ1
{ t∫
t0
M(t, s) ds
}
= lim sup
t→∞
1
t2
t∫
1
[
(t − s)2
(
1
s
cos s − 1
4s3
)
− 1
s
]
ds < ∞.
Hence Theorem 1.2 cannot be applied to this Hamiltonian system. However, let a(t) = t and
we have f (t) = − 12t with f (t)B−1(t) differentiable for t  1. Then we get B(t) = I2, C(t) =
a(t){−C − 2fK + f 2B−1 − (f B−1)′}(t) = cos tI2, and K(t) = 0. Furthermore,
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t→∞
1
t2
t∫
1
[
(t − s)2 trD(s) − 2(t − s) trK(s)]ds
= lim inf
t→∞
2
t2
t∫
1
(t − s)2(cos s − s−2)ds
= −2 sin 1 > −∞;
lim sup
t→∞
1
t2
t∫
1
a(s)h2(t, s)
λn(B(s))
ds = lim sup
t→∞
1
t2
t∫
1
4ds = 0 < ∞;
lim sup
t→∞
1
t2
λ1
{ t∫
T
(
(t − s)2D(s) − 2(t − s)K(s) − a(s)B−1(s))ds
}
= lim sup
t→∞
1
t2
t∫
T
[
(t − s)2(cos s − s−2)− 1]ds
= − sinT ψ(T );
∞∫
1
λn(B(s))
a(s)
[
ψ(s) + λn
(
K(s)
)]2
+ ds =
∞∫
1
(− sin s)2+ ds = ∞.
Hence all the hypotheses of Corollary 2.3 are fulfilled. So we obtain that the Hamiltonian
system is oscillatory.
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