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Abstract
This paper presents a methodology for simulation of two-phase flows with
surface tension in the framework of unstructured meshes, which combines
volume-of-fluid with level-set methods. While the volume-of-fluid transport
relies on a robust and accurate polyhedral library for interface advection,
surface tension force is calculated by using a level-set function reconstructed
by means of a geometrical procedure. Moreover the solution of the fluid
flow equations is performed through the fractional step method, using a
finite-volume discretization on a collocated grid arrangement. The numerical
method is validated against two- and three-dimensional test cases well estab-
lished in the literature. Conservation properties of this method are shown
to be excellent, while geometrical accuracy remains satisfactory even for the
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most complex flows.
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1. Introduction
Numerical simulation of two-phase flows is vital for many engineering and
scientific applications, such as combustion, bubbly flow, boiling heat transfer,
unit operations in chemical engineering, cooling of nuclear reactors among
others. The accurate modeling of interfacial flows is challenging because of
the discontinuity in material properties (e.g. density, viscosity), the necessity
to account for surface tension force, and due to the fact that the geometry of
the interface is not known a priory. For this kind of flows it is critical a precise
computation of interfacial quantities such as curvature and normal, which
are used to evaluate the surface tension. Errors in the calculated surface
tension force will induce non-physical velocities, commonly known as spurious
or parasitic currents [32], which can grow with time and so significantly
degrade simulation results. Moreover, most of industrial applications are
characterized by complex domains, therefore the use of unstructured meshes
is advantageous.
In order to solve the aforementioned issues many numerical methods have
been developed in the past decades. For instance: the front tracking (FT)
method [47, 46], level set (LS) methods [30, 42, 29, 1], volume-of-fluid (VOF)
methods [18, 48, 24], and hybrid VOF/LS methods [43, 49, 41, 28]. In these
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methods, two-phase flow i s t reated a s a  s ingle fl ow wi th th e de nsity and 
viscosity varying smoothly across the moving interface which is captured in 
an Eulerian framework (VOF, LS, CLSVOF, VOSET) or in a Lagrangian 
framework (FT). Although the idea behind these methods is similar, their 
numerical implementation may differ greatly. A review of advantages and 
disadvantages of these techniques in the context of simulation of multiphase 
flows w ith s harp i nterfaces i s g iven i n [ 48]. I n t he f ront-tracking method 
[47, 46], a stationary Eulerian grid is used for the fluid flow and the interface 
is tracked explicitly by a separate Lagrangian grid. This method is extremely 
accurate but also rather complex to implement due to the fact that dynamic 
re-meshing of the Lagrangian interface mesh is required [10]. Contrary to 
LS and VOF method, automatic merging of interfaces does not occur, and 
difficulties arise when multiple interfaces interact with each other as in coa-
lescence and break-up. In the VOF method [18, 48, 24], the interface is given 
implicitly by a color function, defined to be the fraction of volume within each 
cell of one of the fluids. In order to advect the VOF function, the interface 
needs to be reconstructed using a geometric technique [24]. An advantage of 
VOF method is the fact that accurate algorithms can be used to advect the 
interface (e.g. [24]), so that the mass is conserved, while still maintaining 
a sharp representation of the interfaces [43]. However a disadvantage of the 
VOF method is the fact that it is difficult to compute accurate curvatures 
from the volume fraction function used to represent the interface, because it 
presents a step discontinuity. In level-set (LS) methods [30, 42] the interface
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is represented by the zero-contour of a signed distance function. The evolu-
tion of this function in space and time is governed by an advection equation,
combined with a special re-distancing algorithm. One of the advantage of
the LS approach is the fact that the interface curvature can be accurately
computed, while a disadvantage of this method is that the discrete solution
of transport equations leads to numerical error in mass conservation of the
fluid-phases. Recently, [29] has introduced a conservative level-set method
(CLS) where mass conservation problem is greatly reduced, while an hyper-
bolic tangent function is employed as the level-set function. Moreover, this
approach has been generalized to unstructured meshes by [1, 2, 3], in the
framework of finite-volume discretizations.
On the basis of the advantages and disadvantages of VOF and LS meth-
ods, it can be concluded that they are complementary, so it is an inevitable
trend to develop new methods combining VOF and LS approaches. For in-
stance, [43] presented a coupled level-set/volume-of-fluid (CLSVOF) method
for computing 3D and axisymmetric incompressible two-phase flows. In the
CLSVOF method the curvature was obtained via finite differences of the level
set function which in turn is derived from the level set function and volume-
of-fluid function. [50] present an adaptive coupled level-set/volume-of-fluid
(ACLSVOF) method for interfacial flow simulations on two-dimensional un-
structured triangular grids. Another CLSVOF method was implemented by
[49] for the numerical simulations of interfacial flows in ship hydrodynamics,
where the level set function is re-distanced based on the reconstructed inter-
5
face with a geometric algorithm, whereas the interface jump conditions were
handled by means of a ghost fluid methodology. This method was employed
to simulate a gas bubble rising in a viscous liquid and a water drop impact
onto a deep water pool. [41] have also presented a coupled volume-of-fluid
and level set (VOSET) method, where a distance function is reconstructed
from an iterative algorithm and interface is advected by the VOF method.
The VOSET method was validated by performing two-dimensional simula-
tions of rising bubbles and dam-break problems.
Despite those efforts, to the best of the author’s knowledge most of the
aforementioned coupled VOF/LS methods have been designed for regular
cartesian meshes, so that their easiness of implementation, capability and
accuracy on irregular unstructured meshes is still to be proven. Therefore,
the present work is aimed at making progress in the direction of developing
an accurate and robust coupled VOF/LS method for simulation of incom-
pressible two-phase flows on two- and three dimensional unstructured meshes,
including surface tension effects. Thus, unstructured meshes can be adapted
to complex domains, enabling us an efficient mesh distribution in regions
where interface resolution has to be maximized, which is in general hard to
achieve on structured grids. In the present coupled VOF/LS method, an ac-
curate VOF-PLIC method introduced by [24] is used to advect the interface,
while the interface curvature and normals employed to evaluate the surface
tension force are computed by using a level-set function. This LS function
is reconstructed through a geometrical procedure, based on the computation
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of the minimum distances between cell centroids and the plane segments
provided by the PLIC-VOF method introduced by [24], while the surface
tension force is computed in the framework of the continuous surface force
model introduced by [5]. Regarding the fluid flow, a classical fractional step
method [7] is used to solve the incompressible Navier-Stokes equations, which
are coupled with the VOF and LS functions. The Navier-Stokes equations
have been discretized by means of the finite-volume method on a collocated
unstructured grid arrangement, according to the work introduced in [1]. Nu-
merical results are contrasted against numerical and experimental data from
the literature.
The outline of this paper is as follows: A summary of the governing equa-
tions and numerical methods is given in Section 2. In Section 3 numerical
experiments are presented in order to validate the coupled VOF/LS method
implemented in this work. These numerical experiments include the sim-
ulation of the static droplet test case, two- and three-dimensional buoyant
bubbles, co-axial coalescence of two bubbles, and deformation of a drop under
shear flow. Finally, the conclusions are presented in Section 4.
2. Governing equations and discretization
2.1. Incompressible two-phase flow
The conservation of momentum and mass of two immiscible incompress-
ible and Newtonian fluids is described by the Navier-Stokes equations defined
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on a spatial domain Ω with boundary ∂Ω:
∂
∂t
(ρkvk) +∇ · (ρkvkvk) = ∇ · Sk + ρkg in Ωk (1)
Sk = −pkI+ µk
(∇vk + (∇vk)T ) (2)
∇ · vk = 0 in Ωk (3)
Here, Ω = Ω1 ∪ Ω2 ∪ Γ, k = {1, 2} denote the subdomains associated with
the two different fluid phases, Γ = ∂Ω1 ∩ ∂Ω2 is the fluid interface, ρ and µ
denote the density and dynamic viscosity of the fluids, v is the velocity field,
g is the gravity acceleration, p is the pressure, S is the stress tensor and I is
the identity tensor. Assuming no mass transfer between the fluids yields a
continuous velocity condition at the interface:
v1 = v2 in Γ (4)
The jump in normal stresses along the fluid interface is balanced by the
surface tension. Neglecting the variations of the surface tension coefficient
σ gives the following boundary condition for momentum conservation at the
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interface:
(S1 − S2) · n = σκn in Γ (5)
where n is the unit normal vector outward to ∂Ω1 and κ is the interface
curvature. Eqs. 1-3 and Eqs. 4-5 can be combined into a set of equations for
a single fluid in Ω, with a singular source term for the surface tension force
at the interface Γ [31, 5, 8]:
∂
∂t
(ρv) +∇ · (ρvv) = −∇p+∇ · µ (∇v+ (∇v)T )+ ρg+ σκnδΓ (6)
∇ · v = 0 (7)
where v and p denote the fluid velocity field and pressure, ρ is the fluid
density, µ is the dynamic viscosity, g is the gravitational acceleration the
super-index T represents the transpose operator, δΓ is a Dirac delta function
concentrated at the interface Γ, σ is the surface tension coefficient, κ is
the curvature of the interface and n denotes the unit normal vector on the
interface. Physical properties change discontinuously across the interface:
ρ = ρ1H1 + ρ2(1−H1) (8)
µ = µ1H1 + µ2(1−H1)
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with ρ1, ρ2 and µ1, µ2 the densities and viscosities of the first and second
fluids, respectively, whereas H1 is the Heaviside step function that is one at
fluid 1 and zero elsewhere. In the context of the present VOF/LS method, a
volume averaged indicator function will be used in place of H1, as is defined
in Eq. 10 and Section 2.7.
2.2. Volume-of-fluid method
In the volume-of-fluid method an indicator function f is used to track the
interface,
f(x, t) =
1 if x ∈ Ω10 if x ∈ Ω2 (9)
with Ω1 and Ω2 the sub-domains occupied by the fluid 1 and 2 respectively.
Discretely, the information effectively stored at the cell ΩP is the volume-
averaged indicator function, namely the volume fraction:
fP =
∫
ΩP
f(x, t)dV∫
ΩP
dV
(10)
where V is the volume of the cell ΩP . The advection equation for f is given
by:
∂f
∂t
+ v · ∇f = 0 (11)
where v is the fluid velocity.
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Following the work of [24], Eq. (11) is solved in two steps: first a geometric
interface reconstruction is used to calculate the volumetric fluxes of one of
the fluids across mesh cell faces, and second an advection step based on the
reconstructed interface is performed by means of a first order Euler explicit
scheme. The method here used reconstructs interfaces by means of piecewise
planar approximations (PLIC). Therefore, a plane Π (see Fig. 1a) is defined
for each cell
eΠ · xΠ − dΠ = 0 (12)
Here xΠ is any position vector on the plane Π, dΠ is determined such that
the truncation between cell and plane satisfies a restriction for volume con-
servation [24], and eΠ is the plane normal computed according to the Youngs
interface reconstruction method [38, 24], hence, eΠ = −∇f/||∇f || for each
cell, with the gradient ∇f evaluated by means of the least-squares approach
[15, 24, 1]. Volumes are advected in a single unsplit Lagrangian-Eulerian
(LE) geometrical algorithm. The reader is referred to [24] for further details
of the VOF-PLIC method used in the present work.
2.3. Coupled volume-of-fluid/level-set method
The main idea in the coupled VOF/LS methods [43, 41, 49, 28] is to take
the advantages of both strategies, therefore, in the present formulation the
mass losses are minimized through the use of a VOF-PLIC method introduced
by [24], while a fine description of the interface curvature is kept by using the
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Figure 1: (a) Example of plane segment Π at the hexahedral cell ΩP , obtained from
the VOF-PLIC method [24]. (b) Example of two-dimensional flagged region around the
interface.
level set method. From the geometrical information of the interface given by
the VOF-PLIC method, a signed distance function is reconstructed following
a geometric algorithm presented in Section 2.4. Then, the signed distance
function is used to compute surface tension forces.
2.4. Signed distance function construction, d(x, t)
The algorithm used to compute the signed distance function can be sum-
marized as follows:
1. The signed distance function, d(xP , t), is initialized at each mesh cell
P :
d(xP , t) =
 dmax if f(xP , t) ≥ 0.5−dmax otherwise (13)
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Figure 2: (a) Stencil of three cell layers around the current cell ΩP , with ΩP included
in the flagged region from Fig. 1b. (b) The dashed red line indicates the shortest line
segment from xP to {Π1, ...,Πn} contained in the stencil of three cell layers around the
cell ΩP . Here, d(xP , t) = min{dminP→Π1 , ..., dminP→Πi , ..., dminP→Πn}
where f(xP , t) is the VOF function defined in Eq. 10, and dmax is the
maximum geometrical size of the space domain (see Fig. 1b).
2. In order to save computational time, only a set of cells near the interface
are flagged to compute the distance function. This flagged zone is
formed by the cells in a region of ∆Γ = 3h width from the interface,
as shown in Fig. 1b, where h represents the characteristic size of the
mesh cell.
3. The shortest distance |d(x, t)| is computed in the flagged region created
in step 2, following the algorithm explained in section 2.5. For the sake
of clarity, a two-dimensional example is illustrated in Fig. 2.
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4. The signed distance function is computed as follows:
d(xP , 0) =
 −|d(xP , t)| if f(xP , t) 6 0.5|d(xP , t)| otherwise (14)
2.5. Minimum distance from a cell-centroid to an interface-plane Π
This procedure is applicable to compute the minimum distance from a
cell-centroid xP to an interface-plane Π limited by a convex polygon which
contains the coplanar points x1, ...,xi,xi+1, ...,xn, as shown in Fig. 3 where
n = 5. Following the example illustrated in Fig. 3, the algorithm is summa-
rized as follows:
1. A set of planes Πi−j is defined, such that Πi−j is perpendicular to the
interface-plane Π. In addition, Πi,j contains a pair of coplanar points
(xi,xj) for (i, j) = (1, 2), ..., (n−1, n), (n, 1), as shown in Fig. 3a, where
n = 5. If the next inequality is true for all the subindex (i, j)
((xn − xP )× (x1 − xP )) · ((xi − xP )× (xj − xP )) > 0 (15)
then xP is contained inside the region enclosed by the planes Π1−2, ..,Πn−1
(see Fig. 3a). Thus, the shortest distance from xP to the interface-plane
Π is calculated as follows:
|d(xP , t)| = |(xP − xΠ) · eΠ| (16)
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and the algorithm finished, otherwise it continues to the step 2. Here,
eΠ is a unit vector perpendicular to the plane Π, while xΠ is a point
contained in the plane Π.
2. A new set of planes Λi−j,k is defined, such that Λi−j,k is perpendicular
to the interface-plane Π, Λi−j,k is perpendicular to the vector ∆xi,j =
xi−xj with (i, j) = {(1, 2), (2, 3), ..., (n, 1)}, and Λi−j,k contains a point
xk for k = {i, j}, as shown in Fig. 3b. If the next constraint is true
0 ≤ (xP − xi) · (xj − xi)||xj − xi|| ≤ 1 (17)
then xP is contained in the region enclosed by the planes Πi,j, Λi−j,i
and Λi−j,j, as shown in Fig. 3b. In this case the minimum distance is
given by
|d(xP , t)| =
∣∣∣∣∣∣∣∣(xP − xi)− xj − xi||xj − xi||
(
(xP − xi) ·
(
xj − xi
||xj − xi||
))∣∣∣∣∣∣∣∣
(18)
and the algorithm finished, otherwise it continues to the step 3.
3. In this case the minimum distance is given by
|d(xP , t)| = min{||xP − x1||, ..., ||xP − xn||} (19)
as shown in Fig. 3c, where n = 5.
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Figure 3: Minimum distance from xP to the plane Πi, in a three-dimensional framework.
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2.6. Assessment of the distance function construction
The accuracy of the distance function constructed by the algorithm intro-
duced in Section 2.4 is measured. The distance function error E2 is defined
as
E2 =
(
1
ncells
ncells∑
P=1
(
dP − dexactP
)2)1/2
(20)
where ncells is the number of cells contained in a flagged zone of 3h width
around the interface, and P the index of the current cell ΩP . This test
case has been carried out to perform the construction of the signed distance
function around a cylindrical bubble of diameter db = 0.5, centered in a
unit square domain 2db × 2db divided by triangular cells, as is illustrated
in Fig. 4a. In addition, Fig. 4b shows d(x, t) around three bubbles, with
db = 0.4, centered in a unit square domain 2db × 2db and triangular mesh
with h = db/20. Fig. 5 shows the error E2 as function of the grid size h,
with p = 1.22 as the convergence order for the signed distance function,
around the circle shown in Fig. 4a. Thus, from the present assessment it
is demonstrated that the geometrical procedure introduced in Section 2.4 is
robust enough to compute d(x, t) with high accuracy, even in presence of
multiple interfaces.
2.7. Surface tension force and regularization of physical properties
Implementing surface tension in a numerical scheme involves two issues:
the curvature κ needs to be accurately calculated, and the resulting pres-
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Figure 4: Interface position (black line) and constructed signed distance function (colour
lines). (a) Cylindrical bubble of diameter db on a triangular mesh with h = db/25. (b)
Three cylindrical bubbles of diameter db on a triangular mesh with h = db/20.
h
E 2
0.005 0.025 0.045
10-6
10-5
10-4
10-3
second order
first order
present (triangular mesh)
Figure 5: Error (E2) in distance function computation around a circle of diameter db = 0.5
centered in a unit square domain (triangular mesh). For present results, E2 = Ch
p +
O(hp+1), with p = 1.22 the order of convergence of the algorithm illustrated in Section
2.4.
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sure jump must be applied appropriately to the fluids. Since the present
discretization will be based on the finite-volume integration of the Navier-
Stokes Equations, Eq. (6), the aforementioned problems can be conveniently
addressed through the continuous surface force model (CSF) introduced by
[5]. Thus, the singular term, σκnδΓ, is converted to a volume force as follows
σκnδΓ = σκ(d)∇f (21)
where nδΓ has been approximated by the gradient of the volume-averaged
indicator function introduced in Eq. 10.
From the level-set function, d(x, t), the curvature κ is obtained as the
divergence of the interface unit normal n:
κ = −∇ · n (22)
n =
( ∇d
||∇d||
)
(23)
To obtain a cell averaged value, the curvature is integrated over each finite
volume ΩP :
κP = − 1
VP
∫
ΩP
∇ · ndV (24)
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Applying the Gauss theorem yields
κP = − 1
VP
∫
SP
n · dA (25)
where VP and SP are the volume and surface of ΩP respectively, while A is the
area vector on SP . Following the work of [25, 1], a wide and symmetric stencil
is necessary for accurate evaluation of interface normals in the framework
of unstructured meshes, therefore ∇d is computed using the least-squares
method with vertex based stencil. The reader is referred to [1] for further
details on the application of the least-squares method for gradient evaluation
on unstructured meshes.
In the context of the present VOF/LS method, physical properties in
Eq. 8 are regularized using a volume averaged indicator function, therefore
density and viscosity fields are calculated as
ρ = ρ1f + ρ2(1− f) (26)
µ = µ1f + µ2(1− f)
with f the VOF function introduced in Eq. 10.
2.8. Solution procedure for the coupled VOF/LS method
Following the work of [1], the Navier-Stokes equations, Eq. 6, have been
discretized by means of the finite-volume method on a collocated unstruc-
tured grid. A central difference scheme is used to approximate the convective
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term of momentum equation, Eq. 6, unless otherwise stated; while diffusive
terms are centrally differenced. A distance-weighted linear interpolation is
used to find the cell face values of physical properties and interface normals,
while gradients are computed at cell centroids by using the least-squares
method [1]. The velocity-pressure coupling is solved by means of a classical
fractional step projection method [7]. The solution procedure used in this
work is summarized as follows:
1. Initialize v(xP , 0), f(xP , 0), d(xP , 0), physical properties and interface
geometric properties.
2. The time increment ∆t, which is limited by the CFL conditions and
the stability condition for the capillary force [5], is calculated by
∆t = C∆tmin
(
h
||v|| ,
ρh2
µ
,
(
h
||g||
)1/2
, h3/2
(
ρ1 + ρ2
4piσ
)1/2)
(27)
where C∆t = 0.05 for the current VOF/LS method.
3. The interface is advected by using the PLIC-VOF method introduced
in [24] (see Section 2.2).
4. The signed distance function d(x, t) is calculated by the geometric al-
gorithm given in Section 2.4.
5. The curvature is computed by Eq. 22.
6. Physical properties (ρ, µ) are updated by Eq. 26.
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7. An intermediate velocity v∗ is evaluated by
ρv∗ − ρvn
∆t
= −3
2
Ah(ρv
n)+
1
2
Ah(ρv
n−1)+Dh(vn)+ρg+σκ∇h(φ) (28)
where∇h represents the gradient operator, Dh(v) = ∇h·µ
(∇hv+∇Thv)
represents the diffusion operator, and Ah(ρv) = ∇h · (ρvv) is the
convective operator. For the temporal discretization, explicit Adams-
Bashforth scheme has been used.
8. The pressure field p is computed by the Poisson equation
∇h ·
(
1
ρ
∇h(pn+1)
)
=
1
∆t
∇h · (v∗) (29)
Discretization of Eq. 29 leads to a linear system, which is solved by
using a preconditioned conjugate gradient method.
9. The resulting velocity v∗ from Eq. (28), does not satisfy the continuity
Eq. (7). Therefore it is corrected by
vn+1 = v∗ − ∆t
ρ
∇h(pn+1) (30)
10. In order to avoid pressure-velocity decoupling when the pressure pro-
jection is made on collocated meshes [40, 12], a cell face velocity vf
is calculated so that ∇h · v = 0 (see Eq. 7) at each control volume.
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Namely in discretized form:
vf =
∑
q∈{P,F}
1
2
(
vn+1q +
∆t
ρ(φnq )
(∇hpn+1)q
)
− ∆t
ρf
(∇hpn+1)f (31)
where P and F are denoting the adjacent cell nodes to the face f .
11. Repeat steps 2-10 until time step required.
The numerical algorithms explained in this work have been implemented
in the framework of a parallel C++ code called TermoFluids [26]. The reader
is referred to [1] for technical details of the spatial and temporal discretiza-
tions of the Navier-Stokes equations on collocated unstructured grids.
3. Numerical experiments
3.1. Static drop
The first test case is the verification of the stationary Laplace solution
for a circular drop with diameter dd. In the absence of viscous, gravitational
or external forces, the circular interface with surface tension should remain
at rest with the pressure jump at the interface exactly balancing the surface
tension force (Laplace’s law):
∆Pexact = σκexact (32)
where, the exact curvature is given by κexact = 2/dd for a circular drop. The
correct solution is a zero velocity field and a pressure field that rises from
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Figure 6: (a) Time evolution of spurious velocities. (b) Pressure profile for different grids,
and pressure distribution on Ω for h = 1/100.
a constant value of pout = p0 outside the drop to a value pin = p0 + 2σ/dd
inside the drop. However, at a discretized level, the accurate calculation of
the curvature and the balance between the surface tension and pressure jump
are not trivial problems, and, as a result spurious currents arise.
The computational domain is a square having side lengths of 2dd units,
where dd = 0.5 is the diameter of a bubble positioned at the center of the
domain. The coefficient of surface tension, and the viscosity inside and also
outside the bubble were all set unity while the densities were given a magni-
tude of 104. This corresponds to a Laplace number La = ddσρµ
−2 = 5000,
which has been also used by [20]. Present test cases are solved on unstruc-
tured meshes of triangular element type, as is summarized in Table 1.
For the sake of comparison, the numerical jump in pressure is evaluated
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Mesh name Number of cells Grid size (h) Cell geometry
M1 1.44× 103 1/25 triangular
M2 5.81× 103 1/50 triangular
M3 2.28× 104 1/100 triangular
Table 1: Mesh parameters used in two-dimensional static droplet.
σκ(d)∇f σκexact∇f
Mesh h L1(v) E(∆p) L1(v) E(∆p)
M1 1/25 1.30× 10−4 0.02433 1.12× 10−4 0.02508
M2 1/50 3.19× 10−5 0.00651 2.79× 10−5 0.00804
M3 1/100 8.82× 10−6 0.00215 7.14× 10−6 0.00176
p ≈ 1.94 1.75 1.99 1.92
Table 2: Errors and convergence order (p) for the dimensionless velocity and pressure
using the VOF/LS method. Here, {L1(v), E(∆p)} = Chp + O(hp+1) with p the order of
convergence.
as follows:
E(∆p) =
|pin − pout − 2σ/dd|
2σ/dd
(33)
where pin is the pressure inside the drop which corresponds to the maximun
pressure on Ω, and pout is the outside pressure which corresponds to the
minimum pressure on Ω. Moreover, in order to measure the error in velocity,
the following L1 error norm is used:
L1(v) =
1
Ncells
Ncells∑
k
(vk · vk)1/2 µ
σ
(34)
which is computed on the whole of the spatial domain Ω.
Table 2 shows the errors E(∆p) and L1(v) for different grid sizes (h).
As with all Eulerian interface tracking methods there are spurious currents
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present, however, it can be observed from Fig. 6a that the parasitic cur-
rents measured by L1(v) are quite small in magnitude compared with other
methods reported in the literature [51, 20], moreover its magnitude tends
to a steady state as the time advances. In addition, Fig. 6a and Table
2 show a comparison of L1(v) calculated by the present surface tension
model, σκ(d)∇f , against the same model with an exact curvature. It is
observed a very slight difference between these results, which confirms the
accuracy of the method used to calculate the curvature. Regarding the pres-
sure jump, Fig. 6b and Table 2 illustrate how well the computed pressure
fulfilled the Young-Laplace law, Eq. 32, furthermore E(∆p) decreased very
rapidly with mesh refinement as is illustrated in Fig. 6b. Finally, data re-
ported in Table 2 have been adjusted by the least-squares method to the
function {L1(v), E(∆p)} = Chp to estimate the order of convergence p. The
aforementioned results confirm that surface tension model was implemented
correctly and it produces accurate results.
3.2. Two-dimensional rising bubble
This test case has been solved by [19, 20] in order to determine quantita-
tive reference solutions for the buoyancy-driven motion of a two-dimensional
bubble rising in an initially quiescent liquid. The computational setup is
illustrated in Fig. 7, where a cylindrical bubble of diameter db = 0.5 is cen-
tered in the lower half of a rectangular domain Ω = [0, 2db]×[0, 4db]. Non-slip
boundary condition is applied at the top and bottom boundaries, and free
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Figure 7: Computational setup for simulation of two-dimensional rising bubble.
slip boundary condition on the vertical walls. The physical properties of the
fluid phases are summarized in Table 3, where the subscript 1 is used for the
continuous fluid phase, Ω1, while the subscript 2 is assigned to the lighter
fluid in the bubble, Ω2.
ρ1 ρ2 µ1 µ2 g σ ρ1/ρ2 µ1/µ2
1000 100 10 1 0.98 24.5 10 10
Table 3: Physical parameters defining the two dimensional rising bubble test case.
For the sake of comparison, the benchmark quantities are defined as fol-
lows 
vc =
∫
Ω2
v·eydV∫
Ω2
dV
,
yc =
∫
Ω2
x·eydV∫
Ω2
dV
,
ζ = perimeter of area-equivalent circle
perimeter of bubble
=
pid2b∫
Ω||∇f(x,t)||dV
.
(35)
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Mesh name Number of cells Grid size (h) Cell geometry
M1 2.91× 104 db/40 triangular
M2 6.59× 104 db/60 triangular
M3 1.17× 105 db/80 triangular
M4 1.83× 105 db/100 triangular
Table 4: Mesh parameters used in two-dimensional rising bubble.
where vc is the rise velocity, ey is a unit vector parallel to the y − axis, yc is
the bubble centroid, ζ is the bubble circularity which takes the value 1 for a
perfect circular bubble and values less than unity as the bubble is deformed.
Numerical simulations were carried out on unstructured meshes of tri-
angular element type, with grid size h = {d/40, d/60, d/80, d/100}, as is
illustrated in Fig. 7 and summarized in Table 4.
Fig. 8 shows the time evolution of the benchmark quantities defined in
Eq. 35 for different grid resolutions. Moreover, it can be observed that com-
putations performed by means of the VOF/LS method are in close agreement
with the data reported by [19, 20] using a finite element level-set method.
Furthermore, Fig. 8d shows the predicted bubble shapes for different times,
and the streamlines calculated at steady state on the mesh M4. The bubble,
being initially circular, is horizontally stretched while it develops a slight
dimple in the base which leads to a change in the interface curvature, to
finally get an stable ellipsoidal shape because the action of surface tension
force. Table 5 shows the inflection point of minimum circularity, center of
mass yc(t = 3) and maximum rise velocity (v
max
c ), computed on the meshes
M2 and M4, which illustrates that present results are in close agreement with
benchmark data reported by [20]. In addition, present computations are also
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Figure 8: Two-dimensional rising bubble. (a) Rise velocity (vc). (b) Circularity (ζ). (c)
Bubble centroid (yc). (d) Bubble shapes and streamlines calculated on the mesh M4.
29
h = db/40 h = db/80
[20] VOF/LS [20] VOF/LS
ζmin 0.9014 0.9017 0.9014 0.9005
t|ζ=ζmin 1.8734 1.8881 1.9070 1.8934
vmaxc 0.2418 0.2414 0.2419 0.2414
t|vc=vmaxc 0.9375 0.9190 0.9281 0.9260
yc(t = 3) 1.0810 1.0813 1.0812 1.0809
Table 5: Minimum circularity (ζmin) and maximum rise velocity (v
max
c ), with correspond-
ing incident times, and the final position of the center of mass. Present computations
compared against Hysing et al. [20].
consistent with numerical simulation reported by [1] using the conservative
level-set method.
3.3. Three-dimensional buoyant bubbles
This section is devoted to prove the stability and accuracy of the present
VOF/LS method by performing simulations of three-dimensional rising bub-
bles for a wide range of flow conditions. The spatial domain is a cylinder
with dimensions (DΩ, HΩ) = (8d, 8d), where d is the initial bubble diameter,
HΩ is the cylinder height and DΩ is the cylinder diameter, as is illustrated
in Fig. 9a. According to empirical studies of [17] the terminal rise velocity
can be estimated through a semi-empirical relation:
UT
U∞T
≈ 1−
(
d
DΩ
)2
(36)
where U∞T is defined as the terminal rise velocity in a domain of infinite
extension. Moreover, numerical studies of [22] confirm the empirical findings
of [17]. Indeed, given the selected domain, it is expected that the effect of
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Figure 9: Three-dimensional buoyant bubbles, (a) Computational setup and initial con-
ditions. (b) Unstructured mesh with triangular prism cells. (c) Unstructured mesh with
hexahedral cells.
confinement on the terminal velocity of the bubble will be given by UT/U
∞
T ≈
0.984, hence, wall effect is minimized, while the bubble has enough approach
distance to reach a terminal velocity before its impact with the top wall.
Regarding the applied boundary conditions, a no-slip condition is imposed
at the top wall (y = HΩ) and bottom wall (y = 0), whereas a Neumann
condition is used at the lateral boundary, r = 0.5DΩ (see Fig. 9a).
An unstructured mesh formed by triangular prism cells, as described in
Fig. 9b, is selected unless otherwise stated. A second mesh with hexahedral
cells is also used for the sake of comparison, as is illustrated in 9c. These
meshes were generated by a constant step extrusion of a two-dimensional
unstructured grid along the symmetry axis of the cylindrical domain, being
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Mesh name Cells Cells/planes Planes Cell geometry h
M1 3.29× 105 2747 120 Triangular prism d/15
M2 7.98× 105 4986 160 Triangular prism d/20
M3 2.92× 106 12163 240 Triangular prism d/30
M4 6.75× 106 21096 320 Triangular prism d/40
M5 1.29× 106 5373 240 Hexahedral d/30
Table 6: Mesh parameters used in simulations of 3D rising bubbles. Here d is the initial
bubble diameter. Meshes M1, M2, M3 and M4 are illustrated in Fig. 9b, and mesh M5 in
Fig. 9c.
the step size HΩ/Nplanes, where Nplanes is the number of planes in which the
vertical axis is divided (see Fig. 9b and 9c). The mesh was concentrated
around the symmetry axis of the cylinder, where a uniform grid size (h)
was fixed in order to maximize the bubble resolution. The mesh size grows
exponentially to the border, where it reaches a maximum size (see Fig. 9b
and 9c).
Following the work of [9], the relevant physical quantities for the present
test case are determined by the Eo¨tvo¨s number (Eo), Morton number (M),
Reynolds number (Re), density ratio (ηρ) and viscosity ratio (ηµ) which are
defined as follows:
Eo =
gd2∆ρ
σ
M =
gµ41∆ρ
ρ21σ
3
Re =
ρ1UTd
µ1
ηρ =
ρ1
ρ2
ηµ =
µ1
µ2
(37)
where UT =
∫
Ω2
vyφdV/
∫
Ω2
dV is the terminal velocity of the bubble, ∆ρ =
ρ1−ρ2 specifies the density difference between the fluid phases, the subscript
1 refers to the heavier fluid and the subscript 2 to the lighter fluid. Further-
more, in order to get a quantitative measure of bubble shape, the sphericity
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Mesh Grid size (h) Re εRer sphericity (ζ) ε
ζ
r
M1 d/15 7.04104 0.341% 0.8160 1.18%
M2 d/20 7.04088 0.339% 0.8125 0.74%
M3 d/30 7.02213 0.017% 0.8099 0.42%
M4 d/40 7.01711 − 0.8065 −
M5 d/30 7.02801 − 0.8085 −
Table 7: Grid convergence and effect of the cell geometry, for Eo = 116, M = 41.1,
ηρ = 100 and ηµ = 100. Here ε
Re
r = |Reh=d/40 − Re|/Re, εζr = |ζh=d/40 − ζ|/ζ. Cell
geometry is detailed in Table 6.
is defined as
ζ =
pid2∫
Ω
||∇f ||dV (38)
3.3.1. Grid convergence and cell geometry
Fig. 10 and Table 7 show the effect of mesh refinement on the conver-
gence of terminal Reynolds number and sphericity, for the case Eo = 116,
M = 41.1, ηρ = 100 and ηµ = 100. There is a very slight difference in re-
sults obtained with meshes M3 and M4, which correspond to h = d/30 and
h = d/40 respectively, therefore mesh M3 will be used in discussion of numer-
ical results unless otherwise stated. Moreover, it is observed that estimated
errors illustrated in Table 7, are reduced with grid refinement. Regarding
the influence of cell geometry on numerical results, Fig. Fig. 10 and Table 7
show a very close agreement in the calculated Reynolds number and spheric-
ity, using the meshes M3 and M5, which are formed by triangular prisms and
hexahedral volumes respectively.
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Figure 10: Grid convergence, Eo = 116, M = 41.1, ηµ = 100 and ηρ = 100. Mesh
description (M1...M5) in Table 6. (a) Reynolds number. (b) Sphericity (bubble shape).
3.3.2. Effect of convective schemes
Numerical simulations have been performed in order to study the influ-
ence of the convective scheme used to discretize momentum Eq. 6, on the
terminal Reynolds number and bubble sphericity. Following the work of [1],
the finite-volume discretization of the convective term of Eq. 6 is based on
the use of flux limiters [44], L(θ), defined as
L(θ) ≡

1 Central difference limiter (CD),
max{0,min{2θ, 1},min{2, θ}} TVD Superbee limiter,
θ+|θ|
1+|θ| TVD Van-Leer limiter,
0 First-order upwind limiter.
(39)
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Figure 11: Effect of the convective scheme used to discretize momentum Eq. 6. Param-
eters Eo = 116, M = 41.1, ηµ = 100 and ηρ = 100. Mesh M3 with h = d/30, details in
Table 6. (a) Reynolds number. (b) Sphericity (bubble shape).
where θ is a monitor variable defined as the upwind ratio of consecutive gra-
dients of the velocity components. The reader is referred to [1] for technical
details on the application of flux limiters to discretize the convective term
on unstructured grids. Regarding the numerical results, Fig. 11 and Table
8 show that the use of different flux limiters lead to similar results for ter-
minal Reynolds number and sphericity, therefore a CD limiter will be used
on the discussion of numerical results unless otherwise stated. However, a
TVD-Superbee limiter is also employed in order to avoid numerical instabili-
ties, for instance, in flows that include high Reynolds numbers, ηρ > 103 and
ηµ > 103, or simulations with topology changes.
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Flux limiter Re sphericity (ζ)
CD 7.02213 0.8099
Superbee 7.04084 0.8086
Van Leer 7.03323 0.8089
Upwind 7.01109 0.8139
Table 8: Effect of the convective scheme used to discretize momentum Eq. 6, on the
terminal Reynolds number and sphericity, for Eo = 116, M = 41.1, ηρ = 100 and ηµ = 100.
Mesh M3 with h = d/30.
3.3.3. Bubble shapes and terminal velocity
For the sake of comparison, experimental results found in [4, 21, 9] and
numerical results reported by [22] are used as reference. Fig. 12a shows the
effect of Morton number on the bubble dynamics, given Eo = 116, ηρ = 100,
ηµ = 100 and Morton number varying from 5.51 up to 848. It is observed that
Re tends to a steady state value for all M , however, as the Morton number
increases the overshoot on Re is more pronounced, indicating that the bubble
motion has a tendency to reduce its stability. Particularly, the characteristic
overshoot of the instantaneous Reynolds number after the bubbles start to
ascend is well represented in the cases with M > 5.51. Regarding the mass
conservation error of the bubble phase, Fig. 12b proves the satisfaction of
this requirement, where a maximum error of O(10−5) is observed. Here,
the instantaneous mass is calculated and compared with the initial mass,
then mass conservation error is calculated by the expression Mr = |M(t) −
M(0)|/M(0) with M(t) = ∫
Ω
fdV .
Fig. 13 illustrates a qualitative comparison of the calculated bubble
shapes against experimental images reported by [4], for a wide range of Eo
and M , with ηρ = 100 and ηµ = 100. Moreover, Table 9 shows a quanti-
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Figure 12: Eo = 116, 1.31 ≤ M ≤ 848, ηµ = 100 and ηρ = 100. (a) Time evolution of
the Reynolds number. (b) Mass conservation error (Mr = |M(t) −M(0)|/M(0)). Here
M(t) =
∫
Ω
f(x, t)dV . The maximun mass conservation error is O(10−5).
tative comparison of terminal Reynolds numbers calculated by the present
VOF/LS method against experimental data of [4] and numerical results re-
ported by [22]. In addition Table 10 presents a comparison of VOF/LS results
against experimental data taken from the Grace diagram [9], for Eo = 10,
10−3 < M < 10, ηρ = 100 and ηµ = 100. Further details of the bubble
dynamics, including time evolution of Reynolds number, sphericity, bubble
shapes and wake patterns are illustrated in Figs. 14-19. Given the aforemen-
tioned results, it is observed that present simulations are in close agreement
with previous results from the literature, moreover, numerical stability and
accuracy of present VOF/LS method has been proved for a wide range of
dimensionless parameters.
As further validation for high density and viscosity ratios, a rising bubble
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Figure 13: Terminal bubbles shapes reported in experiments of [4] (top rows) and com-
putations performed by the present VOF/LS method (bottom rows). Simulations were
performed using ηρ = 100 and ηµ = 100.
Re
Eo M [4] [22] Present Mesh
116 848 2.47 2.317 2.33 M3
116 266 3.57 3.621 3.65 M3
116 41.1 7.16 7.0 7.02 M3
116 5.51 13.3 13.17 13.06 M3
116 1.31 20.4 19.88 19.65 M4
32.2 8.2× 10−4 55.3 52.96 52.84 M3
243 266 7.77 8.397 7.84 M3
339 43.1 18.3 17.91 17.64 M4
Table 9: Present computations for Eo = 116, 1.31 ≤ M ≤ 848, ηρ = 100 and ηµ = 100,
compared against experimental results from [4] and numerical results from [22].
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Re
Eo M [9] Present Mesh
10 10−3 23.6 23.53 M3
10 10−2 11.7 11.37 M3
10 10−1 4.9 4.92 M3
10 1 1.7 1.95 M3
10 10 0.6 0.70 M3
Table 10: Present computations for Eo = 10, 10−3 ≤ M ≤ 10, ηρ = 100 and ηµ = 100,
compared against experimental results taken from the Grace diagram [9].
Figure 14: Buoyant bubble for Eo = 10, M = 1 × 10−2, ηρ = 100 and ηµ = 100. Mesh
M3. (a) Reynolds number and bubble shape evolution. (b) Sphericity and streamlines
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Figure 15: Buoyant bubble for Eo = 116, M = 266, ηρ = 100 and ηµ = 100. Mesh M3.
(a) Reynolds number and bubble shape evolution. (b) Sphericity and streamlines
Figure 16: Buoyant bubble for Eo = 116, M = 5.51, ηρ = 100 and ηµ = 100. Mesh M3.
(a) Reynolds number and bubble shape evolution. (b) Sphericity and streamlines
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Figure 17: Buoyant bubble for Eo = 32.2, M = 8.2×10−4, ηρ = 100 and ηµ = 100. Mesh
M3. (a) Reynolds number and bubble shape evolution. (b) Sphericity and streamlines
Figure 18: Buoyant bubble for Eo = 243, M = 266, ηρ = 100 and ηµ = 100. Mesh M3.
(a) Reynolds number and bubble shape evolution. (b) Sphericity and streamlines
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Figure 19: Buoyant bubble for Eo = 339, M = 43.1, ηρ = 100 and ηµ = 100. Mesh M4.
(a) Reynolds number and bubble shape evolution. (b) Sphericity and streamlines
Figure 20: Buoyant bubble for Eo = 39.4, M = 0.065, ηρ = 714 and ηµ = 6670. Mesh
M3. (a) Dimensionless velocity, vb · ey(gd)−1/2 . (b) Sphericity and streamlines
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Figure 21: Comparison of wake structure reported in experiment of [21] and numerical
results of the literature [35, 37, 14], against computations using the present VOF/LS
method. Eo = 39.4, M = 0.065, ηρ = 714 and ηµ = 6670.
is simulated for dimensionless parameters Eo = 39.4, M = 0.065, ηρ = 714
and ηµ = 6670, which corresponds to experimental conditions used in one
of the cases reported by [21]. In order to avoid numerical instabilities in
this case with high density and viscosity ratios, a TVD-Superbee limiter is
used to discretize the convective term of momentum Eq. 6. Fig. 20a shows
that bubble is deformed until get a spherical cap shape at steady state,
moreover the terminal velocity calculated by VOF/LS method is U∗T,num =
v · ez(gd)−1/2 = 0.6110, whereas [21] reported a terminal velocity of UT,exp =
0.215m/s or equivalently U∗T,exp = 0.6226. Therefore, a slight difference of
1.8% is observed between present results and experiment reported by [21].
Fig. 21 illustrates a comparison of the bubble shape and wake structure
based on the present VOF/LS method, against experiment of [21], and other
interface capturing methods, including the body-fitted method [35], ALE
approach [37] and VOF approach [14]. Indeed, present result is in close
agreement with experiment of [21], and other numerical studies from the
literature.
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3.3.4. Drag coefficient and comparison with empirical correlation
In this section the numerical drag coefficient (CD) is compared against
experimental correlations and theoretical predictions from the literature. The
drag coefficient can be obtained from a simulation where a bubble is released
in an initially quiescent liquid. After to apply a force balance in the vertical
direction at steady state, CD can be expressed in terms of the terminal rise
velocity UT :
CD =
4(ρl − ρg)||g||d
3ρlU2T
(40)
[4] proposed an experimental correlation CD = f(Re) for fluids with Morton
number M > 4× 10−3:
CD =
(
(2.67)0.9 + (16/Re)0.9
)1/0.9
M > 4× 10−3 (41)
Moreover, [23] reports a drag coefficient based on theoretical predictions:
CD = 0.445
(
6 +
32
Re
)
(42)
[16] and [39] generalize the Stokes result for the viscous drag force on a solid
sphere, to fluid particles of arbitrary and finite internal viscosity, inferring
the drag coefficient at very low Reynolds numbers:
CD =
8
Re
2 + 3η−1µ
1 + η−1µ
Re 1 (43)
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Figure 22: Eo = 10, ηρ = 100, ηµ = 100, 10
−3 ≤M ≤ 10. (a) Drag coefficient (Cd) versus
Reynolds number (Re). (b) Reynolds number versus dimensionless time t∗ = tg1/2d−1/2.
(c) Terminal bubbles shapes.
Fig. 22a illustrates the drag coefficient versus Reynolds number for dimen-
sionless parameters given by Eo = 10, 10−3 ≤ M ≤ 102, ηρ = 100 and
ηµ = 100, while Figure 22b shows the time evolution of Reynolds number for
the aforementioned cases. Here it is observed that if M decreases then the
bubble deformation increases, as shown in Fig. 22c, therefore the spherical
bubble approximation given by Eq. 43 is valid for only high M . Moreover,
these numerical predictions for CD are in good agreement with correlations
given by Eq. 41 and Eq. 42.
Now, the numerical results presented in Table 9 and Table 10, for Eo =
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FV
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Rodrigue (2001), Eq. 46
Rodrigue (2001), Eq. 47
Figure 23: Velocity number (V ) as a function of the flow number (F ). Correlations are
taken from [34].
116 and Eo = 10 respectively, are used to evaluate the flow number (F ) and
the velocity number (V ), defined as:
F = g
(
d8ρ5l
σµ4l
)1/3
(44)
V = Ut
(
d2ρ2l
σµl
)1/3
(45)
Numerical results are compared to the empirical correlations reported by
[34]:
V =
F
12 (1 + 0.049F 3/4)
(46)
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V =
F
12 (1 + 0.0185F )3/4
(47)
Fig. 23 shows that numerical predictions are in good agreement with Eq. 46
and Eq. 47.
3.4. Coaxial coalescence of two bubbles
In this section the co-axial coalescence of two bubbles is simulated. The
spatial domain is the same that the previous test case, moreover it is divided
by triangular prisms cells according to the mesh M3 described in Table 6.
As initial condition two spherical bubbles of diameter d are aligned along to
the z − axis of the cylindrical domain (see Fig. 9), separated by a centroid-
centroid vertical distance of 1.5d. Both bubbles and their surrounding liquid
are initially quiescent, moreover fluid properties are given by the nondimen-
sional parameters Eo = 16, M = 2 × 10−4, ηρ = 100 and ηµ = 100, which
corresponds to the zone between skirted and spherical cap regimes according
to the Grace Diagram [9]. Free-slip boundary condition is used at the lateral
wall and no-slip boundary condition at the top and bottom boundaries. Fi-
nally, in order to avoid numerical instabilities, a TVD-Superbee flux limiter
has been used to discretize the convective term of momentum equation.
Fig. 24a shows the time evolution of Reynolds number, whereas Fig. 24b
illustrates the evolution of the interfacial surface, and stream-lines around
the merged bubble. In addition, snapshots of topological changes during the
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Figure 24: Coaxial coalescence of two bubbles, Eo = 16, M = 2 × 10−4, ηρ = 100 and
ηµ = 100. Mesh M3. (a) Reynolds number, Re(t) = ρcµ
−1
c db
∫
Ω
f(x, t)v(x, t) · eydV . (b)
Dimensionless interfacial area A(t)/A(0) with A(t) =
∫
Ω
||∇f(x, t)||dV , and streamlines.
(c) Velocity vectors and vorticity contours Ω · ez on the plane x − y at z = 0, for t∗ =
{2.77, 3.56, 4.36, 5.14}.
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Figure 25: (a) Computational setup and initial condition. (b) Droplet deformation
parameter, D. (c) Mesh configuration, triangular prism cells.
coalescence process are illustrated in Fig. 24c. As the bubbles rise, a liquid
jet is formed behind the leading bubble, which induces a severe deformation
in vertical direction of the following bubble. Then, once the two bubbles
are approaching, the trailing bubble accelerates because the suction by the
top bubble. As time progresses, the two bubbles start to touch, leaving a
mushroom-like structure. Finally, the thin liquid film between bubbles is
squeezed out and ruptured, completing the coalescence process. Numerical
predictions match fairly well in terms of bubble shapes with experimental
results reported by [6]. Moreover, present results are consistent with VOF
simulation from [48] and level-set simulations reported by [1].
3.5. Deformation of a droplet in a shear flow
A spherical drop of diameter d is located at the center of a computational
domain x ∈ [0, 8], y ∈ [0, 4], z =∈ [0, 8], without effect of gravity force,
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Figure 26: (a) Vorticity contours (ex · ∇ × v) on the droplet surface and on the plane
z − y at x = 0. (b) Time evolution of droplet shapes on the plane z − y at x = 0. Here
ηρ = 1, ηµ = 1, Re = 0.1, 0.05 6 Ca 6 0.3. Red line used for steady state shape.
Figure 27: (a) Droplet sphericity versus time. (b) Capillary number Ca versus Taylor
deformation parameter D. Present VOF/LS method (red symbol); B VOF [27]; − theory
[45]; 4 Lattice-Boltzmann method [54]; 5 boundary integral method [52];
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as shown in Fig. 25a. The opposite velocities ±U are imposed on the top
and bottom walls, periodic boundary condition is applied in x direction and
Neumann boundary condition in y direction. The initial condition at time
t = 0 is a drop with spherical form and the initial velocity field is linear inside
the computational domain. Computations have been performed using an
unstructured mesh formed by 1.94× 106 triangular prism cells with grid size
h = d/30, as is illustrated in Fig. 25c. This mesh was generated by a constant
step extrusion of a two-dimensional triangular grid along the y− axis, being
h the step size.
The deformation behaviour of the droplet is determined by the Reynolds
number (Re) and the capillary number (Ca). The viscosity is given by the
Reynolds number
Re ≡ ρcγ˙d
2
4µc
(48)
where the shear rate is defined by γ˙ = 2U/Lz. The capillary number is given
by
Ca ≡ γ˙µdd
2σ
(49)
This dimensionless parameter is a measure of the relative effect of the shear
stress versus the surface tension across the fluid-fluid interface. The Reynolds
number used in these test cases is Re = 0.1, while the capillary number is in
the range 0.05 6 Ca 6 0.3. The same viscosity and density are specified for
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both drop fluid and continuous fluid, thus ηρ = ρc/ρd = 1 and ηµ = µc/µd =
1, where the sub-index c is used for the continuous fluid and d the droplet
fluid.
The droplet shapes at steady state and some vorticity distributions are
illustrated in Fig. 26. The interface becomes ellipsoidal and its deformation
and rotation are larger as the capillary number increases. A theoretical
solution was derived by [45] to predict small distortions of the droplets from
the spherical form at slow speeds, on the hypothesis of Stokes flow. This
result show that the droplet is distorted into an ellipse where the deformation
parameter given by D = (L−B)(L+B)−1 (see Fig. 25b) is linearly changed
with the capillary number (Eq. 49). Here L and B denote the semi-major and
semi-minor axes of the ellipse, as is illustrated in Fig. 25b. Fig. 27a shows the
time evolution of droplet sphericity for 0.05 ≤ Ca ≤ 0.3, whereas in Fig. 27b
are plotted the Taylor deformation parameter (D) versus capillary number
(Ca). Here, it is observed a close agreement between present computations
using VOF/LS method, against previous results from the literature [45, 27,
54, 52]. Moreover, for small capillary numbers the shape in steady state is
close to the theoretical predictions of [45], while the theory underestimates
the droplet deformation parameter for large capillary numbers, as shown Fig.
27b.
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4. Conclusions
A coupled VOF/LS method, which combines the advantages and over-
comes the disadvantages of both techniques, has been proposed for computing
incompressible two-phase flows on unstructured meshes. From the compari-
son of the present numerical simulations against experiments and numerical
data from the literature, it is possible to conclude that this method is enough
robust to perform high accurate computations of interfacial flows with surface
tension. Moreover, an error less than O(10−5) in the mass conservation prop-
erty of the fluid phases is achieved because a VOF-PLIC method is used for
interface advection, while an accurate computation of interface curvature and
surface tension is performed by means of a level-set function reconstructed
from a geometrical algorithm. In addition, numerical stability of the present
unstructured VOF/LS solver has been proved for a wide range of dimension-
less parameters, including simulations with high density and high viscosity
ratios, and interfacial flow with topological changes. Altogether, these vali-
dations demonstrate that the present VOF/LS approach and the developed
code for simulating two-phase flows on collocated unstructured meshes can
be used for practical applications.
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