Firefly algorithm (FA) 
Introduction
The fireflies flash in order to attract a mating partner or to resist predators' aggression. With the inspiration motived by the research results on the modeling and the simulations of the behavior of the fireflies, Yang proposed the firefly algorithm (FA) [1] . Firefly algorithm is built on a physical feature of light intensity that reduces with the increase of the distance. As the distance between the firefly and the light source augments, the light absorption leads to the light becomes increasingly weak. [2] .
Similar to other metaheuristic search algorithms, firefly algorithm tends to suffer from the premature convergence issue, which is primarily due to the fast convergence feature and diversity loss of the fireflies' population during the search process. In recent years, many researchers focused on developing new firefly algorithm variants that avoid the premature convergence problem [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . These variants of the FA can be stated in four areas: parameter tuning and parameter control, algorithms use of learning strategies, hybridization with other search techniques and discrete FA variants. A preliminary summary of the above categories of the FA are listed below.
1) Parameter setting and control: The purpose of parameter setting and parameter control is to find more perfect parameter so as to help an algorithm perform well for range of issues. In basic firefly algorithm, the method of parameter setting is fixed which cannot be adjusted. Therefore, the proper selection of control parameters such as step value and light absorption coefficient significantly influences the convergence. There are many variants of firefly algorithm with variable step such as fuzzy settings [4, 13] , chaotic tuning [3, 14] , and self-adaptive step settings [8] during iterations.
2) Algorithms based on learning strategies: In [15] , they proposed to use quaternion for the statement of each firefly in FA in order to improve the performance of the original FA and keep away from any stagnation. Trunfio et al. [16] used a cooperative coevolutionary method for strengthening firefly algorithm with the purpose of bettering it much more competent under the condition of search spaces with multiple dimensions. In [17] , a robust firefly algorithm to solve global numerical optimization problems was proposed, in which the improvement included the addition of information-exchange strategy between the top fireflies, or the optimal solutions during the process of the light intensity updating. In [18] , the developer of the firefly algorithm, Yang formulated a new variant of algorithm by integrating Lévy flights with the search strategy via the FA.
3) Hybridization with other search techniques: In order to improve the performance of the basic FA, research focus has been aimed to alleviate the weaknesses of the original FA by integrating it with useful attributes of other evolutionary algorithms, such as genetic algorithm [19] , harmony search [20] , sequential quadratic programming [21] , simulated annealing algorithm [22] , particle swarm optimization [23] [24] , and etc.
4) Discrete firefly algorithm versions: The basic FA is designed for continuous optimization problems. However, many practical problems are formulated as discrete optimization problems. So the researchers proposed the discrete firefly algorithm to solve discrete optimization problems. Sayadi et al. [25] presented the discrete FA to solve the manufacturing cell formation problem. In [26] , they proposed a hybrid discrete firefly algorithm for multi-objective flexible job shop scheduling problem with limited resource constraints, and in [27] , they developed a discrete FA to actualize in the loading pattern optimization of nuclear reactor core. Farhoodnea et al. [28] presented a novel solution for the optimal placement and sizing of active power conditioners by utilizing the dynamic discrete FA.
In this paper, we propose an improved FA with a nonlinear time-varying step strategy. The proposed algorithm uses nonlinear decreasing step size with time-varying for all fireflies, which can balance the algorithm's ability of exploration and exploitation. Experiments on 20 benchmark test functions show the proposed algorithm has demonstrated a surprising effectiveness and accuracy in obtaining the optimal solution.
The rest of the paper is organized as follows. Section 2 describes briefly the basic firefly algorithm. Section 3 provides the detailed description of the nonlinear time-varying step strategy proposed in this paper. Section 4 presents the experimental settings and simulation results. Finally, the conclusion is drawn in Section 5.
A Brief Overview of the Firefly Algorithm
This section provides a brief description of the basic firefly algorithm.
The Biological Foundations of Firefly Algorithm
The firefly algorithm has two important factors: the brightness and attractiveness. Brightness shows the advantages or disadvantages of a firefly's position and determines its moving direction, while attractiveness determines the moving distance. The firefly algorithm achieves the objective optimization through the constantly updated brightness and attractiveness. As Yang [1] demonstrated, the firefly algorithm is based upon three idealized formulas as following:
1) All fireflies are unsexing so that one individual is attracted to others without regard to their sexes. The brightness of a firefly is computed by the scenario of the objective function, the better position, the higher brightness;
2) Attractiveness is proportional to a firefly's brightness. Therefore, for any two fireflies, the brighter one will attract the less bright one and the attractiveness reduces with their distance increases;
3) A particular firefly will move randomly if there is no brighter one than it.
The Description and Analysis of Firefly Algorithm
In general, We presume that the attractiveness of a firefly depends on its brightness which is equivalent to the encoded objective function [29] . As the distance increases from the source, the variations of brightness and attractiveness should be monotonically decreasing functions. The distance between any two individuals can be calculated based on Cartesian distance as follows.
where x ik is the k-th element of the i-th firefly and d is the dimension of the object function to be optimized. In practical applications, the attractiveness can be computed by the following form. 
here,  is the light absorption factor which can be treated as a constant. Since a firefly's attractiveness is proportional to the brightness, the attractiveness  of a firefly defines as follows.
where 0  is the attraction at 0 r  . Thus, the movement of a firefly i is attracted to the other more attractive one j is computed by (4) where x i and x j are the spatial coordinates of fireflies i and j. The second term is associated with the attractiveness. The third term is randomization with the factor  which is step size factor generated from interval [0 , Figure 1 shows that the firefly algorithm has one surrounding loop and two inner loops for iteration t when going through the population n. So the complexity of the firefly algorithm is 2 () O n t at the extreme case. As [1, 29] suggested, the population (n=40) is small and the iteration (t=5000) is large. Therefore, the computation cost is relatively lowcost because the algorithm complexity is linear on the basis of the iteration. If the population is relatively large, we can utilize one inner loop by sorting the attractiveness or brightness of all fireflies using sorting algorithms. On this occasion, the computational complexity of FA will be ( log( )) O n t n  . The main computational cost is to evaluate the objective functions, peculiarly for exterior black-box type objectives. This latter case is also true for all metaheuristic algorithms. All in all, for all optimization problems, the most computationally vast part is objective evaluations [30] .
Algorithm Complexity

The Nonlinear Time-Varying
Step Strategy for Firefly Algorithm
Motivation
In the basic FA, the third term of equation (4) is randomization with step  . In general, the method of setting step size is fixed ( 0.2
 
), which cannot variable to all fireflies. With a large step size, it is helpful for fireflies to explore new search space, but it is not useful to the convergence of global optimum. If the step size has a small value, the result is contrary. Therefore, the step  has a great effect on the exploration and convergence of the algorithm.
In general, an ideal step size setting should be as following: at early iteration, the step should adopt large value which can improve the algorithm's ability of exploration, and at later period the step should decrease which can enhance the algorithm's ability of exploitation.
To take into account the above issues, a nonlinear time-varying step strategy for firefly algorithm (NTSFA) is proposed.
Nonlinear Time-Varying Step Settings
As mentioned above, in firefly algorithm step  plays a key role in regulating the equilibrium of exploration and exploitation. In NTSFA, to balance the algorithm's ability between exploration and exploitation, the best firefly executes self-regulation of its step to accelerate its seeking for the global optimum. The rest of the fireflies employ the standard procedure and use the step decreasing linearly. The personalized step strategy is defined as follows.
where ()  t is the step at t iteration, MaxGeneration is the maximum of iterations. The decreasing nature of variable and dynamic strategy is graphically illustrated in Figure 2 .
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Figure 2. Variation of Step Over 1000 Iterations
From this figure we can see clearly that the step is large at early stage, and then decreases with the iteration increases. This strategy can help the proposed algorithm to improve its ability of exploration at early iteration, and enhance its ability of exploitation at later period.
Program Flow of the Proposed Algorithm
The implementation procedure of our proposed nonlinear time-varying step-size firefly algorithm can be described as follows:
Step 1: Create the initial population of fireflies, Step 4: Move every firefly to other brighter fireflies, the position of fireflies are computed by equation (4) ;
Step 5: Update the solution set;
Step 6: Terminate if a termination criterion is satisfied, or else go to Step 2.
Experimental Results and Discussion
This section gives the experimental settings that were utilized to evaluate the proposed NTSFA and presents the experimental results.
Benchmark Functions and Experiment Settings
We choose 20 benchmark functions to test the performance of NTSFA, and compare the results obtained by NTSFA and the basic firefly algorithm. All test functions are minimization problems and listed in Table I. All the programs were executed in Matlab 2010b under Windows 7 with 2 GB RAM. We adopt 100 independent runs so as to eliminate stochastic unconformity in each case study. As it suggested by literature [1] , the number of fireflies was 30, the dimension for f 11 -f 20 was 20 and the maximum iteration number was 1000. Other parameters are set as follows: the light absorption coefficient ( ) ( 11) 
Result Comparisons on Solution Accuracy
The best value, the worst value, the mean fitness and the standard deviation obtained by two algorithms are provided in Table II . The best results obtained for each function are highlighted in bold. The results show that NTSFA has a stronger ability to obtain the global optimum on all of the tested functions and outperforms the basic firefly algorithm signally only except functions f2 and f4.
To observe the convergence features of the NTSFA, both the basic firefly algorithm and NTSFA algorithms are tested on all tested functions. The fitness versus iteration for both the algorithms is shown in Figure 3 to Figure 22 .
From the figures, we can see that NTSFA converges to the global optimum closely and with more faster rate of convergence. As all the functions are minimization problems, the lower point it has when the algorithm stops, the better solution it gains in the end. In order to see clearly, we adopt the iteration Maxgeneration=300. The figures show that NTSFA is unlikely to be trapped into local optima but can achieve the global optimum gradually during the process, particularly on the functions f5 to f7, f11 to f20. 
Non-Parametric Test for Analyzing the Algorithms
In order to further evaluate the performance of the proposed algorithm, a non-parametric statistical tool, Wilcoxon's test is also conducted. Table III shows the results of using Wilcoxon's test for functions f1 to f20. The level of significance considered is α=0.05.
From Table III , it's easy to see that Wilcoxon's test obtain the p-values smaller than the level of significance α=0.05. According to the suggestion given in literature [31] , the smaller the p-value, the stronger the evidence against the null hypothesis, and the results in Table III are therefore showing a significant difference in the performance of the proposed NTSFA and the basic firefly algorithm for all of the functions. For the functions with large p-values the test is showing no statistical significant difference in the performance of the algorithms. Overall it is apparent from the results of the Wilcoxon's tests that the proposed NTSFA has significantly better performance than the basic firefly algorithm. 
NTSFA Performance on a Real-World Problem
K-means clustering algorithm is built on a partitioning way by virtue of data points which are continuously relocated to the nearest centroid. Though K-means clustering algorithm is popular, it has an essential weakness of getting into local optima that relies on the casually generated initial centroid values. In literature [32] , the constructs of the integration of biomimetic optimization algorithms into K-means clustering are proposed. In their case, the clustering process is driven by the biomimetic optimization way; the relocation of centroids in each procedure is the variable. The algorithms are aimed at minimizing an objective function which is defined as follows. (6) In this paper, we apply NTSFA to integration into k-means clustering for mouse dataset. All the experimental setting is implemented according to the literature [32] . The experimental results are shown in Table IV and the best results obtained for each function are highlighted in bold. The results in the Table IV give the significance of the proposed NTSFA as it is the best optimizer for the functions. From the table, it can be easily summarized that NTSFA has significantly outperformed the six other algorithms. All the values obtained by NTSFA are very low which denotes the searching accuracy Therefore, it can be concluded that NTSFA is an efficient optimization algorithm for practical problems.
Conclusion
In order to overcome the defaults of the basic firefly algorithm, a nonlinear timevarying step strategy firefly algorithm is presented. It uses nonlinear variable step size for all fireflies to better balance the algorithm's ability of exploration and exploitation. The performance of NTSFA has been tested on 20 test functions. The results clearly highlight that NTSFA behaves better. Finally, to further evaluate the performance of NTSFA, we apply it to integration into k-means clustering for mouse dataset. It is easy to see that NTSFA is an effective optimization tool.
