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Abstrat
This paper is onerned with the redution of a noisy synhronous
Boolean network to a oarse-grained Markov hain model. Consider an n-
node Boolean network having at least two basins of attration and where
eah node may be perturbed with probability 0 < p < 1 during one time
step. This proess is a disrete-time homogeneous Markov hain with 2n
possible states. Now under ertain onditions, the transitions between the
basins of the network may be approximated by a homogeneous Markov
hain where eah state of the hain represents a basin of the network, i.e.
the size of the redued hain is the number of attrators of the original
network.
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1 Noisy Boolean networks (NBNs)
1.1 Denition
Boolean networks (BNs) have been used for several deades as models of bio-
hemial networks, mainly to predit their qualitative properties and, in the
ase of geneti regulatory networks, to infer the inputs and interation rules of
their nodes from miroarray data (Kauman, 1969; Glass and Kauman, 1973;
Kauman, 1993; Li et al., 2004; Martin et al., 2007; Samal and Jain, 2008).
An n-node BN model onsists of n interating nodes whih, in the ontext
of biohemial networks, generally represent genes or moleular speies suh as
proteins, RNAs or metabolites. Let Xi(k) denote the Boolean variable desrib-
ing the state of node i at disrete time k = 0, 1, . . . If node i represents a protein,
then we say that if the value of the node is 1, then the protein is present, in its
ative form and its target (or substrate) present. Using De Morgan's law, the
negation of this onjuntion gives the interpretation for value 0: the protein is
absent or inative or its target (or substrate) absent.
Remark 1 A more onise interpretation instead of present (resp. absent) is
present and not being degraded (resp. absent or being degraded) or even present
and prodution rate greater than degradation rate (resp. absent or degradation rate
greater than prodution rate).
For an n-node synhronous BN, the interations between the nodes are mod-
eled by a set of n Boolean interation funtions suh that:
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Xi(k + 1) = Fi[X1(k), X2(k), . . . , Xn(k)], i = 1, 2, . . . , n, (1)
with Fi interation funtion of node i. If the state of node i at time (k + 1)
depends on the state of node j at previous time k, then node j is said to be
an input for node i. The number of inputs of a node is alled the onnetivity
of that node. The network is said to be synhronous beause as expressed in
(1) the n nodes are updated synhronously. Also from (1) the dynamis of the
network deterministi.
Let us take an example to illustrate some essential properties of BNs. Con-
sider the following BN:
X1(k + 1) = ¬X4(k)
X2(k + 1) = ¬X3(k)
X3(k + 1) = X1(k) ∨X2(k) ∨X4(k)
X4(k + 1) = X1(k) ∧X2(k) ∧X3(k), (2)
where symbols ¬, ∨ and ∧ represent logial operators NOT, OR and AND
respetively. The size of the state spae of this network, i.e. the number of
possible states, is 2n = 16 sine n = 4 here. From (2), the next state for eah
possible state an be omputed to obtain the state table of the network. Using
this state table then, the state diagram an be built. This is shown in Fig 1
where it an be seen that the state spae has been partioned into two disjoint
sets. These sets are alled basins of attration and are denoted by B1 and B2 in
the gure. Eah basin onsists of an attrator and some transient states. The
attrator of B1 is the xed point 1010: whatever the initial state in B1, the
network will onverge to 1010 and stay there forever. Attrators may also be
periodi as is the ase for basin B2. The size of a basin or of an attrator is the
number of states that onstitute it.
Now suppose that, due to random perturbations, eah node of a BN has
probability 0 < p < 1 to swith its state (0 to 1 or vie versa) between any
two times k and (k + 1). Then we get a noisy BN (NBN)1. The introdution
of disorder p is supported by the stohasti nature of intraellular proesses
oupled to the fat that, thermodynamially speaking, biohemial networks
are open systems.
One important dierene between a BN and a NBN is that in the latter,
transitions between the basins of the network are allowed. For example, in the
state diagram of Fig. 1, if we perturb simultaneously nodes 2 and 3 of attrator
state 1010 whih is in B1, then we go to transient state 1100 whih belongs to
B2.
1
Here, for the sake of simpliity, perturbation probability p is supposed to be independent
of time k and of the states of the nodes. If, for instane, for a partiular node, 0 to 1 random
swithing probability is set greater than 1 to 0 one, then it means that random perturbations
tend to turn the node ON rather than OFF.
3
0110 1010
01011101
0001 1001
1000 1011
1110
0010
010011000000
0011 01111111
B1 B2
Figure 1: State diagram of the four-node network dened by interation rules (2).
Interations between the nodes lead to the partitioning of the state spae into two
basins B1 and B2 of respetive sizes 6 and 10.
Remark 2 Flipping the value of single nodes has been envisaged by Kauman (1993)
in geneti Boolean networks to study their stability to what he alled minimal perturba-
tions. Shmulevih et al. (2002) proposed a model for random gene perturbations based
on probabilisti Boolean networks (a lass of Boolean networks that enlosed the lass
of synhronous Boolean networks by assigning more than one interation funtion to
eah node) in whih any gene of the network may ip with probability p independently of
other genes and interpreted the perturbation events as the inuene of external stimuli
on the ativity of the genes.
Let L(x;n, p) be the probability that exatly x nodes will be perturbed
during one time step. Then letting q = 1− p:
L(x;n, p) =


(
n
x
)
pxqn−x if 0 < x < n,
qn if x = 0,
pn if x = n.
(3)
This is the binomial probability distribution with parameters n and p. On
average, np nodes are perturbed at eah time step. The probability that at
least one node will be perturbed during one time step is therefore:
n∑
x=1
L(x;n, p) = 1− qn = r. (4)
Sine we are mainly interested in the behaviour of the network as p varies, in the
following n and x will be onsidered as parameters while p will be onsidered
as a variable. Thus we should write L(p;n, x) instead of L(x;n, p)2.
2L(p;n, x) is a funtion of p with parameters n and x. It is not a probability density
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p0.002 0.02 0.2 0.5
L(p; 4, 1) 0.0080 0.0753 0.4096 0.2500
L(p; 4, 2) 0.0000 0.0023 0.1536 0.3750
L(p; 4, 3) 0.0000 0.0000 0.0256 0.2500
L(p; 4, 4) 0.0000 0.0000 0.0016 0.0625
L(p; 8, 1) 0.0158 0.1389 0.3355 0.0312
L(p; 8, 2) 0.0001 0.0099 0.2936 0.1094
L(p; 8, 3) 0.0000 0.0004 0.1468 0.2188
L(p; 8, 4) 0.0000 0.0000 0.0459 0.2734
Table 1: Some values of the funtion L(p;n, x).
For 0 < x < n, L(p;n, x) has a maximum at p = x/n and L(0;n, x) =
L(1;n, x) = 0.
The Malaurin series of L(p;n, x) up to order 2 is:
L(p;n, x) =


1− np+ n(n− 1)p2/2 + . . . if x = 0,
np− n(n− 1)p2 + . . . if x = 1,
n(n− 1)p2/2 + . . . if x = 2,
0 + . . . if 2 < x ≤ n.
Thus one has:
L(p;n, x) =


1− np+ o(p) if x = 0,
np+ o(p) if x = 1,
o(p) if 2 ≤ x ≤ n.
(5)
This means that, n being xed, for suiently small p the probability that
2 ≤ x ≤ n nodes be perturbed during one time step is negligible ompared to
the probability that just one node be perturbed. Table 1 gives some values of
L(p;n, x) rounded to four deimal plaes. We see that at p = 0.002, L(p; 4, 1) =
0.0080 = 4p and L(p; 8, 1) = 0.0158 ≈ 8p.
1.2 The mean spei path
Consider a series of Bernoulli trials where eah time step denes one trial and
where a suess means that at least one node has been perturbed. From (4),
the probability that the rst suess will our on trial i is:
pi = r(1 − r)
i−1, i = 1, 2, . . . , (6)
whih is a geometri distribution with parameter r. The rst moment of this
distribution (the mean time between two suesses) is:
funtion. For xed p, L(p;n, x) is a probability.
5
τ =
1
r
=
1
1− qn
. (7)
We see that τ is a dereasing funtion of p and n, that tends to 1 as p→ 1 and
to ∞ as p → 0. Sine time step is unity, τ equals the mean number d of state
transitions between two suesses. By analogy with the mean free path of a
partile in physis
3
, d will be alled mean spei path. The term spei
is used to reall that between two suesses, the trajetory in the state spae is
spei to node interations, i.e., it is entirely determined by node interations.
For suiently small p one has r = 1 − qn ≈ np ≈ L(p;n, 1), where the last
approximation omes from (5). Hene, for suiently small p we may write:
pi ≈ np(1− np)
i−1, i = 1, 2, . . .
Depending on the value of p, dierent dynamial regimes are possible. For
p = 0, the network is trapped by an attrator where it stays forever. For
0 < p < 1, transitions between the basins of the network our. The more
p is lose to one, the shorter the times spent on the attrators, the more the
network suers from funtional instability. In the low p regime, the network
may both maintain a spei ativity for a long time period and hange its
ativity: funtional stability and exibility (or diversity) oexist.
1.3 Time evolution equation
A NBN is in fat a disrete-time Markov hain {Xk, k = 0, 1, . . .}, where Xk is
the random variable representing the state of the network at time k. The state
spae of an n-node BN will be denoted by {1, 2, . . . , E}, with E = 2n and with
state i orresponding to binary representation of (i − 1).
Let πij = Pr{Xk+1 = j|Xk = i} ≥ 0 be the onditional probability that the
network will be in state j at (k + 1) while in state i at k. The matrix of size E
whose elements are the πij 's will be denoted by Π and is alled the transition
probability matrix in Markov theory. The sum of elements in eah row of Π is
unity. Let z
(k)
i be the probability that the network will be in state i at time k
and denote by z
(k)
the vetor whose elements are the state probabilities z
(k)
i .
Given an initial state probability vetor z
(0)
, the vetors z
(1), z(2), . . . are found
from (Kleinrok, 1975):
z
(k+1) = z(k)Π, k = 0, 1, . . . (8)
Matrix Π is the sum of two matries:
1. The perturbation matrix Π′, whose (i, j)th element is equal to
π′ij =
{
phijqn−hij if i 6= j,
0 if i = j,
3
In kineti theory of gases, the mean free path of a gas moleule is the mean distane
traveled by the moleule between two suessive ollisions.
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where hij refers to (i, j)th element of Hamming distane matrix H , a
symmetri matrix that depends only on n. Element hij is equal to the
number of bits that dier in the Boolean representations of states i and
j. Diagonal elements of H are therefore 0. For example, if n = 2, H takes
the form:
H =


0 1 1 2
1 0 2 1
1 2 0 1
2 1 1 0

 . (9)
Note that in eah row of H , integers x = 1, 2, . . . , n appear respetively(
n
x
)
times. Thus from (3) and (4), the sum of elements in eah row of Π′
must be r.
2. The interation matrix Π′′. If the node interations are suh that starting
in state i the network is fored to transition to state j in one time step,
then (i, j)th element of Π′′ equals qn = 1 − r, otherwise it is 0. Notie
that if ith diagonal element of Π′′ equals qn then state i is a xed point
(attrator of size 1).
Therefore, for xed n, any probability πij will be either 0 or a funtion of p.
1.4 Stationary probability distribution
Sine p does not depend on k, the πij 's are independent of time. The hain
is thus homogeneous. As shown by Shmulevih et al. (2002) for geneti proba-
bilisti Boolean networks, for 0 < p < 1, the hain is irreduible and aperiodi.
Consequently, for given p there is a unique stationary distribution z¯ whih is
independent of z
(0)
(Kleinrok, 1975). The stationary distribution satises the
two equations:
z = zΠ and
∑
i
zi = 1. (10)
In addition, we have:
lim
k→∞
Πk = Π¯, (11)
where eah row of Π¯ is equal to vetor z¯.
Fig. 2 shows the stationary state probabilities z¯i for the network of Fig. 1
and two p values. Blue points orrespond to p = 0.04 and red ones to p = 0.4.
As an be seen in the gure, when p = 0.04, the stationary probabilities of the
transient states are small ompared to those of the attrator states (attrator
states are represented in bold type in the gure). Therefore in the low p regime,
the ativity of the network in the long term is governed mostly by its attrators
4
.
4
Equivalently, in the low p regime, it is mostly attrators that determine the fate of the
ells.
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Figure 2: Stationary state probabilities for the network shown in Fig. 1 and two
p values. Blue points: p = 0.04; red points: p = 0.4. Attrator states are in
bold type. The stationary probability of B1 (obtained by summing the stationary
probabilities of the states of B1) is 0.3270 when p = 0.04 and 0.3708 when p = 0.4.
Sine the size of B1 is 6, this probability onverges to 6/16 = 0.375 as p tends to
1.
In fat, the stationary probabilities of the transient states tend to 0 as p tends
to 0. Also notie for p = 0.04 the stationary probabilities of the seond attrator
almost equal.
As p tends to unity, the stationary probabilities tend to be uniform, i.e. as
p → 1 one has z¯i → 1/E = 1/16 = 0.0625 ∀i (see the ase p = 0.4). Thus for
p suiently lose to unity, the stationary probabilities of the transient states
are not negligible ompared to those of the attrator states.
Remark 3 For suiently small p, the stationary probability of an attrator state
may be approximated by Z¯∗/A where Z¯∗ is the limit as p→ 0 of the stationary oupa-
tion probability Z¯ of the basin ontaining the attrator and A the size of the attrator
(see further 4.3). Thus in the ase of the network of Fig. 1, we get for attrator
state 11 (xed point) that z¯11 ≈ 1/3 = limp→0 Z¯/1, and for the states of the seond
attrator, that eah stationary state probability ≈ 1/6 = limp→0 Z¯/4.
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2 Method for the alulation of the sojourn time
distribution in a basin of a NBN
Consider a BN having at least two basins. Consider a basin B of size B of this
network and a xed perturbation probability p. Let
Πb =
(
Q a
0 1
)
. (12)
The square B × B sub-matrix Q ontains the one-step transition probabilities
πij between the states of B. For example, in the ase of basin B1 of Fig. 1,
element (1, 4) of Q is equal to the one-step transition probability between state
2 (0001) and state 10 (1001). Element i of vetor a represents the one-step
transition probability between state i ∈ B and an absorbing state5 regrouping
states j /∈ B, i.e.
ai =
∑
j /∈B
πij =
∑
j /∈B
π′ij =
∑
j /∈B
phijqn−hij .
0 is a row vetor of length B with all elements zero and 1 is a salar.
From matrix Q, we an alulate the probability W (k) that the network will
be in basin B at time k given an initial probability vetor b(0) of length B with
sum of elements 1:
b
(k+1) = b(k)Q, k = 0, 1, . . . , (13)
and by denition:
W (k) =
B∑
i=1
b
(k)
i , k = 0, 1, . . . ,
with W (0) = 1.
Now we want the sojourn time distribution in B. We shall denote by S the
disrete random variable representing the sojourn time in B, with sample spae
s = 1, 2, . . ., and by ψs the probability distribution of S, i.e. ψs = Pr{S = s}.
For a given basin, ψs depends on p and initial vetor b
(0)
. It is given by:
ψs =W
(s−1) −W (s), s = 1, 2, . . . , (14)
while the umulative distribution funtion of S is:
ψˆs = Pr{S ≤ s} = 1−W
(s), s = 1, 2, . . . (15)
Matrix Πb in (12) represents an absorbing Markov hain (Snell, 1959), i.e. it
has at least one absorbing state and from every non-absorbing state (every state
∈ B) one an reah an absorbing state (any state /∈ B). If the hain is initially
in state i ∈ B, then the mean time spent in state j ∈ B before absorption is
5
A state suh that one reahed, it is not possible to esape from it.
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the (i, j)th element of fundamental matrix (I − Q)−1 (Snell, 1959). Thus if µ
denotes the mean of ψs then:
µ = b(0)(I −Q)−11. (16)
Here 1 is a olumn vetor of length B with eah element 1.
Also notie from the denitions of the mean of S and of ψs that µ an be
expressed as follows:
µ =
∞∑
k=0
W (k) = 1 +W (1) +W (2) + . . .
3 The problem of geometri approximation
Let gs be a geometri distribution with parameter pµ = 1/µ, i.e. ψs and gs
have same mean. Consider the maximum deviation between the umulative
distribution funtions (dfs) of these two distributions, namely:
δ∗ = max
s≥1
δ(s), (17)
with δ(s) = |ψˆs − gˆs| and gˆs the df of gs, i.e. gˆs = 1− (1− pµ)
s
, s = 1, 2, . . . In
probability theory, δ∗ is alled the Kolmogorov metri. As ψs, δ
∗
is not dened
for p = 0 and, for a given basin, depends on p and b(0). It omes from (15)
that:
δ(s) = |(1 − pµ)
s −W (s)|, s = 1, 2, . . . (18)
Thus δ(s) represents the absolute error between W (s) and its geometri approx-
imation (1 − pµ)
s
. For basins of size B = 1 (one xed point and no transient
states), ψs is given by (6) whih is geometri. Hene for suh basins δ
(s) = 0
∀s, p and thus δ∗ = 0 ∀p. This is a partiular ase and in the following we shall
study the behaviour of δ∗ as p tends to 0 without any assumptions on ψs.
The probability to exit B during (k, k + 1) is:
pe(k, k + 1) = Pr{S = k + 1|S > k} = 1−
W (k+1)
W (k)
, k = 0, 1, . . . (19)
This probability depends on k, p and b(0). In partiular, for B = 1, pe(k, k+1)
is onstant and equal to r. When p > 0, any state i ∈ B ommuniates with
any state j /∈ B, thus pe(k, k + 1) > 0 ∀k = 0, 1, . . . and therefore probability
W (k) is stritly dereasing.
Inversely, sine W (0) = 1, we have:
W (s) =
s−1∏
k=0
[1− pe(k, k + 1)], s = 1, 2, . . . (20)
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and thus
δ(s) = |(1− pµ)
s −
s−1∏
k=0
[1− pe(k, k + 1)]|, s = 1, 2, . . . (21)
We see that if pe(k, k + 1) = pµ ∀k then δ
∗ = 0. Also note the following:
1.
lim
p→0
µ =∞ ∀b(0). (22)
Whatever the initial onditions, as p beomes smaller, it takes on average
more and more time to leave the basin. Also this means that ∀b(0): pµ → 0
as p→ 0.
2.
lim
p→0
pe(k, k + 1) = 0 ∀k,b
(0). (23)
Whatever k and the initial onditions, the probability to leave the basin
during (k, k+1) goes to 0 as p→ 0. Indeed, from equations (13) and (19),
it omes that
pe(k, k + 1) =
∑
i∈B
aibˆ
(k)
i =
∑
i∈B
n∑
x=1
Γxi p
xqn−xbˆ
(k)
i , k = 0, 1, . . . , (24)
with Γxi ≥ 0 the number of ways of leaving B by perturbing x bits of state
i ∈ B6 and
bˆ
(k)
i =
b
(k)
i
W (k)
,
i.e.
∑
i∈B
bˆ
(k)
i = 1, k = 0, 1, . . .
In order to show that ∀b(0) any δ(s) tends to 0 as p tends to 0, we introdue
two propositions.
Proposition 1 For any basin of a noisy Boolean network with xed 0 < p < 1,
the fundamental matrix (I −Q)−1 has a real simple eigenvalue λ∗ > 1 whih is
greater in modulus than any other eigenvalue modulus, that is λ∗ > |λ| for any
other eigenvalue λ of (I −Q)−1. We have:
lim
k→∞
pe(k, k + 1) =
1
λ∗
.
6
This number is equal to the number of elements in row i of the Hamming distane matrix
H that are equal to x and whose olumn index j is suh that j /∈ B.
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For a given basin, the rate of onvergene depends on p and b(0) while the limit
1/λ∗ depends only on p.
From that proposition, we see that if ψs is geometri then pµ = 1/λ
∗
. For
example, if B = 1 then pµ = r = 1/λ
∗
.
Demonstration.
We have to show that:
lim
k→∞
W (k+1)
W (k)
= λb,
with λb = 1 − 1/λ
∗
a real simple eigenvalue of Q greater in modulus than any
other eigenvalue modulus and 0 < λb < 1.
Matrix Q is nonnegative. It is irreduible and aperiodi thus primitive. From
the Perron-Frobenius theorem, we have that: (1) Q has a real eigenvalue λb > 0
whih is greater in modulus than any other eigenvalue modulus. Sine Q is
substohasti, we have 0 < λb < 1. (2) λb is a simple root of the harateristi
equation of Q. Moreover (Douglas and Brian, 1999):
lim
k→∞
Qk
λkb
= vuT ,
with v and u right and left eigenvetors assoiated with λb hosen in suh a way
that u > 0, v > 0 and uT v = 1. The greater k, the better the approximation
Qk ≈ λkbvu
T
. Thus:
W (k+1) = b(0)Qk+11 ≈ b(0)λk+1b vu
T
1 ≈ b(0)λbQ
k
1 = λbW
(k).
Therefore:
W (k+1)
W (k)
→ λb as k →∞.
Proposition 2 µ is asymptotially equivalent to λ∗:
lim
p→0
µ
λ∗
= 1.
Sine λ∗ does not depend on b(0), the last statement is equivalent to say
that as p tends to 0, µ is less and less dependent on b(0). In other words, from
(16), the elements of vetor (I −Q)−11 tends to be equal as p→ 0.
Demonstration.
If ψs is geometri then µ does not depend on b
(0)
. Thus from (16) it omes
that:
(I −Q)−11 = µ1,
or equivalently
Q1 = (1−
1
µ
)1. (25)
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This means that (1 − 1/µ) is an eigenvalue of Q with assoiated eigenvetor
1. Sine Q is nonnegative primitive, by the Perron-Frobenius theorem, (1− 1µ )
must equal λb, whih implies µ > 1. Now λb = 1 − 1/λ
∗
. Thus µ = λ∗. From
(25) we see that the sum of elements in any row of Q is a onstant. This is
beause when ψs is geometri, the probability to leave the basin from any state
is onstant.
When Q is not geometri, the Perron-Frobenius theorem gives:
Qv = λbv, 0 < λb < 1.
Now as p tends to 0, Q tends to a stohasti matrix (beause vetor a tends to
vetor null). Therefore as p tends to 0, λb must tend to 1 and v must tend to
1. Thus for suiently small p we may write:
Q1 ≈ λb1, (26)
or equivalently
(I −Q)−11 ≈ λ∗1.
Therefore
µ = b(0)(I −Q)−11 ≈ b(0)λ∗1 = λ∗.
Thus as p → 0, µ will be less and less dependent on initial onditions and the
error in the above approximation will tend to 0. Note that sine λb → 1 as
p→ 0 we must have µ→∞ as p→ 0 whih is result (22).
Remark 4 As will be disussed later, approximation µ ≈ λ∗ may be good in some
neighborhood of some p (typially in the neighborhood of p = 0.5, see Fig. 13 in 4.3).
From Proposition 2 now, (1 − pµ)
s
will tend to (1 − 1/µ)s = λsb as p → 0.
On the other hand, from (26), we get
Qs1 ≈ λsb1,
and thus:
W (s) = b(s)1 = b(0)Qs1 ≈ λsb.
Hene from (18) any δ(s) will tend to 0 as p tends to 0, whatever b(0). Thus the
maximum will do so:
lim
p→0
δ∗ = 0 ∀b(0).
Sine the maximum deviation between the two dfs of ψs and gs vanishes as
p → 0, these two dfs tend to oinide as p tends to 0. Also this means that
(1−pµ)
s
is a good approximation to within ±δ∗ of W (s) at any and every s and
that the error an be made arbitrarily small by taking p suiently lose to 0
(but not equal to 0).
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In addition, from (22) we may write for suiently small p:
gˆs = Pr{S ≤ s} = 1− e
s ln(1−pµ) ≈ 1− e−pµs.
Yet the df of an exponential distribution with parameter γ is:
Pr{T ≤ t} = 1− e−γt.
For t = s and γ = pµ, the two probabilities are equal. Therefore, as p→ 0 and
∀b(0), the df of ψs tends to oinide with the df of an exponential distribution.
Sine µ is less and less dependent on b(0) as p → 0 (see Proposition 2), one
has for suiently small p that an exponential distribution an be used to
approximate the time spent in a basin of a NBN.
Remark 5 Depending on b
(0)
, ψs may be very lose to a geometri distribution while
p is not small. See Examples 1 and 2 below.
Suppose that for eah basin of a NBN the sojourn time S is suiently
memoryless. Then, under some additional assumptions that will be disussed
in setion 5, one may dene another disrete-time homogeneous Markov hain
Y˜k whose states are the basins of the network. (1) This new stohasti proess
is oarser than Xk sine only transitions between the basins of the network are
desribed. (2) The size of its state spae is in general muh smaller than E,
the size of the state spae of the original proess. (3) It has to be viewed as an
approximation. The tilde symbol in Y˜k is used to reall that in general, a basin
does not retain the Markov property (i.e., ψs is not geometri).
Example 1 Calulation of sojourn time distributions and illustration of the geo-
metri approximation problem. Let us take basin B1 of Fig. 1 with p = 0.02 and
b
(0)
i = 1/6 ∀i = 1, 2, . . . , 6, and let us ompute ψs and gs. The two distributions are
plotted in Fig. 3a. The irles stand for the probabilities ψs (µ = 13.3530), the points
for the probabilities gs (pµ = 1/µ = 0.0749). Fig. 3b shows W
(k)
and its geometri
approximation (1 − pµ)
k
versus time k. Maximum deviation δ∗ between the two is
2.3007%.
Table 2 gives µ and δ∗ for dierent p values and dierent initial onditions for the
two basins of Fig. 1. Eah of the four olumns below µ and δ∗ orresponds to one p
value, from left to right: p = 0.002, 0.02, 0.2 and 0.8. The mean values of the olumns
are also given (see the rows with Mean). For the alulation of µ, we onsidered two
types of initial onditions: (1) the network starts in one state of the basin (suessively
eah state of the basin was taken as initial state) and (2) b
(0)
i = 1/B ∀i = 1, 2, . . . , B
(see Unif. in the Table). We see that for the rst three values of p the mean sojour
times in B1 are smaller than those in B2 (see the rst three olumns below µ). Thus B1
is less stable than B2. Also alulated for eah basin and the four p values the variation
oeient of the sojourn times obtained with the rst type of initial onditions. The
results are (olumns 1, 2, 3 and 4): 0.1876, 1.7880, 9.3454 and 15.9039% for B1; 0.1566,
1.3030, 2.5152 and 17.0044% for B2. Therefore µ is less and less sensitive to the initial
state as p dereases, whih is in aordane with Proposition 2.
Another important observation in this table is that, depending on the initial ondi-
tions, ψs may be lose to a geometri distribution while p is not small (see in the table
the values of δ∗ when p = 0.2). Fig. 4 shows the funtions δ∗(p) for the two basins of
Fig. 1 and the uniform initial ondition. We see that in both ases δ∗(p) → 0 when
14
p→ 0, δ∗(0.5) = 0 (ψs is geometri at p = 0.5)
7
and δ∗(p) tends to a global maximum
as p → 1. For basin B1 (blue urve), there is one loal maximum at p = 0.112, while
for basin B2 (green urve) there are two loal maxima, one at p = 0.0530 and the
other at p = 0.3410, and one loal minimum at p = 0.2600 (0.0677%). As mentioned
above, funtion δ∗(p) depends on initial onditions. For example, if the network starts
in state 0000, then B2 has still one loal minimum but this now ours at p = 0.3640
(0.0830%).
Example 2 In this example, we illustrate the fat that while p is not small, ψs may
be lose to a geometri distribution, depending on b
(0)
. We take basin B1 of Fig. 1
and alulate ψs when initially the network is (a) in state 0101 and (b) in state 0110.
Fig. 5 shows the results. As an be seen in the gure, when the network starts in 0110,
ψs is lose to a geometri distribution whih is not the ase when the initial state is
0101.
To ompare the two approximations, we omputed the varianes σ2 and σ2g of ψs
and gs respetively and the total variation distane dTV between ψs and gs (another
probability metri) whih is given by:
dTV =
1
2
X
s≥1
|ψs − gs|.
The values of these parameters are given in Table 3. We see that the total variation
distane is about 10 times greater when the initial state is 0101 than when it is 0110.
The more geometri ψs, the smaller dTV , the better the approximations σ
2 ≈ σ2g and
µ ≈ λ∗.
Till now, we have assumed eah node of the network has the same probabil-
ity of being perturbed. In Example 3 below, we look at how the network of Fig.
1 behaves when one of its nodes is perturbed with a probability whih is high
ompared to the other nodes. Suppose nodes represent proteins. Within the
ell interior, some proteins may be more subjet to ompeting reations than
others. These reations may be assumed to at randomly
8
, either negatively or
positively, on the state of the target proteins. For example, some reations may
lead to protein unfolding while others, like those involving moleular haper-
ones, may resue unfolded proteins (Dobson, 2003). On the other hand, some
proteins may be more sensitive to physio-hemial fators, like temperature or
pH, inreasing their probability to be perturbed.
Example 3 In this example, it is assumed that one node is perturbed with a proba-
bility whih is high ompared to the other nodes. The behaviour of the network when
p → 1 is omplex and will not be disussed here so we take p1 = p2 = p3 = 10
−3
(the rst three nodes are rarely perturbed) and 0 < p4 ≤ 0.9. Fig. 6 shows z¯ for two
values of p4. For p4 = 0.04 (the blue points) the network behaves as if all the nodes
had the same probability p = 0.04 of being perturbed (see Fig. 2, the blue points).
Simulations have shown this to be true whatever the three rarely perturbed nodes.
When p4 inreases in ]0, 0.9], the stationary state probabilities do not tend to be equal
(see Fig. 6, the ase p4 = 0.9), rather, some transient states, typially state 0011 of
B2, tend to be more populated at the expense of attrator states (see attrator states
7
Whatever the initial onditions, at p = 0.5, µ = 8/5 for B1 and 8/3 for B2. See 5.1.2 for
analytial expression of µ when p = 0.5.
8
Due to the utuating nature of intraellular proesses.
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Figure 3: Sojourn time distribution and geometri approximation for basin B1
of Fig. 1 with p = 0.02 and b
(0)
i = 1/6 ∀i = 1, 2, . . . , 6. (a) Cirles: sojourn
time distribution ψs (with mean µ = 13.3530); points: approximating geometri
distribution gs (with parameter pµ = 1/µ = 0.0749). (b) Cirles: W
(k)
; points:
geometri approximation (1− pµ)
k
. Maximum deviation δ∗ is 2.3007%.
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Figure 4: Maximum deviation δ∗ (in %) as a funtion of p for the two basins of
Fig. 1 and initial onditions b
(0)
i = 1/B ∀i = 1, 2, . . . , B. Blue urve: basin B1.
Green urve: basin B2. One has δ∗(0.5) = 0 for both basins (ψs is geometri at
p = 0.5).
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Ini. ond. µ δ∗
B1 0001 126.00 13.52 2.37 1.54 0.39 3.44 7.47 10.39
0101 126.00 13.52 2.39 2.07 0.39 3.47 8.49 4.09
0110 125.50 13.02 1.94 2.28 0.00 0.00 0.92 10.66
1001 126.00 13.52 2.39 2.07 0.39 3.47 8.49 4.09
1010 125.50 13.02 1.94 2.28 0.00 0.00 0.92 10.66
1101 126.00 13.52 2.37 1.54 0.39 3.44 7.47 10.39
Mean 125.83 13.35 2.23 1.96 0.26 2.30 5.63 8.38
Unif. 125.83 13.35 2.23 1.96 0.26 2.30 4.59 2.72
B2 0000 252.85 27.68 4.27 3.77 0.39 2.96 2.31 5.40
0010 251.86 26.81 4.08 2.25 0.00 0.11 0.50 20.87
0011 252.36 27.26 4.22 3.77 0.20 1.63 2.59 5.42
0100 251.86 26.80 4.02 3.60 0.00 0.12 1.99 0.93
0111 251.86 26.80 4.02 3.60 0.00 0.12 1.99 0.93
1000 251.86 26.80 4.02 3.60 0.00 0.12 1.99 0.93
1011 251.86 26.80 4.02 3.60 0.00 0.12 1.99 0.93
1100 252.36 27.26 4.22 3.77 0.20 1.63 2.59 5.42
1110 251.86 26.81 4.08 2.25 0.00 0.11 0.50 20.87
1111 252.85 27.68 4.27 3.77 0.39 2.96 2.31 5.40
Mean 252.16 27.07 4.12 3.40 0.12 0.99 1.88 6.71
Unif. 252.16 27.07 4.12 3.40 0.12 0.81 0.24 2.81
Table 2: Mean sojourn time µ and maximum deviation δ∗ (in %) for the two basins
of Fig. 1. Two types of initial onditions have been onsidered: (1) the network
starts in one state of the basin (suessively eah state of the basin is taken as initial
state) and (2) eah element of b
(0)
is one divided by the size of the basin (see Unif.
in the Table). The four olumns below a parameter (µ or δ∗) orrespond from left
to right to p = 0.002, 0.02, 0.2 and 0.8. The mean value for eah olumn is also
indiated (see Mean). Attrator states are in bold type.
0101 0110
δ∗ (%) 8.49 0.92
dTV (%) 10.75 1.18
σ2 2.38 1.91
σ2g 3.34 1.82
λ∗ 2.00 2.00
µ 2.39 1.94
Table 3: Comparison between two geometri approximations. See Fig. 5 for details.
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Figure 5: Comparison between two geometri approximations. Two dierent initial
states are taken in basin B1 of Fig. 1 with p = 0.2 (see table 2). Cirles: probabil-
ities ψs. Points: geometri approximation gs. (a) Initial state 0101. δ
∗ = 8.49%,
µ = 2.39. (b) Initial state 0110. δ∗ = 0.92%, µ = 1.94.
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Figure 6: Stationary state probabilities for the network shown in Fig. 1 and non-
equiprobable node perturbations. The rst three nodes are rarely perturbed: p1 =
p2 = p3 = 10
−3
. Blue points: p4 = 0.04; red points: p4 = 0.9. Attrator states
are in bold type.
1000, 1010, 1011 and 1110 in Fig. 6)
9
.
Fig. 7a shows distribution ψs with approximating distribution gs for basin B2,
p4 = 0.1 and state 0011 as initial state. Maximum deviation δ
∗
is 8.2011%. Note the
splitting of ψs into two subdistributions, one for odd frequenies and the other for
even frequenies. Probabilities W (k) and approximations (1− pµ)
k
are plotted in Fig.
7b.
4 The geometri approximation in (n, C) networks
In Example 1, we illustrated, using the network of Fig. 1, the fat that as p
tends to 0, the df of the time spent in a basin of attration approahes the df
of a geometri (resp. exponential) distribution and that the expeted sojourn
time tends to be independent of initial onditions (see the dereases of δ∗ and
9
At the ell population level, this means that a ell population would exhibit phenotypes
that ould not have been observed (or not easily observed) in the low p regime. Note that
these phenotypes are not neessarily survivable for the ells.
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Figure 7: Sojourn time distribution and geometri approximation for basin B2 of
Fig. 1. The rst three nodes are rarely perturbed: p1 = p2 = p3 = 10
−3
; p4 = 0.1.
Initially, the network is in state 0011. (a) Cirles: distribution ψs (with mean
µ = 22.9653); points: approximating geometri distribution gs (with parameter
pµ = 0.0435). For the sake of larity, sojourn times s > 70 have been omitted. (b)
Cirles: W (k); points: geometri approximation (1− pµ)
k
. Maximum deviation δ∗
is 8.2011%.
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variation oeient as p beomes smaller, respetively in Table 2 and in the
text). As will be seen later, for this network, a two-state disrete-time (resp.
ontinuous-time) homogeneous Markov hain may be used for approximating
basin transitions in the low p regime, i.e., a oarse-grained desription of this
network exists in the low p regime.
Now we address the problem of geometri approximation in randomly on-
struted (n,C) networks. A random (n,C) network is built by randomly hoos-
ing for eah node C inputs and one interation funtion (Kauman, 1993).
4.1 (n, C) networks and ondene intervals
Six (n,C) ensembles were examined taking n = 6, 8 or 10 (E = 64, 256 or 1024)
and C = 2 or 5. Eah basin of a randomly onstruted network was perturbed
with p = 0.002, 0.01, 0.02, 0.1, 0.3, 0.5 and 0.8.
Aording to the lassiation of Kauman (1993), (n, 2) networks are om-
plex while (n, 5) ones are haoti. One dierene between these two ensembles
of networks, whih is of partiular interest here, is that in the former If the
stability of eah state yle attrator is probed by transient reversing of the a-
tivity of eah element in eah state of the state yle, then for about 80 to 90
perent of all suh perturbations, the system ows bak to the same state yle.
Thus state yles are inherently stable to most minimal transient perturbations.
(Kauman, 1993, p. 201). In haoti networks, the stability of attrators to
minimal perturbations is at best modest (Kauman, 1993, p. 198).
For eah (n,C) ensemble, we generated about 2500 basins (whih orre-
sponds to about 700 to 800 networks depending on the ensemble). We es-
tablished ondene intervals for three statistial variables of whih two are
probabilities:
1. Consider an n-node network. For eah of its basins, one an dene two
onditional probabilities: (1) the onditional probability α of leaving the
basin given that one attrator bit out of nA has been ipped, with A the
size of the attrator, and (2) the onditional probability β of leaving the
basin given that one basin bit out of nB has been ipped.
In eah basin sample, a small proportion of basins having α = 0 were
found. The 25th perentile of the relative size B/E of α = 0 basins was
more than 0.8 for C = 2 networks and 0.9 for C = 5 ones. Thus α = 0
basins are most often big basins. We alulated 2 ratios: ratio κ¯ between
the median mean sojourn times of α = 0 and α > 0 basins and ratio
κ∗ between the maximum mean sojourn times of the two types of basins.
These ratios are given in Table 4 for (n, 2) networks and four p values. In
the ase of α = 0 basins, the omputation of ψs for p = 0.01 and stopping
riterion ψˆs > 0.9999 varies between a few minutes to several days using a
PowerEdge 2950 server with 2 Quad-Core Intel Xeon proessors running at
3.0 GHz. As an be seen from this table, with p dereasing, the maximum
mean sojourn time of α = 0 basins inreases drastially ompared to that
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p0.03 0.05 0.1 0.5
κ¯ n = 6 30.1612 19.9012 12.1390 6.8534
n = 8 44.3541 26.0081 15.1438 11.9929
n = 10 35.5351 21.6376 14.5090 10.3930
κ∗ n = 6 122.3414 19.3446 3.6270 1.0000
n = 8 300.3482 32.4353 3.1643 1.0000
n = 10 542.8109 67.3100 4.9887 1.0000
Table 4: Comparison between median mean sojourn times of α = 0 and α > 0
basins (ratio κ¯) and between maximum mean sojourn times of both types of basins
(ratio κ∗) for (n, 2) networks and four p values. Calulation of ψs: at time 0, the
states of the basin are equiprobable. The proportions of α = 0 basins for samples
n = 6, 8 and 10 were found to be 4.0759, 3.1989 and 2.5971% respetively.
of α > 0 basins10. The proportion of α = 0 basins varies in our samples
from 1.7 to 4.1% depending on the ensemble. For xed C, it is a dereasing
funtion of n and for xed n, it is smaller in the haoti regime than in the
omplex one. Although we do believe that α = 0 basins have not to be
rejeted from a biologial interpretation perspetive, networks with at least
one α = 0 basin were omitted during the sampling proedure (essentially
beause of the high omputational time that is needed to ompute ψs
when α = 0 and p is small).
Fig. 8 shows the onditional probabilities α for sample (8, 2). For an
n-node network, one an dene n main probability levels 1, 2, . . . , n orre-
sponding to probabilities 1/n, 2/n, . . . , 1. The perentage of data points
loated in main probability levels are given in Table 5 for the six samples
and the two onditional probabilities α and β. It an be seen from this
table that whatever the onnetivity and the onditional probability, this
perentage dereases when n inreases. For a given onditional probability
and any n, it is greater in the omplex regime than in the haoti one.
The statistial analysis of the six data samples has shown the following.
For C = 2, there is a lear quantization of α and a weak one of β. Also
the histograms of α and β are symmetri (skewness equal to ∼ 0.2). For
C = 5, the quantization of α is weak and there is no obvious quantization
of β. The histograms of α and β are negatively skewed (skewness equal to
∼ −0.9) and the last two main probability levels (n−1) and n are strongly
populated ompared to the other ones.
10
For α = 0 basins, the onditional probability αx of leaving the basin given that 2 ≤ x ≤ n
bits of an attrator state have been perturbed may be non null. However L(p;n, x) = o(p) for
2 ≤ x ≤ n. On the other hand, for transient states and suiently large k one has bˆ
(k)
i → 0
as p→ 0.
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Figure 8: Conditional probabilities α > 0 sorted in asending order, sample (8, 2).
About 74% of the data points are in main probability levels. These orrespond to
probabilities 1/8, 2/8, . . . , 1.
C n α β
2 6 78.6 52.0
8 73.9 45.9
10 70.2 35.3
5 6 56.6 31.5
8 50.8 23.5
10 43.6 15.4
Table 5: Perentages of data points loated in main probability levels for the six
ensembles (n,C) and the two onditional probabilities α > 0 and β > 0.
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α β
C n Mean Median Mean Median
2 6 0.5057 0.5000 0.4817 0.5000
8 0.4523 0.4375 0.4294 0.4144
10 0.4149 0.4000 0.3907 0.4000
5 6 0.6869 0.7917 0.6852 0.7778
8 0.7032 0.8125 0.7038 0.8219
10 0.7050 0.8125 0.7106 0.8375
Table 6: Mean and median of onditional probabilities α > 0 and β > 0 for the six
ensembles (n,C).
Table 6 gives the mean and median of probabilities α and β for the six
ensembles (n,C). For xed n, the mean and median of both onditional
probabilities are higher for haoti basins than for omplex ones. Addi-
tionally, for C = 2 basins, the mean and median derease with n while for
C = 5, both inrease with n (exept for the median of α).
2. The third statistial variable is the mean time spent in a basin, µ. For
C = 2 and any n, there is a lear quantization at p = 0.002 whih rapidly
disappears as p inreases. For C = 5 and any n, there are only two levels
of quantization at p = 0.002 and these rapidly vanish as p inreases. Also
notie that the minimum of µ is equal to the mean spei path d = τ
whih, aording to (7), does not depend on C.
Most of the limits of the 95% ondene intervals ranged between 1.5 and
2.5% (for α and β: ondene interval for the mean if C = 2, for the median
and for the trimmed mean if C = 5; for µ: ondene interval for the trimmed
mean)
11
.
4.2 Simulation results and disussion
Most of the basin variables (suh as µ or δ∗) were positively skewed. Therefore
for eah of these variables we alulated quartiles Q1, Q2 (the median) and Q3.
For the alulation of µ, two types of initial onditions were onsidered:
1. Eah element of b
(0)
is equal to 1/B. We all this ondition the uniform
initial ondition.
11
Two methods were used: a nonparametri method based on the binomial distribution (for
the median only) and the bootstrap method (used for the median and the trimmed mean).
For the trimmed mean, we averaged the sample data that were (1) between the 25th and 75th
perentiles, (2) less than the 75th perentile and (3) less than the 90th perentile.
25
2. We pik one state of the basin at random and plae initially the network
in that state (the elements of b
(0)
are all 0 exept one whih is equal to
1). We all this ondition the random initial ondition.
Let's start with the basin variable µ. First the uniform initial ondition.
Coeients of skewness for µ distributions mostly ranged from 5 to 15 with
mean of 10.0568 (strong skewness). For example, for sample (8, 5) with p = 0.01,
we obtained a oeient of skewness of 10.2415, a mean of 44.7471, a median
of 15.7922, a 75th perentile of 26.0523, a 99th perentile of 608.4743 and a
maximum of 3.0117 × 103. A small proportion of the mean sojourn times are
therefore very far from the median (taken here as the entral tendeny). The
three quartiles of µ versus ln p are shown in Fig. 9 for the six ensembles (n,C).
The blue squares orrespond to C = 2 and the red triangles to C = 5. The
size of a symbol is proportional to n. For the sake of larity, the absissæ of
the points orresponding to ensembles (6, C) and (10, C) have been translated
(respetively to the left and to the right of the p values).
It an be seen from Fig. 9 that: (1) for xed p and any C, the median of µ
is a dereasing funtion of the size n of the network (not true at p = 0.5 and
0.8), although α dereases with n (see Table 6). (2) For xed C and any n, the
median of µ is a dereasing funtion of p. (3) For xed p and any n, median µ of
haoti basins (C = 5) is less than that of omplex ones (C = 2). At p = 0.002,
the medians of µ for C = 5 ensembles are respetively 1.58, 1.86 and 2.02 times
smaller than those for C = 2 ones. Similar but smaller values were found for
p = 0.01 and p = 0.02. We therefore onrm the results of Kauman (1993, p.
198, 201 and 488-491) that haoti basins are less stable to node perturbations
than omplex ones.
We looked for the relationship between the median of µ and p. We found
that for suiently small p:
Q(2;µ) ≈
c2
p
, (27)
i.e. the median of the mean sojourn time is inversely proportional to p. The
proportionality onstant c2 has been estimated by the least squares method
for the six ensembles (n,C) and was found to derease when n inreases (only
the rst three data points were tted, i.e. the points with absissa p = 0.002,
0.01 and 0.02). For C = 2, we obtained c2 = 0.3342, 0.2871 and 0.2510; for
C = 5, c2 = 0.2117, 0.1547 and 0.1242. Thus for xed n, haoti basins are less
sensitive to a variation in p than omplex ones. The result of the least squares
t is presented in Fig. 10. Graph (a) shows the hyperboli relationship between
the median of µ and p for the six ensembles (n,C). For the sake of larity, the
funtions were drawn up to p = 0.05. When a logarithmi sale for eah axis
is used, one obtains the graph (b) whih shows for the three ensembles (n, 2)
a linear relationship between lnQ(2;µ) and ln p at low p (up to p = 0.02 on
the graph)
12
. The same rule applies to the three ensembles (n, 5). We will see
further how to express c2 in funtion of n and median α probability.
12
The three straight lines in Fig. 10b were obtained by the least squares method applied to
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Figure 9: Median and interquartile range of mean sojourn time µ versus ln p for the
six ensembles (n,C). Calulation of ψs with the uniform initial ondition. Quartiles
Q1 and Q3 are indiated by horizontal bars. Blue squares: omplex regime (C = 2);
red triangles: haoti regime (C = 5). The size of a symbol (square or triangle) is
proportional to n.
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Figure 10: Fit of (27) by the least squares tehnique. (a) Linear sale for both axis,
ts for the six ensembles (n,C). For the sake of larity, the points with p > 0.05
have been omitted. Blue squares: C = 2; red triangles: C = 5. The size of a
symbol is proportional to n. (b) Logarithmi sale for both axis (ln-ln), ts for
ensembles (n, 2) only. The size of a symbol is proportional to n.
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With the random initial ondition, the quartiles of µ are very lose to those
obtained with the uniform initial ondition.
We then alulated for eah basin the relative error between the mean so-
journ time obtained from the uniform initial ondition and that obtained from
the random initial ondition. This error is null at p = 0.5 (as for the network
of Fig. 1, this is beause ψs is geometri at p = 0.5). The quartiles of the error
tend to 0 as p→ 0 and they reah a maximum at p = 0.1 whatever the network
ensemble. Thus the smaller p, the more µ is independent of initial onditions.
To end, we turn to the maximum deviation δ∗. First the uniform initial
ondition. The results for the six (n,C) ensembles are presented in Fig. 11. At
p = 0.002 and for xed C, the quartiles inrease linearly with n, exept the rst
quartile of C = 2 basins whih is onstant and approximately equal to 0.0005%
(whatever n, 25% of C = 2 basins have a sojourn time that is geometri or
losely follows a geometri distribution).
For both onnetivities, the funtions Q(2;δ∗)(p) and Q(3;δ∗)(p) have similar-
ities with the funtions δ∗(p) of Fig. 4: they tend to 0 when p → 0, they have
at least one loal maximum in 0 < p < 0.5 and are null at p = 0.5.
With the random initial ondition, the seond and third quartiles of δ∗ in-
rease for most of the six ensembles (n,C) ompared to the uniform ase. Qual-
itatively, the behaviour of the quartiles with respet to p is similar to the one
found with the uniform initial ondition.
To summarize setions 3 and 4, we have the following proposition:
Proposition 3 Consider a basin of a noisy Boolean network. As p tends to 0
then:
1. whatever the initial onditions, µ→∞.
2. µ tends to be independent of the initial onditions: µ → λ∗ with λ∗ > 1
the Perron-Frobenius eigenvalue of fundamental matrix (I −Q)−1.
3. whatever the initial onditions, δ∗ → 0, where δ∗ is the Kolmogorov dis-
tane between the umulative distribution funtion of the sojourn time S
in the basin and that of a geometri distribution gs having the same mean
as S.
4. gs onverges to an exponential distribution.
Proposition 3 does not guarantee the existene of a oarser representation
of a NBN in the low p regime. What an be said from this proposition is that
if suh a representation exists, then it is in general an approximation of the
original proess and it an always be expressed in a disrete or ontinuous time
framework. Thus we are lead to the proposition below that will be disussed in
more details in the next setion:
the linearized problem: Y2 = a2 −X where Y2 = lnQ(2;µ), a2 = ln c2 and X = ln p. Only the
rst three data points were tted.
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Figure 11: Geometri approximation for (n,C) ensembles. Median and interquartile
range of δ∗ (in %) versus ln p. Calulation of ψs with the uniform initial ondition.
Blue squares: C = 2; red triangles: C = 5. As p → 0, the three quartiles of δ∗
tend to 0.
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Proposition 4 Consider a noisy Boolean network and suppose there exists a
oarser time-homogeneous representation of this network in the low p regime.
Then the dynamis between the basins of the network may be approximated by
a system of linear ordinary dierential equations with size being equal to the
number of attrators of the network.
Reall that Proposition 3 does not mean that ψs an never be geometri
nor be approximated by a geometri distribution when p is not suiently lose
to 0. For example we know ψs is geometri when p = 0.5 or when B = 1
whatever 0 < p < 1. One dierene between a strongly and a weakly perturbed
network is that in the latter, sine the mean spei path d is large ompared to
1, the network spends long periods on the attrators without being perturbed.
Under normal onditions, biohemial networks are supposed to work in the low
p regime beause as explained in 1.2, this regime is assoiated with funtional
stability.
4.3 Approximation formula for the mean time spent in a
basin of a NBN
For suiently small p, (i, j)th element of Π′ an be approximated by (i 6= j):
π′ij = p
hijqn−hij ≈
{
p if hij = 1,
0 if hij > 1.
From (24) then we may write:
pe(k, k + 1) ≈ p
∑
i∈B
Γ1i bˆ
(k)
i . (28)
We see that in the low p regime, the probability pe(k, k + 1) depends on time
and initial onditions.
Now for suiently small p, we have the following:
µ ≈ 1/npα, (29)
whih, from Proposition 2, is equivalent to:
lim
p→0
npαλ∗ = 1.
To show approximation formula (29), we onsider two ases:
1. Suppose for any given 0 < p < 1, the elements of vetor a are equal. Then
from (24) pe(k, k+1) is onstant whih means ψs geometri. Thus taking
p suiently small, Γ1i must be the same for all state i ∈ B and therefore
from (28):
1/µ = pµ ≈ pΓ
1 = npα, (30)
with α = AΓ1/nA and A the size of the attrator.
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Note that: (1) if A = B = 1, it omes that pµ = r ≈ np and therefore
µ = τ ≈ 1/np. (2) If A = B = 2, then ψs is geometri sine in this ase
Q is a symmetri matrix of size 2. If one starts with probability 1 in one
of the two states, then eah probability bˆ
(k)
i will be periodi with period
2. (3) If ψs is geometri then the parameter of the distribution may be
written:
pµ =
n∑
x=1
L(p;n, x)αx,
with α1 = α and α2, α3, . . . , αn onditional probabilities dened as α
exept that rather than perturbing one bit we perturb 2, 3, . . . , n bits
simultaneously. Taking p suiently small in this formula, we retrieve
approximation (30).
2. If ψs is not geometri, then for suiently small p it omes from (28) that
∀b(0) pe(k, k + 1) must tend to p
∑
i∈A Γ
1
i /A as k → ∞ sine bˆ
(k)
i must
tend to a value whih is lose to 0 ∀i ∈ B \A and to a value whih is lose
to 1/A ∀i ∈ A. From Propositions 1 and 2 then, we get (29) with:
α =
∑
i∈A
Γ1i /nA.
Remark 6 We see from (29) that the quantization of µ observed at p = 0.002 for
(n, 2) ensembles (and to a lesser extent for haoti ensembles) is a diret onsequene
of the quantization of α for these ensembles (see Fig. 8 and point 2 of 4.1).
From (7) and (29) we get for suiently small p that:
µ ≈ τ/α, (31)
Therefore, in the low p regime, the mean time spent in a basin of a NBN is
approximately proportional to the mean spei path d = τ . As shown in
Fig. 12 for the six ensembles (n,C) (ln-ln plot), the relative error ǫr done in
approximation (31) dereases as p beomes smaller. It an also be seen in the
gure that in the low p regime, C being xed, median ǫr inreases with n,
and that while at xed n the median error for haoti basins is smaller than
for omplex ones, the interquartile range for the former is greater than for the
latter.
The statistial basin variables in equation (29) are µ and α. Sine the hy-
perboli funtion is stritly monotone dereasing, the median of 1/α is equal to
the inverse of the median of α. Thus the onstant c2 in equation (27) must be
approximately equal to c˜2 = 1/nQ(2;α), where Q(2;α) stands for the median of
α. For C = 2, the values of c˜2 were found to be (n = 6, 8 and 10) 0.3333, 0.2857
and 0.2500; for C = 5, we found c˜2 = 0.2105, 0.1538 and 0.1231 respetively.
These values of c˜2 are indeed very lose to the values of c2 that have been ob-
tained by the least squares method in subsetion 4.2 (the relative error between
c2 and c˜2 ranges from 0.25 to 0.90%).
The rst and third quartiles of µ satisfy a relation of the same type as (27):
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Figure 12: Approximation of µ using (31). Quartiles of relative error ǫr (in %)
versus p (ln-ln frame) for the six ensembles (n,C). The initial ondition for the
alulation of ψs is the uniform one. Blue squares: C = 2; red triangles: C = 5.
The size of a symbol (square or triangle) is proportional to n.
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Figure 13: Comparison between µ (blue urve), λ∗ (green urve) and 1/nαp (red
urve) versus p (ln-ln plot) for basin B1 of Fig. 1 and uniform initial ondition.
Q(1;µ) ≈ c1/p, Q(3;µ) ≈ c3/p,
where c1 ≈ c˜1 = 1/nQ(3;α) and c3 ≈ c˜3 = 1/nQ(1;α). The rst (resp. third)
quartile of µ is thus linked to the third (resp. rst) quartile of α. For eah
ensemble (n,C), we an dene as many onstants c˜i as there are perentiles.
Fig. 13 shows µ (in blue), λ∗ (in green) and 1/nαp (in red) versus p (ln-ln
plot) for basin B1 of Fig. 1 and the uniform initial ondition. For small p
(p < 10−2 on the gure), these three funtions behave identially. For p = 0.5,
we see that µ = λ∗. For basin B2 of Fig. 1 and the uniform initial ondition, µ
is very lose to λ∗ whatever 0 < p < 1 (gure not shown). Thus formula µ ≈ λ∗
may be aurate even if p is not small, whih is not the ase for approximation
µ ≈ 1/nαp.
Sine pµ = 1/µ, from (7) and (29) we an express pµ through some approx-
imation formulas valid in the low p regime:
pµ ≈ npα. (32)
Sine for suiently small p, r ≈ np, we may write:
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pµ ≈ rα. (33)
If α is in the ith main probability level (see 4.1), then:
pµ ≈ ip, i = 1, 2, . . . , n. (34)
If ψs is geometri, then its parameter is equal to pµ. Only in this ase is the
probability of leaving the basin during one time step equal to the inverse of the
mean sojourn time µ. If ψs is lose to a geometri distribution (for some or all
b
(0)
), then pe(k, k + 1) is approximately onstant, i.e. pe(k, k + 1) ≈ pµ = 1/µ.
Let us mention another property. Let pe(k, k+A) =
∑A
j=1 pe(k+j−1, k+j).
Then
lim
k→∞
pe(k, k +A) =
A
λ∗
.
Equivalently, at xed p, the mean probability of leaving a basin alulated
over a period A of the attrator tends to be onstant as time inreases. The
onvergene is muh more rapid than the one of pe(k, k+1) (see Proposition 1).
Finally, we shall establish the general expression of the mean sojourn time
when p = 0.5. The number of ways any state of an n-node NBN an be perturbed
is:
n∑
x=1
(
n
x
)
= 2n − 1, (35)
where the last equality follows from the Binomial Theorem. This means that
whatever the perturbed state, any of the (2n− 1) other states is reahable from
that state by applying the appropriate perturbation ombination out of the
(2n − 1) possible perturbation ombinations (the hain is irreduible). Hene:
n∑
x=1
Γxi = 2
n −B ∀i ∈ B,
with, as before, B the size of basin B. For p = 0.5, we know that ψs is geometri,
i.e. the probability pµ does not depend on k nor on the initial onditions. Thus:
pµ =
2n −B
2n
= 1−
B
E
, (36)
and thus
µ = λ∗ =
E
E −B
. (37)
The bigger the basin, the smaller pµ, the higher µ. The Perron-Frobenius eigen-
value of Q is B/E and that of (I − Q)−1 is E/(E − B). When B = 1 we get
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µ = τ = λ∗ = E/(E − 1). Notie that, sine formula (37) depends only on E
and B, it is also valid when α = 0.
Another way to get (36) is to notie that when p = 0.5, eah element of Π′
(and Π′′) is equal to (0.5)n = 1/E. This means that
ai =
E −B
E
∀i ∈ B.
Sine ai does not depend on time nor on initial state i, ψs must be geometri.
5 Method for the redution of a NBN
5.1 Disrete-time redution
5.1.1 The low p regime
Consider an R-basin NBN with state spae size E and Markov representationXk
and suppose that the network has no α = 0 basin. We want to nd a disrete-
time homogeneous Markov hain {Y˜k, k = 0, 1, 2, . . .} with state i of the hain
representing basin i of the network, i.e. the state spae of Y˜k is {1, 2, 3, . . . , R}.
In the theory of Markov proesses, Y˜k would be alled a redued hain or
aggregated hain beause R < E. The problem of reduing a Markov hain to a
hain with a smaller state spae, the so-alled state spae explosion problem,
is not new (Kemeny and Snell, 1960; Fredkin and Rie, 1986) and is still an
ative eld of researh in the theory of Markov proesses (Guédon et al., 2006;
Grone et al., 2008; Weinan et al., 2008; Zhao et al., 2009). Here, we do not
need to aggregate Xk. The aggregation is xed by the interations that our
between the omponents of the network.
The expressions for the transition probabilities π˜ij = Pr{Y˜k+1 = j|Y˜k = i}
between the basins of the network are found as follows. For onveniene, the
validity of these formulas are disussed further below. From (32), we write:
π˜ii = 1− npαi,
where αi denotes the α probability of basin i (αi > 0, ∀i). Thus we have:
∑
j 6=i
π˜ij = npαi, i = 1, 2, . . . , R. (38)
Probability αi an be expressed as a sum of probabilites:
αi =
∑
j 6=i
αij , (39)
with αij the onditional probability for a transition between basins i and j to
our given that one bit of attrator i has been perturbed (αii = 0). If αij > 0
(i 6= j), then transition probability π˜ij is taken to be:
π˜ij = npαij , i 6= j. (40)
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Therefore in the low p regime, π˜ij is the produt of two probabilities: the proba-
bility that one node be perturbed during one time step, whih is approximately
equal to np for small p, and the onditional probability αij .
Now if αij = 0, one may transition to basin j by perturbing at least two bits
of an attrator state or at least one bit of a transient state. Sine in the low
p regime the network is rarely found in transient states and L(p;n, x) = o(p)
for 2 ≤ x ≤ n, when αij = 0, transitions i → j are rare events ompared to
transitions i→ j for whih αij > 0. Therefore we take π˜ij = 0.
By supposing that the time spent in any basin B of a NBN is geometri with
mean 1/npα, we neglet transitions of order 1 from transient states as well as
transitions of order 2 or more (transitions from transient or attrator states due
to perturbations aeting two or more nodes simultaneously). This means that
while the original hain is irreduible, the redued hain may not be irreduible
anymore. If this is the ase, the redution method may give inaurate results.
Suppose that redution of a NBN gives two sets of basins, eah ontaining two
basins that ommuniate with eah other (eah basin is aessible from the
other), and that those sets are losed (by perturbing any node of any attrator
state of any set, the other set annot be reahed). In Markov theory, suh sets
are alled losed ommuniating lasses. If we start in one set with probability
one, then the state probability in the other set alulated from the redued
matrix will be 0 at any time. Now if we solve the original hain, this will not be
the ase. If the stationary probability for the initially empty set is not negligible,
then it will take a long time to approah this probability with good auray
but it will. Another dierene between these two hains is that the redued
one has an innity of stationary distributions while the original one a unique
stationary distribution.
If, starting in any basin, one an reah any other basin by applying single
node perturbations to attrator states, then the redued hain is irreduible.
In this ase, the smaller p, the more aurate the redution method. If the
redued hain is not irreduible, the redution method is not guaranteed to
work properly.
Remark 7 We investigated the ase of reduible hains. Let ψij be the probability
distribution of the time spent in basin i given b0 and arrival basin j. When αij = 0,
the rst moment µij of ψij may strongly depend on b0. We found some ases (some
basins with some b0) in the low p regime for whih µij was signiantly smaller than
µ.
To illustrate the hain redution method, we hose a randomly generated
(8, 2) network having R = 4 basins of size 72, 120, 36 and 28. The size of the
orresponding attrators were 6, 6, 1 and 3. We onsidered two p values, namely
0.01 and 0.1. The redued matrix Π˜ when p = 0.01 was found to be:
Π˜ =


0.9633 0.0200 0 0.0167
0.0133 0.9700 0.0100 0.0067
0 0.0400 0.9600 0
0.0333 0.0200 0 0.9467

 . (41)
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This matrix is irreduible, i.e. any basin is aessible from any other basin
by applying single-node perturbations to attrator states
13
. Also note that the
seond basin, whih is the biggest one (120 states), is the only state of Y˜k whih
is reahable from any other state.
The four basin oupation probabilities versus time are shown in Fig. 14.
The probabilities alulated from the 256× 256 matrix Π of the original hain
Xk, whih we denote by Z
(k)
i , are represented in blue. At time 0, the network
was put in state 1 (state 00000000) whih is in B1, so that z
(0)
1 = Z
(0)
1 = 1. The
state probabilities z˜
(k)
i of the redued hain Y˜k, alulated from the 4×4matrix
Π˜, are shown in green. It is seen in Fig. 14a that for p = 0.1 approximation Y˜k
is not good, in partiular for basin B4. Results for p = 0.01 are presented in
Fig. 14b where it an be seen that the blue and green stairstep plots are almost
idential, i.e. for p = 0.01, Y˜k is a faithful oarse-grained representation of the
NBN.
Also ompared the stationary probabilities alulated from Xk and Y˜k (see
1.4). For Xk, we found (basins 1, 2, 3 and 4) 0.2856, 0.4577, 0.1259 and 0.1308
when p = 0.1;0.2952, 0.4455, 0.1122 and 0.1472 when p = 0.01. For Y˜k, the
stationary probabilites are independent of p (see below) and equal to 0.2963,
0.4444 0.1111 and 0.1481. The maximum of the relative error is 13.26% when
p = 0.1 and 0.94% when p = 0.01. Thus in the long run, the most populated
basin is the one with the greatest size (120) and the smaller α probability (3/8).
More generally, if hain Y˜k is irreduible and aperiodi then its stationary
state probability vetor satises:
z˜ = z˜Π˜
∑
i
z˜i = 1. (42)
Rearranging the rst equation in (42) we nd:
Aαz˜ = 0, z˜1 + z˜2 + . . .+ z˜R = 1,
where
Aα =


−α1 α21 α31 . . . αR1
α12 −α2 α32 . . . αR2
α13 α23 −α3 . . . αR3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
α1R α2R α3R . . . −αR


. (43)
From (39), matrix Aα is singular. The stationary state probability vetor of Y˜k
is thus an eigenvetor of Aα and the orresponding eigenvalue is 0.
In addition, the stationary state probability vetor an be obtained by al-
ulating the limit
13
Notie that there is no α = 0 basin (αi > 0 ∀i). If αi was null for some i, we would have
0 everywhere in row i of Π˜ exept at position i where we would have 1. Thus the redued
hain would be absorbing.
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Figure 14: Redution of a (8, 2) noisy Boolean network. In blue: basin oupation
probabilities Z
(k)
i alulated from matrix Π when initially the network is in state
00000000 ∈ B1 (state 1 of Xk); in green: state probabilities z˜
(k)
i of Y˜k alulated
from matrix Π˜ (initial onditions: the hain is in state 1 of Y˜k). Transition probabil-
ities π˜ij are estimated from (40). (a) p=0.1 (for the sake of larity, the probabilities
were interpolated linearly); (b) p=0.01 (stairstep plots and points omitted).
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lim
k→∞
(I +Aα)
k, (44)
where eah row of the limit matrix is equal to the transposed stationary state
probability vetor.
5.1.2 Case p = 0.5
When p = 0.5, the redution is exat. From (36), the probability to leave a
basin of size B is 1 − B/E. The probability to remain in suh a basin is thus
B/E. Sine ψs is geometri, one has:
π˜ij = (1−
Bi
E
)wij if i 6= j, (45)
with
wij =
Bj∑
j 6=i
Bj
,
and Bi/E otherwise. Hene:
π˜ij =
Bj
E
, i = 1, 2, . . . , R. (46)
The rows of Π˜ are thus equal. In fat, when p = 0.5, the stationary state
is reahed in one step whatever the initial onditions so that eah row of Π˜
gives the stationary state probabilities for the basins of the network. Note that
sine δ∗ → 0 as p → 0.5, these stationary state probabilities an be used to
approximate the stationary state probabilities in a neighborhood of p = 0.5.
From Π˜, the mean sojourn time in basin i is expressed as:
µi =
1
1− π˜ii
=
E
E −Bi
.
5.2 Continuous-time redution
The preeding setions deal with disrete-time homogeneous Markov hains. For
suh hains, the sojourn time spent in any state is geometri and thus memo-
ryless. The ontinuous analog of the geometri distribution is the exponential
distribution, whih is also memoryless. Making the passage from geometri to
exponential distribution leads to ontinuous-time homogeneous Markov hains.
As we shall disuss, in the ontinuous-time representation of Markov proesses,
the state probabilities satisfy a system of linear ordinary dierential equations.
A ontinuous-time Markov hain {Y˜t, t ≥ 0} is homogeneous if the transition
probability from state i to state j in time interval (t, t + ∆t) depends only on
the length ∆t of the interval: π˜ij(t, t+∆t) = Pr{Y˜t+∆t = j|Y˜t = i} = π˜ij(∆t).
In this ase (Kleinrok, 1975):
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π˜ij(∆t) = uij∆t+ o(∆t) if i 6= j and
1− π˜ii(∆t) = uii∆t+ o(∆t), (47)
with uij ≥ 0 the rate of transition from state i to state j 6= i and
∑
j 6=i
uij = uii. (48)
The time spent in state i is exponentially distributed with parameter uii.
Now if Y˜t is viewed as the ontinuous-time oarse-grained representation of
an R-basin NBN, then the state probabilities z˜i(t) of Y˜t satisfy the following
Master equation (Kleinrok, 1975):
d
dt
z˜i(t) = −uiiz˜i(t) +
∑
j 6=i
ujiz˜j(t), i = 1, 2, . . . , R. (49)
As stated in Proposition 3, to allow the passage from disrete to ontinuous
representation, only one needs p to be suiently small. In other words, for
suiently small p, one may use Y˜t instead of Y˜k. A small p implies that the
mean spei path d = τ is large ompared to 1. Sine µ ≥ τ , a small p also
implies that µ is large ompared to 1. As an example, ompare Figs. 14a and
14b. In the rst ase, d = 1.7558 and µ ≈ 3 whatever the basin, while in the
seond ase, d = 12.9441 and µ is between 20 and 30 depending on the basin.
Example 4 Let us illustrate the passage from disrete-time hain Xk to ontinuous-
time redued hain Y˜t with the state diagram of Fig. 1. The redued hain in
this example has only two states so that from (48) we get: u11 = u12 = u1 and
u22 = u21 = u2. The equations for the redued hain are thus:
dz˜1
dt
= −u1z˜1 + u2z˜2
dz˜2
dt
= u1z˜1 − u2z˜2. (50)
The expressions for the transition rates are found from (40) and (47): taking ∆t = 1,
we get u1 = p˜i12/∆t = npα12 = np and u2 = p˜i21/∆t = npα21 = np/2.
Figs. 15a and 15b show B1 oupation probability versus time when p = 0.02
and p = 0.002 respetively. The blue points represent the solutions of equation (8)
when initially the states of B1 are equiprobable and B2 is empty (for the sake of
larity, the points were interpolated linearly) while the green ontinuous urves are
the solutions of system (50) when z˜1(0) = 1 and z˜2(0) = 0. For p = 0.002 (µ =
125.3756), the probability alulated from Π dereases by small amounts and seems to
vary ontinuously with time (see the enlarged portion in Fig. 15b) so that ontinuous-
time hain Y˜t may be used instead of Y˜k. Thus for suiently small p, system of
dierential equations (50) may be used as a oarse-grained representation of the NBN.
To end this example, let us estimate the relative error between the inverse of the
mean sojourn time pµ = 1/µ and its approximation nαp. The mean sojourn time
for both basins and both p values are given in Table 2. For p = 0.02 one nds
1/µ1 = 0.0749 and 1/µ2 = 0.0369, to be ompared to np = 0.08 and np/2 = 0.04,
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whih gives relative errors of 6.81 and 8.40%. For p = 0.002 one gets 1/µ1 = 0.0079
and 1/µ2 = 0.0040, to be ompared to np = 0.008 and np/2 = 0.004, whih gives
relative errors of 0.66 and 0%.
6 Statistial utuations in NBNs
Consider N replias of a given BN, i.e. N ells expressing the same biohemial
network, and suppose that eah node of eah replia may be perturbed with
probability 0 < p < 1 independently of time, of the other nodes and of the other
replias
14
.
The Markov hain model Xk is a probabilisti model. Knowing the urrent
state of a replia, this model allows to ompute the probability of nding the
replia in any given state of the network at any subsequent time. Therefore,
even if the initial state of the replia is known with ertainty, its trajetory in
the state spae of the network annot be predited with ertainty. The same
applies to the predition of the number of replias in eah state of the network
at any time.
In order to illustrate the random behaviour of an ensemble of replias, ran-
dom trajetories were simulated in the state spae of the network of Fig. 1 by
the Monte Carlo method. At time 0, N replias were put in state 0010 ∈ A2 then
the number of replias in eah basin of the network at disrete times k = 1, 2, . . .
omputed. The relative number of replias in B2 versus time is shown in Fig. 16
for p = 0.02 and two values of N . Graph (a) orresponds to N = 103 while
graph (b) to N = 104. Eah blue stairstep plot results from N Monte Carlo
simulations (one simulation is one trajetory of one replia), while eah red one
represents the mean solution alulated from (8). As an be seen from the two
graphs, the unertainty on the long-term behaviour of the ensemble is quite low
in both ases (oeient of variation: ≈ 2% when N = 103 and ≈ 0.7% when
N = 104).
Remark 8 It is assumed that the total number of ells is onserved (ells do not
proliferate and they are not lost): N
(k)
1 +N
(k)
2 = N ∀k = 0, 1, . . .
Also alulated was the probability distribution of the time spent in basin
B2. The relative frequenies obtained from the Monte Carlo method are shown
in blue in Fig. 17 for N = 103 and N = 104 ases. The red points represent the
exat frequenies alulated from matrix Q as explained in setion 2 (Markov
method). For the sake of larity, frequenies were interpolated linearly. Suppose
that eah Monte Carlo distribution in Fig. 17 results from the measurement of
N individual sojourn times. What would be the unertainty on the mean time
spent in B2 for eah ensemble of ells ? The 95% ondene interval would
be 27.2760± 5.8877% with the N = 103 ase and 26.9015± 1.9153% with the
N = 104 one. The exat mean sojourn time is 26.8067 (Markov method, see
Table 2).
14
Statistial independene between the replias means that whether at time (k+1) a replia
has been perturbed or not does not depend on whether between 0 and k other replias have
been perturbed or not.
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Figure 15: Passage from disrete-time hain Xk to ontinuous-time redued hain
Y˜t. Illustration with the state diagram of Fig. 1. Ordinate: B1 oupation prob-
ability; absissa: time. Blue points: solution of (8) when initially the states of B1
are equiprobable (the states of B2 are empty). For the sake of larity, the relative
frequenies were interpolated linearly; solid green line: solution of equations (50)
with u1 = npα12 = np, u2 = npα21 = np/2, z˜1(0) = 1 and z˜2(0) = 0. (a):
p=0.02; (b): p=0.002.
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Figure 16: Statistial utuations in noisy Boolean networks. One onsiders N
replias of the Boolean network shown in Fig. 1 (N ells expressing the same bio-
hemial network). Initially, the N replias are in state 0010 ∈ B2. The graphs
show the relative number of replias versus time when p = 0.02 and (a) N = 103
or (b) N = 104. Blue stairstep plot: Monte Carlo method. Red stairstep plot:
solution of matrix equation (8).
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Figure 17: Statistial utuations in noisy Boolean networks. Probability distri-
bution of the time spent in basin B2 of Fig. 1 when p = 0.02 and initially the
N replias are in state 3 (state 0010). Blue points: Monte Carlo method with
(a) N = 103 or (b) N = 104. Red points: Markov method, exat frequenies
(µ = 26.81, δ∗ = 0.11%). For the sake of larity, the relative frequenies were
interpolated linearly.
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When N is xed and p inreases, the amplitude of the utuations in ψs
dereases as more and more replias have a short sojourn time. By omparison
of the graph of Fig. 16a and the two graphs of Fig. 18, the amplitude of the u-
tuations in the relative number of replias is not very sensitive to p15. There is,
however, a striking dierene between Fig. 18a and Fig. 18b. When p is small,
the relative number of replias in B2 remains above or below its stationary value
for long periods, i.e. the width of the utuations inreases when p dereases.
This means that in the low p regime, the long-term behaviour of the network is
haraterized by slow transitions between two states: one that orresponds to
an overpopulated attrator and the other to an underpopulated one. The
probability of rossing the stationary value during one time step was found to
be 0.3111 when p = 0.1 and 0.0494 when p = 0.002 (0.1613 when p = 0.02).
The maximum number of time steps the attrator remains overpopulated was
16 when p = 0.1 and 318 when p = 0.002 (54 when p = 0.02). Similar values
were found for the underpopulated ase.
Remark 9 (1) Sine the number of replias is onserved, when an attrator is over-
populated, the other is underpopulated and vie versa. (2) These slow transitions o-
uring in the low p regime annot be dedued from the Markov hain model.
7 Redution of a NBN to a two-state Markov
hain
We addressed the problem of reduing a hain Xk to a two-state homogeneous
hain by aggregating basins of attration.
Only (8, 2) networks with R ≥ 4 were studied. The aggregation proess on-
sisted in the following. When R was pair, R/2 basins were piked at random and
aggregated, while when R was odd (R− 1)/2 basins were aggregated randomly.
In both ases the remaining basins were aggregated, onstituting the seond
state of the two-state hain. For eah aggregated state then, we alulated the
mean sojourn time µ with both types of initial onditions (the uniform and the
random type) as well as the maximum deviation δ∗. Results indiate that as
p → 0, µ does not tend to be independent of initial onditions neither does δ∗
tend to 0. Notie, however, that the redution of Xk worked well in some ases
(some networks with some basin aggregations).
8 Conlusion
The redution method for NBNs presented in this paper raises the impor-
tant question whether biohemial networks an be redued to (approximating)
oarse-grained networks funtionally equivalent to the original ones. Redu-
ing the omplexity of biohemial networks ould help in the analysis of ell
15
Neither is the long-term B2 oupation probability: 0.6672, 0.6709 and 0.6711 when
p = 0.002, 0.02 and 0.1 respetively.
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Figure 18: Statistial utuations in noisy Boolean networks. Idem Fig. 16a exept
that (a) p = 0.1 and (b) p = 0.002. In the low p regime, ells are trapped by
attrators for a substantial time. Eah attrator is alternatively overpopulated and
underpopulated with regard to the stationary mean ell number.
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responses to inputs (or ell fates) by negleting moleular interations while
fousing on the higher-level proesses that emerge from those interations. A
formally equivalent and very useful redution theorem exists in eletrial iruit
theory whih is Thevenin's theorem.
9 Note
This work is part of a manusript entitled Mathematial modeling of ellu-
lar proesses: from moleular networks to epithelial strutures written by F.
Fourré. The omplete manusript ontains ve hapters. The rst hapter is
devoted to NBNs. The aim of the projet is to propose a physial framework
for desribing ellular proesses. Sine 1st Deember 2008, F. Fourré has been
working on a PhD thesis that is funded by the University of Luxembourg and
supervised by Prof. Thomas Sauter. The thesis deals with qualitative modeling
of signaling networks.
D. Baurain is a Postdotoral Researher of the FNRS.
10 Aknowledgment
F. Fourré gratefully thanks Prof. T. Sauter for having enourage him to write
this paper and for the position of Assistant/PhD student at the Systems Biology
Group of the University of Luxembourg.
Referenes
Dobson, C. M. (2003). Protein folding and misfolding. Nature, 426:884890.
Douglas, L. and Brian, M. (1999). An introdution to symboli dynamis and
oding. Cambridge University Press, New York.
Fredkin, D. R. and Rie, J. A. (1986). On aggregated Markov proesses. Journal
of Applied Probability, 23:208214.
Glass, L. and Kauman, S. A. (1973). The logial analysis of ontinuous non-
linear biohemial ontrol networks. J Theor Biol., 39:103129.
Grone, R., Homann, K. H., and Salamon, P. (2008). An interlaing theorem
for reversible Markov hains. J. Phys. A: Math. Theor., 41:212002.
Guédon, Y., d'Aubenton Carafa, Y., and Thermes, C. (2006). Analysing group-
ing of nuleotides in DNA sequenes using lumped proesses onstruted from
Markov hains. J Math Biol., 52:343372.
Kauman, S. A. (1969). Metaboli stability and epigenesis in randomly on-
neted nets. J Theor Biol., 22:437467.
48
Kauman, S. A. (1993). The Origins of Order: Self-Organization and Seletion
in Evolution. Oxford University Press, New York.
Kemeny, J. G. and Snell, J. L. (1960). Finite Markov Chains. D. Van Nostrand,
London.
Kleinrok, L. (1975). Queueing Systems. Volume 1: Theory. John Wiley &
Sons, New York.
Li, F., Long, T., Lu, Y., Ouyang, Q., and Tang, C. (2004). The yeast ell-yle
network is robustly designed. Pro Natl Aad Si U S A, 101:47814786.
Martin, S., Zhang, Z., Martino, A., and Faulon, J. L. (2007). Boolean dynam-
is of geneti regulatory networks inferred from miroarray time series data.
Bioinformatis, 23:866874.
Samal, A. and Jain, S. (2008). The regulatory network of E. oli metabolism
as a Boolean dynamial system exhibits both homeostasis and exibility of
response. BMC Syst Biol., 2: 21.
Shmulevih, I., Dougherty, E. R., and Zhang, W. (2002). Gene perturbation and
intervention in probabilisti Boolean networks. Bioinformatis, 18:13191331.
Snell, J. L. (1959). Finite Markov hains and their appliations. Amerian
Mathematial Monthly, 66:99104.
Weinan, E., Li, T., and Vanden-Eijnden, E. (2008). Optimal partition and
eetive dynamis of omplex networks. Pro Natl Aad Si U S A, 105:7907
7912.
Zhao, Z., Weber, S., and de Oliveira, J. C. (2009). Preemption rates for a
parallel link loss network. Performane Evaluation, 66:2146.
49
