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SUPERCONGRUENCE CONJECTURES OF RODRIGUEZ-VILLEGAS
DERMOT McCARTHY
Abstract. In examining the relationship between the number of points over Fp on certain
Calabi-Yau manifolds and hypergeometric series which correspond to a particular period of the
manifold, Rodriguez-Villegas identified 22 possible supercongruences. We provide a framework
of congruences covering all 22 cases. Using this framework we prove one of the outstanding
supercongruence conjectures between a special value of a truncated ordinary hypergeometric
series and the p-th Fourier coefficient of a modular form. In the course of this work we also
establish two new binomial coefficient-harmonic sum identities.
1. Introduction
The term supercongruence was first introduced by Beukers in [4]. Let A(n) and B(n) be the
the numbers defined by
A(n) :=
n∑
j=0
(
n+ j
j
)2(n
j
)2
and B(n) :=
n∑
j=0
(
n+ j
j
)(
n
j
)2
for n ≥ 0. These numbers were used by Ape´ry in his proof of the irrationality of ζ(3) and ζ(2)
respectively [3],[26] and are commonly known as the Ape´ry numbers. Beukers proved that, for
m, r ∈ Z+ and p ≥ 5 a prime,
A(mpr − 1) ≡ A(mpr−1 − 1) (mod p3r) and B(mpr − 1) ≡ B(mpr−1 − 1) (mod p3r).
He noted also that a weaker version of these congruences, modulo pr, arose in a natural way from
formal groups. As the congruences modulo p3r were stronger than those suggested by formal
group theory he named them supercongruences. The term has since come to cover individual
congruences modulo pk where k > 1. For example, Beukers conjectured [5] that for p ≥ 3 a
prime,
(1.1) A
(
p−1
2
)
≡ γ(p) (mod p2)
where γ(p) is given by
η4(2z)η4(4z) =
∞∑
n=1
γ(n)qn,
q := e2piiz and
η(z) := q
1
24
∞∏
n=1
(1− qn)
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is Dedekind’s eta function. This became known as the Ape´ry number supercongruence and was
proved by Ahlgren and Ono [2].
In [23] Rodriguez-Villegas examined the relationship between the number of points over Fp
on certain Calabi-Yau manifolds and (truncated) hypergeometric series which correspond to a
particular period of the manifold. In doing so, he identified 22 possible supercongruences which
can be categorised by the dimension, D, of the manifold as outlined below.
We first define the truncated hypergeometric series by
pFq
[
a1, a2, a3, . . . , ap
b1, b2, . . . , bq
∣∣∣ z
]
m
:=
m∑
n=0
(a1)n(a2)n(a3)n · · · (ap)n
(b1)n(b2)n · · · (bq)n
zn
n!
where ai, bi and z are complex numbers, with none of the bi being negative integers or zero,
(a)0 := 1 and (a)n := a(a+ 1)(a+ 2) · · · (a+ n− 1) for positive integers n, and, m, p and q are
positive integers. We also let φ(·) denote Euler’s totient function and
(
·
p
)
the Legendre symbol
modulo p.
For D = 1, associated to certain elliptic curves, 4 supercongruences were identified. They
were all of the form
2F1
[
1
d
, 1− 1
d
1
∣∣∣ 1
]
p−1
≡
(
−t
p
)
(mod p2)
where φ(d) ≤ 2, 1 ≤ t ≤ 4 and p is a prime not dividing d. These cases have been proven by
Mortenson [20], [21].
For D = 2 another 4 supercongruences were identified which related to certain modular K3
surfaces. These were all of the form
3F2
[
1
2 ,
1
d
, 1− 1
d
1, 1
∣∣∣ 1
]
p−1
≡ a(p) (mod p2)
where φ(d) ≤ 2, p is a prime not dividing d and a(p) is the pth Fourier coefficient of a weight
three modular form on a congruence subgroup of SL2(Z). For the case d = 2, a(p) is given by
η6(4z) =
∞∑
n=1
a(n)qn,
and the congruence can also be written as
B
(
p− 1
2
)
≡ a(p) (mod p2).
This supercongruence was first conjectured by Beukers and Stienstra [7] and was proved by
Ahlgren [1], Ishikawa [15] and Van Hamme [25]. The other D = 2 cases are dealt with by
Mortenson [19] where they have been proven for p ≡ 1 (mod d) and up to sign otherwise.
The remaining 14 supercongruence conjectures relate to Calabi-Yau threefolds (i.e. D = 3).
The threefolds in question are complete intersections of hypersurfaces, of which 13 are discussed
by Batyrev and van Straten in [8]. The supercongruences can be expressed as either
4F3
[
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
1, 1, 1
∣∣∣ 1
]
p−1
≡ b(p) (mod p3)
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where φ(di) ≤ 2 and p is a prime not dividing di, or
(1.2) 4F3
[
1
d
, r
d
, 1− r
d
, 1− 1
d
1, 1, 1
∣∣∣ 1
]
p−1
≡ b(p) (mod p3)
where φ(d) = 4, gcd(r, d) = 1, p is a prime not dividing d and b(p) is the pth Fourier coefficient
of a weight four modular form on a congruence subgroup of SL2(Z). To date only one of these
cases has been proven (see [17]). It is of the first type with d1 = d2 = 2 and is an extension of
the Ape´ry number supercongruence (1.1). Let
(1.3) f(z) := f1(z) + 5f2(z) + 20f3(z) + 25f4(z) + 25f5(z) =
∞∑
n=0
c(n)qn
where
f1(z) := η
4(z) η4(5z),
f2(z) := η
3(z) η4(5z) η(25z),
f3(z) := η
2(z) η4(5z) η2(25z),
f4(z) := η(z) η
4(5z) η3(25z),
and
f5(z) := η
4(5z) η4(25z).
Then f is a weight four newform in the space of weight four cusp forms on the congruence
subgroup Γ0(25). We now list one of the outstanding conjectures of type (1.2).
Conjecture 1.1. For a prime p 6= 5
4F3
[
1
5 ,
2
5 ,
3
5 ,
4
5
1, 1, 1
∣∣∣ 1]
p−1
≡ c(p) (mod p3).
One of the main results of this paper is the following theorem.
Theorem 1.2. Conjecture 1.1 is true.
In addition to proving Theorem 1.2, the purpose of this paper is to develop a framework of
congruences which cover all 22 supercongruence cases above. This will be the subject of Section
4 and will form a key part in proving Theorem 1.2. Section 2 recalls some properties of Gauss
and Jacobi sums, the p-adic gamma function and related ideas. In Section 3 we develop two new
binomial coefficient-harmonic sum identities which are needed in Section 4. Finally, the proof
of Theorem 1.2 appears in Section 5.
2. Preliminaries
We briefly recall some properties of Gauss and Jacobi sums and the p-adic gamma function
and also develop some preliminary results which we use in Sections 4 and 5. Throughout, we
let Fp denote the finite field with p elements. We extend the domain of all characters χ on F
∗
p
to Fp, by defining χ(0) := 0 (including the trivial character ε).
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2.1. Gauss and Jacobi Sums. For further details see [6] and [16], noting that we have adjusted
results to take into account ε(0) = 0. We let T denote a generator for the group of characters
on Fp. Then we have the following orthogonal relations.
Proposition 2.1. For a character χ = T n on Fp we have
(2.1)
∑
x∈Fp
χ(x) =
∑
x∈Fp
T n(x) =
{
p− 1 if χ = T n = ε,
0 if χ = T n 6= ε,
and
(2.2)
∑
χ
χ(x) =
p−2∑
n=0
T n(x) =
{
p− 1 if x = 1,
0 if x 6= 1.
We define the additive character θ : Fp → C by θ(α) := e
2piiα
p . It is easy to see that
(2.3) θ(a+ b) = θ(a)θ(b)
and
(2.4)
∑
x∈Fp
θ(x) = 0.
Recall that for a character χ on Fp, the Gauss sum G(χ) is defined by
G(χ) :=
∑
x∈Fp
χ(x)θ(x).
The following important result gives a simple expression for the product of two Gauss sums.
Proposition 2.2.
(2.5) G(χ)G(χ) =
{
χ(−1)p if χ 6= ε,
1 if χ = ε.
Another important product formula for Gauss sums is the Hasse-Davenport formula.
Theorem 2.3 (Hasse, Davenport). Let χ be a character of order m on Fp for some positive
integer m. For a character ψ on Fp we have
m−1∏
i=0
G(χiψ) = G(ψm)ψ−m(m)
m−1∏
i=1
G(χi).
We let Gm := G(T
m) for brevity and note that G0 = G(ε) = −1. The next result expresses the
additive character as a sum of Gauss sums (see [12, Lemma II.1.5, page 7]).
Proposition 2.4. For α ∈ F∗p ,
(2.6) θ(α) =
1
p− 1
p−2∑
m=0
G−mT
m(α).
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We now introduce generalised Jacobi sums. Let χ1, χ2, . . . , χk be characters on Fp. Then the
generalised Jacobi sum J(χ1, χ2, . . . , χk) is defined by
(2.7) J(χ1, χ2, . . . , χk) :=
∑
t1+t2+···+tk=1
ti∈Fp
χ1(t1)χ2(t2) · · ·χk(tk).
When k = 2 this reduces to the ordinary Jacobi sum which has the following properties.
Proposition 2.5. For a non-trivial character χ and trivial character ε we have
(1) J(ε, ε) = p− 2;
(2) J(ε, χ) = −1; and
(3) J(χ, χ) = −χ(−1).
The following proposition gives a reduction formula in cases where k ≥ 2.
Proposition 2.6.
J(χ1, χ2, . . . , χk) =


J(χ1χ2 · · ·χk−1, χk)J(χ1, χ2, . . . , χk−1) if χ1χ2 · · ·χk−1 6= ε,
(p− 1)k−1 −


p J(χ1, χ2, . . . , χk−1) if χk 6= ε,
J(χ1, χ2, . . . , χk−1) if χk = ε.
if χ1, χ2, . . . , χk−1
are all trivial,


−p J(χ1, χ2, . . . , χk−1) if χk 6= ε,
−J(χ1, χ2, . . . , χk−1) if χk = ε.
otherwise.
Special cases of this proposition yield the following corollaries.
Corollary 2.7. For χ1χ2 · · ·χk trivial but at least one of χ1, χ2, . . . , χk non-trivial,
J(χ1, χ2, . . . , χk) = −χk(−1)J(χ1, χ2, . . . , χk−1) .
Corollary 2.8. For χ1, χ2, . . . , χk all trivial,
J(χ1, χ2, . . . , χk) =
(p− 1)k + (−1)k+1
p
.
We can relate generalised Jacobi sums to Gauss sums via the following.
Proposition 2.9. For χ1, χ2, . . . , χk not all trivial,
J(χ1, χ2, . . . , χk) =


G(χ1)G(χ2) . . . G(χk)
G(χ1χ2 · · ·χk)
if χ1χ2 · · ·χk 6= ε,
−
G(χ1)G(χ2) . . . G(χk)
p
if χ1χ2 · · ·χk = ε .
We now develop some results involving generalised Jacobi sums which we use in Section 5.
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Lemma 2.10. Let T be a generator for the group of characters on Fp. For a prime p ≡ 1
(mod 5) and a, b, c, r ∈ Z \ {0},
4∑
k=1
J
(
T akt, T bkt, T ckt
)
=
4∑
k=1
J
(
T arkt, T brkt, T crkt
)
where t = p−15 .
Proof. The result follows from the facts that T nt = Tmt when n ≡ m (mod 5) and F∗5 is a
multiplicative group. 
Lemma 2.11. Let T be a generator for the group of characters on Fp. For a prime p ≡ 1
(mod 5) and a, b, c ∈ Z such that a+ c, b+ c 6≡ 0 (mod 5),
p−2∑
e=0
T e(−1)J(T−e+at, T−e+bt, T e+ct) = −(p− 1)
where t = p−15 .
Proof.
p−2∑
e=0
T e(−1)J(T−e+at, T−e+bt, T e+ct) =
p−2∑
e=0
T e(−1)
∑
t1+t2+t3=1
ti∈F
∗
p
T−e+at(t1)T
−e+bt(t2)T
e+ct(t3)
=
p−2∑
e=0
T e(−1)
∑
t1+t2+t3=1
ti∈F
∗
p
T−e
(
t1t2
t3
)
T t(t1
at2
bt3
c)
=
∑
t1+t2+t3=1
ti∈F∗p
T t(t1
at2
bt3
c)
p−2∑
e=0
T−e
(
−
t1t2
t3
)
= (p− 1)
∑
t1+t2+t3=1
ti∈F∗p
−
t1t2
t3
=1
T t(t1
at2
bt3
c) by (2.2).
All possible triples (t1, t2, t3) satisfying the conditions of the summation can be represented by
(t1, 1,−t1) and (1, t2,−t2), not counting (1, 1,−1) twice. So
p−2∑
e=0
T e(−1)J(T−e+at, T−e+bt, T e+ct)
= (p− 1)

∑
t1∈F∗p
T t(t1
a+c (−1)c) +
∑
t2∈F∗p
T t(t2
b+c (−1)c)− T t((−1)c)


= (p− 1) T ((−1)tc)

∑
t1∈F∗p
T (a+c)t(t1) +
∑
t2∈F∗p
T (b+c)t(t2)− 1

 .
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Now a+ c, b + c 6≡ 0 (mod 5) so T (a+c)t, T (b+c)t 6= ε and
∑
t1∈F∗p
T (a+c)t(t1),
∑
t2∈F∗p
T (b+c)t(t2) both
equal 0 by (2.1). For p ≡ 1 (mod 5), t is even and so T ((−1)tc) = 1. Overall we get
p−2∑
e=0
T e(−1)J(T−e+at, T−e+bt, T e+ct) = −(p− 1)
as required. 
Corollary 2.12. Let T be a generator for the group of characters on Fp. For a prime p ≡ 1
(mod 5) and a, b, c ∈ Z such that a+ c, b+ c 6≡ 0 (mod 5),
p−2∑
e=0
G−e+atG−e+btGe+ctGe−(a+b+c)t) = −p(p− 1)
where t = p−15 .
Proof. Using Proposition 2.9 and Corollary 2.7 we see that
p−2∑
e=0
G−e+atG−e+btGe+ctGe−(a+b+c)t) = −p
p−2∑
e=0
J
(
T−e+at, T−e+bt, T e+ct, T e−(a+b+c)t)
)
= p
p−2∑
e=0
T e−(a+b+c)t(−1)J
(
T−e+at, T−e+bt, T e+ct
)
= p
p−2∑
e=0
T e(−1)J
(
T−e+at, T−e+bt, T e+ct
)
= −p(p− 1)
as at least one of T−e+at, T−e+bt or T e+ct is non-trivial due to the conditions imposed on a, b
and c. 
We now recall a formula for counting points using the additive character. If f(x1, x2, . . . xn) ∈
Fp[x1, x2, . . . xn], then the number of points, N
∗
p , in A
n(Fp) satisfying f(x1, x2, . . . xn) = 0 is
given by
(2.8) pN∗p = p
n +
∑
y∈F∗p
∑
x1,x2,...xn∈Fp
θ(y f(x1, x2, . . . xn)) .
Notice also that if f(x0, x1, x2, . . . xn) ∈ Fp[x0, x1, x2, . . . xn], then the number of points, Np, in
Pn(Fp), satisfying f(x0, x1, x2, . . . xn) = 0 can be determined by
(2.9) Np = N
0
p +N
1
p
where N0p is the number of points in P
n−1(Fp) on f(0, x1, x2 . . . xn) = 0 and N
1
p is the number
of points in An(Fp) on f(1, x1, x2 . . . xn) = 0.
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2.2. p-adic preliminaries. We first define the Teichmu¨ller character to be the primitive char-
acter ω : Fp → Zp satisfying ω(x) ≡ x (mod p) for all x ∈ {0, 1, . . . , p− 1}. It also satisfies
(2.10) ω(x) ≡ xp
n−1
(mod pn).
We now recall the p-adic gamma function. For further details see [18]. Let p be an odd prime.
For n ∈ N, we define the p-adic gamma function as
Γp(n) := (−1)
n
∏
j<n
p∤j
j
and extend to all x ∈ Zp by setting
Γp(x) := lim
n→x
Γp(n)
where n runs through any sequence of positive integers p-adically approaching x and Γp(0) := 1.
This limit exists, is independent of how n approaches x and determines a continuous function
on Zp. We now state some basic properties of the p-adic gamma function.
Proposition 2.13. Let x, y ∈ Zp and n ∈ N. Then
(1) Γp(x+ 1) =
{
−xΓp(x) if x ∈ Z
∗
p ,
−Γp(x) otherwise .
(2) Γp(x)Γp(1− x) = (−1)
x0, where x0 ∈ {1, 2, . . . , p} satisfies x0 ≡ x (mod p) .
(3) If x ≡ y (mod pn), then Γp(x) ≡ Γp(y) (mod p
n).
(4) For m ∈ Z+, p ∤ m and x = r
p−1 with 0 ≤ r ≤ p− 1 then
m−1∏
h=0
Γp
(
x+h
m
)
= ω
(
m(1−x)(1−p)
)
Γp(x)
m−1∏
h=1
Γp
(
h
m
)
.
We consider the logarithmic derivatives of Γp. For x ∈ Zp, define
G1(x) :=
Γ′p(x)
Γp(x)
and G2(x) :=
Γ′′p(x)
Γp(x)
.
These also satisfy some basic properties which we state below (see [2], [11] and [17]).
Proposition 2.14. Let x ∈ Zp. Then
(1) G1(x+ 1)−G1(x) =
{
1/x if x ∈ Z∗p ,
0 otherwise .
(2) G1(x+ 1)
2 −G2(x+ 1)−G1(x)
2 +G2(x) =
{
1/x2 if x ∈ Z∗p ,
0 otherwise .
(3) G1(x) = G1(1− x).
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(4) G1(x)
2 −G2(x) = −G1(1− x)
2 +G2(1− x).
Proof. (1) and (3) are obtained from differentiating the results in Proposition 2.13 (1) and (2)
respectively, while (2) and (4) follow from differentiating (1) and (3). 
We also have some congruence properties of the p-adic gamma function and its logarithmic
derivatives as follows.
Proposition 2.15. Let p ≥ 7 be a prime, x ∈ Zp and z ∈ pZp . Then
(1) G1(x), G2(x) ∈ Zp.
(2) Γp(x+ z) ≡ Γp(x)
(
1 + zG1(x) +
z2
2 G2(x)
)
(mod p3).
(3) Γ′p(x+ z) ≡ Γ
′
p(x) + zΓ
′′
p(x) (mod p
2).
Corollary 2.16. Let p ≥ 7 be a prime, x ∈ Zp and z ∈ pZp . Then
(1) Γ′p(x+ z) ≡ Γ
′
p(x) (mod p).
(2) Γ′′p(x+ z) ≡ Γ
′′
p(x) (mod p).
(3) G1(x+ z) ≡ G1(x) (mod p).
(4) G2(x+ z) ≡ G2(x) (mod p).
Proof. By definition, Γp(x) ∈ Z
∗
p. Thus, by Proposition 2.15 (1) and the definitions of G1(x)
and G2(x), we see that Γ
′
p(x) and Γ
′′
p(x) ∈ Zp. Observe that (1) then follows from Proposition
2.15 (3). For (2), one uses similar methods to Proposition 2.3 in [17]. Finally (3) & (4) follow
from (1) and (2) and the definitions of G1(x) and G2(x). 
Corollary 2.17. Let p ≥ 7 be a prime, x ∈ Zp and z ∈ pZp . Then
G1(x) ≡ G1(x+ z) + z
(
G1(x+ z)
2 −G2(x+ z)
)
(mod p2).
Proof. By Proposition 2.16 we see that
G1(x) =
Γ′p(x)
Γp(x)
≡
Γ′p(x+ z)− zΓ
′′
p(x)
Γp(x+ z)− zΓ′p(x)
(mod p2).
Multiplying the numerator and denominator by Γp(x+ z) + zΓ
′
p(x) we get that
G1(x) ≡
Γ′p(x+ z)Γp(x+ z) + z
(
Γ′p(x)Γ
′
p(x+ z)− Γp(x+ z)Γ
′′
p(x)
)
Γp(x+ z)2
≡
Γ′p(x+ z)Γp(x+ z) + z
(
Γ′p(x+ z)Γ
′
p(x+ z)− Γp(x+ z)Γ
′′
p(x+ z)
)
Γp(x+ z)2
≡ G1(x+ z) + z
(
G1(x+ z)
2 −G2(x+ z)
)
(mod p2).

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The Gross-Koblitz formula [14] allows us to convert between Gauss sums and the p-adic
gamma function. Let ζp = θ(1) = e
2pii
p and pi ∈ Cp be the fixed root of x
p−1 + p = 0 satisfying
pi ≡ ζp − 1 (mod (ζp − 1)
2). Then we have the following result.
Theorem 2.18 (Gross, Koblitz).
G(ωj) = −pij Γp
(
j
p−1
)
for 0 ≤ j ≤ p− 2.
We now introduce some notation for a rational number’s basic representative modulo p.
Definition 2.19. For a prime p and a
b
∈ Q∩Z∗p we define repp(
a
b
) ∈ {0, 1, · · · , p− 1} such that
repp(
a
b
) ≡ a
b
(mod p).
We will drop the subscript p when it is clear from the context. We have the following basic
properties of rep(·).
Proposition 2.20. Let p be a prime with 1 ≤ m < d < p. Then
rep(1− m
d
) = p+ 1− rep(m
d
).
Proof. As 1 ≤ m < p, m 6≡ 0 (mod p) and hence rep(m
d
) 6= 0. Also rep(m
d
) 6= 1, as otherwise
m ≡ d (mod p) which contradicts m < d < p. Therefore 2 ≤ rep(m
d
) ≤ p − 1 and 2 ≤
p+ 1− rep(m
d
) ≤ p− 1. Also
p+ 1− rep(m
d
) ≡ 1− rep(m
d
) ≡ 1− m
d
(mod p).

Lemma 2.21. Let p be a prime with 1 ≤ m < d < p. If p ≡ a (mod d) then
rep(m
d
) =
pt+m
d
where t is the smallest positive integer such that d | ta+m.
Proof. Certainly pt+m
d
≡ m
d
(mod p). By assumption 0 ≤ pt+m
d
∈ Z. Note pt+m
d
< p if and only
if 1 ≤ m < p(d− t). Therefore pt+m
d
< p as m < p and d > t. If d = t then d | m but m < d. If
d > t then d = qt+ r for some q, r ∈ Z with q ≥ 1 and 0 ≤ r < t. Then d | ra+m contradicting
the choice of t. 
Corollary 2.22. Let p be a prime such that p ≡ a (mod d) with a < d < p. Then
rep(a
d
) = p− ⌊p−1
d
⌋
and
rep(d−a
d
) = ⌊p−1
d
⌋+ 1 .
Proof. From Lemma 2.21 with t = d− 1 we see that rep(a
d
) = p− p−a
d
= p− ⌊p−1
d
⌋. The second
result follows from Proposition 2.20. 
We now use these properties to develop further results concerning the p-adic gamma function.
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Proposition 2.23. For a prime p with 1 ≤ m < d < p,
Γp
(
m
d
+ j
)
=


(−1)j Γp
(
m
d
)(
m
d
)
j
if 0 ≤ j ≤ p− rep(m
d
),
(−1)j Γp
(
m
d
)(
m
d
)
j
(
m
d
+ p− rep(m
d
)
)−1
if p− rep(m
d
) + 1 ≤ j ≤ p− 1.
Proof. For j = 0 the result is trivial. Assume j > 0. For 0 ≤ t ≤ j − 1,
m
d
+ t ∈ pZp ⇐⇒ rep(
m
d
) + t ∈ pZp ⇐⇒ rep(
m
d
) + t = p⇐⇒ t = p− rep(m
d
).
Using Proposition 2.13 (1) the result follows.

Lemma 2.24. For a prime p with 1 < d < p and φ(d) ≤ 2,
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
=


Γp
(
1
d
)
Γp
(
d−1
d
)(
1
d
)
j
(
d−1
d
)
j
if 0 ≤ j ≤ ⌊p−1
d
⌋,
Γp
(
1
d
)
Γp
(
d−1
d
)(
1
d
)
j
(
d−1
d
)
j
(
d
p
)
if ⌊p−1
d
⌋+ 1 ≤ j ≤ p− ⌊p−1
d
⌋ − 1,
Γp
(
1
d
)
Γp
(
d−1
d
)(
1
d
)
j
(
d−1
d
)
j
(
d2
(d−1)p2
)
if p− ⌊p−1
d
⌋ ≤ j ≤ p− 1.
Proof. For d = 2 we need only show
Γp
(
1
2 + j
)2
=


Γp
(
1
2
)2(1
2
)2
j
if 0 ≤ j ≤ p−12 ,
Γp
(
1
2
)2(1
2
)2
j
(
2
p
)2
if p+12 ≤ j ≤ p− 1.
This follows from Proposition 2.23 and the fact that rep(12 ) =
p+1
2 . We now consider when
φ(d) = 2. If p ≡ a (mod d) then a ∈ {1, d − 1}. Therefore
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
= Γp
(
a
d
+ j
)
Γp
(
d−a
d
+ j
)
.
By Proposition 2.23 and Corollary 2.22 we see that
Γp
(
a
d
+ j
)
Γp
(
d−a
d
+ j
)
=


Γp
(
1
d
)
Γp
(
d−1
d
)(
1
d
)
j
(
d−1
d
)
j
if 0 ≤ j ≤ ⌊p−1
d
⌋,
Γp
(
1
d
)
Γp
(
d−1
d
)(
1
d
)
j
(
d−1
d
)
j
(
d
p
)
if ⌊p−1
d
⌋+ 1 ≤ j ≤ p− ⌊p−1
d
⌋ − 1,
Γp
(
1
d
)
Γp
(
d−1
d
)(
1
d
)
j
(
d−1
d
)
j
(
d2
(d−1)p2
)
if p− ⌊p−1
d
⌋ ≤ j ≤ p− 1.

For i, n ∈ N, we define the generalised harmonic sums, H
(i)
n , by
H(i)n :=
n∑
j=1
1
ji
and H
(i)
0 := 0. We can now use the above to develop some congruences for use in Section 4.
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Lemma 2.25. Let p ≥ 7 be a prime with 1 ≤ m < d < p. Choose m1 ∈ {m,d −m} such that
rep(m1
d
) =Max
(
rep(m
d
), rep(1− m
d
)
)
and m2 = d−m1. Then for j < rep(
m1
d
),
Γp
(
m
d
+ j
)
Γp
(
1− m
d
+ j
)
Γp
(
m
d
)
Γp
(
1− m
d
)
j!2
≡ (−1)j
(
rep(m1
d
)− 1 + j
j
)(
rep(m1
d
)− 1
j
)[
δ
]
·
[
1−
(
rep(m1
d
)− m1
d
)(
H
(1)
rep(
m1
d
)−1+j
−H
(1)
rep(
m2
d
)−1+j
− δ
)]
(mod p2)
where
δ =
{
1 if 0 ≤ j ≤ rep(m2
d
)− 1,
1
p
if rep(m2
d
) ≤ j < rep(m1
d
).
Proof. By Proposition 2.15 (2) we get that
Γp
(
m
d
+ j
)
Γp
(
1− m
d
+ j
)
= Γp
(
m1
d
+ j
)
Γp
(
m2
d
+ j
)
≡
[
Γp
(
rep(m1
d
) + j
)
−
(
rep(m1
d
)− m1
d
)
Γ′p
(
rep(m1
d
) + j
)]
·
[
Γp
(
rep(m2
d
)− p+ j
)
−
(
rep(m2
d
)− p− m2
d
)
Γ′p
(
rep(m2
d
) + j
)]
≡ Γp
(
rep(m1
d
) + j
)
Γp
(
1− rep(m1
d
) + j
)
−
(
rep(m1
d
)− m1
d
)
·
[
Γ′p
(
rep(m1
d
) + j
)
Γp
(
rep(m2
d
)− p+ j
)
− Γ′p
(
rep(m2
d
) + j
)
Γp
(
rep(m1
d
) + j
)]
(mod p2),
as rep(m2
d
)− p− m2
d
= −
(
rep(m1
d
)− m1
d
)
and rep(m2
d
)− p = 1− rep(m1
d
) by Proposition 2.20.
Using Proposition 2.13 (3) we have
Γ′p
(
rep(m1
d
) + j
)
Γp
(
rep(m2
d
)− p+ j
)
− Γ′p
(
rep(m2
d
) + j
)
Γp
(
rep(m1
d
) + j
)
≡ Γp
(
rep(m1
d
) + j
)
Γp
(
rep(m2
d
) + j
) [
G1
(
rep(m1
d
) + j
)
−G1
(
rep(m2
d
) + j
)]
≡ Γp
(
rep(m1
d
) + j
)
Γp
(
1− rep(m1
d
) + j
) [
G1
(
rep(m1
d
) + j
)
−G1
(
rep(m2
d
) + j
)]
(mod p).
So
Γp
(
m
d
+ j
)
Γp
(
1− m
d
+ j
)
≡ Γp
(
rep(m1
d
) + j
)
Γp
(
1− rep(m1
d
) + j
) [
1−
(
rep(m1
d
)− m1
d
)
(
G1
(
rep(m1
d
) + j
)
−G1
(
rep(m2
d
) + j
))]
(mod p2).
By Proposition 2.14 (1),
G1
(
rep(m1
d
) + j
)
−G1
(
rep(m2
d
) + j
)
= H
(1)
rep(
m1
d
)−1+j
−H
(1)
rep(
m2
d
)−1+j
− δ.
For j < rep(m1
d
), Proposition 2.13 gives us
Γp
(
rep(m1
d
) + j
)
Γp
(
1− rep(m1
d
) + j
)
= (−1)rep(
m1
d
)−j Γp
(
rep(m1
d
) + j
)
Γp
(
rep(m1
d
)− j
)
= (−1)rep(
m1
d
)−j
(
rep(m1
d
)− 1 + j
)
!(
rep(m1
d
)− 1− j
)
!
[
δ
]
.
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Noting that (
rep(m1
d
)− 1 + j
)
!(
rep(m1
d
)− 1− j
)
! j!2
=
(
rep(m1
d
)− 1 + j
j
)(
rep(m1
d
)− 1
j
)
and
Γp
(
m
d
)
Γp
(
1− m
d
)
= (−1)rep(
m1
d
)
gives the required result.

Lemma 2.26. Let p ≥ 7 be a prime with 1 ≤ m < d < p. Choose m1 ∈ {m,d −m} such that
rep(m1
d
) =Max
(
rep(m
d
), rep(1− m
d
)
)
and m2 = d−m1. Then for j < rep(
m1
d
),
G1
(
m
d
+ j
)
+G1
(
1− m
d
+ j
)
− 2G1(1 + j) ≡ H
(1)
rep(
m1
d
)−1+j
+H
(1)
rep(
m1
d
)−1−j
− 2H
(1)
j − α
+
(
rep(m1
d
)− m1
d
) (
H
(2)
rep(
m1
d
)−1+j
−H
(2)
rep(
m2
d
)−1+j
− β
)
(mod p2)
where
α =
{
0 if 0 ≤ j ≤ rep(m2
d
)− 1,
1
p
if rep(m2
d
) ≤ j < rep(m1
d
).
and β =
{
0 if 0 ≤ j ≤ rep(m2
d
)− 1,
1
p2
if rep(m2
d
) ≤ j < rep(m1
d
).
Proof. Using Corollary 2.16 and Corollary 2.17 we see that
G1
(
m1
d
+ j
)
≡ G1
(
rep(m1
d
) + j
)
+
(
rep(m1
d
)− m1
d
)(
G1
(
rep(m1
d1
) + j
)2
−G2
(
rep(m1
d
) + j
))
(mod p2)
and
G1
(
m2
d
+ j
)
≡ G1
(
rep(m2
d
)− p+ j
)
+
(
rep(m2
d
)− p− m2
d
)(
G1
(
rep(m2
d1
) + j
)2
−G2
(
rep(m2
d
) + j
))
(mod p2).
We note again that rep(m2
d1
) − p = 1 − rep(m1
d1
) and rep(m2
d
) − p − m2
d
= −(rep(m1
d
) − m1
d
).
Therefore, using Proposition 2.14 (3),
G1
(
m
d
+ j
)
+G1
(
1− m
d
+ j
)
= G1
(
m1
d
+ j
)
+G1
(
m2
d
+ j
)
≡ G1
(
rep(m1
d
) + j
)
+G1
(
rep(m1
d
)− j
)
+
(
rep(m1
d
)− m1
d
)
(
G1
(
rep(m1
d1
) + j
)2
−G2
(
rep(m1
d
) + j
)
−G1
(
rep(m2
d1
) + j
)2
+G2
(
rep(m2
d
) + j
))
(mod p2).
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By Proposition 2.14 (1), (2) we get that
G1
(
rep(m1
d
) + j
)
−G1(1 + j) = H
(1)
rep(
m1
d
)−1+j
−H
(1)
j − α,
G1
(
rep(m1
d1
) + j
)2
−G2
(
rep(m1
d
) + j
)
−G1
(
rep(m2
d1
) + j
)2
+G2
(
rep(m2
d
) + j
)
= H
(2)
rep(
m1
d
)−1−j
−H
(2)
rep(
m2
d
)−1−j
− β
and, for 0 ≤ j < rep(m1
d
),
G1
(
rep(m1
d
)− j
)
−G1(1 + j) = H
(1)
rep(
m1
d
)−1−j
−H
(1)
j .
The result follows. 
3. Binomial Coefficient-Harmonic Sum Identities
We establish two new binomial coefficient-harmonic sum identities using the partial fraction
decomposition method of Chu (see [9] or [10] for example). We first develop two algebraic
identities of which the binomial coefficient-harmonic sum identities are limiting cases.
Theorem 3.1. Let x be an indeterminate and m,n positive integers with m ≥ n. Then
(3.1)
x(1− x)n(1− x)m
(x)n+1(x)m+1
=
1
x
+
n∑
k=1
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)
 −k(x+ k)2 +
1 + k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
)
x+ k


+
m∑
k=n+1
(−1)k−n
x+ k
(
m+ k
k
)(
m
k
)(
n+ k
k
)/(k − 1
n
)
.
Proof. Using partial fraction decomposition we can write
f(x) :=
x(1− x)n(1− x)m
(x)n+1(x)m+1
=
A
x
+
n∑
k=1
{
Bk
(x+ k)2
+
Ck
x+ k
}
+
m∑
k=n+1
Dk
x+ k
.
We now isolate the coefficients A,Bk, Ck and Dk by taking various limits of f(x) as follows.
A = lim
x→0
xf(x) = lim
x→0
(1− x)n(1− x)m
(1 + x)n(1 + x)m
= 1.
For 1 ≤ k ≤ n,
Bk = lim
x→−k
(x+ k)2f(x) = lim
x→−k
x(1− x)n(1− x)m
(x)2k(x+ k + 1)n−k(x+ k + 1)m−k
=
−k(k + 1)n(k + 1)m
(−k)2k(1)n−k(1)m−k
= −k
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)
,
SUPERCONGRUENCE CONJECTURES OF RODRIGUEZ-VILLEGAS 15
and, using L’Hoˆpital’s rule,
Ck = lim
x→−k
(x+ k)2f(x)−Bk
x+ k
= lim
x→−k
d
dx
[
(x+ k)2f(x)
]
= lim
x→−k
d
dx
[
x(1− x)n(1− x)m
(x)2k(x+ k + 1)n−k(x+ k + 1)m−k
]
= lim
x→−k
[
(1− x)n(1− x)m
(x)2k(x+ k + 1)n−k(x+ k + 1)m−k
][
1− x
(
n∑
s=1
(−x+ s)−1 +
m∑
s=1
(−x+ s)−1
+
n−k∑
s=1
(x+ k + s)−1 +
m−k∑
s=1
(x+ k + s)−1 + 2
k−1∑
s=0
(x+ s)−1
)]
=
[
(1 + k)n(1 + k)m
(−k)2k(1)n−k(1)m−k
][
1 + k
(
n∑
s=1
(k + s)−1 +
m∑
s=1
(k + s)−1
+
n−k∑
s=1
(s)−1 +
m−k∑
s=1
(s)−1 + 2
k−1∑
s=0
(−k + s)−1
)]
=
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)[
1 + k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
)]
.
Similarly, for n+ 1 ≤ k ≤ m,
Dk = lim
x→−k
(x+ k)f(x) = lim
x→−k
x(1− x)n(1− x)m
(x)n+1(x)k(x+ k + 1)m−k
=
−k(k + 1)n(k + 1)m
(−k)n+1(−k)k(1)m−k
= (−1)k−n
(
m+ k
k
)(
m
k
)(
n+ k
k
)/(k − 1
n
)
.

Corollary 3.2. Let m,n be positive integers with m ≥ n. Then
(−1)m+n =
n∑
k=0
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)[
1+k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
)]
+
m∑
k=n+1
(−1)k−n
(
m+ k
k
)(
m
k
)(
n+ k
k
)/(k − 1
n
)
.
Proof. Multiply both sides of (3.1) by x and take the limit as x→∞. 
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Theorem 3.3. Let x be an indeterminate, p,m, n positive integers with p ≥ m ≥ n ≥ p2 and
C1, C2 ∈ Q some constants. Then
(3.2)
x(1− x)n(1− x)m
(x)n+1(x)m+1
[
C1
n∑
s=p−n
(−x+ s)−1 + C2
m∑
s=p−m
(−x+ s)−1
]
=
C1
(
H
(1)
n −H
(1)
p−n−1
)
+ C2
(
H
(1)
m −H
(1)
p−m−1
)
x
+
n∑
k=1
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)

−k
(
C1
(
H
(1)
k+n −H
(1)
k+p−n−1
)
+ C2
(
H
(1)
k+m −H
(1)
k+p−m−1
))
(x+ k)2
+
(
1 + k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
))(
C1
(
H
(1)
k+n −H
(1)
k+p−n−1
))
x+ k
+
(
1 + k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
))(
C2
(
H
(1)
k+m −H
(1)
k+p−m−1
))
x+ k
−
k
(
C1
(
H
(2)
k+n −H
(2)
k+p−n−1
)
+ C2
(
H
(2)
k+m −H
(2)
k+p−m−1
))
x+ k


+
m∑
k=n+1
(−1)k−n
x+ k
(
m+ k
k
)(
m
k
)(
n+ k
k
)/(k − 1
n
)(
C1
(
H
(1)
k+n −H
(1)
k+p−n−1
)
+C2
(
H
(1)
k+m −H
(1)
k+p−m−1
))
.
Proof. Using partial fraction decomposition we can write
f(x) : =
x(1− x)n(1− x)m
(x)n+1(x)m+1
[
C1
n∑
s=p−n
(−x+ s)−1 + C2
m∑
s=p−m
(−x+ s)−1
]
=
A
x
+
n∑
k=1
{
Bk
(x+ k)2
+
Ck
x+ k
}
+
m∑
k=n+1
Dk
x+ k
.
Similar to the proof of Theorem 3.1 we isolate the coefficients A,Bk, Ck and Dk by taking various
limits of f(x) as follows.
A = lim
x→0
xf(x) = lim
x→0
(1− x)n(1− x)m
(1 + x)n(1 + x)m
[
C1
n∑
s=p−n
(−x+ s)−1 + C2
m∑
s=p−m
(−x+ s)−1
]
= C1 lim
x→0
n∑
s=p−n
(1− x)n(1− x)m
(1 + x)n(1 + x)m(s − x)
+ C2 lim
x→0
m∑
s=p−m
(1− x)n(1− x)m
(1 + x)n(1 + x)m(s− x)
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= C1
(
H(1)n −H
(1)
p−n−1
)
+ C2
(
H(1)m −H
(1)
p−m−1
)
.
For 1 ≤ k ≤ n,
Bk = lim
x→−k
(x+ k)2f(x)
= lim
x→−k
x(1− x)n(1− x)m
(x)2k(x+ k + 1)n−k(x+ k + 1)m−k
[
C1
n∑
s=p−n
(−x+ s)−1 + C2
m∑
s=p−m
(−x+ s)−1
]
=
−k(k + 1)n(k + 1)m
(−k)2k(1)n−k(1)m−k
[
C1
n∑
s=p−n
(k + s)−1 + C2
m∑
s=p−m
(k + s)−1
]
= −k
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)[
C1
(
H
(1)
k+n −H
(1)
k+p−n−1
)
+ C2
(
H
(1)
k+m −H
(1)
k+p−m−1
)]
,
and
Ck = lim
x→−k
d
dx
[
(x+ k)2f(x)
]
= lim
x→−k
d
dx
[
x(1− x)n(1− x)m
(x)2k(x+ k + 1)n−k(x+ k + 1)m−k
][
C1
n∑
s=p−n
(−x+ s)−1 + C2
m∑
s=p−m
(−x+ s)−1
]
= lim
x→−k
[
x(1− x)n(1− x)m
(x)2k(x+ k + 1)n−k(x+ k + 1)m−k
] [
C1
n∑
s=p−n
(−x+ s)−2 +C2
m∑
s=p−m
(−x+ s)−2
]
+
[
C1
n∑
s=p−n
(−x+ s)−1 + C2
m∑
s=p−m
(−x+ s)−1
][
(1− x)n(1− x)m
(x)2k(x+ k + 1)n−k(x+ k + 1)m−k
]
[
1− x
(
n∑
s=1
(−x+ s)−1 +
m∑
s=1
(−x+ s)−1 +
n−k∑
s=1
(x+ k + s)−1 +
m−k∑
s=1
(x+ k + s)−1
+2
k−1∑
s=0
(x+ s)−1
)]
=
[
(1 + k)n(1 + k)m
(−k)2k(1)n−k(1)m−k
][
−k
(
C1
n∑
s=p−n
(k + s)−2 + C2
m∑
s=p−m
(k + s)−2
)
+
(
C1
n∑
s=p−n
(k + s)−1 + C2
m∑
s=p−m
(k + s)−1
)(
1 + k
(
n∑
s=1
(k + s)−1 +
m∑
s=1
(k + s)−1
18 DERMOT McCARTHY
+
n−k∑
s=1
(s)−1 +
m−k∑
s=1
(s)−1 + 2
k−1∑
s=0
(−k + s)−1
))]
=
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)[
−k
(
C1
(
H
(2)
k+n −H
(2)
k+p−n−1
)
+C2
(
H
(2)
k+m −H
(2)
k+p−m−1
))
+
(
1 + k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
))
(
C1(H
(1)
k+n −H
(1)
k+p−n−1) + C2(H
(1)
k+m −H
(1)
k+p−m−1)
)]
.
For n+ 1 ≤ k ≤ m,
Dk = lim
x→−k
(x+ k)f(x)
= lim
x→−k
x(1− x)n(1− x)m
(x)n+1(x)k(x+ k + 1)m−k
[
C1
n∑
s=p−n
(−x+ s)−1 + C2
m∑
s=p−m
(−x+ s)−1
]
=
−k(k + 1)n(k + 1)m
(−k)n+1(−k)k(1)m−k
[
C1
n∑
s=p−n
(k + s)−1 + C2
m∑
s=p−m
(k + s)−1
]
= (−1)k−n
(
m+ k
k
)(
m
k
)(
n+ k
k
)/(k − 1
n
)(
C1
(
H
(1)
k+n −H
(1)
k+p−n−1
)
+C2
(
H
(1)
k+m −H
(1)
k+p−m−1
))
.

Corollary 3.4. Let p,m, n be positive integers with p ≥ m ≥ n ≥ p2 and C1, C2 ∈ Q some
constants. Then
0 =
n∑
k=0
(
m+ k
k
)(
m
k
)(
n+ k
k
)(
n
k
)[(
1 + k
(
H
(1)
m+k +H
(1)
m−k +H
(1)
n+k +H
(1)
n−k − 4H
(1)
k
))
(
C1
(
H
(1)
k+n −H
(1)
k+p−n−1
)
+ C2
(
H
(1)
k+m −H
(1)
k+p−m−1
))
− k
(
C1
(
H
(2)
k+n −H
(2)
k+p−n−1
)
+C2
(
H
(2)
k+m −H
(2)
k+p−m−1
))]
+
m∑
k=n+1
(−1)k−n
(
m+ k
k
)(
m
k
)(
n+ k
k
)/(k − 1
n
)(
C1
(
H
(1)
k+n −H
(1)
k+p−n−1
)
+C2
(
H
(1)
k+m −H
(1)
k+p−m−1
))
.
Proof. Multiply both sides of (3.2) by x and take the limit as x→∞. 
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4. Framework of Congruences
In [13], Greene introduced the notion of general hypergeometric series over finite fields or
Gaussian hypergeometric series. We introduce two definitions from [13]. The first definition is
a finite field analogue of the binomial coefficient. For characters A and B of Fp, define
(
A
B
)
by
(
A
B
)
:=
B(−1)
p
J(A,B) =
B(−1)
p
∑
x∈Fp
A(x)B(1− x)
where B(x) is the complex conjugate of B(x). The second definition is a finite field analogue of
ordinary hypergeometric series. For characters A0, A1, . . . , An and B1, . . . , Bn on Fp and x ∈ Fp,
define the Gaussian hypergeometric series by
n+1Fn
(
A0, A1, . . . , An
B1, . . . , Bn
∣∣∣ x)
p
:=
p
p− 1
∑
χ
(
A0χ
χ
)(
A1χ
B1χ
)
· · ·
(
Anχ
Bnχ
)
χ(x)
where the summation is over all characters χ on Fp.
These series are analogous to classical hypergeometric series and have played an important
role in proving many of the supercongruence conjectures already established. The main approach
taken has been to form a congruence between the ordinary and Gaussian hypergeometric series
and then relate the latter to the other side of the particular supercongruence. One of the main
results in this process has been Theorem 1 in [19]. The wording of this theorem would suggest
that the result is valid for any choice of character ρi of order di. However, the proof would
indicate that a refinement to the statement of the theorem is necessary which specifies that ρi
is the character of order di on Fp given by ω
p−1
di . A similar refinement is also required to its
corollaries and to Theorem 1 in [21], of which Theorem 1 in [19] is a generalisation. The proofs
of the supercongruences which rely on these results are still valid due to the fact that φ(d) = 2
in each of these cases.
However, many results using this approach are restricted to primes of a certain type (e.g.
p ≡ 1 (mod d) in some of the D = 2 cases described in Section 1). We would like to develop
some generalisation which does not have such restrictions. Using the definitions above, the
relationship between Jacobi and Gauss sums, and the Gross-Koblitz formula, we can express
certain Gaussian hypergeometric series in terms of the p-adic gamma function, as follows.
(−1)n pn n+1Fn
(
ρm11 , ρ
m2
2 , . . . , ρ
mn+1
n+1
ε, . . . , ε
∣∣∣ 1)
p
=
−1
p− 1
n+1∑
k=0
(−p)k
mk+1rk+1∑
j=mkrk+1
ωj(n+1)(−1)Γp
(
j
p−1
)n+1 n+1∏
i=1
i>k
Γp
(
mi
di
− j
p−1
)
Γp
(
mi
di
) n+1∏
i=1
i≤k
Γp
(
di+mi
di
− j
p−1
)
Γp
(
mi
di
) ,
where ρi is the character of order di on Fp given by ω
p−1
di , 0 < m1
d1
≤ m2
d2
≤ · · · ≤ mn+1
dn+1
< 1,
ri :=
p−1
di
, m0 := −1, mn+2 := p − 2 and d0 = dn+2 := p − 1. For x ∈ Q we let ⌊x⌋ denote the
greatest integer less than or equal to x. We then define the following generalisation.
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Definition 4.1. For p an odd prime and 0 < m1
d1
≤ m2
d2
≤ · · · ≤ mn+1
dn+1
< 1, we define the p-adic
hypergeometric series, n+1G, by
n+1G
(
m1
d1
, m2
d2
, . . . , mn+1
dn+1
)
p
:=
−1
p− 1
n+1∑
k=0
(−p)k
⌊mk+1rk+1⌋∑
j=⌊mkrk⌋+1
ωj(n+1)(−1)Γp
(
j
p−1
)n+1 n+1∏
i=1
i>k
Γp
(
mi
di
− j
p−1
)
Γp
(
mi
di
) n+1∏
i=1
i≤k
Γp
(
di+mi
di
− j
p−1
)
Γp
(
mi
di
) ,
where ri :=
p−1
di
, m0 := −1, mn+2 := p− 2, d0 = dn+2 := p− 1.
In practice we can write the arguments of the G function in any order on the understanding
that its meaning is based on the function with the arguments listed in ascending order.
It easy to see from the definition of the G function that we have the following relationship
with the Gaussian hypergeometric series.
Proposition 4.2. If p is a prime with p ≡ 1 (mod di) then
n+1G
(
m1
d1
, m2
d2
, . . . , mn+1
dn+1
)
p
= (−1)n pn n+1Fn
(
ρm11 , ρ
m2
2 , . . . , ρ
mn+1
n+1
ε, . . . , ε
∣∣∣ 1)
p
,
where ρi is the character of order di on Fp given by ω
p−1
di .
We now state some congruences between the G function and truncated ordinary hypergeometric
series which we will prove later in this section.
Theorem 4.3. For a prime p with 1 < d < p and φ(d) ≤ 2,
2G
(
1
d
, 1− 1
d
)
p
≡ 2F1
[
1
d
, 1− 1
d
1
∣∣∣ 1
]
p−1
(mod p2).
Theorem 4.4. For a prime p with 1 < d < p and φ(d) ≤ 2,
3G
(
1
2 ,
1
d
, 1− 1
d
)
p
≡ 3F2
[
1
2 ,
1
d
, 1− 1
d
1, 1
∣∣∣ 1
]
p−1
(mod p2).
Theorem 4.5. For a prime p with 1 < di < p and φ(di) ≤ 2,
4G
(
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
)
p
≡ 4F3
[
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
1, 1, 1
∣∣∣ 1
]
p−1
+ s(p)p (mod p3),
where s(p) := Γp
(
1
d1
)
Γp
(
d1−1
d1
)
Γp
(
1
d2
)
Γp
(
d2−1
d2
)
= (−1)
⌊ p−1
d1
⌋+⌊ p−1
d2
⌋
.
Theorem 4.6. For a prime p with d < p, φ(d) = 4 and gcd(r, d) = 1,
4G
(
1
d
, r
d
, 1− r
d
, 1− 1
d
)
p
≡ 4F3
[
1
d
, r
d
, 1− r
d
, 1− 1
d
1, 1, 1
∣∣∣ 1
]
p−1
+ s(p)p (mod p3),
where s(p) := Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
.
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These congruences cover exactly the 22 truncated hypergeometric series outlined in Section 1.
Using Proposition 4.2 it is easy to see the following corollaries.
Corollary 4.7. For a prime p ≡ 1 (mod d) and φ(d) ≤ 2 with d > 1,
−p 2F1
(
ρ, ρ
ε
∣∣∣ 1)
p
≡ 2F1
[
1
d
, 1− 1
d
1
∣∣∣ 1
]
p−1
(mod p2),
where ρ is a character of order d on Fp.
Corollary 4.8. For a prime p ≡ 1 (mod d) and φ(d) ≤ 2 with d > 1,
p2 3F2
(
ψ, ρ, ρ
ε, ε
∣∣∣ 1)
p
≡ 3F2
[
1
2 ,
1
d
, 1− 1
d
1, 1
∣∣∣ 1
]
p−1
(mod p2),
where ψ is the character of order 2 and ρ is a character of order d on Fp.
Corollary 4.9. For a prime p ≡ 1 (mod di) and φ(d) ≤ 2 with d > 1,
−p3 4F3
(
ρ1, ρ1, ρ2, ρ2
ε, ε, ε
∣∣∣ 1)
p
≡ 4F3
[
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
1, 1, 1
∣∣∣ 1
]
p−1
+ s(p)p (mod p3),
where s(p) := Γp
(
1
d1
)
Γp
(
d1−1
d1
)
Γp
(
1
d2
)
Γp
(
d2−1
d2
)
= (−1)
⌊ p−1
d1
⌋+⌊ p−1
d2
⌋
and ρi is a character of order
di on Fp.
Corollary 4.10. For a prime p ≡ 1 (mod d) and φ(d) = 4 and gcd(r, d) = 1,
−p3 4F3
(
ρ, ρ, ρr, ρr
ε, ε, ε
∣∣∣ 1)
p
≡ 4F3
[
1
d
, r
d
, 1− r
d
, 1− 1
d
1, 1, 1
∣∣∣ 1
]
p−1
+ s(p)p (mod p3),
where s(p) := Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
and ρ is a character of order d on Fp.
Note that Corollaries 4.7 and 4.8 coincide with Theorem 1 in [21] and Corollary 2 in [19] (after
the above refinement is made) when φ(d) = 2.
We now prove Theorems 4.3 to 4.6.
Proof of Theorem 4.3. One easily checks the result for p < 7. Let p ≥ 7 be a prime. Reducing
Definition 4.1 modulo p2 and noting that ω(−1) ≡ −1 (mod p2) by (2.10) we get
2G
(
1
d
, 1− 1
d
)
p
≡
−1
p− 1

⌊
p−1
d
⌋∑
j=0
Γp
(
j
p−1
)2
Γp
(
1
d
− j
p−1
)
Γp
(
d−1
d
− j
p−1
)
Γp
(
1
d
)
Γp
(
d−1
d
)
−p
⌊(d−1)p−1
d
⌋∑
j=⌊ p−1
d
⌋+1
Γp
(
j
p−1
)2
Γp
(
d+1
d
− j
p−1
)
Γp
(
d−1
d
− j
p−1
)
Γp
(
1
d
)
Γp
(
d−1
d
)

 (mod p2)
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We note that −1
p−1 ≡ 1 + p (mod p
2) and each of the p-adic gamma function products above are
in Z∗p. Using Propositions 2.13 and 2.15 to expand the terms involved, we have
2G
(
1
d
, 1− 1
d
)
p
≡
⌊ p−1
d
⌋∑
j=0
Γp
(
−j − jp
)2
Γp
(
1
d
+ j + jp
)
Γp
(
d−1
d
+ j + jp
)
Γp
(
1
d
)
Γp
(
d−1
d
)
+ p


⌊ p−1
d
⌋∑
j=0
Γp
(
−j
)2
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
) − ⌊(d−1)
p−1
d
⌋∑
j=⌊ p−1
d
⌋+1
Γp
(
−j
)2
Γp
(
d+1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
)


≡
⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j + jp
)
Γp
(
d−1
d
+ j + jp
)
Γp
(
1
d
)
Γp
(
d−1
d
)
Γp
(
1 + j + jp
)2
+ p


⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)2 −
⌊(d−1)p−1
d
⌋∑
j=⌊ p−1
d
⌋+1
Γp
(
d+1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)2


≡
⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
) [
1 + jp
(
G1(
1
d
+ j) +G1(
d−1
d
+ j)
)]
Γp
(
1
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)2
[1 + 2jpG1(1 + j)]
+ p


⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)2 −
⌊(d−1)p−1
d
⌋∑
j=⌊ p−1
d
⌋+1
Γp
(
d+1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)2

 (mod p2).
By multiplying the left-hand side above and below by 1− 2jpG1(1 + j) we see that
1 + jp
(
G1(
1
d
+ j) +G1(
d−1
d
+ j)
)
1 + 2jpG1(1 + j)
≡ 1 + jp
(
G1(
1
d
+ j) +G1(
d−1
d
+ j) − 2G1(1 + j)
)
(mod p2).
We define
A(j) := G1
(
1
d
+ j
)
+G1
(
d−1
d
+ j
)
− 2G1
(
1 + j
)
.
Consider Γp
(
d+1
d
+ j
)
= Γp
(
1 + 1
d
+ j
)
for ⌊p−1
d
⌋+ 1 ≤ j ≤ ⌊(d− 1)p−1
d
⌋. We first note that
1
d
+ j ∈ pZp ⇐⇒ rep
(
1
d
)
+ j ∈ pZp ⇐⇒ rep
(
1
d
)
+ j = p⇐⇒ j = p− rep
(
1
d
)
.
If p ≡ 1 (mod d) then using Corollary 2.22 we get that
p− rep
(
1
d
)
= ⌊p−1
d
⌋ < ⌊p−1
d
⌋+ 1 .
Similarly, if p ≡ d− 1 (mod d),
p− rep
(
1
d
)
= p− ⌊p−1
d
⌋ − 1 = p− ⌈p−1
d
⌉ > p− ⌈p−1
d
⌉ − 1 = ⌊(d − 1)p−1
d
⌋ .
(For x ∈ Q, we let ⌈x⌉ denote the least integer greater than or equal to x.) Then it follows from
Proposition 2.13 (1) that
(4.1) Γp
(
d+1
d
+ j
)
= −
(
1
d
+ j
)
Γp
(
1
d
+ j
)
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for ⌊p−1
d
⌋+ 1 ≤ j ≤ ⌊(d− 1)p−1
d
⌋. Also
(4.2) Γp(1 + j) = (−1)
1+jj!
for j < p. Therefore,
(4.3) 2G
(
1
d
, 1− 1
d
)
p
≡
⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
[1 + jpA(j)]
Γp
(
1
d
)
Γp
(
d−1
d
)
j!2
+ p


⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!2
+
⌊(d−1)p−1
d
⌋∑
j=⌊ p−1
d
⌋+1
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)(
1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!2

 (mod p2).
By definition,
2F1
[
1
d
, 1− 1
d
1
∣∣∣ 1
]
p−1
=
p−1∑
j=0
(
1
d
)
j
(
d−1
d
)
j
j!2
≡
p−⌊
p−1
d
⌋−1∑
j=0
(
1
d
)
j
(
d−1
d
)
j
j!2
(mod p2),
as we can see from Lemma 2.24 that
(
1
d
)
j
(
d−1
d
)
j
∈ p2Zp for p−⌊
p−1
d
⌋ ≤ j ≤ p−1. Using Lemma
2.24 again then gives us
(4.4) 2F1
[
1
d
, 1− 1
d
1
∣∣∣ 1
]
p−1
≡
⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!2
+ p
p−⌊
p−1
d
⌋−1∑
j=⌊ p−1
d
⌋+1
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)(
1
d
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!2
(mod p2).
Combining (4.3) and (4.4) it suffices to show
⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
[1 + jA(j)]
Γp
(
1
d
)
Γp
(
d−1
d
)
j!2
+
⌊(d−1)p−1
d
⌋∑
j=⌊ p−1
d
⌋+1
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)(
j
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!2
−
p−⌊
p−1
d
⌋−1∑
j=⌊(d−1)p−1
d
⌋+1
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)(
1
d
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!2
≡ 0 (mod p).
We now examine A(j), Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
and Γp
(
1
d
)
Γp
(
d−1
d
)
. We first note that {rep
(
1
d
)
, rep
(
d−1
d
)
} =
{p − ⌊p−1
d
⌋, ⌊p−1
d
⌋ + 1}. This can seen from Corollary 2.22 and the fact that if p ≡ a (mod d)
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then a ∈ {1, d − 1} as φ(d) ≤ 2. Using Corollary 2.16 (3) and Proposition 2.14 (1) we see that
A(j) = G1
(
1
d
+ j
)
+G1
(
d−1
d
+ j
)
− 2G1
(
1 + j
)
≡ G1
(
rep
(
1
d
)
+ j
)
+G1
(
rep
(
d−1
d
)
+ j
)
− 2G1
(
1 + j
)
≡ G1
(
p− ⌊p−1
d
⌋+ j
)
+G1
(
⌊p−1
d
⌋+ 1 + j
)
− 2G1
(
1 + j
)
≡ H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 2H
(1)
j −


0 if 0 ≤ j ≤ ⌊p−1
d
⌋,
1
p
if ⌊p−1
d
⌋+ 1 ≤ j ≤ p− ⌊p−1
d
⌋ − 1,
2
p
if p− ⌊p−1
d
⌋ ≤ j ≤ p− 1,
(mod p).
Using Proposition 2.13 we get that
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
≡ Γp
(
rep
(
1
d
)
+ j
)
Γp
(
rep
(
d−1
d
)
+ j
)
≡ Γp
(
p− ⌊p−1
d
⌋+ j
)
Γp
(
⌊p−1
d
⌋+ 1 + j
)
≡
(
p− ⌊p−1
d
⌋ − 1 + j
)
!
(
⌊p−1
d
⌋+ j
)
!(−1)p+1+2j


1 if 0 ≤ j ≤ ⌊p−1
d
⌋,
1
p
if ⌊p−1
d
⌋+ 1 ≤ j ≤ p− ⌊p−1
d
⌋ − 1,
1
p2
if p− ⌊p−1
d
⌋ ≤ j ≤ p− 1,
≡
(
p− ⌊p−1
d
⌋ − 1 + j
)
!
(
⌊p−1
d
⌋+ j
)
!


1 if 0 ≤ j ≤ ⌊p−1
d
⌋,
1
p
if ⌊p−1
d
⌋+ 1 ≤ j ≤ p− ⌊p−1
d
⌋ − 1,
1
p2
if p− ⌊p−1
d
⌋ ≤ j ≤ p− 1,
(mod p),
and
Γp
(
1
d
)
Γp
(
d−1
d
)
= ±1 .
Therefore it suffices to prove
(4.5)
⌊ p−1
d
⌋∑
j=0
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
[
1 + j
(
H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 2H
(1)
j
)]
+
⌊(d−1)p−1
d
⌋∑
j=⌊ p−1
d
⌋+1
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
(
j
p
)
−
p−⌊
p−1
d
⌋−1∑
j=⌊(d−1)p−1
d
⌋+1
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
(
1
dp
)
≡ 0 (mod p).
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Now (j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋ ∈ pZp for ⌊
p−1
d
⌋+ 1 ≤ j ≤ p− ⌊p−1
d
⌋ − 1 so
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
[
1 + j
(
H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 2H
(1)
j
)]
≡ (j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
(
j
p
)
(mod p)
for ⌊p−1
d
⌋+ 1 ≤ j ≤ p− ⌊p−1
d
⌋ − 1. Thus (4.5) becomes
p−⌊ p−1
d
⌋−1∑
j=0
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
[
1 + j
(
H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 2H
(1)
j
)]
−
p−⌊ p−1
d
⌋−1∑
j=⌊(d−1)p−1
d
⌋+1
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
(
1
dp
+ j
p
)
≡ 0 (mod p).
If p ≡ 1 (mod d) then ⌊(d − 1)p−1
d
⌋ + 1 > p − ⌊p−1
d
⌋ − 1 and the second sum is vacuous. If
p ≡ d− 1 (mod d) then j = p− p+1
d
and
1
dp
+ j
p
= d−1
d
∈ Z∗p.
Therefore, in this case, the second sum ≡ 0 (mod p) as (j + 1)
p−⌊
p−1
d
⌋−1
(j + 1)
⌊
p−1
d
⌋
∈ pZp for
⌊p−1
d
⌋+ 1 ≤ j ≤ p− ⌊p−1
d
⌋ − 1. Finally, to complete the proof, we need to show
p−⌊
p−1
d
⌋−1∑
j=0
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
[
1 + j
(
H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 2H
(1)
j
)]
≡ 0 (mod p).
Note we can extend the upper limit of this sum to j = p − 1 as (j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋ ∈
p2Zp for p− ⌊
p−1
d
⌋ ≤ j ≤ p− 1. Define
P (j) :=
d
dj
[
j (j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
]
=
p−1∑
k=0
akj
k .
Then
p−1∑
j=0
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
[
1 + j
(
H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 2H
(1)
j
)]
=
p−1∑
j=0
P (j).
For a positive integer k, we have
(4.6)
p−1∑
j=1
jk ≡
{
−1 (mod p) if (p− 1)|k ,
0 (mod p) otherwise .
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Therefore,
p−1∑
j=0
P (j) =
p−1∑
j=0
p−1∑
k=0
akj
k = pa0 +
p−1∑
j=1
p−1∑
k=1
akj
k ≡
p−1∑
k=1
ak
p−1∑
j=1
jk ≡ −ap−1 (mod p).
By definition of P (j) we get
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋ =
p−1∑
k=0
ak
k + 1
jk .
P (j) is monic so ap−1 = p ≡ 0 (mod p). Thus
p−1∑
j=0
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
[
1 + j
(
H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 2H
(1)
j
)]
≡ 0 (mod p)
as required. 
Proof of Theorem 4.4. The proof is similar to that of Theorem 4.3 so we omit many of the
details. One easily checks the result for p < 7. Let p ≥ 7 be a prime. We reduce Definition
4.1 modulo p2 and use Propositions 2.13 and 2.15 to expand the terms involved, taking note of
(4.1) and (4.2), to get
(4.7) 3G
(
1
2 ,
1
d
, 1 − 1
d
)
p
≡
⌊ p−1
d
⌋∑
j=0
(−1)j Γp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
[1 + jpA(j)]
Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!3
+ p

⌊
p−1
d
⌋∑
j=0
(−1)j Γp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!3
+
p−1
2∑
j=⌊ p−1
d
⌋+1
(−1)jΓp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)(
1
d
+ j
)
Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!3

 (mod p2),
where
A(j) := G1
(
1
2 + j
)
+G1
(
1
d
+ j
)
+G1
(
d−1
d
+ j
)
− 3G1
(
1 + j
)
.
Applying Lemma 2.24 gives us
(4.8) 3F2
[
1
2 ,
1
d
, 1− 1
d
1, 1
∣∣∣ 1
]
p−1
≡
⌊ p−1
d
⌋∑
j=0
(−1)jΓp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!3
+ p
p−1
2∑
j=⌊ p−1
d
⌋+1
(−1)j Γp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)(
1
d
)
Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!3
(mod p2).
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Combining (4.7) and (4.8) it suffices to show
⌊ p−1
d
⌋∑
j=0
(−1)j Γp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
[1 + jA(j)]
Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!3
+
p−1
2∑
j=⌊ p−1
d
⌋+1
(−1)j Γp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)(
j
)
Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
j!3
≡ 0 (mod p).
We now examine A(j), Γp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
and Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
. Using Corol-
lary 2.16 (3) and Proposition 2.14 (1) we see that
A(j) ≡ H
(1)
p−1
2
+j
+H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 3H
(1)
j −


0 if 0 ≤ j ≤ ⌊p−1
d
⌋,
1
p
if ⌊p−1
d
⌋+ 1 ≤ j ≤ p−12 ,
2
p
if p+12 ≤ j ≤ p− ⌊
p−1
d
⌋ − 1,
3
p
if p− ⌊p−1
d
⌋ ≤ j ≤ p− 1,
(mod p).
Using Proposition 2.13 we get that
Γp
(
1
2 + j
)
Γp
(
1
d
+ j
)
Γp
(
d−1
d
+ j
)
≡
(
p−1
2 + j
)
!
(
p− ⌊p−1
d
⌋ − 1 + j
)
!
(
⌊p−1
d
⌋+ j
)
!
· (−1)
p+1
2
+j


1 if 0 ≤ j ≤ ⌊p−1
d
⌋,
1
p
if ⌊p−1
d
⌋+ 1 ≤ j ≤ p−12 ,
1
p2
if p+12 ≤ j ≤ p− ⌊
p−1
d
− 1⌋,
1
p3
if p− ⌊p−1
d
⌋ ≤ j ≤ p− 1,
(mod p),
and
Γp
(
1
2
)
Γp
(
1
d
)
Γp
(
d−1
d
)
= ±Γp
(
1
2
)
≡ ±Γp
(
p+1
2
)
≡ ±(−1)
p+1
2
(
p−1
2
)
! (mod p).
Therefore, as gcd
(
p,
(
p−1
2
)
!
)
= 1, it suffices to prove
p−1
2∑
j=0
(j + 1) p−1
2
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
[
1 + j
(
H
(1)
p−1
2
+j
+H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 3H
(1)
j
)]
≡ 0 (mod p).
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We extend the upper limit of this sum to j = p− 1 as (j + 1) p−1
2
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
∈ p2Zp for
p−1
2 ≤ j ≤ p− 1. We define
P (j) :=
d
dj
[
j (j + 1) p−1
2
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋
]
=
3(p−1)
2∑
k=0
akj
k
and show
p−1∑
j=0
P (j) ≡ 0 (mod p)
in similar fashion to the proof of Theorem (4.3). Noticing that
P (j) = (j + 1) p−1
2
(j + 1)
p−⌊ p−1
d
⌋−1(j + 1)⌊ p−1
d
⌋[
1 + j
(
H
(1)
p−1
2
+j
+H
(1)
p−⌊ p−1
d
⌋−1+j
+H
(1)
⌊ p−1
d
⌋+j
− 3H
(1)
j
)]
completes the proof. 
Proof of Theorem 4.5. One easily checks the result for p < 7. Let p ≥ 7 be a prime. Assume
without loss of generality that 1
d1
≤ 1
d2
. Let p ≡ ai (mod di). Then ai ∈ {1, di − 1} as
φ(di) ≤ 2. Therefore, by Corollary 2.22, {rep
(
1
di
)
, rep
(
di−1
di
)
} = {p − ⌊p−1
di
⌋, ⌊p−1
di
⌋ + 1}, where
the exact correspondence between the elements of each set depends on the choice of p. We
reduce Definition 4.1 modulo p3 and use Proposition 2.13 to expand the terms involved, noting
that 11−p ≡ 1 + p+ p
2 (mod p3), to get
4G
(
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
)
p
≡
⌊ p−1
d1
⌋∑
j=0
∏2
i=1 Γp
(
1
di
+ j + jp+ jp2
)
Γp
(
di−1
di
+ j + jp+ jp2
)
∏2
i=1 Γp
(
1
di
)
Γp
(
di−1
di
)
Γp
(
1 + j + jp + jp2
)4
+ p


⌊ p−1
d1
⌋∑
j=0
∏2
i=1 Γp
(
1
di
+ j + jp
)
Γp
(
di−1
d1
+ j + jp
)
∏2
i=1 Γp
(
1
di
)
Γp
(
di−1
di
)
Γp
(
1 + j + jp
)4
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏2
i=1 Γp
(
1
di
+ j + jp
)
Γp
(
di−1
di
+ j + jp
)(
1
d1
+ j + jp
)
∏2
i=1 Γp
(
1
di
)
Γp
(
di−1
di
)
Γp
(
1 + j + jp
)4


+ p2


⌊ p−1
d1
⌋∑
j=0
∏2
i=1 Γp
(
1
di
+ j
)
Γp
(
di−1
di
+ j
)
∏2
i=1 Γp
(
1
di
)
Γp
(
di−1
di
)
Γp
(
1 + j
)4
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+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏2
i=1 Γp
(
1
di
+ j
)
Γp
(
di−1
di
+ j
)(
1
d1
+ j
)
∏2
i=1 Γp
(
1
di
)
Γp
(
di−1
di
)
Γp
(
1 + j
)4
+
⌊(d2−1)
p−1
d2
⌋∑
j=⌊ p−1
d2
⌋+1
∏2
i=1 Γp
(
1
di
+ j
)
Γp
(
di−1
di
+ j
)(
1
d1
+ j
)(
1
d2
+ j
)
∏2
i=1 Γp
(
1
di
)
Γp
(
di−1
di
)
Γp
(
1 + j
)4

 (mod p3).
Choose m1 ∈
{
1
d1
, d1−1
d1
}
such that rep
(
m1
)
=Max
(
rep
(
1
d1
)
, rep
(
d1−1
d1
))
and m2 ∈
{
1
d2
, d2−1
d2
}
such that rep
(
m2
)
= Max
(
rep
(
1
d2
)
, rep
(
d2−1
d2
))
. Let m4 = 1 −m1 and m3 = 1 − m2. Then
rep
(
m4
)
≤ rep
(
m3
)
≤ rep
(
m2
)
≤ rep
(
m1
)
. By Proposition 2.15 we see that
2∏
i=1
Γp
(
1
di
+ j + jp + jp2
)
Γp
(
di−1
di
+ j + jp + jp2
)
≡
4∏
k=1
Γp
(
mk + j + jp+ jp
2
)
≡
4∏
k=1
Γp
(
mk + j
) [
1 + (jp + jp2)G1 (mk + j) +
j2p2
2 G2 (mk + j)
]
(mod p3),
and
Γp
(
1 + j + jp+ jp2
)4
≡ Γp
(
1 + j
)4 [
1 + (jp + jp2)G1 (1 + j) +
j2p2
2 G2 (1 + j)
]4
(mod p3).
Multiplying the numerator and denominator by
1− 4(jp + jp2)G1 (1 + j)− 2j
2p2
(
G2 (1 + j)− 5G1 (1 + j)
2
)
we get that
4∏
k=1
[
1 + (jp + jp2)G1 (mk + j) +
j2p2
2 G2 (mk + j)
]
[
1 + (jp + jp2)G1 (1 + j) +
j2p2
2 G2 (1 + j)
]4 ≡ 1+ (jp+ jp2)A(j)+ j2p2B(j) (mod p3),
where
A(j) :=
4∑
k=1
(
G1 (mk + j) −G1 (1 + j)
)
and
B(j) :=
1
2
[
A(j)2 −
4∑
k=1
(
G1 (mk + j)
2 −G2 (mk + j)−G1 (1 + j)
2 +G2 (1 + j)
)]
.
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We note that both A(j) and B(j) ∈ Zp by Proposition 2.15. Applying the above and (4.2) we
get
(4.9) 4G
(
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
)
p
≡
⌊ p−1
d1
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
+ p


⌊ p−1
d1
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + jA(j)
]
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1
d1
+ j
]
+ p2


⌊ p−1
d1
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + 2jA(j) + j2B(j)
]
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d1
+ j
)(
1 + jA(j)
)
+ j
]
+
⌊(d2−1)
p−1
d2
⌋∑
j=⌊ p−1
d2
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d1
+ j
)(
1
d2
+ j
)] (mod p3).
Lemma 2.24 gives us
(4.10) 4F3
[
1
d1
, 1− 1
d1
, 1
d2
, 1− 1
d2
1, 1, 1
∣∣∣ 1
]
p−1
≡
⌊ p−1
d1
⌋∑
j=0
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
+ p
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
(
1
d1
)
+ p2
p−⌊ p−1
d2
⌋−1∑
j=⌊ p−1
d2
⌋+1
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
(
1
d1d2
)
(mod p3).
Combining (4.9) and (4.10) it suffices to show
(4.11)
⌊ p−1
d1
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + jA(j)
]
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j
]
+ p


⌊ p−1
d1
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + 2jA(j) + j2B(j)
]
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d1
+ j
)(
1 + jA(j)
)
+ j
]
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+
⌊(d2−1)
p−1
d2
⌋∑
j=⌊ p−1
d2
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j2 + j
(
1
d1
+ 1
d2
)]
−
p−⌊
p−1
d2
⌋−1∑
j=⌊(d2−1)
p−1
d2
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d1
)(
1
d2
)] ≡ s(p) (mod p2).
If p ≡ 1 (mod d2) then the last sum above is vacuous. If p 6≡ 1 (mod d2) then the limits of
summation are equal and the sum is over one value of j = ⌊(d2 − 1)
p−1
d2
⌋+ 1 = p− ⌊p−1
d2
⌋ − 1.
We now examine A(j), B(j),
∏4
k=1 Γp
(
mk + j
)
and
∏4
k=1 Γp
(
mk
)
modulo p. Using Corollary
2.16 (3) and Proposition 2.14 (1) we see that
A(j) ≡
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+H
(1)
⌊ p−1
di
⌋+j
− 2H
(1)
j
)
−


0 if 0 ≤ j ≤ ⌊p−1
d1
⌋,
1
p
if ⌊p−1
d1
⌋+ 1 ≤ j ≤ ⌊p−1
d2
⌋,
2
p
if ⌊p−1
d2
⌋+ 1 ≤ j ≤ p− ⌊p−1
d2
⌋ − 1,
3
p
if p− ⌊p−1
d2
⌋ ≤ j ≤ p− ⌊p−1
d1
⌋ − 1,
4
p
if p− ⌊p−1
d1
⌋ ≤ j ≤ p− 1,
(mod p).
Similarly, using Corollary 2.16 (3), (4) and Proposition 2.14 (2), we have that
4∑
k=1
(
G1 (mk + j)
2 −G2 (mk + j) −G1 (1 + j)
2 +G2 (1 + j)
)
≡
2∑
i=1
(
H
(2)
p−⌊ p−1
di
⌋−1+j
+H
(2)
⌊ p−1
di
⌋+j
− 2H
(2)
j
)
+


0 if 0 ≤ j ≤ ⌊p−1
d1
⌋,
1
p2
if ⌊p−1
d1
⌋+ 1 ≤ j ≤ ⌊p−1
d2
⌋,
2
p2
if ⌊p−1
d2
⌋+ 1 ≤ j ≤ p− ⌊p−1
d2
⌋ − 1,
3
p2
if p− ⌊p−1
d2
⌋ ≤ j ≤ p− ⌊p−1
d1
⌋ − 1,
4
p2
if p− ⌊p−1
d1
⌋ ≤ j ≤ p− 1,
(mod p).
Using Proposition 2.13 we get
4∏
k=1
Γp
(
mk + j
)
≡
4∏
k=1
(rep(mk) + j − 1)!(−1)
rep(mk)+j
{
1 if 0 ≤ j ≤ rep(m5−k)− 1,
1
p
if rep(m5−k) ≤ j ≤ p− 1,
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≡
2∏
i=1
((
p− ⌊p−1
di
⌋ − 1 + j
)
!
(
⌊p−1
di
⌋+ j
)
!
)


1 if 0 ≤ j ≤ ⌊p−1
d1
⌋,
1
p
if ⌊p−1
d1
⌋+ 1 ≤ j ≤ ⌊p−1
d2
⌋,
1
p2
if ⌊p−1
d2
⌋+ 1 ≤ j ≤ p− ⌊p−1
d2
⌋ − 1,
1
p3
if p− ⌊p−1
d2
⌋ ≤ j ≤ p− ⌊p−1
d1
⌋ − 1,
1
p4
if p− ⌊p−1
d1
⌋ ≤ j ≤ p− 1,
(mod p)
and
4∏
k=1
Γp
(
mk
)
=
2∏
i=1
Γp
(
1
di
)
Γp
(
di−1
di
)
= ±1 .
We now consider
X(j) :=
⌊ p−1
d1
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + 2jA(j) + j2B(j)
]
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
2j + j2A(j)
]
+
p−⌊
p−1
d2
⌋−1∑
j=⌊ p−1
d2
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j2
]
(mod p).
We will show that X(j) ≡ 0 (mod p). Substituting for A(j), B(j),
∏4
k=1 Γp
(
mk + j
)
and∏4
k=1 Γp
(
mk
)
modulo p yields
±X(j) ≡
⌊ p−1
d1
⌋∑
j=0
[
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
][
1+2j
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+H
(1)
⌊ p−1
di
⌋+j
−2H
(1)
j
)
+
j2
2
[(
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+H
(1)
⌊ p−1
di
⌋+j
− 2H
(1)
j
))2
−
2∑
i=1
(
H
(2)
p−⌊ p−1
di
⌋−1+j
+H
(2)
⌊ p−1
di
⌋+j
−2H
(2)
j
)]]
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
[
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
][
1
p
][
2j+j2
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+H
(1)
⌊ p−1
di
⌋+j
−2H
(1)
j
)
−
j2
p
]
+
p−⌊
p−1
d2
⌋−1∑
j=⌊ p−1
d2
⌋+1
[
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
][
1
p2
][
j2
]
≡
p−⌊ p−1
d2
⌋−1∑
j=0
[
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
][
1 + 2j
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+H
(1)
⌊ p−1
di
⌋+j
− 2H
(1)
j
)
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+
j2
2
[(
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+H
(1)
⌊ p−1
di
⌋+j
− 2H
(1)
j
))2
−
2∑
i=1
(
H
(2)
p−⌊ p−1
di
⌋−1+j
+H
(2)
⌊ p−1
di
⌋+j
−2H
(2)
j
)]]
(mod p).
Note we can extend the upper limit of this sum to j = p−1 as
∏2
i=1 (j + 1)p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
∈ p3Zp for p− ⌊
p−1
d2
⌋ ≤ j ≤ p− 1. Define
P (j) :=
d
dj
[
j
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
]
=
2(p−1)∑
k=0
akj
k .
and
Q(j) :=
j
2
d2
dj2
[
j
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
]
=
2(p−1)∑
k=0
bkj
k .
Then
P (j) =
[
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
][
1 + j
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+ H
(1)
⌊ p−1
di
⌋+j
− 2H
(1)
j
)]
and
Q(j) =
[
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋
][
j
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+H
(1)
⌊ p−1
di
⌋+j
− 2H
(1)
j
)
+
j2
2
[(
2∑
i=1
(
H
(1)
p−⌊ p−1
di
⌋−1+j
+H
(1)
⌊ p−1
di
⌋+j
− 2H
(1)
j
))2
−
2∑
i=1
(
H
(2)
p−⌊ p−1
di
⌋−1+j
+H
(2)
⌊ p−1
di
⌋+j
−2H
(2)
j
)]]
.
Applying (4.6) yields
p−1∑
j=0
P (j) =
p−1∑
j=0
2(p−1)∑
k=0
akj
k = pa0 +
p−1∑
j=1
2(p−1)∑
k=1
akj
k ≡
2(p−1)∑
k=1
ak
p−1∑
j=1
jk ≡ −ap−1 − a2p−2 (mod p).
By definition of P (j) we get that
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋ =
2(p−1)∑
k=0
ak
k + 1
jk .
P (j) is a monic polynomial with integer coefficients so a2p−2 = 2p − 1 and p | ap−1. Therefore
a2p−2 ≡ −1 (mod p), ap−1 ≡ 0 (mod p) and
p−1∑
j=0
P (j) ≡ 1 (mod p).
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Similarly
p−1∑
j=0
Q(j) =
p−1∑
j=0
2(p−1)∑
k=0
bkj
k = pa0 +
p−1∑
j=1
2(p−1)∑
k=1
bkj
k ≡
2(p−1)∑
k=1
bk
p−1∑
j=1
jk ≡ −bp−1 − b2p−2 (mod p).
By definition of Q(j) we get that
2∏
i=1
(j + 1)
p−⌊ p−1
di
⌋−1(j + 1)⌊ p−1
di
⌋ = 2
2(p−1)∑
k=0
bk
(k)(k + 1)
jk .
Q(j) is a monic polynomial with integer coefficients so 2a2p−2 = (2p − 2)(2p − 1) and p | ap−1.
Therefore a2p−2 ≡ 1 (mod p), ap−1 ≡ 0 (mod p) and
p−1∑
j=0
Q(j) ≡ −1 (mod p).
So
(4.12) X(j) = ±

p−1∑
j=1
P (j) +Q(j)

 ≡ 0 (mod p).
Accounting for (4.12) in (4.11) means we need only show
⌊ p−1
d1
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + jA(j)
]
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j
]
+ p


⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d1
)(
1 + jA(j)
)]
+
⌊(d2−1)
p−1
d2
⌋∑
j=⌊ p−1
d2
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j
(
1
d1
+ 1
d2
)]
−
p−⌊ p−1
d2
⌋−1∑
j=⌊(d2−1)
p−1
d2
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d1
)(
1
d2
)
+ j2
] ≡ s(p) (mod p2).
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We now convert these remaining terms to an expression involving binomial coefficients and
harmonic sums and then use the results of Section 3 to simplify them. First we define
Bin(j) :=
(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)(
rep(m2)− 1 + j
j
)(
rep(m2)− 1
j
)
,
H(j) := H
(1)
rep(m1)−1+j
+H
(1)
rep(m1)−1−j
+H
(1)
rep(m2)−1+j
+H
(1)
rep(m2)−1−j
− 4H
(1)
j ,
A(j) :=
(
rep(m1)−m1
)(
H
(1)
rep(m1)−1+j
−H
(1)
rep(m4)−1+j
)
+
(
rep(m2)−m2
)(
H
(1)
rep(m2)−1+j
−H
(1)
rep(m3)−1+j
)
,
and
B(j) :=
(
rep(m1)−m1
)(
H
(2)
rep(m1)−1+j
−H
(2)
rep(m4)−1+j
)
+
(
rep(m2)−m2
)(
H
(2)
rep(m2)−1+j
−H
(2)
rep(m3)−1+j
)
.
By Lemma 2.25 we see that for j < rep(m2
d
) = p− ⌊p−1
d2
⌋,
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
≡
[
2∏
i=1
(
rep(mi)− 1 + j
j
)(
rep(mi)− 1
j
)][
δ′
]
·
[
1−
2∑
i=1
(
rep(mi)−mi
)(
H
(1)
rep(mi)−1+j
−H
(1)
rep(m5−i)−1+j
− δi
)]
≡ Bin(j)
[
δ′
][
1−A(j) +
2∑
i=1
(
rep(mi)−mi
)
δi
]
(mod p2),
where
δ′ =


1 if 0 ≤ j ≤ rep(m4)− 1,
1
p
if rep(m4) ≤ j ≤ rep(m3)− 1,
1
p2
if rep(m3) ≤ j < rep(m2),
and δi =
{
0 if 0 ≤ j ≤ rep(m5−i)− 1,
1
p
if rep(m5−i) ≤ j < rep(mi).
36 DERMOT McCARTHY
Again for j < rep(m2
d
) = p− ⌊p−1
d2
⌋ Lemma 2.26 gives us
A(j) : =
4∑
k=1
(
G1 (mk + j)−G1 (1 + j)
)
≡
2∑
i=1
(
H
(1)
rep(mi)−1+j
+H
(1)
rep(mi)−1−j
− 2H
(1)
j
)
− α′
+
2∑
i=1
(rep(mi)−mi)
(
H
(2)
rep(mi)−1+j
−H
(2)
rep(m5−i)−1+j
− βi
)
≡ H(j) − α′ + B(j) −
2∑
i=1
(rep(mi)−mi)βi (mod p
2)
where
α′ =


0 if 0 ≤ j ≤ rep(m4)− 1,
1
p
if rep(m4) ≤ j ≤ rep(m3)− 1,
2
p
if rep(m3) ≤ j < rep(m2),
and βi =
{
0 if 0 ≤ j ≤ rep(m5−i)− 1,
1
p2
if rep(m5−i) ≤ j < rep(mi).
Reducing the above results modulo p we see that for j < rep(m2
d
) = p− ⌊p−1
d2
⌋,∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
≡ Bin(j)
[
δ′
]
(mod p)
and
A(j) ≡ H(j)− α′ (mod p) .
Thus it suffices to show
⌊ p−1
d1
⌋∑
j=0
Bin(j)
[
1−A(j)
][
1 + jH(j) + jB(j)
]
+
⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
Bin(j)
[
j
p
] [
1−A(j) + rep(m1)−m1
p
]
+ p


⌊ p−1
d2
⌋∑
j=⌊ p−1
d1
⌋+1
Bin(j)
[
1
p
][(
1
d1
)(
1 + jH(j) − j
p
)]
+
⌊(d2−1)
p−1
d2
⌋∑
j=⌊ p−1
d2
⌋+1
Bin(j)
[
1
p2
][
j
(
1
d1
+ 1
d2
)]
−
p−⌊ p−1
d2
⌋−1∑
j=⌊(d2−1)
p−1
d2
⌋+1
Bin(j)
[
1
p2
][(
1
d1
)(
1
d2
)
+ j2
] ≡ s(p) (mod p2).
We now consider
p−⌊ p−1
d2
⌋−1∑
j=0
Bin(j)
[
1 + jH(j)
]
+
p−⌊ p−1
d2
⌋−1∑
j=0
Bin(j)
[
jB(j)−A(j) − jA(j)H(j)
]
(mod p2).
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For 0 ≤ j ≤ rep(m4)− 1 = ⌊
p−1
d1
⌋ we see that
Bin(j)
[
1−A(j)
][
1 + jH(j) + jB(j)
]
≡ Bin(j)
[
1 + jH(j) + jB(j)−A(j) − jA(j)H(j)
]
(mod p2),
as A(j)B(j) ∈ p2Zp for such j. For ⌊
p−1
d1
⌋+ 1 = rep(m4) ≤ j ≤ rep(m3)− 1 = ⌊
p−1
d2
⌋ we have
Bin(j)
[
1 + jH(j) + jB(j)−A(j)− jA(j)H(j)
]
≡ Bin(j)
[
1 + jH(j) + j rep(m1)−m1
p2
− rep(m1)−m1
p
− j
(
1
p
(
A(j) − rep(m1)−m1
p
)
+ rep(m1)−m1
p
(
H(j)− 1
p
)
+ rep(m1)−m1
p2
)]
≡ Bin(j)
[(
1 + jH(j)
) (
1− rep(m1)−m1
p
)
+ 2j rep(m1)−m1
p2
− j
p
A(j)
]
≡ Bin(j)
[(
1 + jH(j)
) (
1
d1
)
+ 2j
p
(
1− 1
d1
)
− j
p
A(j)
]
≡ Bin(j)
[(
1
d1
)(
1 + jH(j) − j
p
)]
+Bin(j)
[(
j
p
)(
2− 1
d1
−A(j)
)]
≡ Bin(j)
[(
1
d1
)(
1 + jH(j) − j
p
)]
+Bin(j)
[(
j
p
)(
1−A(j) + rep(m1)−m1
p
)]
(mod p2).
Similarly, for ⌊p−1
d2
⌋+ 1 = rep(m3) ≤ j ≤ rep(m2)− 1 = p− ⌊
p−1
d2
⌋ − 1,
Bin(j)
[
1 + jH(j) + jB(j)−A(j)− jA(j)H(j)
]
≡ Bin(j)
[
0 + 2j
p
+ j rep(m1)−m1+rep(m2)−m2
p2
− 0− j
(
2(rep(m1)−m1)
p2
+ 2(rep(m2)−m2)
p2
)]
≡ Bin(j)
[
2j
p
− j
p2
(rep(m1)−m1 + rep(m2)−m2)
]
≡ Bin(j)
[
2j
p
− j
p
(
2−
(
1
d1
+ 1
d2
))]
≡ Bin(j)
[
1
p
][
j
(
1
d1
+ 1
d2
)]
(mod p2).
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Therefore it now suffices to show
p−⌊ p−1
d2
⌋−1∑
j=0
Bin(j)
[
1 + jH(j)
]
+
p−⌊ p−1
d2
⌋−1∑
j=0
Bin(j)
[
jB(j) −A(j)− jA(j)H(j)
]
−
p−⌊ p−1
d2
⌋−1∑
j=⌊(d2−1)
p−1
d2
⌋+1
Bin(j)
[
1
p
][
j2 +
(
1
d1
)(
1
d2
)
+ j
(
1
d1
+ 1
d2
)]
≡ s(p) (mod p2).
Recall that if p ≡ 1 (mod d2) then the last sum above is vacuous. If p 6≡ 1 (mod d2) then
the limits of summation are equal and the sum is over one value of j = ⌊(d2 − 1)
p−1
d2
⌋ + 1 =
p− ⌊p−1
d2
⌋ − 1. In this case p ≡ d2 − 1 (mod d2) and j = p−
p+1
d2
= p
(
d2−1
d2
)
− 1
d2
. For this j,
j2 +
(
1
d1
)(
1
d2
)
+ j
(
1
d1
+ 1
d2
)
=
(
j + 1
d1
)(
j + 1
d2
)
=
(
p
(
d2−1
d2
)
− 1
d2
+ 1
d1
)(
p
(
d2−1
d2
))
∈ pZp .
Therefore,
p−⌊ p−1
d2
⌋−1∑
j=⌊(d2−1)
p−1
d2
⌋+1
Bin(j)
[
1
p
][
j2 +
(
1
d1
)(
1
d2
)
+ j
(
1
d1
+ 1
d2
)]
≡ 0 (mod p2),
as Bin(j) ∈ p2Zp for ⌊
p−1
d2
⌋+ 1 = rep(m3) ≤ j ≤ rep(m2)− 1 = p− ⌊
p−1
d2
⌋ − 1.
We now use the results of Section 3 to resolve the two remaining sums. Taking m = rep(m1)−1
and n = rep(m2)− 1 in Corollary 3.2 we get that
(−1)rep(m1)+rep(m2)−2 =
rep(m2)−1∑
j=0
Bin(j)
[
1 + jH(j)
]
+
rep(m1)−1∑
j=rep(m2)
(−1)j−rep(m2)+1
(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)(
rep(m2)− 1 + j
j
)/( j − 1
rep(m2)− 1
)
.
We see from Lemma 2.25 that(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)
∈ pZp
for rep(m4) ≤ j ≤ rep(m1)− 1. Also(
rep(m2)− 1 + j
j
)
∈ pZp
for p− rep(m2) + 1 = rep(m3) ≤ j ≤ p− 1, and(
j − 1
rep(m2)− 1
)
∈ Z∗p
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for rep(m2) ≤ j ≤ p. Therefore
rep(m1)−1∑
j=rep(m2)
(−1)j−rep(m2)+1
(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)(
rep(m2)− 1 + j
j
)/( j − 1
rep(m2)− 1
)
≡ 0 (mod p2)
and
p−⌊ p−1
d2
⌋−1∑
j=0
Bin(j)
[
1+jH(j)
]
≡ (−1)rep(m1)+rep(m2)−2 ≡ (−1)
⌊ p−1
d1
⌋+⌊ p−1
d2
⌋
≡ s(p) (mod p2).
Similarly, taking m = rep(m1)−1, n = rep(m2)−1, C1 = rep(m1)−m1 and C2 = rep(m2)−m2
in Corollary 3.4 we get that
rep(m2)−1∑
j=0
Bin(j)
[
jB(j) −A(j)− jA(j)H(j)
]
=
rep(m1)−1∑
j=rep(m2)
(−1)j−rep(m2)+1
[(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)(
rep(m2)− 1 + j
j
)/( j − 1
rep(m2)− 1
)]
·
(
(rep(m1)−m1) (H
(1)
j+rep(m1)−1
−H
(1)
j+p−rep(m1)
) + (rep(m2)−m2) (H
(1)
j+rep(m2)
−H
(1)
j+p−rep(m2)
)
)
.
We’ve seen that(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)(
rep(m2)− 1 + j
j
)/( j − 1
rep(m2)− 1
)
∈ p2Zp
for rep(m2) ≤ j ≤ rep(m1)− 1. We note also that (rep(m1)−m1) ∈ pZp. Therefore
rep(m1)−1∑
j=rep(m2)
(−1)j−rep(m2)+1
[(
rep(m1)− 1 + j
j
)(
rep(m1)− 1
j
)(
rep(m2)− 1 + j
j
)/( j − 1
rep(m2)− 1
)]
·
(
(rep(m1)−m1) (H
(1)
j+rep(m1)−1
−H
(1)
j+p−rep(m1)
) + (rep(m2)−m2) (H
(1)
j+rep(m2)
−H
(1)
j+p−rep(m2)
)
)
≡ 0 (mod p2)
and
p−⌊ p−1
d2
⌋−1∑
j=0
Bin(j)
[
jB(j)−A(j)− jA(j)H(j)
]
≡ 0 (mod p2)
as required. 
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Proof of Theorem 4.6. The proof proceeds along similar lines to that of Theorem 4.5, however,
φ(d) = 4 introduces some added complexity.
Let p be a prime which satisfies the conditions of the theorem. Note that p ≥ 7. Assume
without loss of generality that r < d/2. Let p ≡ a (mod d). Then a ∈ {1, r, d − r, d − 1}. We
note that {1, r, d− r, d− 1} forms a group under multiplication modulo d and r2 ≡ ±1 (mod d).
Then {1, r, d− r, d− 1} ≡ {a, ar, d−ar, d−a} modulo d. If we let s := ar− d⌊ar
d
⌋ ≡ ar (mod d)
then {1, r, d − r, d− 1} = {a, s, d − s, d− a}.
From Corollary 2.22 we know that rep(a
d
) = p−⌊p−1
d
⌋ and rep(d−a
d
) = ⌊p−1
d
⌋+1. By Lemma
2.21, rep(m
d
) = pt+m
d
where t is the smallest integer such that d | ta + m and that t < d. If
t = d− r then d | ta+ s and we get that rep( s
d
) = p− r⌊p−1
d
⌋−⌊ar
d
⌋. Then, by Proposition 2.20,
rep(d−s
d
) = r⌊p−1
d
⌋+ 1 + ⌊ar
d
⌋.
Therefore
{
rep
(
1
d
)
, rep
(
r
d
)
, rep
(
d−r
d
)
, rep
(
d−1
d
)}
=
{
⌊p−1
d
⌋ + 1, r⌊p−1
d
⌋ + 1 + ⌊ar
d
⌋, p −
r⌊p−1
d
⌋ − ⌊ar
d
⌋, p − ⌊p−1
d
⌋
}
, where the exact correspondence between the elements of each set
depends on the choice of p. If we let m1 :=
a
d
, m2 :=
s
d
, m3 :=
d−s
d
and m4 :=
d−a
d
then
rep
(
m4
)
< rep
(
m3
)
< rep
(
m2
)
< rep
(
m1
)
.
We reduce Definition 4.1 modulo p3 and use Proposition 2.13 to expand the terms involved,
noting that 11−p ≡ 1 + p+ p
2 (mod p3), to get
4G
(
1
d
, r
d
, 1− r
d
, 1− 1
d
)
p
≡
⌊ p−1
d
⌋∑
j=0
Γp
(
1
d
+ j + jp+ jp2
)
Γp
(
r
d
+ j + jp+ jp2
)
Γp
(
d−r
d
+ j + jp+ jp2
)
Γp
(
d−1
d
+ j + jp + jp2
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j + jp+ jp2
)4
+ p

⌊
p−1
d
⌋∑
j=0
Γp
(
1
d
+ j + jp
)
Γp
(
r
d
+ j + jp
)
Γp
(
d−r
d
+ j + jp
)
Γp
(
d−1
d
+ j + jp
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j + jp
)4
−
⌊
r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
Γp
(
d+1
d
+ j + jp
)
Γp
(
r
d
+ j + jp
)
Γp
(
d−r
d
+ j + jp
)
Γp
(
d−1
d
+ j + jp
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j + jp
)4


+ p2

⌊
p−1
d
⌋∑
j=0
Γp
(
1
d
+ j
)
Γp
(
r
d
+ j
)
Γp
(
d−r
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)4
−
⌊
r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
Γp
(
d+1
d
+ j
)
Γp
(
r
d
+ j
)
Γp
(
d−r
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)4
+
⌊(d−r)p−1
d
⌋∑
j=⌊ r(p−1)
d
⌋+1
Γp
(
d+1
d
+ j
)
Γp
(
d+r
d
+ j
)
Γp
(
d−r
d
+ j
)
Γp
(
d−1
d
+ j
)
Γp
(
1
d
)
Γp
(
r
d
)
Γp
(
d−r
d
)
Γp
(
d−1
d
)
Γp
(
1 + j
)4

 (mod p3).
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We now consider Γp
(
d+1
d
+ j + jp
)
and Γp
(
d+1
d
+ j
)
. We first note that
1
d
+j+jp ∈ pZp ⇐⇒
1
d
+j ∈ pZp ⇐⇒ rep
(
1
d
)
+j ∈ pZp ⇐⇒ rep
(
1
d
)
+j = p⇐⇒ j = p−rep
(
1
d
)
.
If p ≡ 1 (mod d) then using Corollary 2.22 we get that
p− rep
(
1
d
)
= ⌊p−1
d
⌋ < ⌊p−1
d
⌋+ 1 .
Similarly, if p ≡ d− 1 (mod d) then
p− rep
(
1
d
)
= p− ⌊p−1
d
⌋ − 1 > p− ⌈p−1
d
⌉ − 1 > p− ⌈ r(p−1)
d
⌉ − 1 = ⌊(d− r)p−1
d
⌋ .
If p ≡ r (mod d) and r2 ≡ 1 (mod d), or p ≡ d − r (mod d) and r2 ≡ −1 (mod d) then
rep
(
1
d
)
= p− r⌊p−1
d
⌋ − ⌊ar
d
⌋ and
p− rep
(
1
d
)
= r⌊p−1
d
⌋+ ⌊ar
d
⌋ = r⌊p−1
d
⌋+ ⌊ r(a−1)
d
⌋+ 1 = ⌊ r(p−1)
d
⌋+ 1
in either case. If p ≡ r (mod d) and r2 ≡ −1 (mod d), or p ≡ d−r (mod d) and r2 ≡ 1 (mod d)
then rep
(
1
d
)
= r⌊p−1
d
⌋+ 1 + ⌊ar
d
⌋ and
p− rep
(
1
d
)
= p− r⌊p−1
d
⌋ − 1− ⌊ar
d
⌋ > p− r⌊p−1
d
⌋ − 1− ⌈ r(a−1)
d
⌉ = ⌊(d− r)p−1
d
⌋
in either case. So we see that the only time that 1
d
+ j ∈ pZp for ⌊
p−1
d
⌋+1 ≤ j ≤ ⌊(d− r)p−1
d
⌋ is
when p ≡ r (mod d) and r2 ≡ 1 (mod d) or p ≡ d−r (mod d) and r2 ≡ −1 (mod d) and in these
cases j = rep(m3)− 1 = r⌊
p−1
d
⌋+ ⌊ar
d
⌋ = ⌊ r(p−1)
d
⌋+1. In all other cases rep(m3) = ⌊
r(p−1)
d
⌋+1.
Therefore, using Proposition 2.13 (1) we get that for ⌊p−1
d
⌋+ 1 ≤ j ≤ ⌊(d− r)p−1
d
⌋,
Γp
(
d+1
d
+ j
)
=


−Γp
(
1
d
+ j
)
if j = ⌊ r(p−1)
d
⌋+ 1, p ≡ r (mod d), r2 ≡ 1 (mod d),
−Γp
(
1
d
+ j
)
if j = ⌊ r(p−1)
d
⌋+ 1, p ≡ d− r (mod d), r2 ≡ −1 (mod d),
−
(
1
d
+ j
)
Γp
(
1
d
+ j
)
otherwise,
and that
Γp
(
d+1
d
+ j + jp
)
= −
(
1
d
+ j + jp
)
Γp
(
1
d
+ j + jp
)
for ⌊p−1
d
⌋+ 1 ≤ j ≤ ⌊ r(p−1)
d
⌋. We next consider Γp
(
d+r
d
+ j
)
. We first note that
r
d
+ j ∈ pZp ⇐⇒ rep
(
r
d
)
+ j ∈ pZp ⇐⇒ rep
(
r
d
)
+ j = p⇐⇒ j = p− rep
(
r
d
)
.
If p ≡ r (mod d) then using Corollary 2.22 we get that
p− rep
(
r
d
)
= ⌊p−1
d
⌋ < ⌊ r(p−1)
d
⌋+ 1 .
Similarly, if p ≡ d− r (mod d) then
p− rep
(
r
d
)
= p− ⌊p−1
d
⌋ − 1 > p− ⌈p−1
d
⌉ − 1 > p− ⌈ r(p−1)
d
⌉ − 1 = ⌊(d− r)p−1
d
⌋ .
If p ≡ 1 (mod d), then rep
(
r
d
)
= p− r⌊p−1
d
⌋ − ⌊ar
d
⌋ and
p− rep
(
r
d
)
= r⌊p−1
d
⌋+ ⌊ar
d
⌋ = r⌊p−1
d
⌋+ ⌊ r
d
⌋ = r⌊p−1
d
⌋ =< ⌊ r(p−1)
d
⌋+ 1 .
If p ≡ d− 1 (mod d), then rep
(
r
d
)
= r⌊p−1
d
⌋+ 1 + ⌊ar
d
⌋ and
p− rep
(
r
d
)
= p− r⌊p−1
d
⌋ − 1− ⌊ar
d
⌋ > p− r⌊p−1
d
⌋ − 1− ⌈ r(a−1)
d
⌉ = ⌊(d− r)p−1
d
⌋
Therefore, using Proposition 2.13 (1), we get
Γp
(
d+r
d
+ j
)
= −
(
r
d
+ j
)
Γp
(
r
d
+ j
)
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for ⌊ r(p−1)
d
⌋+1 ≤ j ≤ ⌊(d − r)p−1
d
⌋. Applying these results and substituting {mk} for {
1
d
, r
d
, d−r
d
, d−1
d
}
yields
4G
(
1
d
, r
d
, 1− r
d
, 1− 1
d
)
p
≡
⌊ p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j + jp + jp
2
)
∏4
k=1 Γp
(
mk
)
Γp
(
1 + j + jp + jp2
)4
+ p


⌊ p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j + jp
)
∏4
k=1 Γp
(
mk
)
Γp
(
1 + j + jp
)4 +
⌊
r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
∏4
k=1 Γp
(
mk + j + jp
)(
1
d
+ j + jp
)
∏4
k=1 Γp
(
mk
)
Γp
(
1 + j + jp
)4


+ p2


⌊ p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
Γp
(
1 + j
)4 +
⌊ r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
∏4
k=1 Γp
(
mk + j
)(
1
d
+ j
)
∏4
k=1 Γp
(
mk
)
Γp
(
1 + j
)4
+
rep(m3)−1∑
j=⌊ r(p−1)
d
⌋+1
∏4
k=1 Γp
(
mk + j
)(
r
d
+ j
)
∏4
k=1 Γp
(
mk
)
Γp
(
1 + j
)4
+
⌊(d−r)p−1
d
⌋∑
j=rep(m3)
∏4
k=1 Γp
(
mk + j
)(
1
d
+ j
)(
r
d
+ j
)
∏4
k=1 Γp
(
mk
)
Γp
(
1 + j
)4

 (mod p3),
where the second last sum is vacuous unless p ≡ r (mod d) and r2 ≡ 1 (mod d) or p ≡ d − r
(mod d) and r2 ≡ −1 (mod d). Arguing as we did in the proof of Theorem 4.5 gives us
∏4
k=1 Γp
(
mk + j + jp + jp
2
)
Γp
(
1 + j + jp + jp2
)4 ≡
∏4
k=1 Γp
(
mk + j
)
Γp
(
1 + j
)4 [1 + (jp + jp2)A(j) + j2p2B(j)] (mod p3)
and
∏4
k=1 Γp
(
mk + j + jp
)
Γp
(
1 + j + jp
)4 ≡
∏4
k=1 Γp
(
mk + j
)
Γp
(
1 + j
)4 [1 + jpA(j)] (mod p2),
where
A(j) :=
4∑
k=1
(
G1 (mk + j) −G1 (1 + j)
)
and
B(j) :=
1
2
[
A(j)2 −
4∑
k=1
(
G1 (mk + j)
2 −G2 (mk + j)−G1 (1 + j)
2 +G2 (1 + j)
)]
.
SUPERCONGRUENCE CONJECTURES OF RODRIGUEZ-VILLEGAS 43
We note that both A(j) and B(j) ∈ Zp by Proposition (2.15). Applying the above and (4.2) we
get
(4.13) 4G
(
1
d
, r
d
, 1− r
d
, 1− 1
d
)
p
≡
⌊ p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
+ p


⌊ p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + jA(j)
]
+
⌊
r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1
d
+ j
]
+ p2

⌊
p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + 2jA(j) + j2B(j)
]
+
⌊ r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d
+ j
)(
1 + jA(j)
)
+ j
]
+
rep(m3)−1∑
j=⌊
r(p−1)
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
r
d
+ j
]
+
⌊(d−r)p−1
d
⌋∑
j=rep(m3)
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d
+ j
)(
r
d
+ j
)] (mod p3).
Proposition 2.23 gives us
(4.14) 4F3
[
1
d
, r
d
, 1− r
d
, 1− 1
d
1, 1, 1
∣∣∣ 1
]
p−1
≡
rep(m4)−1∑
j=0
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
+
rep(m3)−1∑
j=rep(m4)
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
(
m1 + p− rep(m1)
)
+
rep(m2)−1∑
j=rep(m3)
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
(
m1 + p− rep(m1))
(
m2 + p− rep(m2))
≡
rep(m4)−1∑
j=0
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
+ p
rep(m3)−1∑
j=rep(m4)
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
(
1
d
)
+ p2
rep(m2)−1∑
j=rep(m3)
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
(
1
d
)(
r
d
)
(mod p3).
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We now note that
(1) rep(m4)− 1 = ⌊
p−1
d
⌋;
(2) rep(m3)−1 = ⌊
r(p−1)
d
⌋ except when p ≡ r (mod d) and r2 ≡ 1 (mod d) or p ≡ d−r (mod d)
and r2 ≡ −1 (mod d). In such cases rep(m3)− 1 = ⌊
r(p−1)
d
⌋+ 1; and
(3) rep(m2) − 1 = ⌊(d − r)
(p−1)
d
⌋ except when p ≡ d− 1 (mod d), p ≡ r (mod d) and r2 ≡ −1
(mod d) or p ≡ d−r (mod d) and r2 ≡ 1 (mod d). In such cases rep(m2)−1 = ⌊(d−r)
(p−1)
d
⌋+1.
Therefore, combining (4.13) and (4.14), it suffices to prove
(4.15)
⌊ p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + jA(j)
]
+
⌊
r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j
]
−
rep(m3)−1∑
j=⌊ r(p−1)
d
⌋+1
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
[
1
d
]
+ p

⌊
p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + 2jA(j) + j2B(j)
]
+
⌊
r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d
+ j
)(
1 + jA(j)
)
+ j
]
+
rep(m3)−1∑
j=⌊ r(p−1)
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
r
d
+ j
]
+
⌊(d−r)p−1
d
⌋∑
j=rep(m3)
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j2 + j
(
1
d
+ r
d
)]
−
rep(m2)−1∑
j=⌊(d−r)p−1
d
⌋+1
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
[(
1
d
)(
r
d
)] ≡ s(p) (mod p2).
We now examine A(j), B(j),
∏4
k=1 Γp
(
mk + j
)
and
∏4
k=1 Γp
(
mk
)
modulo p. Using Corollary
2.16 (3) and Proposition 2.14 (1) we see that
A(j) =
4∑
k=1
(
G1 (mk + j) −G1 (1 + j)
)
≡
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
)
−


0 if 0 ≤ j ≤ rep(m4)− 1,
1
p
if rep(m4) ≤ j ≤ rep(m3)− 1,
2
p
if rep(m3) ≤ j ≤ rep(m2)− 1,
3
p
if rep(m2) ≤ j ≤ rep(m1)− 1,
4
p
if rep(m1) ≤ j ≤ p− 1,
(mod p).
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Similarly, using Corollary 2.16 (3), (4) and Proposition 2.14 (2), we see that
4∑
k=1
(
G1 (mk + j)
2 −G2 (mk + j)−G1 (1 + j)
2 +G2 (1 + j)
)
≡
4∑
k=1
(
H
(2)
rep(mk)+j−1
− H
(2)
j
)
+


0 if 0 ≤ j ≤ rep(m4)− 1,
1
p2
if rep(m4) ≤ j ≤ rep(m3)− 1,
2
p2
if rep(m3) ≤ j ≤ rep(m2)− 1,
3
p2
if rep(m2) ≤ j ≤ rep(m1)− 1,
4
p2
if rep(m1) ≤ j ≤ p− 1,
(mod p).
Using Proposition 2.13 we get that
4∏
k=1
Γp
(
mk + j
)
≡
4∏
k=1
Γp
(
rep(mk) + j
)
≡
[
4∏
k=1
(rep(mk) + j − 1)!
]


1 if 0 ≤ j ≤ rep(m4)− 1,
1
p
if rep(m4) ≤ j ≤ rep(m3)− 1,
2
p2
if rep(m3) ≤ j ≤ rep(m2)− 1,
3
p3
if rep(m2) ≤ j ≤ rep(m1)− 1,
4
p4
if rep(m1) ≤ j ≤ p− 1,
(mod p)
and
4∏
k=1
Γp
(
mk
)
=
2∏
k=1
(−1)rep(mk) = (−1)rep(m1)+rep(m2) = ±1 .
We now consider
X(j) :=
rep(m4)−1∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + 2jA(j) + j2B(j)
]
+
rep(m3)−1∑
j=rep(m4)
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
2j + j2A(j)
]
+
rep(m2)−1∑
j=rep(m3)
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j2
]
(mod p).
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Again similar to the proof of Theorem 4.5 we will show X(j) ≡ 0 (mod p). Substituting for
A(j), B(j),
∏4
k=1 Γp
(
mk + j
)
and
∏4
k=1 Γp
(
mk
)
modulo p we have
±X(j) ≡
p−1∑
j=0
[
4∏
k=1
(j + 1)rep(mk)−1
][
1 + 2j
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
)
+
j2
2
[(
4∑
k=1
(
H
(1)
rep(mk)−1+j
−H
(1)
j
))2
−
4∑
k=1
(
H
(2)
rep(mk)−1+j
−H
(2)
j
)]]
(mod p).
We define
P (j) :=
d
dj
[
j
4∏
k=1
(j + 1)rep(mk)−1
]
=
2(p−1)∑
k=0
akj
k .
and
Q(j) :=
j
2
d2
dj2
[
j
4∏
k=1
(j + 1)rep(mk)−1
]
=
2(p−1)∑
k=0
bkj
k .
Then
±X(j) ≡
p−1∑
j=1
P (j) +Q(j) (mod p).
Applying (4.6) in the usual way yields
p−1∑
j=0
P (j) ≡ 1 (mod p).
and
p−1∑
j=0
Q(j) ≡ −1 (mod p).
So
(4.16) X(j) = ±

p−1∑
j=1
P (j) +Q(j)

 ≡ 0 (mod p).
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Accounting for (4.16) in (4.15) means we need only show
(4.17)
⌊ p−1
d
⌋∑
j=0
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
1 + jA(j)
]
+
⌊ r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j
]
−
rep(m3)−1∑
j=⌊
r(p−1)
d
⌋+1
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
[
1
d
]
+ p


⌊ r(p−1)
d
⌋∑
j=⌊ p−1
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[(
1
d
)(
1 + jA(j)
)]
+
rep(m3)−1∑
j=⌊
r(p−1)
d
⌋+1
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
r
d
− j − j2A(j)
]
+
⌊(d−r)p−1
d
⌋∑
j=rep(m3)
∏4
k=1 Γp
(
mk + j
)
∏4
k=1 Γp
(
mk
)
j!4
[
j
(
1
d
+ r
d
)]
−
rep(m2)−1∑
j=⌊(d−r)p−1
d
⌋+1
4∏
k=1
Γp
(
mk + j
)
Γp
(
mk
)
j!4
[(
1
d
)(
r
d
)
+ j2
] ≡ s(p) (mod p2).
Using the same notation as in the proof of Theorem 4.5 and invoking Lemmas 2.25 and 2.26 in
a similar manner, (4.17) is equivalent to
rep(m2)−1∑
j=0
Bin(j)
[
1 + jH(j)
]
+
rep(m2)−1∑
j=0
Bin(j)
[
jB(j) −A(j)− jA(j)H(j)
]
−
rep(m3)−1∑
j=⌊ r(p−1)
d
⌋+1
Bin(j)
[[
1
p
] [
1−A(j) + rep(m1)−m1
p
] [
1
d
+ j
]
+
[
− r
d
+
(
1
d
+ j
) (
1 + jH(j) − j
p
)]]
−
rep(m2)−1∑
j=⌊(d−r)p−1
d
⌋+1
Bin(j)
[
1
p
][
j2 +
(
1
d
)(
r
d
)
+ j
(
1
d
+ r
d
)]
≡ s(p) (mod p2).
Recall that the second sum above is vacuous unless p ≡ r (mod d) and r2 ≡ 1 (mod d) or
p ≡ d − r (mod d) and r2 ≡ −1 (mod d). In these cases the sum is over one value of j =
rep(m3)− 1 = ⌊
r(p−1)
d
⌋+1. In either case
(
1
d
+ j
)
= rp
d
. Also rep(m1)−m1 = p
(
1− 1
d
)
. So we
get
rep(m3)−1∑
j=⌊
r(p−1)
d
⌋+1
Bin(j)
[[
1
p
] [
1−A(j) + rep(m1)−m1
p
] [
1
d
+ j
]
+
[
− r
d
+
(
1
d
+ j
) (
1 + jH(j) − j
p
)]]
=
rep(m3)−1∑
j=⌊ r(p−1)
d
⌋+1
Bin(j)
[
rpj
d
H(j)− r
d
A(j) + r
d
d−1
d
+ rp
d
− rj
d
]
.
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Note Bin(j) ∈ pZp for j = rep(m3) − 1. Thus Bin(j)pH(j) ≡ Bin(j)p
(
1
p
)
(mod p2),
Bin(j)A(j) ≡ Bin(j) rep(m1)−m1
p
≡ Bin(j)d−1
d
(mod p2) and
rep(m3)−1∑
j=⌊
r(p−1)
d
⌋+1
Bin(j)
[
rpj
d
H(j)− r
d
A(j)+ r
d
d−1
d
+ rp
d
− rj
d
]
≡
rep(m3)−1∑
j=⌊
r(p−1)
d
⌋+1
Bin(j)
[
rp
d
]
≡ 0 (mod p2).
Next we examine
rep(m2)−1∑
j=⌊(d−r)p−1
d
⌋+1
Bin(j)
[
1
p
][
j2 +
(
1
d
)(
r
d
)
+ j
(
1
d
+ r
d
)]
=
rep(m2)−1∑
j=⌊(d−r)p−1
d
⌋+1
Bin(j)
[
1
p
][(
j + 1
d
)(
j + r
d
)]
modulo p2. Recall that this sum is vacuous unless p ≡ d − 1 (mod d), p ≡ r (mod d) and
r2 ≡ −1 (mod d) or p ≡ d− r (mod d) and r2 ≡ 1 (mod d). Then the limits of summation are
equal and the sum is over one value of j = rep(m2) − 1 = p − r⌊
p−1
d
⌋ − ⌊ar
d
⌋ − 1. If p ≡ d − 1
(mod d),
j = p−r
(
p−d+1
d
)
−⌊dr−r
d
⌋−1 = p
(
1− r
d
)
+r− r
d
−⌊r− r
d
⌋−1 = p
(
1− r
d
)
+ d−r
d
−1 = p
(
1− r
d
)
− r
d
.
Then (
j + r
d
)
= p
(
1− r
d
)
∈ pZp
and (
j + 1
d
)
= p
(
1− r
d
)
− r
d
+ 1
d
∈ Zp.
If p ≡ r (mod d) and r2 ≡ −1 (mod d),
j = p− r
(
p−r
d
)
− ⌊ r
2
d
⌋ − 1 = p
(
1− r
d
)
+ r
2
d
− ⌊ r
2
d
⌋ − 1 = p
(
1− r
d
)
+ d−1
d
− 1 = p
(
1− r
d
)
− 1
d
.
Then (
j + 1
d
)
= p
(
1− r
d
)
∈ pZp
and (
j + r
d
)
= p
(
1− r
d
)
− 1
d
+ r
d
∈ Zp.
If p ≡ d− r (mod d) and r2 ≡ 1 (mod d),
j = p−r
(
p−d+r
d
)
−⌊dr−r
2
d
⌋−1 = p
(
1− r
d
)
+dr−r
2
d
−⌊dr−r
2
d
⌋−1 = p
(
1− r
d
)
+d−1
d
−1 = p
(
1− r
d
)
−1
d
.
Then (
j + 1
d
)
= p
(
1− r
d
)
∈ pZp
and (
j + r
d
)
= p
(
1− r
d
)
− 1
d
+ r
d
∈ Zp.
Therefore
rep(m2)−1∑
j=⌊(d−r)p−1
d
⌋+1
Bin(j)
[
1
p
][(
j + 1
d
)(
j + r
d
)]
≡ 0 (mod p2)
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as Bin(j) ∈ p2Zp for j = rep(m2) − 1. Finally, taking m = rep(m1) − 1, n = rep(m2) − 1,
C1 = rep(m1) −m1 and C2 = rep(m2) −m2 (where applicable) in Corollaries 3.2 and 3.4 we
show that
rep(m2)−1∑
j=0
Bin(j)
[
1 + jH(j)
]
≡ s(p) (mod p2)
and
rep(m2)−1∑
j=0
Bin(j)
[
jB(j) −A(j) − jA(j)H(j)
]
≡ 0 (mod p2)
as required. 
5. Proof of Theorem 1.2
One easily checks the result for primes p = 2, 3. Now let p ≥ 7 be a prime. Then by Theorem
4.6 with d = 5 we have
4G
(
1
5 ,
2
5 ,
3
5 ,
4
5
)
p
− s(p)p ≡ 4F3
[
1
5 ,
2
5 ,
3
5 ,
4
5
1, 1, 1
∣∣∣ 1
]
p−1
(mod p3)
where s(p) = Γp
(
1
5
)
Γp
(
2
5
)
Γp
(
3
5
)
Γp
(
4
5
)
. Therefore Theorem 1.2 will be established on proof of
the following two results.
Theorem 5.1. For a prime p 6= 5,
−
1
p− 1

1 + 1
p
p−2∑
j=1
G5−jG5j T
−5j(−5)

 − s(p) · p = c(p),
where s(p) := Γp
(
1
5
)
Γp
(
2
5
)
Γp
(
3
5
)
Γp
(
4
5
)
, T is a generator for the group of characters on Fp and
c(p) is as defined in (1.3).
Corollary 5.2. For a prime p 6= 5,
4G
(
1
5 ,
2
5 ,
3
5 ,
4
5
)
p
− s(p)p = c(p),
where s(p) := Γp
(
1
5
)
Γp
(
2
5
)
Γp
(
3
5
)
Γp
(
4
5
)
and c(p) is as defined in (1.3).
Then, using Proposition 4.2, the corollary below easily follows.
Corollary 5.3. For a prime p ≡ 1 (mod 5),
−p3 4F3
(
χ5, χ
2
5, χ
3
5, χ
4
5
ε, ε, ε
∣∣ 1)
p
− s(p)p = c(p),
where χ5 is a character of order 5 on Fp, s(p) := Γp
(
1
5
)
Γp
(
2
5
)
Γp
(
3
5
)
Γp
(
4
5
)
and c(p) is as defined
in (1.3).
Proof of Theorem 5.1. From [22, page 32] (following the work of Schoen [24]), we have
(5.1) c(p) =


p3 + 25p2 − 100p + 1−Np if p ≡ 1 (mod 5),
p3 + p2 + 1−Np if p ≡ 4 (mod 5),
p3 + p2 + 2p+ 1−Np if p ≡ 2, 3 (mod 5),
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where Np is the number of points in P
4(Fp) on x
5
0 + x
5
1 + x
5
2 + x
5
3 + x
5
4 − 5x0x1x2x3x4 = 0 . We
will evaluate Np using (2.8) and express our results in terms of Gauss sums using (2.6). Using
(2.9) repeatedly we can write
Np = N
1
p +N
2
p ++N
3
p +N
4
p
where
N1p = number of points in A
1(Fp) on f1(x1) := 1 + x
5
1 = 0,
N2p = number of points in A
2(Fp) on f2(x1, x2) := 1 + x
5
1 + x
5
2 = 0,
N3p = number of points in A
3(Fp) on f3(x1, x2, x3) := 1 + x
5
1 + x
5
2 + x
5
3 = 0, and
N4p = number of points in A
4(Fp) on f4(x1, x2, x3, x4) := 1 + x
5
1 + x
5
2 + x
5
3 + x
5
4 − 5x1x2x3x4 = 0.
Using (2.8) we get that
pN4p = p
4 +
∑
z∈F∗p
∑
x1,x2,x3,x4∈Fp
θ(z f4(x1, x2, x3, x4)).
Now ∑
x1,x2,x3,x4∈Fp
θ(z f4(x1, x2, x3, x4)) = θ(z) + 4
∑
x1∈F∗p
θ(z (1 + x51)) + 6
∑
x1,x2∈F∗p
θ(z (1 + x51 + x
5
2))
+ 4
∑
x1,x2,x3∈F∗p
θ(z (1 + x51 + x
5
2 + x
5
3)) +
∑
x1,x2,x3,x4∈F∗p
θ(z f4(x1, x2, x3, x4))
and so
pN4p = p
4 +
∑
z∈F∗p
θ(z) + 4A+ 6B + 4C +D,
where
A =
∑
z∈F∗p
∑
x1∈F∗p
θ(z (1 + x51)),
B =
∑
z∈F∗p
∑
x1,x2∈F∗p
θ(z (1 + x51 + x
5
2)),
C =
∑
z∈F∗p
∑
x1,x2,x3∈F∗p
θ(z (1 + x51 + x
5
2 + x
5
3)),
and
D =
∑
z∈F∗p
∑
x1,x2,x3,x4∈F∗p
θ(z f4(x1, x2, x3, x4)).
By (2.4) we have ∑
z∈F∗p
θ(z) = −1 .
We evaluate N1p , N
2
p and N
3
p similarly and overall we get
(5.2) pNp = p
4 + p3 + p2 + p− 4 + 10A+ 10B + 5C +D .
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Using properties (2.3) and (2.6) of the additive character θ and the orthogonal relation (2.1) for
T we evaluate the terms A,B,C and D.
A =
∑
z,x1∈F∗p
θ(z(1 + x51)) =
∑
z,x1∈F∗p
θ(z)θ(zx51)
=
1
(p − 1)2
∑
z,x1∈F∗p
p−2∑
a,b=0
G−aG−bT
a(z)T b(zx51)
=
1
(p − 1)2
∑
x1∈F∗p
p−2∑
a,b=0
G−aG−bT
b(x51)
∑
z∈F∗p
T a+b(z).
We now apply (2.1) on the last summation. This yields (p − 1) if T a+b = ε which occurs if
a = b = 0 or a = (p − 1)− b. Both of these cases are covered when a = −b as T (p−1)−b = T−b.
So
A =
1
(p − 1)
∑
x1∈F∗p
p−2∑
b=0
GbG−bT
b(x51)
=
1
(p − 1)
p−2∑
b=0
GbG−b
∑
x1∈F∗p
T 5b(x1)
=


4∑
i=0
G i(p−1)
5
G
− i(p−1)
5
if p ≡ 1 (mod 5)
G0
2 = 1 if p 6≡ 1 (mod 5).
The last application of (2.1) yields p− 1 if and only if T 5b = ε. If p ≡ 1 (mod 5) this occurs if
b = 0 or a multiple of p−15 whereas if p 6≡ 1 (mod 5) then only if b = 0. A similar application of
(2.1), (2.3) and (2.6) yields
B =


4∑
i,j=0
G(i+j)tG−itG−jt if p ≡ 1 (mod 5),
G0
3 = −1 if p 6≡ 1 (mod 5),
C =


4∑
i,j,k=0
G(i+j+k)tG−itG−jtG−kt if p ≡ 1 (mod 5),
G0
4 = 1 if p 6≡ 1 (mod 5),
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and
D =


1
(p− 1)
p−2∑
e=0
4∑
i,j,k=0
G−e+(i+j+k)tG−e−itG−e−jtG−e−ktG−eG5eT
−5e(−5) if p ≡ 1 (mod 5),
1
(p− 1)
p−2∑
e=0
G5−eG5eT
−5e(−5) if p 6≡ 1 (mod 5),
where t = p−15 . Noting that
(5.3) s(p) =
{
+1 if p ≡ 1, 4 (mod 5),
−1 if p ≡ 2, 3 (mod 5),
and combining (5.1), (5.2) and the evaluations above we see that when p 6≡ 1 (mod 5)
c(p) + s(p) · p = −
1
p
[
−4 + 10A+ 10B + 5C +D
]
= −
1
p
[
1 +
1
(p − 1)
p−2∑
e=0
G5−eG5eT
−5e(−5)
]
= −
1
p− 1
[
1 +
1
p
p−2∑
e=1
G5−eG5eT
−5e(−5)
]
as required. We now consider the case when p ≡ 1 (mod 5). Again combining (5.1), (5.2) and
(5.3) we get that
c(p) + s(p) · p = 24p2 − 100p − 1
p
[
−4 + 10A+ 10B + 5C +D
]
.
We first examine D. Recall
D =
1
(p− 1)
p−2∑
e=0
4∑
i,j,k=0
G−e+(i+j+k)tG−e−itG−e−jtG−e−ktG−eG5eT
−5e(−5) .
We split this sum into different cases depending on the values of i, j and k as follows (note that,
as Gnt = Gmt if n ≡ m (mod 5), when we refer to −i,−j,−k and i+ j + k in the list below we
are really considering them as basic representatives modulo 5, i.e., elements of {0, 1, 2, 3, 4}):
(0) i = j = k = 0;
(1) i, j, k ≥ 1 all distinct;
(2) i, j, k ≥ 1 and exactly three of −i,−j,−k and i+ j + k are identical;
(3) Exactly two of −i,−j,−k and i+ j + k equal 0;
(4) i, j, k ≥ 1, i+ j + k 6= 0 less cases (1) and (2); and
(5) Exactly one of −i,−j,−k and i+ j + k equal 0.
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These cases are mutually exclusive and cover all 125 possible triples (i, j, k). We let Dn denote
the part of D covered in case n. Then
D0 =
1
(p− 1)
p−2∑
e=0
G5−eG5eT
−5e(−5)
and
−
1
p
[
1 +D0
]
= −
1
p
[
1 +
1
(p− 1)
p−2∑
e=0
G5−eG5eT
−5e(−5)
]
= −
1
p− 1
[
1 +
1
p
p−2∑
e=1
G5−eG5eT
−5e(−5)
]
.
So it suffices to show
24p2 − 100p − 1
p
[
−5 + 10A+ 10B + 5C +D −D0
]
= 0.
By Theorem 2.3, with m = 5 and ψ = T e, we see that
GeGe+tGe+2tGe+3tGe+4t = G5eT
−5e(5)GtG2tG3tG4t .
Therefore, using (2.5) and noting that t is even, we get
D =
1
p2(p− 1)
p−2∑
e=0
4∑
i,j,k=0
G−e+(i+j+k)tG−e−itG−e−jtG−e−ktG−eGeGe+tGe+2tGe+3tGe+4tT
−5e(−1).
We now evaluate D1 to D5.
(1) There are 24 different triples (i, j, k) in this case. If i, j an k are all distinct then i+ j+ k 6≡
0 (mod 5). Also i + j + k is distinct from −i,−j and −k when all are considered as basic
representatives modulo 5. Therefore
G−e+(i+j+k)tG−e−itG−e−jtG−e−kt = G−e+tG−e+2tG−e+3tG−e+4t
and
D1 =
24
p2(p− 1)
p−2∑
e=0
G−e+tG−e+2tG−e+3tG−e+4tG−eGeGe+tGe+2tGe+3tGe+4tT
−5e(−1) .
By (2.5), G−e+ntGe+(5−n)t = T
−e+nt(−1) p if T−e+nt 6= ε. So, for a ∈ {0, 1, 2, 3, 4},
D1 =
24
p2(p − 1)

 p−2∑
e=0
e 6=at
p5 T−5e+10t(−1)T−5e(−1) +
p−2∑
e=0
e=at
p4 T 10t(−1)


= 24p2 [p− 5]
as T 10t = T 2(p−1) = ε.
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(2) There are 16 different triples (i, j, k) in this case. However only 4 of these give different values
for the set {−i,−j,−k, i+j+k} when the elements are expressed as basic representatives modulo
5 and these sets can be represented by {k, k, k,−3k} for 1 ≤ k ≤ 4. Therefore
D2 =
4
p2(p − 1)
p−2∑
e=0
4∑
k=1
G3−e+ktG−e−3ktG−eGeGe+tGe+2tGe+3tGe+4tT
−5e(−1) .
Note we can replace Ge+tGe+2tGe+3tGe+4t with Ge+ktGe+2ktGe+3ktGe+4kt, as T
nt = Tmt when
n ≡ m (mod 5) and F∗5 is a multiplicative group. We now split the summation depending on
whether e = at or not, for a ∈ {0, 1, 2, 3, 4}, and make this replacement in the first part to get
D2 =
4
p2(p− 1)

 p−2∑
e=0
e 6=at
4∑
k=1
G3−e+ktG−e−3ktG−eGeGe+ktGe+2ktGe+3ktGe+4ktT
−5e(−1)
+
p−2∑
e=0
e=at
4∑
k=1
G3−e+ktG−e−3ktG−eGeGe+tGe+2tGe+3tGe+4t

 .
We use (2.5) to simplify this expression as follows.
D2 =
4
p2(p − 1)

 p−2∑
e=0
e 6=at
4∑
k=1
p3G2−e+ktGe+ktGe+2ktT
−3e−2kt(−1)T−5e(−1)
−
p−2∑
e=0
e=at
4∑
k=1
p2G3−e+ktG−e−3ktG−e


=
4
(p − 1)

p p−2∑
e=0
e 6=at
4∑
k=1
G2−e+ktGe+ktGe+2kt −
p−2∑
e=0
e=at
4∑
k=1
G3−e+ktG−e−3ktG−e

 .
We can simplify the first summation and express it in terms of generalised Jacobi sums using
Corollaries 2.12 and 2.7 and Proposition 2.9 to get
p−2∑
e=0
e 6=at
4∑
k=1
G2−e+ktGe+ktGe+2kt =
4∑
k=1
p−2∑
e=0
G2−e+ktGe+ktGe+2kt −
4∑
k=1
p−2∑
e=0
e=at
G2−e+ktGe+ktGe+2kt
=
4∑
k=1
−p(p− 1)− p
4∑
k=1
p−2∑
e=0
e=at
J
(
T−e+kt, T−e+kt, T e+kt
)
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= −4p(p− 1)− p
4∑
k=1
p−2∑
e=0
e=akt
J
(
T−e+kt, T−e+kt, T e+kt
)
= −4p(p− 1)− p
4∑
k=1
4∑
a=0
J
(
T (1−a)kt, T (1−a)kt, T (1+a)kt
)
= −4p(p− 1)− p
4∑
k=1
[
J
(
T kt, T kt, T kt
)
+ J
(
ε, ε, T 2kt
)
+J
(
T 4kt, T 4kt, T 3kt
)
+ J
(
T 3kt, T 3kt, T 4kt
)
+ J
(
T 2kt, T 2kt, ε
)]
.
Similarly,
p−2∑
e=0
e=at
4∑
k=1
G3−e+ktG−e−3ktG−e =
4∑
k=1
4∑
a=0
G3(1−a)ktG(−a−3)ktG−akt
=
4∑
k=1
[
−G3ktG2kt −GktG4kt −G
3
4ktG3kt
+G33ktG4ktG2kt +G
3
2ktG3ktGkt
]
=
4∑
k=1
[
−p J
(
T kt, T kt, T kt
)
− p− p J
(
T 4kt, T 4kt, T 3kt
)
−p2J
(
T 3kt, T 3kt, T 4kt
)
− p2J
(
T 2kt, T 2kt, T kt
)]
.
By Propositions 2.5 and 2.6 and Corollary 2.7,
J
(
T 4kt, T 4kt, T 3kt
)
= −J
(
T 4kt, T 4kt, T 3kt, T 4kt
)
= J
(
T 4kt, T 4kt, T 4kt
)
,
J
(
T 2kt, T 2kt, ε
)
= −J
(
T 2kt, T 2kt, T kt, ε
)
= J
(
T 2kt, T 2kt, T kt
)
and
J
(
ε, ε, T 2kt
)
= J
(
ε, T 2kt
)
J
(
ε, T 2kt
)
= (−1)2 = 1.
Applying Lemma 2.10 with a = b = c = 4 and r = 4 we see that
4∑
k=1
J
(
T 4kt, T 4kt, T 4kt
)
=
4∑
k=1
J
(
T 16kt, T 16kt, T 16kt
)
=
4∑
k=1
J
(
T kt, T kt, T kt
)
.
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Combining these yields
D2 =
4
(p− 1)
[
−4p2(p− 1) + (p − p2)
4∑
k=1
(
1 + 2J
(
T kt, T kt, T kt
))]
= −8p
[
2p+ 2 +
4∑
k=1
J
(
T kt, T kt, T kt
)]
.
(3) There are 24 different triples (i, j, k) in this case. However only 4 of these give different values
for the set {−i,−j,−k, i+j+k} when the elements are expressed as basic representatives modulo
5 and these sets can be represented by {0, 0, k,−k} for 1 ≤ k ≤ 4. Therefore
D3 =
6
p2(p− 1)
p−2∑
e=0
4∑
k=1
G−e+ktG−e−ktG
3
−eGeGe+tGe+2tGe+3tGe+4tT
−5e(−1).
Letting e′ = e+ kt we see that
D3 =
6
p2(p− 1)
4∑
k=1
p−2+kt∑
e′=kt
G−e′+2ktG−e′G
3
−e′+ktGe′−kt
Ge′+(1−k)tGe′+(2−k)tGe′+(3−k)tGe′+(4−k)tT
−5e′+5kt(−1).
Now Ge′−ktGe′+(1−k)tGe′+(2−k)tGe′+(3−k)tGe′+(4−k)t = Ge′Ge′+tGe′+2tGe′+3tGe′+4t as T
nt = Tmt
when n ≡ m (mod 5) and F5 is an additive group. Similarly T
a = T b when a ≡ b (mod p− 1)
so we can change the limits of summation on e′ to get
D3 =
6
p2(p − 1)
4∑
k=1
p−2∑
e′=0
G−e′+2ktG−e′G
3
−e′+ktGe′Ge′+tGe′+2tGe′+3tGe′+4tT
−5e′(−1)
=
6
4
·D2
= −12p
[
2p+ 2 +
4∑
k=1
J
(
T kt, T kt, T kt
)]
.
(4) There are 12 different triples (i, j, k) in this case. However only 2 of these give different values
for the set {−i,−j,−k, i+j+k} when the elements are expressed as basic representatives modulo
5 and these sets can be represented by {k, k,−k,−k} for 1 ≤ k ≤ 2. Therefore, using (2.5),
D4 =
3
p2(p− 1)
p−2∑
e=0
4∑
k=1
G2−e+ktG
2
−e−ktG−eGeGe+tGe+2tGe+3tGe+4tT
−5e(−1)
=
3
(p− 1)

p p−2∑
e=0
e 6=at
4∑
k=1
G−e+ktG−e−ktGe+2ktGe+3kt −
p−2∑
e=0
e=at
4∑
k=1
G2−e+ktG
2
−e−ktG−e

 .
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Similar to case (2) we now simplify these summations and express them in terms of generalised
Jacobi sums using Corollaries 2.12 and 2.7 and Proposition 2.9 to get
p−2∑
e=0
e 6=at
4∑
k=1
G−e+ktG−e−ktGe+2ktGe+3kt
=
4∑
k=1
p−2∑
e=0
G−e+ktG−e+4ktGe+2ktGe+3kt −
4∑
k=1
p−2∑
e=0
e=at
G−e+ktG−e+4ktGe+2ktGe+3kt
=
4∑
k=1
−p(p− 1) + p
4∑
k=1
p−2∑
e=0
e=at
J
(
T−e+kt, T−e+4kt, T e+2kt, T e+3kt
)
= −4p(p− 1)− p
4∑
k=1
4∑
a=0
J
(
T (1−a)kt, T (4−a)kt, T (2+a)kt
)
= −4p(p− 1)− p
4∑
k=1
[
J
(
T kt, T 4kt, T 2kt
)
+ J
(
ε, T 3kt, T 3kt
)
+ J
(
T 4kt, T 2kt, T 4kt
)
+ J
(
T 3kt, T kt, ε
)
+ J
(
T 2kt, ε, T kt
)]
.
Similarly,
p−2∑
e=0
e=at
4∑
k=1
G2−e+ktG
2
−e−ktG−e =
4∑
k=1
4∑
a=0
G2(1−a)ktG
2
(−1−a)ktG−akt
=
4∑
k=1
[
−p2 − p J
(
T 3kt, T 3kt, T 4kt
)
− p2 J
(
T 4kt, T 4kt, T 2kt
)
−p2J
(
T 3kt, T kt, T kt
)
− p J
(
T 2kt, T 2kt, T kt
)]
.
By Propositions 2.5 and 2.6 and Corollary 2.7,
J
(
ε, T 3kt, T 3kt
)
= −J
(
ε, T 3kt, T 3kt, T 4kt
)
= J
(
T 3kt, T 3kt, T 4kt
)
,
J
(
T 3kt, T kt, ε
)
= −J
(
T 3kt, T kt, ε, T kt
)
= J
(
T 3kt, T kt, T kt
)
,
J
(
T 2kt, ε, T kt
)
= −J
(
T 2kt, T 2kt, ε, T kt
)
= J
(
T 2kt, T 2kt, T kt
)
and
J
(
T kt, T 4kt, T 2kt
)
= −p J
(
T kt, T 4kt
)
= p.
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Combining these yields
D4 =
3
(p− 1)
[
−4p2(p − 1) + (p − p2)
4∑
k=1
(
p+ J
(
T 3kt, T 3kt, T 4kt
)
+ J
(
T 2kt, T 2kt, T kt
))]
= −3p
[
8p+
4∑
k=1
(
J
(
T 3kt, T 3kt, T 4kt
)
+ J
(
T 2kt, T 2kt, T kt
))]
.
Applying Lemma 2.10 with a = b = 3, c = 4 and r = 4, we see that
4∑
k=1
J
(
T 3kt, T 3kt, T 4kt
)
=
4∑
k=1
J
(
T 12kt, T 12kt, T 16kt
)
=
4∑
k=1
J
(
T 2kt, T 2kt, T kt
)
and
D4 = −6p
[
4p+
4∑
k=1
J
(
T 2kt, T 2kt, T kt
)]
.
(5) There are 48 different triples (i, j, k) in this case. However only 4 of these give different values
for the set {−i,−j,−k, i+j+k} when the elements are expressed as basic representatives modulo
5 and these sets can be represented by {0, k, 2k, 2k} for 1 ≤ k ≤ 4. Therefore
D5 =
12
p2(p − 1)
p−2∑
e=0
4∑
k=1
G2−e+2ktG−e+ktG
2
−eGeGe+tGe+2tGe+3tGe+4tT
−5e(−1).
Letting e′ = e− kt, we see that
D5 =
12
p2(p− 1)
4∑
k=1
p−2−kt∑
e′=−kt
G2−e′+ktG−e′G
2
−e′−ktGe′+kt
Ge′+(1+k)tGe′+(2+k)tGe′+(3+k)tGe′+(4+k)tT
−5e′−5kt(−1).
Now Ge′+ktGe′+(1+k)tGe′+(2+k)tGe′+(3+k)tGe′+(4+k)t = Ge′Ge′+tGe′+2tGe′+3tGe′+4t as T
nt = Tmt
when n ≡ m (mod 5) and F5 is an additive group. Similarly T
a = T b when a ≡ b (mod p− 1)
so we can change the limits of summation on e′ to get
D5 =
12
p2(p− 1)
4∑
k=1
p−2∑
e′=0
G2−e′+ktG−e′G
2
−e′−ktGe′Ge′+tGe′+2tGe′+3tGe′+4tT
−5e′(−1)
= 4 ·D4
= −24p
[
4p +
4∑
k=1
J
(
T 2kt, T 2kt, T kt
)]
.
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Putting all these cases together we get
D −D0 = 24p
3 − 280p2 − 40p − 20p
4∑
k=1
J
(
T kt, T kt, T kt
)
− 30p
4∑
k=1
J
(
T 2kt, T 2kt, T kt
)
.
We now examine A, B and C in a similar manner. First,
A =
4∑
i=0
GitG−it = G0
2 +
4∑
i=1
GitG−it
= 1 + 4p (using (2.5)).
Note from the evaluation of A that
A∗ :=
4∑
i=1
GitG−it = 4p ,
which we will use below. Now,
B =
4∑
i,j=0
G(i+j)tG−itG−jt
= G30 + 2
4∑
k=1
G0GktG−kt +
4∑
i,j=1
G(i+j)tG−itG−jt
= −1 + 3
4∑
k=1
G0GktG−kt +
4∑
i,j=1
i+j 6=5
G(i+j)tG−itG−jt
= −1− 3A∗ − p
4∑
i,j=1
i+j 6=5
J
(
T (i+j)t, T−it, T−jt
)
= −1− 12p − 3p
4∑
k=1
J
(
T kt, T 2kt, T 2kt
)
as the triples (−i,−j, i + j), for 1 ≤ i, j ≤ 4 with i + j 6= 5, can be represented by (k, 2k, 2k),
1 ≤ k ≤ 4, with multiplicity 3 when considered as basic representatives modulo 5. Note from
the evaluation of B that
B∗ :=
4∑
i,j=1
G(i+j)tG−itG−jt = −4p− 3p
4∑
k=1
J
(
T kt, T 2kt, T 2kt
)
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and so
C =
4∑
i,j,k=0
G(i+j+k)tG−itG−jtG−kt
= G40 + 3
4∑
k=1
G20GktG−kt + 3
4∑
i,j=1
G0G(i+j)tG−itG−jt +
4∑
i,j,k=1
G(i+j+k)tG−itG−jtG−kt
= 1 + 3A∗ − 3B∗ +
4∑
i,j,k=1
i+j+k≡0 (5)
G(i+j+k)tG−itG−jtG−kt +
4∑
i,j,k=1
i+j+k 6≡0 (5)
G(i+j+k)tG−itG−jtG−kt
= 1 + 3A∗ − 3B∗ −
4∑
i,j,=1
i 6≡−j (5)
G−itG−jtG(i+j)t +
4∑
i,j,k=1
i+j+k 6≡0 (5)
G(i+j+k)tG−itG−jtG−kt
= 1 + 3A∗ − 3B∗ −
(
B∗ −
4∑
i,j,=1
i≡−j (5)
G−itG−jtG(i+j)t
)
+
4∑
i,j,k=1
i+j+k 6≡0 (5)
G(i+j+k)tG−itG−jtG−kt
= 1 + 3A∗ − 4B∗ +
4∑
i=1
G−itGitG0 +
4∑
i,j,k=1
i+j+k 6≡0 (5)
G(i+j+k)tG−itG−jtG−kt
= 1 + 3A∗ − 4B∗ −A∗ +
4∑
i,j,k=1
i+j+k 6≡0 (5)
G(i+j+k)tG−itG−jtG−kt
= 1 + 2A∗ − 4B∗ +
4∑
i,j,k=1
i+j+k 6≡0 (5)
G(i+j+k)tG−itG−jtG−kt.
There are 52 triples (i, j, k) satisfying the conditions of the last summation above, which can be
split into three distinct cases as follows:
(1) i, j, k all distinct. This covers 24 triples (i, j, k). In this case −i,−j − k and i+ j + k are all
distinct when considered as basic representatives modulo 5 and so the set {−i,−j− k, i+ j+ k}
can be represented by {1, 2, 3, 4} for each triple.
(2) Exactly three of −i,−j,−k and i + j + k are identical when considered as basic represen-
tatives modulo 5. There are 16 different triples (i, j, k) in this case. However only 4 of these
give different values for the set {−i,−j,−k, i+ j + k} when the elements are expressed as basic
representatives modulo 5 and these sets can be represented by {k, k, k, 2k} for 1 ≤ k ≤ 4.
(3) This cases covers the remaining 12 triples. However, only 2 of these give different values for
the set {−i,−j,−k, i+ j + k} when the elements are expressed as basic representatives modulo
5 and these sets can be represented by {k, k,−k,−k} for 1 ≤ k ≤ 2.
SUPERCONGRUENCE CONJECTURES OF RODRIGUEZ-VILLEGAS 61
Therefore, using (2.5), Proposition 2.9 and Corollary 2.7,
4∑
i,j,k=1
i+j+k 6≡0 (5)
G(i+j+k)tG−itG−jtG−kt = 24GtG2tG3tG4t + 4
4∑
k=1
G3ktG2kt + 3
4∑
k=1
G2ktG
2
−kt
= 24 p2 − 4p
4∑
k=1
J
(
T kt, T kt, T kt, T 2kt
)
+ 3
4∑
k=1
p2
= 36p2 + 4p
4∑
k=1
J
(
T kt, T kt, T kt
)
and
C = 1 + 36p2 + 24p + 12p
4∑
k=1
J
(
T kt, T 2kt, T 2kt
)
+ 4p
4∑
k=1
J
(
T kt, T kt, T kt
)
.
Overall we get
1
p
[
−5+10A + 10B + 5C +D −D0
]
=
1
p
[
−5 + 10(1 + 4p) + 10
(
−1− 12p− 3p
4∑
k=1
J
(
T kt, T 2kt, T 2kt
))
+5
(
1 + 36p2 + 24p + 12p
4∑
k=1
J
(
T kt, T 2kt, T 2kt
)
+ 4p
4∑
k=1
J
(
T kt, T kt, T kt
))
+24p3 − 280p2 − 40p − 20p
4∑
k=1
J
(
T kt, T kt, T kt
)
− 30p
4∑
k=1
J
(
T 2kt, T 2kt, T kt
)]
= 24p2 − 100p
as required. 
Proof of Corollary 5.2. From Definition 4.1 we see that
4G
(
1
5 ,
2
5 ,
3
5 ,
4
5
)
p
=
−1
p− 1
4∑
k=0
(−p)k
⌊mk+1rk+1⌋∑
j=⌊mkrk⌋+1
Γp
(
j
p−1
)4
Γp
(
1− j
p−1
)
∏4
h=0 Γp
(
k+1− 5j
p−1
+h
5
)
∏4
h=1 Γp
(
h
5
) ,
where ri =
p−1
di
for 0 ≤ i ≤ 5, m0 = −1, m5 = p − 2, d0 = d5 = p − 1 and mi = i, di = 5 for
1 ≤ i ≤ 4. Applying Proposition 2.13 (4) with m = 5 and x = k + 1− 5j
p−1 we have
4G
(
1
5 ,
2
5 ,
3
5 ,
4
5
)
p
=
−1
p− 1
4∑
k=0
(−p)k
⌊mk+1rk+1⌋∑
j=⌊mkrk⌋+1
Γp
(
j
p−1
)4
Γp
(
1− j
p−1
)Γp(k + 1− 5jp−1)ω(5−5j).
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We now split off the terms when j = 0 and j is a multiple of t = p−15 , where applicable, and use
Theorem 2.18 to convert to an expression involving Gauss sums. If p 6≡ 1 (mod 5) we get
4G
(
1
5 ,
2
5 ,
3
5 ,
4
5
)
p
=
−1
p− 1

1 + p−2∑
j=1
G(ω−j)4
G(ωj)
G(ω5j)ω(5−5j)

 .
If p ≡ 1 (mod 5) then
4G
(
1
5 ,
2
5 ,
3
5 ,
4
5
)
p
=
−1
p− 1

1 +
p−2∑
j=1
j 6=at
G(ω−j)4
G(ωj)
G(ω5j)ω(5−5j) +
4∑
a=1
G(ω−at)4
G(ωat)

 .
In each case, applying Proposition 2.2 yields
4G
(
1
5 ,
2
5 ,
3
5 ,
4
5
)
p
= −
1
p− 1

1 + 1
p
p−2∑
j=1
G(ω−j)5G(ω5j) ω−5j(−5)

 .
Taking T = ω in Theorem 5.1 completes the proof. 
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