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Abstract
As part of his groundbreaking work on algorithmic randomness, Solovay demonstrated in the
1970s the remarkable fact that there are computable upper bounds of preﬁx-free Kolmogorov
complexity K that are tight on inﬁnitely many values (up to an additive constant). Such com-
putable upper bounds are called Solovay functions. Recent work of Bienvenu and Downey [STACS
2009, LIPIcs 3, pp 147-158] indicates that Solovay functions are deeply connected with central
concepts of algorithmic randomness such as Ω numbers, K-triviality, and Martin-Löf randomess.
In what follows, among other results we answer two open problems posed by Bienvenu and
Downey about the deﬁnition of K-triviality and about the Gács-Miller-Yu characterization of
Martin-Löf randomess. The former deﬁnes a sequence A to be K-trivial if K(A↾n) ≤
+ K(n), the
latter asserts that a sequence A is Martin-Löf random iﬀ C(A↾n) ≥
+ n−K(n). So both involve
the noncomputable function K. As our main results we show that in both cases K(n) can be
equivalently replaced by any Solovay function, and, what is more, that among all computable
functions such a replacement is possible exactly for the Solovay functions. Moreover, similar
statements hold for the larger class of all right-c.e. in place of the computable functions. These
full characterizations, besides having signiﬁcant theoretical interest on their own, will be useful
as tools when working with K-trivial and Martin-Löf random sequences.
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1 Introduction
1.1 Algorithmic randomness and Kolmogorov complexity
The goal of the theory of algorithmic randomness is to give a formal meaning to the notion
of “random object”. For ﬁnite discrete objects, such as ﬁnite binary sequences or strings, this
was achieved by Solomonoﬀ, Kolmogorov and Chaitin via the notion nowadays known as
Kolmogorov complexity, where then a string is said to be random if it is incompressible in
the sense of having roughly maximum Kolmogorov complexity. As usual, for a string w we
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distinguish the plain Kolmogorov complexity C(w) and its preﬁx-free variant K(w). Both
are deﬁned as the length of the least description of w with respect to some ﬁxed additively
optimal Turing machine U . That is, we ask for the length of a shortest string p such
that U(p) = w; however, for the preﬁx-free variant we restrict attention to Turing machines
with preﬁx-free domain [5, 10].
For inﬁnite objects, such as inﬁnite binary sequences (or sequences, for short), various
notions of randomness have been proposed and studied. This extensive study led to a
consensus that the “best” notion of randomness is Martin-Löf randomness, mainly because
in many respects, Martin-Löf randomness is well-behaved, in that the main properties of
Martin-Löf random sequences do match our intuition of what random sequences should look
like. Moreover, the concept of Martin-Löf randomness is robust in the sense that it admits
various equivalent deﬁnitions that are all natural and intuitively meaningful. For example,
Martin-Löf random sequences can be characterized as the sequences that are unpredictable in
the sense that certain eﬀectively approximable betting games cannot win on these sequence.
In the early 1970s, another important characterization in terms of incompressibility was
found by Schnorr — and independently, in a slightly diﬀerent form, by Levin — which asserts
that for any sequence A,
A is Martin-Löf random⇔ K(A↾n) ≥
+ n (1)
where K is the preﬁx-free Kolmogorov complexity and A↾n denotes the preﬁx of A of length n
(here the notation ≥+ means “greater or equal up to a constant additive term that does not
depend on the variable n”, for formal deﬁnitions and more detailed explanations of this and
other notation see Section 1.3).
Solovay functions
Bienvenu and Merkle [2] observed that the incompressibility characterization (1) of Martin-
Löf randomness remains valid in case the function K is replaced by a suitable computable
function f :
A is Martin-Löf random⇔
[
f(A↾n) ≥
+ n
]
, (2)
where it is easy to see that in addition the function f can be chosen to be an upper bound
for K. Continuing this line of research, Bienvenu and Downey [1] considered “good” upper
bounds for K, namely those that are computable, and are tight on inﬁnitely many values.
They called such bounds Solovay functions, as Solovay [14] was the ﬁrst to show that such a
function exists.
◮ Definition 1. A function g : N→ N is an upper bound for K (up to an additive constant)
if K(n) ≤+ g(n), and such a bound is i.o. tight (up to an additive constant) if for inﬁnitely
many n, g(n) ≤+ K(n). An i.o. tight upper bound g for K is a Solovay function in case g is
computable. It is a weak Solovay function in case g is right-c.e.
Thus, K itself is a weak Solovay function. Among other results to be discussed be-
low, Bienvenu and Downey demonstrated that any computable function g for which the
equivalence (2) holds true must be a Solovay function.
◮ Theorem 2 (Bienvenu-Downey). Any computable upper bound f of K which satisfies the
equivalence
A is Martin-Löf random⇔
[
f(A↾n) ≥
+ n
]
is a Solovay function.
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Left-c.e. reals and Ω numbers
Inﬁnite binary sequences can be identiﬁed with binary expansions of reals in the unit interval
in the canonical way. Then, a sequence is called left-c.e. if the corresponding real is the
limit of an eﬀectively given nondescending sequence of rational numbers. Martin-Löf random
sequences that are left-c.e. exist, and have very interesting properties. For example, a
left-c.e. real is Martin-Löf random if and only if it is Solovay complete, i.e., has only eﬀective
approximations from below that are as slow as any other eﬀective approximation from
below to any other left-c.e. real, up to a constant factor [5, 9]. Furthermore, Martin-Löf
random left-c.e. reals can be characterized as the measures of the domains of universal Turing
machines [5]. Letting
Ωg =
∑
n∈N
2−g(n)
one obtains as a variant of the latter result that a left-c.e. real is Martin-Löf random if and
only if the real can be written in the form Ω
K˜
for some variant K˜ of K obtained by using an
alternate universal preﬁx-free Turing machine. In particular ΩK is Martin-Löf random [5]. A
full characterization of the computable functions g such that Ωg is Martin-Löf random as the
functions that are i.o. tight upper bounds for K was obtained by Bienvenu and Downey [1],
and was extended to the class of right-c.e. functions by Hölzl et al. [8].
◮ Theorem 3 (Bienvenu-Downey, Hölzl-Kräling-Merkle). Let g : N→ N be a right-c.e. function.
Then g is a weak Solovay function if and only if Ωg is a Martin-Löf random real. In particular,
a computable function g is a Solovay function if and only if Ωg is a Martin-Löf random real.
Observe in this connection that by easy standard arguments, ﬁrst, for any right-c.e. function g,
the real Ωg is ﬁnite if and only if g is an upper bound for K and second, a real is left-c.e.
if and only if it can be written in the form Ωg for some right-c.e. function g such that Ωg
is ﬁnite (where one exploits that left-c.e. reals have eﬀective approximations from below
by dyadic rationals, i.e., rationals of the form p/2q where p, q ∈ N). Together, exactly the
left-c.e. reals can be written in the form Ωg for some right-c.e. upper bound g of K, and
Theorem 3 states that the upper bound can be chosen to be i.o. tight if and only if the real
is Martin-Löf random.
K-trivial sequences
From their incompressibility characterization, it can be seen that the Martin-Löf random
sequences are those which have initial segments of roughly maximal Kolmogorov complexity.
It is natural to ask which sequences have initial segments of minimal Kolmogorov complexity.
It is immediate that any computable sequence has minimal Kolgomorov complexity because
for such a sequence the preﬁx of any given length n will have the same Kolmorogov complexity
as n itself, up to a ﬁxed additive constant, which is then minimal since any code for the
preﬁx can also be used as a code for n. Indeed, Chaitin [4] showed that the sequences A
such that C(A↾n) ≤
+ C(n) are exactly the computable ones. On the other hand, this is not
true any longer for the class of sequences A such that K(A↾n) ≤
+ K(n). While Chaitin [4]
proved that any such sequence is computable from the halting problem, Solovay [14] was
able to construct such a sequence that is noncomputable and computably enumerable. The
class of such sequences was further studied by Downey, Hirschfeldt, Nies and Stephan [6, 12],
who called these sequences K-trivial.
The K-trivial sequences turned out to have remarkable properties. Perhaps the most
striking ones are that they can be characterized as the sequences that are low for Martin-Löf
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randomness, or, alternatively, as the sequences that are low for preﬁx-free Kolmogorov
complexity. In other words, a sequence A is K-trivial if and only if Martin-Löf randomness
relativized to A coincides with Martin-Löf randomness, if and only if the preﬁx-free Kol-
mogorov complexity relativized to A is within an additive constant of the unrelativized one.
There are many more interesting results about K-trivial sequences. We refer the reader to
the books by Downey and Hirschfeldt [5], and by Nies [13].
In Section 2 we will argue that in the deﬁnition of the notion of K-trivial, the upper
bound K(n) can be equivalently replaced by any weak Solovay function, and that in fact
the ability to do so characterizes the Solovay functions and the weak Solovay functions. A
preliminary result in this direction was obtained by Bienvenu and Downey [1], who showed
that K-triviality can be characterized via some particular Solovay function.
◮ Theorem 4 (Bienvenu-Downey). There exists a Solovay function g such that for all A,
A is K-trivial⇔
[
K(A↾n) ≤
+ g(n)
]
The Gács-Miller-Yu Theorem
In view of the incompressibility characterization of Martin-Löf randomness in terms of
preﬁx-free Kolmogorov complexity, it is suggestive to ask whether a similar characterization
in terms of plain Kolmogorov complexity is possible. A ﬁrst result in this direction was
obtained by Gács [7] using conditional plain Kolmogorov complexity. He showed that for
any sequence A,
A is Martin-Löf random⇔
[
C(A↾n |n) ≥
+ n−K(n)
]
.
Much later, Miller and Yu [11] were able to show that this equivalence remains true when
conditional plain Kolmogorov complexity is replaced by its unconditional counterpart. That
is, for any sequence A,
A is Martin-Löf random⇔
[
C(A↾n) ≥
+ n−K(n)
]
.
At the same time Miller and Yu showed that in addition the equivalence remains valid in
case the term K(n) is replaced by a suitable computable function g (a variation of the
original Solovay function built by Solovay), which yields their celebrated characterization of
Martin-Löf randomness based solely on plain Kolmogorov complexity: for some computable
function g and for any sequence A,
A is Martin-Löf random⇐⇒
[
C(A↾n) ≥
+ n− g(n)
]
.
For a simpliﬁed proof of their result see Bienvenu et al. [3].
1.2 Overview
By results discussed above, and by many other results not mentioned here, preﬁx-free
Kolmogorov complexity is one of the most central notions in algorithmic randomness, and
is indeed closely related to many other fundamental concepts in this area. In particular,
as discussed above, the following assertions all become true in case we let g be equal to
preﬁx-free Kolmogorov complexity K.
(i) The real Ωg is Martin-Löf random.
(ii) A sequence A is K-trivial if and only if K(A↾n) ≤
+ g(n).
STACS’11
456 Solovay functions and K-triviality
(iii) A sequence A is Martin-Löf random if and only if C(A↾n) ≥
+ n− g(n).
However, known results suggest that these close relations might not just hold for preﬁx-free
Kolmogorov complexity but also for Solovay functions and weak Solovay functions in general.
As stated above, the ﬁrst assertion is true for a right c.e. function g if and only if g is a weak
Solovay function [8]. Hence, as a special case, the ﬁrst assertion is true for a computable
function g if and only if g is a Solovay function [1]. For the two other assertions, on the other
hand, it is only known that the second assertion is true for some Solovay function g [1], and,
by the aforementioned result of Miller and Yu, that the third assertion holds true for some
computable function g, while any function of the latter type must be a Solovay function [1].
In the present paper, we will investigate the question of which functions g make the second
and third assertion true. Similar to the ﬁrst assertion, we obtain a full characterization in
the sense that the second as well as the third assertion is true for a right-c.e. function g if
and only if g is a weak Solovay function, hence, is true for a computable function g if and
only if g is a Solovay function.
◮ Remark. The result of Bienvenu and Downey that any computable upper bound f of K
which satisﬁes the equivalence
A is Martin-Löf random⇔
[
f(A↾n) ≥
+ n
]
must be a Solovay function does not extend to a characterization of Solovay functions,
i.e., there are Solovay functions for which this equivalence is wrong. Indeed one can easily
construct a Solovay function which is tight only on highly compressible sequences: take
a Solovay function g, and deﬁne f by f(0n) = g(n) for all n, and f(σ) = 3|σ| for all the
other strings σ. It is clear that f is a Solovay function, but for A = 10000 . . ., one has
f(A↾n) =
+ 3n ≥+ n, hence f does not characterize Martin-Löf randomness.
1.3 Notation
Here we gather some notation that will be used throughout the paper. A (binary) string
is a ﬁnite sequence over the alphabet {0, 1}. The set of all strings is denote by {0, 1}∗,
while {0, 1}n and {0, 1}≤n denote the set of strings of length n and of length at most n,
respectively. Strings are identiﬁed with natural numbers via the order isomorphism that
takes the length-lexicographical order on strings to the usual order on N = {0, 1, . . .}, for
example, the empty string λ is identiﬁed with the natural number 0. Sequence refers to
an inﬁnite binary sequence, unless explicitly stated otherwise, and the set of sequences is
denoted by {0, 1}ω. For a sequence A, we write A = A(0)A(1) . . . and the preﬁx of A of
length i is denoted by A↾i= A(0) . . . A(i− 1).
For a string σ, the cylinder [σ] is the set of sequences A such that σ is a preﬁx of A.
If S is a set of strings, we write [S] for the set of sequences having some preﬁx in S, i.e.
S =
⋃
σ∈S [σ]. When we talk about measure on the space {0, 1}
ω of sequences, we mean
Lebesgue measure µ, which is the probability measure one gets when each bit of a sequence
is chosen at random with probability (1/2, 1/2) independently of all the other bits.
For functions f and g deﬁned on some domain D such as the set of all strings or all
natural numbers, the notation f(n) ≤+ g(n) means that there is some constant c such that
for all n ∈ D we have f(n) ≤ f(n) + c, and f(n) ≥+ g(n) and f(n) =+ g(n) are deﬁned
likewise. Observe that this notation comprises a universal quantiﬁer that ranges over D,
hence it is slight abuse of notation, though straightforward, to extend to statements to
statements such as “f(n) ≤+ g(n) holds for all n in some subset D0 of D”.
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Plain Kolmogorov complexity is denoted by C, and its preﬁx-free variant by K; for
deﬁnitions and further explanations we refer to the literature [5, 13, 10]. Kolmogorov
complexity (plain or preﬁx-free) is deﬁned on the set of ﬁnite string, but as usual we also
apply it to other objects (integers, rational numbers, pairs of strings, etc.) as long as they
can be encoded into ﬁnite strings in a computable way.
A function f : D → R is right-c.e. (a.k.a. approximable or semi-computable from above)
if there exists a computable function F : D × N → Q such that for all x ∈ D, the
values F (x, 0), F (x, 1), . . . are nonincreasing and converge to f(x) (the value F (x, t) is
called the approximation of f(x) at stage t and is often denoted by ft(x) when the choice of a
particular F is irrelevant in the argument). The plain and preﬁx-free variants of Kolmogorov
complexity are examples of right-c.e. functions.
A bounded request set (a.k.a. Kraft-Chaitin set) is a computably enumerable setW of pairs
(σ, n) of a string σ and a natural number n such that
∑
(σ,n)∈W 2
−n is ﬁnite (enumerating
a pair (σ, n) into a request set is often said to incur a cost of 2−n; the request set being
bounded if the total cost is ﬁnite). Having such a set, the Kraft-Chaitin theorem [5, 10, 13]
asserts that for all (σ, n) ∈W , one has K(σ) ≤+ n.
2 K-triviality and Solovay functions
In this section, we prove that for any right-c.e. function g the equivalence
A is K-trivial⇐⇒ [K(A↾n) ≤
+ g(n)] (3)
holds if and only if g is a weak Solovay function, i.e., if and only if g is an i.o. tight upper
bound for K. Hence, in particular, for computable g, the equivalence (3) holds if and only
if g is a Solovay function. Note that any function g that satisﬁes equivalence (3) must already
be an upper bound of K, since K(A↾n) is always greater or equal to K(n), up to an additive
constant.
2.1 Solovay functions characterize K-triviality
We begin with the ﬁrst part of the equivalence result, namely that K-triviality is characterized
by weak Solovay functions and thus, in particular, by Solovay functions.
◮ Theorem 5. Let g be a weak Solovay function. If K(A↾n) ≤
+ g(n), then A is K-trivial.
As mentioned earlier (Theorem 4), this was proven by Bienvenu and Downey for a partic-
ular Solovay function, actually the one originally built by Solovay, which we call gS . Their
proof involved the construction of a bounded request set (or Kraft-Chaitin set), a standard
technique to ensure the K-triviality of a sequence. However, it relied on the particular
properties of the function gS . We now show that given any weak Solovay function h and
a sequence A such that K(A ↾n) ≤
+ h(n), one can construct a bounded request set that
ensures K(A ↾n) ≤
+ gS(n), hence proving the K-triviality of A. This is achieved by the
following technical proposition, which will guarantee that building a bounded request set to
ensure K(A↾n) ≤
+ gS(n) does not “cost more” (in a speciﬁc sense to be explained below)
than building a bounded request set to ensure K(A↾n) ≤
+ h(n).
◮ Lemma 6. Let g be a Solovay function, and h a weak Solovay function. There exists a
positive constant c and a computable partition of N into intervals (In)n∈N such that for all n
2−g(n) ≤ 2c
∑
i∈In
2−h(i)
STACS’11
458 Solovay functions and K-triviality
Proof. We design a procedure which uniformly in k tries to construct a partition (I
(k)
n )n∈N
such that 2−g(n) ≤ 2k
∑
i∈In
2−h(i). The procedure goes as follows:
For n from 0 to ∞ do
(1) Let s(k, n) ∈ N be the ﬁrst integer which does not belong to one of the previously
constructed intervals I
(k)
j for j < n.
(2) Wait until we ﬁnd some t large enough to have
t∑
i=s(k,n)
2−ht(i) ≥ 2−k2−g(n)
(3) When this happens, we deﬁne I
(k)
n to be [s(k, n), t].
It is possible that for some (k, n) the procedure of parameter k waits at step 2 forever while
executing the n-loop. When this happens, we have by construction:∑
i≥s(k,n)
2−h(i) ≤ 2−k2−g(n)
Hence by the Kraft-Chaitin theorem, for all i ≥ s(k, n):
K(i) ≤+ K(k, n, s(k, n)) + h(i)− k − g(n)
Since the construction is eﬀective, s(k, n) can be described via the pair (k, n) alone, hence
K(s(k, n)) ≤+ K(k, n) ≤+ K(n) + 2 log k. This, together with the above inequality and the
fact that K(n) ≤+ g(n) (because g is a Solovay function) yields for all i ≥ s(k, n):
K(i) ≤+ h(i)− k + 2 log k
Now, recall that h is a weak Solovay function so K(i) ≥+ h(i) for inﬁnitely many i. Therefore
the above situation can only happen for a ﬁnite number of k. In other words, for all k large
enough, the procedure never waits forever at step 2 and hence produces eﬀectively a partition
(I
(k)
n )n∈N of N into intervals such that for all n, and each I
(k)
n = [s, t] we obtain as wanted
2−k2−g(n) ≤
t∑
i=s
2−ht(i) ≤
t∑
i=s
2−h(i).
◭
◮ Corollary 7. For every weak Solovay function h, there exists a Solovay function h˜ such
that h ≤ h˜.
Proof. Let h be a weak Solovay function and let g be any Solovay function. By Lemma 6,
there exists a constant c and a computable partition (In)n∈N of N into intervals such that
for all n
2−g(n) ≤ 2c
∑
i∈In
2−h(i)
Let h˜ : N → N be the function deﬁned as follows. For a given i, let In be the interval to
which i belongs, and set
h˜(i) = ht(i) where t is the least integer s.t. 2
−g(n) ≤ 2c
∑
i∈In
2−ht(i)
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It is clear that h˜ is computable and is an upper bound of h. Moreover, the sum∑
i
2−h˜(i) =
∑
n
∑
i∈In
2−h˜(i)
is random. Indeed, by construction for all n,
∑
i∈In
2−h˜(i) ≥× 2−g(n). Hence
∑
n 2
−g(n) is
Solovay reducible to
∑
i 2
−h˜(i) (the former being random, the latter must be too by the
Kučera-Slaman theorem [9]). Therefore h˜ is a Solovay function. ◭
We are now ready to prove Theorem 5. Let h be a weak Solovay function, d a constant
and A a sequence such that K(A↾n) ≤ h(n)+d for all n. We want to prove that A is K-trivial.
Since by Corollary 7 any weak Solovay function is dominated by a Solovay function, we only
need to prove this theorem for h computable. We apply Lemma 6 to get a constant c and a
computable partition of N into intervals (In)n∈N such that for all n, 2
−gS(n) ≤ 2c
∑
i∈In
2−h(i).
Without loss of generality, we also assume that for all n, n < min(In) (this can be ensured
easily in the proof of Lemma 6).
We show that A is K-trivial by building a bounded request set. For all n and all strings σ
of length n, we wait until we ﬁnd an extension τ of σ whose length is max(In) and such that
for all i ∈ In, some description of τ ↾i of length at most h(i) + d is in the domain of U (by
“description” we mean a string p such that U(p) = τ ↾i, where U is the universal preﬁx-free
machine deﬁning K). When (and if) this happens (we know when it does by computability
of h), we enumerate a pair (σ, gS(n) + c + d) in our request set. The cost of this for us
is 2−gS(n)−c−d, which we can account against the cost for U to enumerate descriptions of
τ ↾i as above, which is at least
∑
i∈In
2−h(i)−d, which in turn is at least 2−gS(n)−c−d by
construction of the intervals In. Hence, we never spend more than U does, which ensures
that our request set is bounded. Now, by assumption on A, for every n, for every i ∈ In, the
universal machine must issue a description of A ↾i of length at most h(i) + d, hence some
pair (A↾n, gS(n) + c+ d) enters our bounded request set at some point. Therefore, for all n,
K(A↾n) ≤ gS(n) + c+ d. Applying Theorem 4, this shows that A is K-trivial.
2.2 K-triviality characterizes Solovay functions
We now prove that any right-c.e. function g that makes the equivalence
A is K-trivial⇐⇒ [K(A↾n) ≤
+ g(n)] (4)
true is a weak Solovay function, and hence is a Solovay function in case g is computable. In
the proof of our result, we need only to consider the case where g is an upper bound for K
because otherwise the class of sequences A that satisfy the right-hand side of equivalence (4)
is empty. We then prove the stronger fact that in the case g is a right-c.e. upper bound
for K but is not a weak Solovay function, there are uncountably many sequences A such
that K(A↾n) ≤
+ g(n). This is enough for our purposes, since there are only countably many
K-trivial sequences (indeed, as we mentioned earlier, they are all computable in the halting
problem).
◮ Theorem 8. Let g be a right-c.e. function such that K(n) ≤+ g(n) but where g is not a
weak Solovay function. Then the set {A | K(A↾n) ≤
+ g(n)} is uncountable.
Proof. We will build an increasing sequence a1 < a2 < a3 < . . . of integers such that any
subset A of {a1, a2, a3, . . .} satisﬁes K(A↾n) ≤
+ g(n).
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The sequence is deﬁned by induction (but not eﬀectively), where we set a1 = 0 and where
we ensure by induction that for all k, for any subset B of the ﬁnite set {a1, . . . , ak} and for
all n ≥ ak, for some constant d that does neither depend on B nor on k we have that
K(B ↾n) ≤ g(n)− k + d. (5)
This suﬃces to prove the desired result: let A be any subset of {a1, a2, a3, . . .}, and let n
be some position. Let k be such that ak ≤ n < ak+1. Let B = A ∩ {a1, . . . , ak}. Since
B ↾n= A↾n, one has by the above property K(A↾n) ≤
+ g(n)− k ≤+ g(n).
We now explain the inductive deﬁnition of the sequence ak. Suppose we have already
deﬁned a1, . . . , ak with the property (5). Let us choose c to be a very large integer, say c >
2ak + k + 1. Consider the sum Ωg =
∑
n 2
−g(n). By Theorem 3, this is not a random
real as g is not a weak Solovay function. Hence, there exists a preﬁx σ of Ωg such that
K(σ) ≤ |σ| − c. Let p be a shortest description for σ. Knowing p, one can eﬀectively perform
the following operations: ﬁrst, retrieve σ = U(p); then, enumerate Ωg from below and wait
until it becomes larger than the real value 0.σ (treated as a real number written in binary)
using the approximation of the values g(n) from above; when this happens, let ak+1 be the
least number m such that for all i ≥ m, so far there has been no contribution to Ωg by the
value g(i) (more precisely, via the approximation of these values from above). Since σ is a
preﬁx of Ωg, this means in particular that
∑
n≥ak+1
2−g(i) does not exceed 2−|σ|, so by the
Kraft-Chaitin theorem, any integer n ≥ ak+1 can be described by p and some additional
g(n) − |σ| bits of information. Therefore, if n ≥ ak+1 and B is a subset of {a1, . . . , ak+1},
then B ↾n can be described in a preﬁx-free way by
- B ↾ak ,
- p (from which ak+1 can be retrieved),
- the single bit B(ak+1),
- some additional g(n)− |σ| bits.
Thus K(B ↾n) ≤
+ 2ak+|p|+1+g(n)−|σ| ≤
+ g(n)−(k+1) (using the fact that c > 2ak+k+1
and |p| ≤ |σ| − c). This concludes the inductive step. ◭
3 Solovay functions and the Gács-Miller-Yu theorem
We now turn to the link between Solovay functions and the Gács-Miller-Yu theorem. Recall
from the introduction that this theorem states that a sequence A is Martin-Löf random if and
only if C(A↾n) ≥
+ n−K(n), and that moreover there exists a computable upper bound f
of K such that A is Martin-Löf random if and only if C(A↾n) ≥
+ n− f(n). Bienvenu and
Downey proved that any such function f must be a Solovay function. We now prove the
converse, i.e. that any Solovay function makes this equivalence true, and the same is true for
weak Solovay functions.
◮ Theorem 9. Let g be a (weak) Solovay function. The following are equivalent.
(i) A ∈ {0, 1}ω is Martin-Löf random.
(ii) C(A↾n) ≥
+ n− g(n).
We begin our proof with a combinatorial lemma.
◮ Lemma 10. Let σ be a string. Let I = [s, t] be a finite interval of integers with s ≥ |σ|.
Let (ai)i∈I be a finite set of integers such that∑
i∈I
ai2
−i ≥ 2−|σ|+1.
Then, there exists a subset J of I and a finite set of strings S such that
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(i) [S] = [σ]
(ii) for all τ ∈ S, |τ | ∈ J
(iii) for all j ∈ J , |S ∩ {0, 1}≤j | ≤ aj
Moreover, J and S can be constructed effectively given σ, I and (ai)i∈I .
Proof. We construct J and S via the following procedure. We initialize J and S to ∅. Now
the procedure is as follows:
For all i from s to t do
If ai ≤ |S| do nothing. Otherwise:
(1) Put i into J
(2) Split [σ] \ [S] into cylinders of measure 2−i. Let T be the set of strings of length i
generating those cylinders.
(3) Let T ′ be the set containing the ci = ai − |S| ﬁrst strings of T in the lexicographic
order (if ci > |T | then let T
′ = T ).
(4) Enumerate all strings of T ′ into S.
We now verify that this procedure works, i.e., that the algorithm is well-deﬁned and that
the set S we obtain after the t-loop is as wanted. First, notice that at the beginning of
the i-loop, S contains only strings of length smaller than i, therefore [S] can be split into
cylinders of measure 2−i. Since |σ| ≤ s ≤ i, this is also the case for [σ], hence for [σ] \ [S], so
step (2) is well-deﬁned. We also immediately see that the conditions (ii) and (iii) of the
lemma are satisﬁed: indeed, we only enumerate strings of a given length i after enumerating i
into J , and if we do so, we ensure that at the end of the i-loop, the cardinality of S ∩{0, 1}≤i
is at most ai. It remains to verify condition (i). First it is clear that S ⊆ [σ] as we only
enumerate cylinders that are contained in [σ]. Suppose that this inclusion is strict. Then,
when running the above procedure, at step 3, we are never in the case where ci > |T |, hence
for all i, at the end of i-loop, we have |S ∩ {0, 1}≤i| ≥ ai, whether i is in J or not. Therefore,
at the end of the procedure, we have:
t∑
i=s
ai2
−i ≤
t∑
i=s
|S ∩ {0, 1}≤i|2−i ≤
t∑
i=s
i∑
k=s
|S ∩ {0, 1}k|2−i ≤
t∑
k=s
|S ∩ {0, 1}k|
t∑
i=k
2−i
<
t∑
k=s
|S ∩ {0, 1}k|2−k+1 < 2µ([S]) < 2µ([σ]) < 2−|σ|+1
and this contradicts the hypothesis of the lemma. ◭
Proof of Theorem 9. The part (i)→ (ii) follows directly from the Gács-Miller-Yu theorem.
We prove the converse. Let g be a weak Solovay function and A ∈ {0, 1}ω a sequence which
is not Martin-Löf random. We shall prove that C(A↾n) ≤ n− g(n)− k for inﬁnitely many n
and arbitrarily large k. By Corollary 7, we can assume that g is computable. We further
assume, for technical reasons which will become clear at the end of the proof, that for all i,
either g(i) ≤ 2 log(i) or g(i) = +∞. If it is not the case, replace g by the bigger function g˜
deﬁned by g˜(i) = g(i) if g(i) ≤ 2 log(i), and g˜(i) = +∞ otherwise. Then we have:∑
i
2−g˜(i) =
∑
i
2−g(i) −
∑
i
g(i)≥2 log i
2−g(i)
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the third sum is a computable real number as the i-th term is bounded by 1/i2. Thus∑
i 2
−g˜(i) is equal to a random real minus a computable real, hence is a random real and
thus g˜ is still a Solovay function.
Now, let (Uk)k∈N be a Martin-Löf test covering A and such that µ(Uk) ≤ 2
−2k−1 for all k.
We design a procedure (Pk) which for all k tries to enumerate a set of strings Sk such that
[Sk] = Uk, with additional properties on the length of the strings it contains. We ensure
that this procedure succeeds for almost all k by building an auxiliary test Vk which tests the
randomness of
∑
i 2
−g(i). The procedure (Pk) works as follows.
(1) Wait for a new cylinder [σ] to be enumerated into Uk.
(2) Choose a large integer s, say larger than 2N with N larger than any integer mentioned
so far in the construction (including k).
(3) Enumerate into Vk the real dyadic interval[∑
i<s
2−g(i), 2−|σ|+1+k +
∑
i<s
2−g(i)
]
(4) Wait for a stage t such that∑
i≤t
2−g(i) > 2−|σ|+1+k +
∑
i<s
2−g(i)
(5) When this happens, we have
∑t
i=s 2
−g(i) > 2−|σ|+1+k. We then apply Lemma 10 with
ai = 2
i−g(i)−k to get a ﬁnite set of strings Sσk and a ﬁnite set of integers J
σ
k such that
[Sσk ] = [σ], for all τ ∈ S
σ
k , |τ | ∈ J
σ
k and for all j ∈ J
σ
k , |S
σ ∩ {0, 1}≤j | ≤ aj . We then
put all strings of Sσk into Sk and go back to step 1.
It is possible that for some k, (Pk) will at some point reach step 4 and wait there forever.
We claim that this can only happen for ﬁnitely many k. Indeed, for a given k, we have
µ(Vk) ≤ 2
−k, because whenever a cylinder [σ] enters Uk at step 1, an interval of length
2−|σ|+1+k enters Vk, hence µ(Vk) ≤ 2
k+1µ(Uk) ≤ 2
−k. Thus, (Vk)k∈N is a Martin-Löf test.
Furthermore, if the procedure for Sk waits forever at some step 4, this precisely means that∑
i 2
−g(i) belongs to the dyadic interval which was put into Vk at step 3, and thus in that
case
∑
i 2
−g(i) ∈ Vk. Since
∑
i 2
−g(i) is random, it can only belong to ﬁnitely many Vk, hence
for almost all k the procedure (Pk) never waits forever at step 4. In that case, the c.e. set Sk
it builds does satisfy [Sk] = Uk by construction.
To ﬁnish the proof, let k be such that (Pk) succeeds. Since A is not Martin-Löf random,
A belongs to Uk, hence to [Sk]. This means that for some n, A↾n belongs to Sk. To describe
A ↾n, it suﬃces to describe k (this can be done with 2 log k + O(1) bits), and its position
inside Sk. For its position inside Sk, we simply describe the position of A↾n inside the S
σ
k it
belongs to, when the latter is sorted in the length-lexicographic order. By construction of
Sσk , n must be in J
σ
k (otherwise S
σ
k would be empty), and there are at most an = 2
n−g(n)−k
strings of length less than or equal to n in Sσk , and therefore we can specify the position
of A ↾n inside S
σ
k with n − g(n) − k bits. Thus, our description of A ↾n has total length
n− g(n)− k+2 log k+O(1). Since k can be taken as large as wanted, this will be enough to
prove the theorem, but one last thing we need to check is that this description is enough to
retrieve A↾n. Indeed, while we give the index of A↾n inside the S
σ
k it belongs to, we do not
describe σ explicitly. However, σ can be found as follows. The description of A↾n we give
has length n− g(n)− k + 2 log k +O(1). By assumption, g(n) ≤ 2 logn and by construction
of Sσk , k ≤ log s ≤ logn. Hence our description has length between n− 3 logn+O(1) and
n+O(1). Hence the length of our description gives us n with logarithmic precision. This is
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enough to ﬁnd the string σ such that A↾n belongs S
σ
k because by construction of Sk, if l is
the length of some string in Sσ
′
k with σ
′ 6= σ, then either 2l < n or 2n < l, and hence either
l < n− 3 logn or n < l − 3 log l. ◭
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