Existing methods for analysis of survival data arising from cohort sampling are largely based on Cox's model and pertained to a certain type of sampling design. This paper applies the general linear transformation model, which includes Cox's model and proportional odds model as special cases, to a class of sampling designs including nested case-control, case-cohort and classical case-control designs. A simple likelihood-based method is developed, and the resulting estimator of the regression coefficient is shown to be consistent and asymptotic normal. The computation and inference procedures are straightforward. In addition to the simplicity and generality of the method, it also has minimal loss of efficiency as the observations with missing covariates that are not used contain little information about the regression parameter. The proposed estimation performs well in simulation studies and is applied to analyze the Colorado Plateau uranium miners cohort data.
Introduction
For reasons such as costs of covariate ascertainment or disease rareness, cohort sampling design becomes an important issue in epidemiological studies and clinical trials. When a time-to-failure response subject to censoring is involved, nested case-control (N-C-C), case-cohort (C-C), and classical case-control (C-C-C) designs are widely used sampling designs, categorized as generalized case-cohort (G-C-C) designs in Chen (2001) . This paper proposes a likelihood method of regression analysis of G-C-C sampling via linear transformation models. Throughout the paper, sampling always means sampling for covariate ascertainment.
Consider a cohort of size n. Let (Y i , δ i , X i ), i = 1, . . . , n, be the full cohort data where, for subject i, Y i represents event time, δ i failure/censoring index, and X i the covariate. Let n 1 = ∑ n i=1 δ i be the total number of failures and n 0 = n − n 1 the total number of non-failures of the cohort. A C-C-C design takes m 1 failures and m 0 non-failures without replacement; a C-C design takes all n 1 failures and m subjects from the entire cohort without replacement; a N-C-C design takes all n 1 failures and m subjects without replacement from each risk set of a failure time. A G-C-C design, as defined in Chen (2001) , consists of K independent sampling steps with the k-th step taking m k subjects without replacement from a certain specified subcohort. The subcohorts and K must only depend on (Y i , δ i ), i = 1, . . . , n. Then, G-C-C covers C-C-C, C-C and N-C-C designs as special cases and offers more flexibility.
There are many publications addressing the regression analysis of cohort data with the above designs; see Thomas (1977) , Oakes (1981) , Prentice (1986) , Self and Prentice (1988) , Kalbfleisch and Lawless (1988) , Thomas (1990, 1991) , Goldstein and Langholz (1992) , Bednarski (1993) , Sasieni (1993) , Barlow (1994) , Borgan, Goldstein, and Langholz (1995) , Langholz and Goldstein (1996) , Breslow (1996) , Samuelsen (1997) , Suissa, Edwards, and Biovin (1998) , Chen and Lo (1999) , Lawless, Kalbfleisch, and Wild (1999) , Chen (2001 Chen ( , 2004 , Lin (2000, 2004) and Nan, Yu, and Kalbfleisch (2006) among many others. All publications except for Chen (2001) address only one of C-C-C, C-C, or N-C-C designs. In addition, Chen (2001) only considers Cox's proportional hazards model and the estimation method therein cannot be generalized for the more general transformation model. Moreover, most of the articles use Cox's model and little is reported using the transformation model. Indeed, Kong, Cai, and Sen (2004) , , Lu and Tsiatis (2006) and Chen and Zucker (2009) applied the transformation model but only to C-C or N-C-C designs, and these methods take advantage of the simple structure of C-C designs and cannot be readily extended to more general sampling designs. This paper applies the linear transformation model to the G-C-C designs and proposes a simple likelihood-based estimation method. Compared with the existing ones, the proposed method is superior not only in simplicity but also in generality. It applies the transformation model, more general than Cox's model, to the G-C-C designs. The computation of the estimator, through maximization of a likelihood function, is straightforward. The inference procedure is also easily available with the variance estimator in closed form. Although the method is not based on a full likelihood but based on a likelihood of the complete cases, it does not cause much loss of efficiency. In most practical designs, failures are all sampled while the non-complete cases, the cohort members that are not sampled, are largely censored and censoring times alone, without observed covariates, contain little information about the regression parameter. Since the full likelihood method encounters the curse of dimensionality arising from the dependence of censoring time on covariates and is difficult to implement, the proposed method offers a simple and general alternative which may be near optimal, for example, in a N-C-C design with Cox model and with m controls matching each case. The relative efficiency of the N-C-C partial likelihood estimation, which is not even the best (e.g., Chen (2004) ), can be as high as m/(m + 1). If cases are rare, which is often the situation for rare disease or large cohort, the sample used in the N-C-C design has a much smaller size than the size of the full cohort. This implies that the vast majority of censored observations, even with covariate identified, contribute relatively little to improve the accuracy of the estimation. An intuitive point of view is that every censored observation plays only the role of comparison in estimation. Thus, every additional censored observation contributes less to the improvement of the estimation accuracy.
The next section introduces the linear transformation model, proposes the estimation method, and provides theoretical results regarding consistency and asymptotic normality. Some simulation results are reported in Section 3 to evaluate the proposed method and compare it with some existing methods. In Section 4, the method is illustrated with an analysis of the Colorado Plateau uranium miners cohort data. Technical proofs are relegated to the Appendix.
Estimation and Inference
Let (T, C) be the pair of failure and censoring times that are conditionally independent given the p-dimensional covariate X. The linear transformation model is log
where H is an unknown increasing function with H(0) = 0, β is an unknown p-dimensional regression parameter of interest, and ϵ is a continuous random variable with known distribution and is independent of (X, C). The event time Y = min(T, C) and the censoring index
. . , n, be i.i.d copies of (Y, δ, X, ϵ, C) . Recall that K = K n is the number of steps of sampling in a G-C-C design, and note that K is 2, 2, and n 1 + 1 for C-C-C, C-C and N-C-C designs, respectively. For 1 ≤ k ≤ K and 1 ≤ j ≤ n, let ∆ kj be the indicator of subject j being sampled for covariate ascertainment at step k. By definition of G-C-C, {∆ kj , j = 1, . . . , n} are independent of {∆ lj , j = 1, . . . , n} for l ̸ = k, and
is the index of j being ever sampled. Then, the observed data of a G-C-C design can be written as
Let π j be the conditional probability of individual j being sampled given the longitudinal data of full cohort,
Note that a subscript n is suppressed in the notations π j and ∆ j .
Let λ(·) and Λ(·) be the known hazard and cumulative hazard functions of e ϵ , respectively. With the linear transformation model (1), the log-likelihood function of the full cohort data is
where h(·) is the derivative function of H(·). considered maximizing the log-likelihood function with a discretization of H(·). Specifically, let q j represent size of increment of H(·) at the j-th smallest failure times, say
Then the maximization of (2.2) over (β, q 1 , . . . , q n 1 ) leads to consistent, asymptotic normal and semiparametric efficient estimators of β.
be the total number of sampled failures and t j be the j-th smallest sampled failure time. With G-C-C data, we propose maximizing
3) where q = (q 1 , . . . , q d ),
and
The maximizer is denoted as (β,q 1 , .
Remark. The above estimation procedure is essentially a complete case analysis and usually cannot produce efficient estimation. For cohort sampling, however, this may not be a severe drawback. First, without covariate, the event times normally do not contain much information. Second, in practice all or most failures are sampled and the information contained in subjects that are not sampled may be minimal as they are all or largely censoring times with unobserved covariates. Third, the proposed method is based on a likelihood for complete cases, which contain nearly all information about the regression parameter. Moreover, unless there are further restrictive assumptions on the censoring variable, efficient estimation cannot be obtained because of curse of dimensionality involved in the conditional distribution of the censoring variable given the covariate. In addition, the cohort could be loosely defined, and the event times of the subjects that are not sampled are not as reliable as those that are. More comments may be found in Chen and Lo (1999) .
Let β 0 and H 0 be the true values of β and H. Consider the following regularity conditions. (C1) The function H 0 (t) is strictly increasing and continuously differentiable with H 0 (0) = 0, and β 0 lies in the interior of a compact set B.
(C3) X is bounded, and if there exists a vector γ and a deterministic function γ 0 (t) such that γ 0 (t) + γ ′ X = 0 with probability one, then γ = 0 and γ 0 (t) = 0.
These conditions are similar to those used by for counting processes, and condition (C4) is only used in the consistency proof ofβ and H.
To describe the asymptotic distribution ofβ andĤ, let 
In order to obtain a variance estimate ofβ, letl i ≡l i (β, q) andl i ≡l i (β, q) be the first and second derivatives of l i (β, q) with respect to (β, q), respectively.
and let τ denote the duration of the study. For any function w with bounded total variation in [0, τ ] and a real vector b, we show in the Appendix that the asymptotic variance of 6) and w = (w(t 1 ), . . . , w(t d )) ′ . Thus, the variance estimator of n 1/2 (β − β 0 ) is the upper left p × p submatrix ofÂ −1BÂ−1 . We note that it is not possible, although quite appealing, to derive a sandwich formula without involving a highdimensional matrix, as in , which paper deals with the transformation model with full cohort data.
With the structure of G-C-C sampling, the computation of π i and π ij are not difficult, although a universal form is not available because it relies on the specification of the subcohorts. For example, with C-C-C data, π i = m 1 /n 1 (m 0 /n 0 ) if subject i is a failure (non-failure), and For N-C-C design, π i = 1 if subject i is a failure, and
where n t = ∑ n j=1 I(Y j > t) denotes the size of the risk set at time t and, using the counting process notation,
1 if subjects i and j are both failures; π j if i is a failure and j is not; π i if j is a failure and i is not.
In the case both subjects i and j are non-failures,
.
Simulation Study
Extensive simulation studies have been carried out to assess the performance of the likelihood-based estimators for C-C-C, C-C and N-C-C designs. The linear transformation model was specified as
where H(t) = t/2, X 1 Bernoulli with success probability 0.5 and X 2 uniform on [0, 1]. We set β 1 = 1 and β 2 = −1. The hazard function of ϵ was
with r = 0, 0.5, 1 and 2 (Dabrowska and Doksum (1988) ; Chen, Jin, and Ying (2002) ). Note that the proportional hazards and proportional odds models correspond to r = 0 and r = 1, respectively. The censoring time C was independent of the covariates, exponential with parameter adjusted for a censoring rate of about 80%. In other words, about 20% of all the failure times were observed. The sample size n was set to be 500 and all simulations were based on 1,000 replications. For C-C design, we took all n 1 failures and m = 0.2n subjects from the entire cohort without replacement. For C-C-C design, we took m 1 = n 1 for failures, and m 0 = n 1 for non-failures. For N-C-C design, we took m = 2. Table 1 below summarizes the simulation results of the estimation of β 1 and β 2 . It includes the averages (Mean), sample standard deviations (SSD), and averages of the estimated standard errors (ESE) of the estimates. It also contains the coverage probabilities (CP) for β 1 and β 2 at level 95%. It is seen that the proposed estimation procedures performed well in all cases. The bias of the estimation was negligible. The estimated and empirical standard errors agreed with each other. The coverage probabilities were generally close to the nominal level 95%. Other simulation studies showed similar results.
We compared the proposed method with widely used methods in the literature, such as the partial likelihood of Thomas (1977) for N-C-C sampling, the pseudo-likelihood estimation of Prentice (1986) for C-C sampling, and the inclusion probability method of Samuelsen (1997) for N-C-C sampling. The methods of Thomas and Prentice cannot be generalized to treat G-C-C sampling while (2001) for G-C-C sampling was also considered for comparison. We note that all the four methods were designed for Cox's model rather than the transformation model. The setup of the simulation was similar to that reported in Table 1 . The bias (BIAS) and sample standard errors (SSD) of the estimation are reported in Table 2 . It is seen in Table 2 that, when Cox's model is true (r = 0), the proposed estimators are comparable to the existing ones in the sense that the bias and standard errors are close to one another. When r is increased from 0 to 2, implying the true model deviates from Cox's model, the bias of the proposed estimators remains very small, but those of other estimators all become rather large. As a result, the existing methods become invalid under a transformation model other than Cox's model. On the other hand, the proposed method performs well in all cases.
Application: Colorado Plateau Uranium Miners Cohort
In this section, we consider the application of the proposed method to the Colorado Plateau uranium miners cohort data. This data set was gathered for (289) 236(516) N-C-C design 'Proposed','Chen','Thomas','Prentice','Samuelsen' refer to the estimators proposed by our method, Chen (2001) , Thomas (1977) , Prentice (1986) , Samuelsen (1997) , respectively. Full lt and Full cox refer to the estimators proposed by linear transformation model and proportional hazards model using the full cohort data, respectively. the study of the effects of radon exposure and smoking on the rates of lung cancer; it has been described in detail in Lubin et al. (1994) , Langholz and Goldstein (1996) , and Langholz et al. (1999) . Here we compare the results using the full cohort analysis to those based on C-C-C, C-C and N-C-C designs.
The cohort consisted of 3347 (n) Caucasian male miners who worked underground at least one month in the uranium mines of the four-state Colorado Plateau area. For each subject, the information included the age at entry to the study, the age at exit from the study, the death time if death occurred during the study, the cumulative radon exposure, and cumulative smoking in number of packs and the death information. In this study, a total of 258 (n 1 ) miners died of lung cancer. Subjects who died of lung cancer were taken to be the failures and all other were censored at their exit times. Let X 1 denote the cumulative radon exposure in 100 working level months (WLMs), X 2 be the cumulative smoking in 1,000 packs, and X = (X 1 , X 2 ) ′ .
For the analysis, we used the model
where the hazards function of ϵ is exp(t)/(1 + r exp(t)) with r unknown, and the function g was used to describe different models. Following Thomas et al. (1994) and Langholz and Goldstein (1996) , we considered four models of g as a function of radon and smoking: Radon:
Radon and smoking:
With π i = 1 and π ij = 1 for i, j = 1, · · · , n, we obtain the full cohort analysis. For the full cohort data, the choices of r were determined as follows. First, for given r ≥ 0, we used the proposed estimation procedure in Section 2 (e.g., ) to obtain the estimatorsβ andĤ. Second, we computed the estimated observed log-likelihoodl(r;β,Ĥ) defined in (2.2). Finally, we choser as the estimation of r, wherer maximizes thel. The estimates of r for the four models are included in Table 3 .
The results of fitting the four models (4.2)−(4.5) using the full cohort data and the three G-C-C sampling data are given in Table 3 . The regression results using the full cohort data suggest strong association between radon and smoking and lung cancer mortality rates. For the interaction model (4.5), the interaction parameter β 3 is negative with p-value of 10 −11 , there is significant evidence of the joint negative effect of the two exposures on the mortality rates. For all the G-C-C sampling, we used the same setups as in the simulation studies, and took all cases of 258 failures. That is, we took m = 0.2n for the C-C design, m 1 = n 1 and m 0 = n 1 for the C-C-C design, and m = 2 for the N-C-C design. For each design, we sampled the data 1,000 times and obtained the averages of the parameter estimates, their standard errors and p-values. We drew similar conclusions about the statistical relationships between Radon, smoking, their joint exposure, and cancer mortality rates.
For comparisons, we also show the results of fitting model (4.4) in Table 4 for r = 0, r = 0.5, and r = 1. Note that the proportional hazards and proportional odds models correspond to r = 0 and r = 1, respectively. From Table 4 , we see results similar to those in Table 3 .
Our study shows that analysis of G-C-C designs using the proposed estimation method can effectively draw the same conclusion as that of full cohort data, while saving the costs of covariate ascertainment. In many practical situations, accurately identifying the covariates, such as genotype, for every individual of a large cohort can be quite expensive, especially in the case of rare diseases. In these situations, G-C-C designs may be the ideal alternative, and this paper provides a statistical methodology for data analysis through linear transformation 
Concluding Remarks
The existing statistical methodologies are either focused on a special type of cohort sampling or are valid only under Cox's model. This paper presents an effective and unified approach to a broad of class of sampling designs (G-C-C) using linear transformation models. The computation procedure and variance estimation are straightforward. The estimation and inference proposed in this paper can also be generalized in a straightforward fashion to slightly more general models with H(t) = g(β ′ X, ϵ), where g is a known smooth function. 
Appendix: Proofs of Theorems
Proof of Theorem 1. Mimicking the consistency proof of , we first show that the jump sizes ofĤ are finite. Note that sup β∈B,t∈ [0,τ ] |β ′ X| ≤ d 0 almost surely, where d 0 is a constant. Then it follows from that the ith term in (2.3) is bounded above by
Thus, the jump sizes ofĤ must be finite. Next we show thatĤ is bounded almost surely. For this, let
Since l n (β, H) is maximized at (β,Ĥ), we have
where α n =Ĥ(τ ) andH =Ĥ/α n . From (A.1), we obtain that
Note that the right-hand side of (A.2) is bounded from below by
However, the left-hand side is bounded from above by
Suppose that α n → ∞ for some subsequence. Condition (C4) implies that for any ν > 0 when n is sufficiently large, log{α n sup
If we choose ν such that ν ≤ P (Y ≥ τ )/2, the left-hand side diverges to −∞ when α n → ∞. This is a contradiction. HenceĤ is bounded with probability one. Then Helly's Selection Theorem yields that there exists a convergent subsequence such thatβ → β * andĤ → H * weakly. Finally we show that β * = β 0 and H * = H 0 . By taking derivatives of l n (β, H) with respect to h(Y i ) to zero, we get
and the superscript dot denotes derivative. Let
It follows from Proposition in Appendix 1 of Kulich and Lin (2000) thatH(t) converges to H 0 (t) uniformly in t in probability. Also, following
Step 3 in the Appendix of , we have thatĤ(t) is absolutely continuous with respect toH(t), and that dĤ(t)/dH(t) converges to a bounded measurable function. Thus, H * (t) is absolutely continuous with respect to Lebesgue measure, its derivative is denoted as h * (t). Note that l n (β,Ĥ) − l n (β 0 ,H) ≥ 0. By taking the limits on both sides, we obtain that the Kullback-Leibler information between the density indexed by (β * , H * ) and the true density is negative. Therefore, with probability one,
where h 0 (·) is the derivative function of H 0 (·). Equality holds when δ = 0, and also when δ = 1. The difference between the equalities from these two cases
It then follows from Condition (C3) that β * = β 0 and H * = H 0 . Hence we have shown thatβ → β 0 andĤ(t) → H 0 (t) in probability. The continuity and monotonicity of H 0 imply that the convergence ofĤ(t) can be strengthened to uniform convergence in t ∈ [0, τ ].
Proof of Theorem 2. We choose ρ small enough and let
Let W 1 and W 2 be the limits of W n1 and W n2 , respectively, and W = (W 1 , W 2 ). Clearly, W n (β,Ĥ) = 0 and W (β 0 , H 0 ) = 0. By Proposition in Appendix 1 of Kulich and Lin (2000) ,
in the metric space R p × l ∞ (D). Following the proof of weak convergence in the Appendix of , it can be verified that W is Fréchet-differentiable at (β 0 , H 0 ) and that the derivative is continuously invertible in the set A. Thus, it follows from Theorem 3.3.1 of van der Vaart and Wellner (1996) that n 1/2 (β − β 0 ,Ĥ − H 0 ) converges weakly to a zero-mean Gaussian process in the metric space R p × l ∞ (D). Furthermore, V can be consistently estimated by
which is equal to (b ′ , η ′ )B(b ′ , η ′ ) ′ , whereB is defined in (2.6). Thus, the asymptotic variance for 
