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Abstract
We propose an entity linking model that jointly
learns mention detection and entity disam-
biguation. Built upon a pre-trained language
model as a text encoder, mention detection and
entity disambiguation share the same contex-
tualized features while having their own task-
specific architectures. Each mention detected
is projected to the entity embedding space.
As a result, our model can efficiently disam-
biguate all mentions of a batch in one pass
over the entire entity universe by cosine dis-
tance. With candidate sets that limit the search
space, our model achieves state-of-the-art per-
formance on end-to-end entity linking. Our
model also enables the option of eliminating
external knowledge in both training and infer-
ence and hence allows us to study the impact
of such external knowledge.
1 Introduction
Entity linking (EL)1, in our context, refers to the
joint task of recognizing named entity mentions in
text through mention detection (MD) and linking
each mention to a unique entity in a knowledge
base (KB) through entity disambiguation (ED)2.
For example, in the sentence The Times began
publication in London under its current name in
1788, the span The Times should be detected as
a named entity mention and then linked to the
corresponding entity: The Times, a UK newspa-
per. The ambiguity in language brings difficul-
ties to EL models which might link this men-
tion span to a similar but incorrect entity such
as The New York Times, an American newspaper.
Our model approaches EL by producing MD and
ED results simultaneously out of the same contex-
tualized feature embedding, so that ED decision is
1Also known as A2KB task in GERBIL evaluation plat-
form (Ro¨der et al., 2018) and end-to-end entity linking in
some literature
2Also known as D2KB task in GERBIL
partially informed by learned MD features. On top
of the shared feature embedding, MD and ED have
their own task-specific architectures and training
objectives, respectively.
Within the ED sub-task, a common approach
employed by previous EL models is candidate
generation. Specifically, for each mention de-
tected, a set of potential candidate entities is gener-
ated and then ranked in order to find the best entity.
The candidate generation process incorporates ex-
ternal knowledge compiled by human such as can-
didate entity set given a mention and prior prob-
abilities of entities given a mention. Our model
has the option of not relying on candidate sets and
therefore the external knowledge comes with it.
As a result, we can study the difference between
using and not using candidate sets.
This paper introduces two main contributions:
(i) We propose an end-to-end differentiable neu-
ral EL model that jointly performs MD and ED
and achieves state-of-the-art performance.
(ii) Our model enables the option of eliminating
external knowledge so that we can study the im-
pact of external knowledge to our EL model. We
provide a benchmark performance of EL model
without any external knowledge in both training
and inference.
2 Related Work
Neural-network based models have recently
achieved strong results across standard datasets.
Research has focused on learning better entity rep-
resentations and extracting better local and global
features through novel model architectures.
Entity representation. Good KB entity repre-
sentations are a key component of most ED and
EL models. Representation learning has been ad-
dressed by Yamada et al. (2016), Ganea and Hof-
mann (2017), Cao et al. (2017) and Yamada et al.
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(2017). Sil et al. (2018) and Cao et al. (2018)
extend it to the cross-lingual setting. More re-
cently, Yamada and Shindo (2019) suggest to learn
entity representations using bidirectional trans-
former which achieves state-of-the-art results in
ED.
Entity Disambiguation. Some efforts in this
field only address the ED modeling, disregard-
ing the interaction between MD and ED. The un-
derlying assumption is that mentions are labeled
by some named entity recognizers (NER). Recent
work on ED has focused on extracting global fea-
tures (Ratinov et al., 2011; Globerson et al., 2016;
Ganea and Hofmann, 2017; Le and Titov, 2018),
extending the scope of ED to more non-standard
datasets (Eshel et al., 2017), and positing the prob-
lem in new ways such as building separate classi-
fiers for KB entities (Barrena et al., 2018).
Entity Linking. Early work by Sil and Yates
(2013), Luo et al. (2015) and Nguyen et al. (2016)
introduced models that jointly learn NER and ED
using engineered features. More recently, Kolitsas
et al. (2018) propose a neural model that generates
all combination of spans as potential mentions and
learns contextual similarity scores over their en-
tity candidates. MD is handled implicitly by only
considering mention spans which have non-empty
candidate entity sets. On the other hand, Martins
et al. (2019) propose training a multi-task NER
and ED objective using Stack-LSTM (Dyer et al.,
2015).
3 Model Description
Given a document containing a sequence of n to-
kens w = {w1, ..., wn} with labels in mention in-
dicators3 ymd = {I,O,B}n and entity IDs yed =
{j ∈ Z : j ∈ [1, k]}n which index a pre-trained
entity embedding matrix E ∈ Rk×d of entity uni-
verse size k and entity embedding dimension d,
this model is trained to tag each token with its cor-
rect mention indicator and link each mention with
its correct entity ID.
3.1 Text Encoder
The text input to our model is encoded by BERT
(Devlin et al., 2019). We initialize the pre-trained
weights from BERT-BASE.4 The text input is to-
kenized by the cased WordPiece (Johnson et al.,
3We use standard inside-outside-beginning (IOB) tagging
format introduced by (Ramshaw and Marcus, 1995)
4https://github.com/google-research/bert
2017) sub-word tokenizer. The text encoder out-
puts n contextualized WordPiece embeddings h
which are grouped to form the embedding matrix
H ∈ Rn×m, where m is the embedding dimen-
sion. In the case of BERT-BASE, m is equal to
768.
The transformation from word level to Word-
Piece sub-word level labels is handled similarly to
the BERT NER task, where the head WordPiece
token represents the entire word, disregarding tail
tokens.
BERT comes in two settings: feature-based and
fine-tuned. Under the feature-based setting, BERT
parameters are not trainable in the domain task
(EL), whereas the fine-tuned setting allows BERT
parameters to adapt to the domain task.
3.2 EL model
MD is modeled as a sequence labelling task. Con-
textualized embedding h is passed through a feed-
forward neural network and then softmaxed for
classification over IOB:
mmd =Wmdh+ bmd (1)
pmd = softmax(mmd) (2)
where bmd ∈ R3 is the bias term, Wmd ∈ R3×m
is a weight matrix, and pmd ∈ R3 is the predicted
distribution across the {I,O,B} tag set. The pre-
dicted tag is then simply:
yˆmd = argmax
i
{pmd(i)} (3)
ED is modeled by finding the entity closest to the
predicted entity embedding by some distance mea-
sure. Specifically, on top of the text encoder, we
apply an additional ED specific feedforward neu-
ral network. The combination forms a projector
from each token to the entity embedding space
with dimension d:
med = tanh(Wedh+ bed)
ped = s(med,E)
yˆed = argmax
j
{ped(j)}
(4)
where bed ∈ Rd is the bias term, Wed ∈ Rd×m
is a weight matrix, and med ∈ Rd is the same size
as the entity embedding. s is any similarity mea-
sure which relates med to every entity embedding
in E. In our case, we use cosine similarity. Our
O 4123
Leicester ##shire beat Somerset County Cricket Club[CLS] [SEP]
BERT
hLeicester h##shire hbeat hSomerset hCounty hCricket hClubh[CLS] h[SEP]
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Figure 1: Architecture of the proposed model. Input WordPiece tokens are passed through BERT forming con-
textualized embeddings. Each contextualized embedding is passed through two task-specific feed-forward neural
networks for MD and ED, respectively. Entity ID prediction on ‘B’ is extended to entire mention span.
predicted entity ID is the index of ped with the
highest similarity score.
We use pre-trained entity embedding from
wikipedia2vec (Yamada et al., 2018) as pre-
training good entity representation is beyond the
scope of this work. Ideally, pre-trained entity
embedding should be from similar architecture to
our EL model, but experiment shows strong result
even if it is not. The wikipedia2vec entity em-
bedding used in our model is trained on the 2018
Wikipedia with 100 dimensions and link graph
support.5
During inference, after receiving results for
each token from both MD and ED side, the men-
tion span will be tagged by the {B, I} indicator
as shown in Figure 1. For each mention span,
the first token’s entity ID prediction represents the
entire mention span. The remaining non-mention
and non-first entity ID prediction are masked out.
Such behavior would be facilitated by the training
objective below.
During training, we minimize the following
multi-task objective which is inspired by Redmon
and Farhadi (2017) from the domain of object de-
tection:6
J(θ) = λLmd(θ) + (1− λ)Led(θ) (5)
where Lmd is the cross entropy between predicted
and actual distributions of IOB and Led is the co-
sine similarity between projected entity embed-
ding and actual entity embedding. We tentatively
explored triplet loss and contrastive loss with some
simple negative mining strategies for ED but did
not observe significant gain in performance. Two
loss functions are weighted by a hyperparameter
5https://wikipedia2vec.github.io/wikipedia2vec/pretrained/
6Similar to EL, object detection has two sub-tasks: locate
bounding boxes and identify each box’s object.
λ. Note thatLmd is calculated for all non-pad head
WordPiece tokens but Led is calculated only for
the first token of every labeled entity mention.
4 Experiments
4.1 Dataset and Performance Metrics
We train and evaluate our model on the widely
used AIDA/CoNLL dataset (Hoffart et al., 2011).
It is a collection of news articles from Reuters,
which is split into training, validation (testa) and
test (testb) sets. Following the convention, the
evaluation metric is strong-matching span-level
InKB micro and macro F1 score over gold men-
tions where entity annotation is available (Ro¨der
et al., 2018). Note that ED models are evaluated
by accuracy metric while EL models are evaluated
by F1, which penalizes tagging non-mention span
as entity mention.
4.2 Candidate Sets
All EL models cited rely on candidate sets. As
for our model, mention can be efficiently disam-
biguated with respect to the entire entity universe
which is 1 million most frequent entities in 2018
Wikipedia. Consequently, our model can circum-
vent candidate generation as well as the external
knowledge comes with it. In order to study the
impact of candidate sets on our model, we apply
candidate sets from Hoffart et al. (2011) backed
by the YAGO knowledge graph (Suchanek et al.,
2007). We do not limit the size of the candidate
sets. Note that we do not use any other external
knowledge in this work.
4.3 Training Details and Settings
We train the EL model on the training split with a
batch size of 4 for 50,000 steps. Similar to BERT,
the model is optimized by the Adam optimizer
(Kingma and Ba, 2014) with the same hyperpa-
rameters except the learning rate, which we set to
2e-5. Training was performed on a Tesla V100
GPU. Experiments are repeated 3 times to calcu-
late an error range.
4.4 Results
Comparison with Other EL Models. Our model
is compared with four of the most recent EL mod-
els in Table 1. Our model with candidate sets
(mentioned in Section 4.2) achieves state-of-the-
art results. Without candidate sets, identifying
the correct entity over the entire 1 million entity
universe remains a challenging task. This result
serves as a benchmark for future models without
external knowledge.
System Validation F1 Test F1
Macro Micro Macro Micro
Martins et al. (2019) 82.8 85.2 81.2 81.9
Kolitsas et al. (2018) 86.6 89.4 82.6 82.4
Cao et al. (2018) 77.0 79.0 80.0 80.0
Nguyen et al. (2016) - - - 78.7
Fine-tuned BERT with candidate sets 92.6±0.2 93.6±0.2 87.5±0.3 87.7±0.3
Fine-tuned BERT without candidate sets 82.6±0.2 83.5±0.2 70.7±0.3 69.4±0.3
Table 1: Strong-matching span-level InKB macro
& micro F1 results on validation and test splits of
AIDA/CoNLL dataset. Note that the other models cited
all use candidate sets.
Ablation Study. First, as shown in both Table
1 and Table 2, the gap of F1 scores between us-
ing and not using candidate sets shows that ex-
ternal knowledge such as candidate sets have a
strong impact on the performance under both fine-
tuned and feature-based BERT settings. To the
best of our knowledge, we are the first to disen-
tangle EL from external knowledge and quantify
this gap. Second, fine-tuned BERT shows better
performance than feature-based BERT, indicating
that allowing BERT to adapt to the domain task is
crucial.
Ablation Validation F1 Test F1
Macro Micro Macro Micro
Feature-based BERT with candidate sets 87.1±0.1 90.3±0.1 83.5±0.3 84.8 ±0.4
Feature-based BERT without candidate sets 63.3±1.1 64.1±0.2 57.2±0.2 54.1 ±0.3
With fasttext entity embedding 90.4 91.4 82.8 82.9
Table 2: Ablation results on validation and test sets of
AIDA/CoNLL.
Third, the impact of entity embedding is tested.
We build a simple fasttext entity embedding
that replaces wikipedia2vec. This fasttext entity
embedding is the 300-dimensional fasttext (Bo-
janowski et al., 2017) embedding on each en-
tity’s Wikipedia title. This fasttext entity embed-
ding performs slightly worse than wikipedia2vec,
which reveals that entity title contains some en-
tity representation features but not as much as
wikipedia2vec.7 Our model is robust to other less
sophisticated entity representations.
5 Conclusions and Future Work
We propose an EL model that jointly learns MD
and ED task, achieving state-of-the-art results. We
show that training and inference without candidate
sets or in fact any external knowledge are possi-
ble. Benchmark results of EL without any external
knowledge are provided. For future work, we sug-
gest to study entity representation learning from
similar process as our EL model. Additionally,
to explore global EL from a language model with
memory to global context such as XLNet (Yang
et al., 2019) and cross-lingual EL from a multi-
lingual language model would be promising.
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